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Preface

Energy storage and conversion are crucial research and industry topics, especially within the

context of sustainable development. Scientific and technological progress in these fields have the

potential to improve energy use efficiency across traditional, renewable and unconventional sources.

Energy storage technologies, including batteries, fuel cells, supercapacitors (ultracapacitors) and

superconducting magnetic energy storage (SMES), combined with decreasing costs are creating new

scenarios and opportunities in the development and market of energy generation, grids, industrial

plants, complex systems and consumer electronics.

This reprint collects some of the latest developments and applications in these interdisciplinary

fields, offering a common framework for authors from different research areas.

Alon Kuperman and Alessandro Lampasi

Editors
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Abstract: In the geyser boiling mode, the working fluid state is divided into a boiling process and a
quiet process, and the sodium-potassium (Na-K) alloy heat pipe can discontinuously transfer heat at
each boiling. The overheating of the liquid working fluid at the bottom causes short-term boiling
and forms slug bubble, the strong condensing ability quickly conducts heat from the evaporator
section. And geyser boiling can occur before the working fluid forms continuous flow, so it transfers
more heat at lower temperatures than natural convection cooling. In this study, the heat transfer
process of a Na-K alloy heat pipe with forced convection cooling under different heating power
was experimental studied. The geyser boiling mode can make the Na-K alloy heat pipe work below
650 ◦C and reduce the start-up time. In the process of geyser boiling, the heat transfer quantity was
increased by the boiling frequency and the amount of vapor produced in a single boiling. The boiling
temperature had no obvious change with the increased of heating power, and the condenser section
temperature increased with the heating power.

Keywords: sodium-potassium alloy; geyser boiling; forced convection cooling; start-up performance;
heat transfer performance

1. Introduction

Heat pipes rely on the phase transformation of the working fluid to transfer heat by
using latent heat. Therefore, heat pipes have high heat transfer performance [1], isother-
mal performance [2] and thermal response speed [3]. The working temperature of high
temperature heat pipes is higher than 750 K. Sodium, potassium and other alkali metals
are often used as working fluid for high temperature heat pipe because of their high boil-
ing temperature, low saturation pressure, high latent heat of vaporization and high heat
transfer performance. Alkali metal heat pipes have been used in many high temperature
applications such as high temperature isothermal heater [4], thermometric calibration sys-
tem [5,6], solar energy utilization system [7,8], residual heat removal system [9–12], high
temperature thermal management [13–15] and so on. The alloy of suitable ratio of sodium
and potassium is liquid at room temperature, so the sodium-potassium (Na-K) alloy heat
pipe has great advantages in cold-start and working fluid filling. Na-K alloy was the first
used as coolant in nuclear industry, Anderson et al. [16] proposed to replace pure metals
such as sodium and potassium as high temperature heat pipe working fluid. The thermal
properties and flow characteristics of Na-K (78% by mass of potassium) alloy were studied
by Serizawa et al. [17] and Timothy et al. [18]. The results showed that the heat transfer
performance of the alloy is better than sodium and potassium. The start-up performance of
liquid metal heat pipes is very different from the low temperature heat pipes, the effect of
compressibility must be considered at start-up stage because of the low pressure and low
density of vapor. The continuous flow can be formed only after the working fluid reaches
a certain temperature, then the vapor density and pressure increase significantly and the

Energies 2021, 14, 7582. https://doi.org/10.3390/en14227582 https://www.mdpi.com/journal/energies
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heat pipe can transfer heat effectively. Similar to other alkali metal heat pipes, the heat
transfer limits such as sonic limit and viscosity limit also appear in the start-up process of
Na-K alloy heat pipes. Na-K alloy heat pipes also have several advantages, different mass
ratios of sodium and potassium can be selected according to the requirements of working
temperature. Due to the melting point of the Na-K alloy is below room temperature when
the mass fraction of potassium is between 46% and 89%. Therefore, there is no frozen
limit at room temperature and it is beneficial to the manufacture of heat pipe such as the
high temperature oscillating heat pipe [19], and there is no solidification limit, the working
fluid will not solidify into solid state in the condenser section, avoid that the working fluid
cannot return and the evaporator section dry burning.

At present, Na-K alloy heat pipes have been applied in many fields such as molten
salt residual heat utilization system [20], high temperature cooling system [21] and so on.
Working conditions have a great influence on the start-up heat transfer performance of
Na-K alloy heat pipe. When the length of condenser section is too long, the working fluid
is not easy to fill the whole heat pipe [22,23]. When the length of the condenser section
is too small, the condenser amount of the working medium is small, which increases the
gas pressure [23,24]. The inclination angle of heat pipe will affect the effective heating
area of evaporator and the driving force of reflux liquid, and the most suitable inclination
angle of Na-K alloy heat pipe is 55◦ [25]. The Na-K alloy heat pipe has been proved to
be an effective high thermal conductivity element, the heat transfer ability and service
temperature of Na-K alloy heat pipe are between those of sodium heat pipe and potassium
heat pipe in full start state. Because the melting point of Na-K alloy is lower than room
temperature, it is safer in working fluid filling and cold start process, so the Na-K alloy
heat pipe is a kind of safer heat pipe which can replace sodium heat pipe. And there is
no solidification phenomenon in geyser boiling. The geyser boiling is a kind of repeated
process in which the working fluid suddenly boils and returns to calm.

In this article, Section 2 Literature review presents related works on the geyser boil-
ing. Section 3 Experimental methods presents the equipment, experimental system and
experimental method. Section 4 Results and discussions presents working process of Na-K
alloy heat pipe and effects of heating power on geyser boiling process, heat pipe wall
temperature distribution and heat transfer performance. Section 5 Conclusions presents
the main conclusions in this study.

2. Literature Review

Noie et al. [26] studied the influence of the inclination angle on the heat transfer
coefficient of the condenser under different liquid charge ratios. It was found that geyser
boiling occurred when the liquid charge ratios is greater than 30%.

Emani et al. [27] studied the effects of liquid charge ratio, inclination and cooling
water mass flow on the geyser boiling. It was found that when the inclination angle was
reduced, the geyser period and the temperature fluctuation range were reduced, and the
geyser boiling phenomenon disappeared when the inclination angle was less than 15◦. The
mass flow rate of the cooling water has little effect on the geyser boiling phenomenon.

Lin et al. [28] studied the influence of heating power, condenser temperature, liquid
charge ratio and evaporator length on water and ethanol geyser boiling. The correlation
equation of heat transfer coefficient in geyser boiling was proposed.

Wang et al. [29] presented a combined CFD/visualization study and used the VOF
method to improve the Lee model. The improved model had better predictive performance,
and the heat transfer behavior obtained was closer to the actual phenomenon in the
visualization experiment.

Some literature studied how to suppress geyser boiling. Casarosa et al. [30] studied the
influence of heating power and condenser pressure on geyser boiling. When the condenser
pressure remained constant, the boiling frequency increased linearly with the increase of
heating power. When the heating power was constant, increasing the condenser pressure
reduced the geyser boiling, and even eliminated the geyser boiling.
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Kujawska et al. [31] studied the geyser boiling phenomenon of heat pipes using
nanofluids. It was found that nanofluids can reduce or even inhibit geyser boiling. The
deposition of nanoparticles on the evaporator wall increases the number of nucleation
points that can form vapor bubbles and prevents the formation of gas plugs.

Although most literatures hope to eliminate geyser boiling [32,33], some literatures
have noticed that geyser boiling can be applied. Kuncoro et al. [34] studied the effects of
temperature and pressure on the geyser boiling of water and R113. The study found that
the temperature distribution inside the liquid has a great influence on geyser boiling. And
in this research, it was found that the start-up time of the heat pipe is reduced after geyser
boiling occurs.

Tecchio et al. [35] studied the effects of heat flux and vapor pressure on geyser boiling
in loop thermosyphons with liquid charge rates of 0.5 and 0.9. Geyser boiling occurred
when the heat flux was higher than 12.5 kW/m2 and vapor pressures was below 25 kPa,
and the dimensionless pressure rates were about 1.0. And it was noted that the heat transfer
quantity obviously increased when geyser boiling occurred.

Jia et al. [22] studied the effect of heating temperature on the heat transfer performance
of Na-K alloy heat pipe. Under cooling water cooling, geyser boiling phenomenon occurred,
and the start-up temperature and working temperature of heat pipe were lower than those
under natural convection. Compared with the study of heat transfer performance of Na-K
alloy heat pipe under natural convection cooling by Guo et al. [24], geyser boiling can
reduce the lowest working temperature of Na-K alloy heat pipe. Under forced convection
cooling of cooling water, when the heating temperature reached 600 ◦C, geyser boiling
occurred in the heat pipe and the heat transfer quantity increased. But under the same
heating conditions and natural convection cooling, the phase transformation process of
working fluid became violent only when the heating temperature reached 725 ◦C [23,24].
Moreover, geyser boiling can transfer more heat at lower temperatures. When the heating
temperature was 650 ◦C, the heat transfer quantity under natural convection cooling of air
was 475 W [24], and the heat transfer quantity under cooling water was 790 W [22].

Therefore, the heat pipe could transfer heat effectively in the geyser boiling state, and
the working temperature range of the heat pipe is greatly improved. The influence of
heating power on the heat transfer process of Na-K alloy heat pipe under forced convective
cooling, along with the variation of wall temperature during the geyser boiling process
under forced convective cooling need to be further studied.

In this study, the influence of heating power on heat transfer process of Na-K (77.8% by
mass of potassium) alloy heat pipe under forced convective cooling was studied experi-
mentally, and the variation of wall temperature during geyser boiling process under forced
convective cooling was analyzed.

3. Experimental Methods

3.1. Experimental Setup and Procedure

The main equipment includes Na-K alloy heat pipe, heating furnace, power con-
troller, cooling water circulator, data collector, computer and so on. Figure 1 shows the
experimental system of heat pipe under forced convection cooling.

Figure 2 shows the experimental procedures. During the experiment, the heat pipe
was heated from room temperature. The heating condition is that the heating power was
constant at 800 W, 1000 W, 1200 W and 1400 W respectively. The cooling condition is
that the cooling water flow was constant at 16 mL/s, and the temperature of constant
temperature water tank was constant at 20 ◦C. Each temperature was obtained through
the data collector, and the acquisition frequency was 3 s/time. In geyser boiling, the wall
temperature of the heat pipe changes periodically and drastically. The start-up process of
heat pipe is from the beginning of heating to the first boiling. From the beginning of heating
to the first boiling, it is the start-up process of the heat pipe. At least 20 stable and complete
boiling fluctuation cycles need to be recorded in each group of experiment. Because the
heat pipe always kept geyser boiling, the time-average values of the wall temperature, the

3
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temperature of the cooling water jacket, the outlet and inlet temperature of the cooling
water in the calculation are taken within 5 boiling after the stable fluctuation.

Figure 1. Experimental system of Na-K heat pipe under forced convection cooling.

Figure 2. Experimental procedures of Na-K heat pipe of (a) Experimental conditions; (b) Operation
status of Na-K heat pipe.

The temperature of the outer wall of heat pipe, the outlet and inlet of the cooling
water, the ambient and the outer wall of the cooling water jacket were measured. Figure 3
shows the distribution of temperature measuring points on the outer wall, these measuring
points were numbered as P1 to P15 in turn. The evaporator section was 580 mm long
with 5 measuring points, the insulation section was 90 mm long with 1 measuring point,
the condenser section was 330 mm long with 9 measuring points due to the large axial

4
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temperature variation of the condenser section. The heat pipe was always placed vertically
during the experiment.

Figure 3. Location of temperature measuring points.

A Na-K alloy gravity heat pipe was used in the experiment. The mass fraction of metal
potassium and sodium in the Na-K alloy are 77.8% and 22.2% respectively. Compared
with sodium and potassium, the Na-K alloy has low melting point and it is liquid at room
temperature. As an alkali metal heat pipe working fluid, Na-K alloy is easy to fill and will
not condense in the condenser section. Table 1 presents the thermophysical properties of
the Na-K alloy.

Table 1. Thermophysical properties of the Na-K (77.8% by mass of potassium) alloy.

Properties Values

Melting temperature (0.1 MPa) −12.6 ◦C
Boiling temperature (0.1 MPa) 785.1 ◦C
Vapor pressure (700 ◦C) 0.489 kPa
Density (700 ◦C) 731.1 kg/m3

Specific heat (700 ◦C) 1.01 kJ/(kg·K)
Viscosity (700 ◦C) 1.5 × 10−3 Pa·s
Latent heat of vaporization (0.1 MPa) 3453.5 kJ/kg

The shape of heat pipe is cylindrical, the parameters of the Na-K alloy heat pipe is
presented in Table 2. In our previous work [24], the Na-K heat pipe had best start-up
performance under the length of evaporator, condenser, and adiabatic section in Table 2.

Table 2. Parameters of the Na-K alloy heat pipe.

Parameters Specifications

Total length 1000 mm
Outer diameter 25 mm
Inner diameter 20 mm
Working fluid weight 70 g (about 78 cm3, 25.3% of the heat pipe internal volume)
Container material Inconel 600
Evaporator section length 580 mm
Condenser section length 330 mm
Adiabatic section length 90 mm

The heating system is composed of single-phase full digital thyristor power controller,
voltage regulating power supply and heating furnace, which can realize the constant
temperature heating and the constant power heating of Na-K alloy heat pipe.

The power controller precisely controls the heating power by adjusting the voltage and
current of the circuit through the thyristor controller. In this experiment, the constant power
output mode was mainly used. The depth of heating furnace is 1000 mm, the resistance
heating wire was used, and the heating temperature range is 20~1000 ◦C. The maximum
temperature difference is less than 20 ◦C when heating at 800 ◦C constant temperature. The
heating furnace can be heated at 0~7 kW constant power by the power controller and the
control accuracy is ±0.01 kW.

5
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The cooling system is composed of annulus type cooling water jacket and cooling
water circulator. The cooling water jacket is made by stainless steel, the length of water
jacket is 330 mm, which is the same as the length of condenser section. The cooling water
in the jacket was upward flow and the gap between the cooling water jacket and the
condensation section of the heat pipe was filled with copper powder. The temperature
control accuracy of the cooling water circulator is ±0.1 ◦C and the flow control accuracy
is ±0.3 mL/s.

The temperature data were recorded by a data collector with voltage accuracy of 0.004%.
Because the gap between cooling water jacket and heat pipe is very small and the

volume of standard thermocouple is too large to be arranged on the condenser section wall.
Therefore, the self-made K-type thermocouples which were welded with 0.2 mm diameter
nickel-chromium alloy wires and nickel-aluminum alloy wires were used after calibrated
by China Institute of Metrology, and the uncertainty of all self-made K-type thermocouples
is 1.2 K.

3.2. Data Processing

The calculation methods of the equivalent heat transfer coefficient, the equivalent ther-
mal resistance, and the heat transfer coefficient of evaporator section and condenser section
are shown in Equations (1)–(5). The equations were taken from the National standards of
China “Testing method for heat transfer performance of heat pipes (GB/T14812-2008)”.
The heat transfer quantity can be calculated by subtracting the heat leakage of cooling
water jacket from the cooling water.

Q = Gcp(Tj,out − Tj,in)− hja(Ta − Tj)Aj (1)

The hja is the convective heat transfer coefficient between water jacket out wall and
air, it is about 20 W/(m2·◦C). The equivalent heat transfer coefficient can be calculated by
considering the heat pipe as a uniform solid,

K =
Q

(Te − Tc)Ahp
(2)

The heat leakage of heat pipe insulation section and the heat resistance of heat pipe
wall is small, so the insulation section temperature can be used as the temperature of
working fluid vapor of heat pipe. The heat transfer coefficient of evaporator section and
condenser section can be defined as

he =
Q

(Te − Ta)Ae
(3)

hc =
Q

(Ta − Tc)Ac
(4)

The equivalent thermal resistance can be defined as

R =
Te − Tc

Q
(5)

In Equations (2)–(5), the average wall temperature was taken as the average tempera-
ture of each section.

Te =
T1 + T2 + T3 + T4 + T5

5
(6)

Tc =
T7 + T8 + · · ·+ T15

9
(7)
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According to the measurement accuracy of temperature and heating power, the
uncertainty of thermal resistance and effective thermal conductivity was calculated. The
uncertainty of thermal resistance is defined as [36]

δR
R

=

√(
δT
T

)2
+

(
δQ
Q

)2
(8)

Therefor, the maximum relative thermal resistance uncertainty was ±0.41%.

3.3. Experimental Repeatability

Figure 4 shows the reproducibility of the time-average wall temperature. Three
experiments under the same conditions were completed in three different days. The
heating power was 800 W, the cooling water temperature was 20 ◦C and the cooling water
flow rate was 16 mL/s. From this Figure, the experimental error of time-average wall
temperature of heat pipe was less than 2%. Therefore, it could be considered that the
experimental results were accurate.

Figure 4. Reproducibility of time-average wall temperature of Na-K alloy heat pipe.

4. Results and Discussions

4.1. Start-Up Process

During the start-up process of Na-K alloy heat pipe, the flow state of working fluid will
transform from the rarefied vapor flow to the continuum vapor flow. The Na-K alloy heat
pipe can only achieve efficient heat transfer when the continuum vapor flow is established.
Knudsen number can be used to determine whether the working fluid forms continuous
flow, the Knudsen number can be calculated by the ratio of mean free path of working
fluid and diameter of the vapor flow passage.

Kn =
λ

D
(9)
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It is generally believed that continuous flow can be formed only when Knudsen
number is less than 0.01 [20,37]. The temperature that can make the working fluid vapor
form a continuous flow is named the transition temperature, it can be defined as [20,37]

Ttr ≥ πM
2 × 10−4Rg

(
μv

ρvD

)2
(10)

The vapor transition temperature is mainly affected by the height of vapor space
which is the inner diameter of heat pipe. The transition temperature of Na-K (77.8% by
mass of potassium) alloy is about 340.2 ◦C when the inner diameter of the heat pipe is
20 mm.

Figure 5 shows the temperature variation of each measurement point under different
heating power during the start-up process and working process. The sonic limit appeared
in the start-up process under all heating power. The sonic limit is very common in the
start-up process of alkali metal heat pipes, and it will disappear with the increase of vapor
temperature [38]. An intense boiling occurred in the heat pipe after heating for 25 to
40 min under all heating power, the evaporator section temperature decreased sharply
while the condenser section temperature increased rapidly. Because a large amount of high
temperature vapor flowed to the condenser section, and the sound of liquid working fluid
impacting the end cover of condenser section could be heard clearly during the boiling.

Figure 5. Temperature distribution of Na-K alloy heat pipe under heating power of (a) 800 W; (b) 1000 W; (c) 1200 W;
(d) 1400 W.
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Due to the intense boiling and strong forced convection cooling, the evaporator section
temperature decreased greatly after the first boiling, and a large amount of heat was taken
away by the cooling water, so the heat pipe can not maintain continuous boiling state.
Therefore, the condenser section temperature began to decrease, and the evaporator section
temperature raised. About 2 to 3 min later, another intense boiling occurred and this
process was repeated, then the geyser boiling occurred in the heat pipe [28,38]. Because the
melting point of Na-K alloy is lower than room temperature and there is no solidification
limit, the working fluid will not solidify into solid state in the condenser section. Even if
the condenser section temperature was reduced to 40 ◦C during the geyser boiling process,
the Na-K alloy heat pipe can work normally.

Since measuring point 1 to measuring point 5 were in the evaporator section, the
temperature rises gently in the start-up stage. When the heating time was 20 min to 25 min,
the temperature of measuring point 4 decreases slightly, because the liquid level of liquid
Na-K alloy is lower than measuring point 4. At this time, the Na-K alloy had begun a
large number of phase transformation on the liquid surface, and the temperature change of
measuring point 4 in the start-up stage was very small.

The flow state of Na-K alloy transformed from the rarefied vapor flow to the contin-
uum vapor flow when temperature reached the transition temperature, and the flow of
Na-K alloy increased greatly, which greatly increased the wall temperature of heat pipe.
The temperature of measuring point 6 in the adiabatic section rose sharply at 20 min to
30 min, indicating that the working fluid in the adiabatic section had changed to continu-
ous vapor flow at this time. Since the liquid level of Na-K alloy is lower than measuring
point 4, measuring point 5 in the evaporation section also had the process of flow state
transformation, and the temperature of measuring point 5 also increased greatly in a short
time. The temperature from measuring point 4 to measuring point 6 was maintained at
about 400 ◦C after flow state transformation, which is close to the theoretical transition
temperature of Na-K alloy.

In the start-up state, because there were few Na-K alloys entering the condenser
section, the temperature of only a few measuring points increased, and most measuring
points were at room temperature. Therefore, geyser boiling can occur before continuous
flow is formed in the condenser section under forced convection cooling.

4.2. Working Process

In the working state, when the temperature of measuring point 1 at the bottom of
the heat pipe reached about 650 ◦C, a violent boiling occurred at the bottom of the heat
pipe to produce Taylor bubble, which is a kind of elastic flow bubble. A large amount
of vapor carried liquid Na-K alloy into the condenser section, reduced the temperature
of each measuring point in the evaporator section and increased the temperature of each
measuring point in the condenser section, and the sound of liquid working fluid hitting
the top of the heat pipe could be heard. Then, due to the strong cooling capacity of the
cooling water, the heat input in the evaporation section was not enough to maintain the
continuous boiling of Na-K alloy, so that the temperature of each measuring point in the
condenser section decreased rapidly, and the temperature of each measuring point in the
evaporator section rose again. A new boiling occurred when the temperature of measuring
point 1 reached about 650 ◦C again, and then the heat pipe repeated this process to form
geyser boiling.

Compared with the temperature fluctuation under different heating power in Figure 5,
with the increased of heating power, the temperature distribution at the beginning and the
end of each single boiling was very close. Because the working fluid returned to the same
state after each boiling, increasing the heating power only increases the boiling frequency.

The time-average wall temperature of each measurement point is the average value of
temperature within 5 boiling after the stable fluctuation. Figure 6 shows the time-average
wall temperature distribution of heat pipe under different heating power. The average
temperature of condenser section was obviously increased with the heating power, and
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the temperature uniformity was slightly improved. Due to the strong heat transfer ability
of forced convection, there was a large temperature gradient along the heat pipe, the
vapor temperature decreased rapidly after entered the condenser section. The temperature
gradient at 795 mm to 970 mm decreased obviously, indicating that there was less Na-K
alloy here and the flow state is rarefied vapor flow.

Figure 6. Average temperature distribution of heat pipe under different heating power.

Figure 7 shows the start-up time and average temperature of evaporator section during
each boiling under different heating power. The start-up time is the first time of intense
boiling of the heat pipe. The average temperature of evaporator section was calculated
according to Equation (6) from Figure 6. The start-up time decreased as the heating power
increases, indicating that the heating power has greater influence on the temperature of
working fluid in the non-boiling state. The next boiling time will be reduced, and it can be
seen in Figure 5 that the fluctuation frequency increased at higher heating power. Geyser
boiling would not make the maximum temperature of evaporator section continue to
increase, the temperature of P6 in the insulation section was maintained at about 400 ◦C.
That meant the starting condition of each boiling and the temperature of vapor was very
close to 400 ◦C during a single boiling, so the average temperature of evaporator section
had small differences, and the temperature of the evaporation section is relatively close
in Figure 6. It means that Na-K alloy heat pipes can work at lower temperature under
geyser boiling. With the increased of heating power, the mass of vapor produced in single
boiling increased, and the average temperature of evaporation section increased after a
single boiling.

Figure 8 shows the average temperature difference of some measurement point at
the condenser section in each single boiling and the average fluctuation cycle of each
single boiling. With the increased of heating power, the evaporation of the working fluid
increased, and the condenser section temperature increased obviously after the end of
single boiling. Since the average temperature of evaporation section under different heating
power in Figure 7 has little difference, it shows that the mass flow of working fluid during
single boiling increases with the heating power. When the heating power was 800 W, the
geyser boiling cycle was obviously longer, so the temperature difference in the condenser
section was obvious in Figure 6. The lower heating power made the temperature rise slowly
in the evaporator section, it took a longer time to reach the required boiling temperature.
As the heating power reached 1400 W, the mass of vapor reaching the condenser section
was higher, and it needed more time to cool due to the heat dissipation condition of the
condenser section, so the temperature fluctuation frequency was close to the frequency
under 1200 W heating.
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Figure 7. Start-up time and average temperature of evaporator section during the each boiling under
different heating power.

Figure 8. Average temperature difference and fluctuation cycle of condenser section during
geyser boiling.

4.3. Heat Transfer Performance

The temperature change in the middle of the condenser section was most obvious in a
single boiling. The wall temperature was greatly affected by the cooling water when the
vapor just entered the condenser section. Because the vapor temperature was higher before
boiling, the wall temperature change was small at the entrance of condenser section. When
the vapor arrived the end of the condenser section, most of the heat had been taken away
by the cooling water, the cooling water temperature was also increased and the cooling
capacity decreased, so the temperature change of the heat pipe was also small at end of the
condenser section.

Figures 9 and 10 show the heat transfer quantity, the equivalent heat transfer co-
efficient, the equivalent thermal resistance, and the surface heat transfer coefficient of
evaporator section and condenser section of heat pipe during working process according
to Equations (1)–(5). With the increase of heating power, the heat transfer performance
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of heat pipe was improved. Because the average temperature of the evaporator section
changed little, it can be further proved that the mass flow of working fluid increases with
the heating power in single boiling. The heat transferred by the heat pipe was only about
half of the input of the heating controller, and a lot of heat was lost by the heating furnace.
In this study, the minimum thermal resistance was about 0.6 K/W, and equivalent heat
transfer coefficient could reach about 5500 W/(m2·◦C).

Figure 9. Heat transfer quantity and equivalent thermal resistance of heat pipe under different
heating power.

Figure 10. Heat transfer coefficient of heat pipe under different heating power.

Compared with Figures 6, 9 and 10, although there was a large temperature gradient
along the heat pipe under 800 W to 1400 W heating, the increased of heating power could
improve the evaporation rate and promoted the heat transfer of the evaporator section.
Due to a large amount of vapor entered the condenser section, the heat transfer of the
condenser section had been promoted and the vapor flow rate was increased, so the heat
transfer coefficients increased linearly.

Table 3 presents the operating parameters of Na-K heat pipe under different heating
power. From the Table 3, the effective heat transfer of heat pipe increased with the heating
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power, but the maximum temperature of heat pipe and the average temperature of evapo-
ration section (Te) change little, while the fluctuation cycle of geyser boiling decreased and
the average temperature of condensation section (Tc) increased. Therefor, the geyser boiling
mainly increases heat transfer by increasing boiling frequency rather than increasing the
temperature of Na-K heat pipe.

Table 3. Operating parameters of Na-K heat pipe under different heating power.

Heating
Power

Maximum
Temperature of

Heat Pipe

Average Temperature of
Evaporator Section (Te)

Fluctuation
Cycle

Average Temperature of
Condenser Section (Tc)

Effective Heat
Transfer Quantity

800 W 696.3 ◦C 508.1 ◦C 3.02 min 133.0 ◦C 461.2 W
1000 W 672.7 ◦C 510.7 ◦C 2.51 min 146.6 ◦C 518.5 W
1200 W 679.5 ◦C 516.5 ◦C 2.20 min 166.3 ◦C 644.2 W
1400 W 684.4 ◦C 521.2 ◦C 2.15 min 172.8 ◦C 793.1 W

Although geyser boiling will cause temperature fluctuation and shell vibration. Geyser
boiling can make Na-K alloy heat pipe working at lower temperature. Table 3 presents the
maximum temperature of heat pipe under geyser boiling was only about 700 ◦C when the
effective heat transfer quantity of heat pipe reached 800 W. Compared with our previous
work of Guo et al. [24], under the natural convection cooling, the effective heat transfer
quantity can reach 800 W only when the maximum temperature is above 800 ◦C. Therefore,
geyser boiling reduced the operating temperature of the Na-K alloy heat pipe by 100 ◦C.

Geyser boiling also can make Na-K alloy heat pipe have higher heat transfer quantity
at lower temperature. Figure 6 and Table 3 present that when the maximum average
temperature of the evaporator section was 600 ◦C, the effective heat transfer quantity under
geyser boiling reached 800 W. While the Na-K alloy heat pipe has not start at the same
temperature under natural convection cooling conditions, and the effective heat transfer
was less than 50 W [24,25].

5. Conclusions

Due to geyser boiling can occur before continuous flow is formed in the condenser
section under forced convection cooling, the start-up capacity and heat transfer capacity of
a Na-K alloy heat pipe under forced convection cooling were experimentally studied at
different heating power (800 W, 1000 W, 1200 W and 1400 W). The Na-K alloy heat pipe
can work in geyser boiling mode, and transfer a lot of heat quantity at lower temperature
than natural convection cooling. The main conclusions were as follows:

(1) Geyser boiling can reduce the minimum operating temperature of Na-K alloy heat
pipe, and can have higher heat transfer capacity than natural convection cooling at
lower temperature.

(2) In the geyser boiling process, the increase in the average temperature of the condens-
ing section is caused by the increase in the mass flow of the Na-K alloy working fluid.
And the small change in the average temperature of the evaporation section is caused
by the small change in the boiling temperature.

(3) The increase of heating power leads to the increase of Na-K alloy working fluid mass
flow during single boiling, which further leads to a linear increase of heat transfer
capacity. But because of the cooling capacity, the boiling frequency does not increase
linearly.
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Nomenclature

A Surface area, m2

Ahp Heat pipe axial section area, m2

cp Specific heat of cooling water, J/(kg·K)
D Height of vapor space, m
G Mass flow of cooling water, kg/s
h Heat transfer coefficient, W/(m2·K)
hja Convective heat transfer coefficient between outer wall of cooling water jacket and air,

W/(m2·K)
K Equivalent heat transfer coefficient of the heat pipe, W/(m2·K)
M Molar mass, g/mol;
P Measuring point
Q Heat transfer quantity of heat pipe, W
R Thermal resistance, ◦C/W
Rg Universal gas constant, J/(K·mol)
T Time-averaged temperature, ◦C
Ttr Vapor transition temperature, K

Greek symbols

ρ Density, kg/m3

μ Viscosity, Pa·s
λ Length of mean free path of vapor, m

Subscripts

1–15 Measuring point 1 to 15
a Adiabatic section
c Condenser section
e Evaporation section
j Water jacket
v Vapor
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Abstract: Non-insulation high-temperature superconducting coils provide a much lower risk of
burnout in fault/abnormal conditions, such as hot-spot quench and overcurrent. This study employs
an equivalent circuit grid model, coupled with magnetic field calculation and the E–J power law
of superconductors, to deeply and systematically investigate the overcurrent charging process in
a double-pancake non-insulation coil. An evident saturation of the magnetic field in the axial
direction of the coil was observed and verified by experiments. Experimentally, the entire process,
including the behavior of the magnetic field, was consistent with the numerical results. Based on
the verified model, two main points were addressed: (1) Transient current distribution inside the
coil during overcurrent charging was studied. Potential quenching risks were found to be at the
innermost and outermost turn near the electrodes, as well as the pancake-to-pancake connection part.
(2) Magnetic field saturation, which is a unique phenomenon in non-insulation superconducting coils
during overcurrent charging, was studied in detail and first quantitatively defined by a new concept
“converged load factor”. Its relationship with turn-to-turn resistivity was revealed.

Keywords: high-temperature superconductor; non-insulation coil; overcurrent; numerical modeling;
magnetic field saturation

1. Introduction

One of the advantages of non-insulation (NI) high-temperature superconducting
(HTS) coils is the capability to operate under the fault (typically overcurrent and hot-spot
quench) conditions with a much lower risk of burnout [1]. The high stability against fault
conditions [2,3] puts NI coils forward as a promising option for the large-scale application of
DC high-temperature superconducting magnets, such as in maglev trains [4], motors [5,6],
TOKAMAK systems [7], and high-field NMR [8]. Overcurrent conditions with an operating
current higher than the critical current sometimes occur and play an important role in
achieving a maximum field and in the elimination of screening currents [7].

Several studies have focused on the performance of NI–HTS coils operating under
overcurrent conditions. Experimentally, a saturation of the magnetic field was observed in
various overcurrent tests [7,9–11], and burnout [11] of both the innermost and outermost
turns close to the electrodes occurred [12]. Similar phenomena were also observed during
overcurrent tests of HTS coils with turn-to-turn metal insulation [13,14]. Numerically, the
partial element equivalent circuit (PEEC) [15] or equivalent circuit grid (ECG) [16], coupled
with a thermal model, which was proposed to numerically analyze the behaviors of NI
coils during overcurrent conditions, suggested that a considerable amount of Joule heat
is generated near the outer electrode, initiating the quench propagation and ascribing the
magnetic field saturation to a local decrease in critical current [17]. Overcurrent test results
in [18,19] also demonstrate the capability of NI coils to operate steadily in the saturated
phase without leading to thermally induced degradation.

To further investigate the evolution of current distributions, understand the more
quantitative characteristics during the transition to the magnetic-field saturation phase,

Electronics 2021, 10, 2789. https://doi.org/10.3390/electronics10222789 https://www.mdpi.com/journal/electronics
17



Electronics 2021, 10, 2789

and clarify the potential risks of NI coils during overcurrent excitation, this study adopted
an equivalent circuit grid model [15–17] coupled with a magnetic field the E–J power law
of superconductors, calculated by the method mentioned in [20], to realize a real-time
circuit-field simulation. In addition, a double pancake NI test coil was wound and charged
with exquisite excitation procedures to validate the model. The responses of both the
magnetic field and coil voltage were recorded and compared with the numerical results.
The main contributions of this paper are as follows: (1) Detailed current distributions inside
the coil during overcurrent charging are presented and discussed. Potential quenching
risks were found to be at the innermost and outermost turn near the electrodes, as well as
at the pancake-to-pancake connection part. (2) Magnetic field saturation, which is a unique
phenomenon in non-insulation superconducting coils during overcurrent charging, was
studied in detail and first quantitatively defined by a new concept “converged load factor”.
Its relationship with turn-to-turn resistivity was revealed.

2. Model Description

2.1. Double-Pancake ECG Model

The ECG model [16] in Figure 1 was adopted to calculate the distributions of both the
spiral and radial currents of a NI–DP coil. The number of total turns in one pancake was de-
fined as Nt. Each turn was equally divided into Ne arc elements. The total number of spiral
and radial elements for one pancake was defined as Ni = Nt × Ne and Nj = (Nt − 1) × Ne,
respectively. Each spiral element consists of its own inductance, its mutual inductance
with the other elements, and spiral resistance. The k-th spiral resistance Ri,k is composed of
the resistance of the HTS layer Rsc and that of the other metal layers Rmt, as illustrated in
Figure 2. Rj,k represents the k-th radial resistance.

Figure 1. ECG model of a NI–DP coil.

Figure 2. Circuit of a spiral element.

Considering that a DP coil is wound spirally with a single tape, the upper pancake is
reflectional rather than translationally symmetric [21] with respect to the lower pancake,
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which should be considered when numbering spiral elements and calculating the mutual
inductance between an arc element of the upper pancake and one of the lower pancakes.

The relationship between the spiral and radial currents of the DP ECG model can be
obtained according to Kirchhoff’s law at each circuit node. The governing equations are
the following Equation (1):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ik − Ik+1 − Jk = 0 ; k ∈ [1, Ne]
Ik − Ik+1 + Jk−Ne − Jk = 0 ; k ∈ [Ne + 1, Nj]
Ik − Ik+1 + Jk−Ne = 0 ; k ∈ [Nj + 1, Ni − 1]
Ik + Jk−Ne = Iop ; k ∈ [Ni, Ni + 1]
Ik − Ik−1 + Jk−Ne = 0 ; k ∈ [Ni + 2, Ni + Ne]
Ik − Ik−1 + Jk−Ne − Jk−2Ne = 0 ; k ∈ [Ni + Ne + 1, Ni + Nj − 1]
Ik − Ik−1 − Jk−2Ne = 0 ; k ∈ [Ni + Nj, 2Ni]

(1)

where Ik, Jk, and Iop denote the current in the k-th spiral element, radial element, and power
supply, respectively.

The governing equations of each circuit loop derived from Kirchhoff’s voltage law are
the following Equation (2):

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Ne+1
∑

p=2
Up − JkRj,k = 0 ; k = 1

Uk − Uk+Ne − Jk−1Rj,k−1 + JkRj,k = 0 ; k ∈ [
2, 2Nj − 1

]
2Ni
∑

p=2Ni−Ne

Up − JkRj,k = 0 ; k = 2Nj

(2)

where Uk denotes the voltage drop along the k-th spiral element, consisting of both the
inductive and resistive voltages, as shown by the following Equation (3):

Uk =
2Ni
∑

m=1
Mk,m

dIm
dt + IkRi,k (3)

where Mk,m represents the self-inductance of the k-th spiral element if k = m and the mutual
inductance between the k-th and m-th spiral elements if k �= m. The self-inductance and
mutual inductance are calculated by integrating Neumann’s formula [22,23].

Equations (1)–(3) can be expressed in a matrix form (Equation (4)):

{
A1 I + A2 J = b

B1
dI
dt + B2 I + B3 J = 0

(4)

where I = [I1 I2 . . . I2Ni]T and J = [J1 J2 . . . J2Nj]T.
For the aforementioned ECG model [16], A1 is always a non-singular square matrix,

and consequently, unlike the previously proposed method [16], the radial current vector J
is selected as the state variable, and the spiral current vector I can be derived, as shown by
Equation (5).

I = A−1
1 (b − A2 J) (5)

To solve the system of ordinary differential Equation (4), iterative methods includ-
ing the Runge–Kutta fourth-order method were adopted, and the calculation and post-
processing were conducted in MATLAB R2021b. The geometry of the coil in profiles of
current distribution [24,25] in the radial direction was enlarged for better illustration.
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2.2. Coupling of Magnetic Fields and the DP ECG Model

To calculate the field-dependent critical current effectively, a two-dimensional axisym-
metric model mentioned in [20] was used as Equation (6).

B(r, φ, z) = −μ0 Iφ
∂A(r,φ,z)

∂z r̂ + μ0 Iφ
1
r

∂(rA(r,φ,z))
∂r ẑ

= Bperr̂ + Bparẑ
(6)

The magnetic vector potentials A(r, φ, z) can be calculated by integrating the current
density multiplied by an integral kernel [20]. Numerically, only two linear transformations
are needed to obtain the parallel component Bpar and perpendicular component Bper of the
magnetic field by multiplying the current density with two pre-calculated constant matrices.
Therefore, the coupling of the magnetic field and the DP ECG model can be performed
within several milliseconds. The calculated parallel and perpendicular components of the
magnetic field Bpar and Bper are used to calculate the field-dependent critical current by
Equation (7) [26,27]:

Ic(B) = Ic0 ×
[

1 +

√
(kBpar)

2
+B2

per
Bc

]−α

(7)

where Ic0 = 167 A, k = 0.518, α = 0.74, and Bc = 106 mT. The parameters are obtained by
fitting the above elliptical function [26,27] with the measured data of a short sample under
an external parallel and perpendicular magnetic field.

The high nonlinearity of the E–J power law causes the resistance of spiral elements
to change drastically with respect to the ratio of I/Ic. The following model [28] shown by
Figure 2 and Equation (8), consisting of two parallel resistances, is used to calculate the
overall resistance of spiral elements based on the rule of mixtures [29]. The n-value was set
to be 21.

E0l
Rmt

(
Isc
Ic

)n
+ Isc = I (8)

where l denotes the length of a spiral element. Once the field-dependent critical current
Ic is obtained from Equation (7), the nonlinear Equation (8) can be solved by iterative
methods such as Newton’s method to obtain Isc (the current in the HTS layer), and the
overall resistance Ri can be calculated by Equation (9).

⎧⎨
⎩ Rsc =

E0l
Ic

(
Isc
Ic

)n−1

Ri =
RscRmt

Rsc+Rmt

(9)

In terms of overcurrent excitation, the presented model focused on the field–circuit
coupling and real-time update of the spiral resistance with time-varying conditions of
currents and magnetic fields.

The high nonlinearity of the E–J power law also makes the system of the odes in
Equation (4) difficult to converge, particularly when local I/Ic is approximately 1. It is
recommended that the larger the I/Ic ratio, the smaller the time step that should be used to
obtain converged solutions.

3. Experimental Setup and Procedure

3.1. Experimental Setup

The experimental DP coil was wound with a single piece of GdBCO tape, and the
specifications of the tape and coil are listed in Table 1.
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Table 1. Details of the tape and coil.

Tape Parameters Value

Manufacturer Shanghai Superconductor Technology Co.,
Ltd., Shanghai, China

Tape width/thickness 6 [mm]/185 [μm]
HTS layer width/thickness 4.75 [mm]/1 [μm]
Copper stabilizer thickness 40 [μm]

Hastelloy substrate thickness 50 [μm]

Coil Parameters Value

Total turns 35 × 2
Coil inner radius 5 [mm]

Distance between the upper pancake and the
lower pancake 3 [mm]

Total tape length 23.46 [m]
HTS leads length 0.38 [m] × 2
Self-inductance 815.45 [μH]

Characteristic resistance 27.725 [μΩ]
Calculated turn-to-turn contact resistivity (ρct) 6.47 [μΩ cm2]

Magnet constant 0.7 [mT/A]

The measured critical current of the coil was 114.6 A at 77 K according to the 1 μV/cm
criterion. A Hall sensor was fixed at 1.8 cm above the center of the DP coil along the z-axis,
as illustrated in Figure 3.

 

Figure 3. (a) Photography and (b) schematic diagram of the sample NI–DP coil.
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Notably, there was a 0.38 m long tape extending from the outermost turn of each
pancake to attach to the DC source, preventing the heat generated in the copper terminals
from affecting the coil, and the voltage drop along the HTS leads should be considered,
particularly in overcurrent situations.

3.2. Experimental Procedure

The step-rising excitation method was adopted to measure the stabilized magnetic
flux density and voltage signal of the DP coil operating at currents of different amplitudes.

First, the DP coil was excited to 10 A, and when the voltage and magnetic field signals
were stabilized, the power supply current increased by 10 A at a rate of 0.278 A/s. When
the voltage was no longer stabilized at approximately 0 V, which indicated a clear index
loss occurring along the spiral HTS layer, the power supply current increased by 5 A
instead until it reached 150 A. Thereafter, the power supply current started to decrease
at 5705 s from 150 to 0 A at a rate of 1 A/s. When the coil was completely demagnetized,
normal charge (50.1 A) and sudden discharge tests (from 6400 to 7200 s) were conducted
to confirm whether the coil was degraded under the previous overcurrent test. Finally,
after confirming that the coil was normal, overcurrent excitation (120.3 A) and sudden
discharge tests (from 7200 to 8000 s) were performed to cross-validate the performance of
the coil under overcurrent conditions, with the test performed from 0 to 6400 s. The key
time points and corresponding power supply currents are listed in Table 2.

Table 2. Time points and power supply current.

Time [s] Iop [A] Time [s] Iop [A]

56 10 3504 110.2
380 20.2 3665 115
689 30.3 3904 120.3
968 40.2 4564 125.1
1226 50.1 4908 130.2
1494 60.2 5161 135
1730 70.1 5343 140.1
2020 75.2 5493 145.1
2283 80 5624 150
2515 85.1 5705 150
2751 90.1 6222 0
2978 95.2 6657 50.1
3153 100 7239 0
3346 105.1 7450 120.3

4. Results and Verification of Numerical Model

The experimental data and the numerical results are shown and compared in Figure 4,
where Bexp, Bsim, Iop, Uexp, and Usim denote the experimental magnetic field flux density,
simulated magnetic field flux density, current of power supply, experimental coil voltage,
and simulated coil voltage, respectively. Usim denotes the sum of the voltage drops of each
spiral element in the DP–ECG model as defined in Equation (10).

Usim =
2Ni
∑

k=1

(
2Ni
∑

m=1
Mk,m

dIm
dt + IkRi,k

)
(10)
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Figure 4. Experimental and numerical results of center magnetic field and terminal voltage (a,b)
from 0 to 8000 s and (c,d) from 0 to 1600 s.

4.1. Behavior of Magnetic Flux Density during the Overcurrent Charging Process

In terms of the magnetic field, the calculated results are consistent with the experi-
mental results, as shown in Figure 4.

From 0 to 2000 s, the NI–DP coil was charged to 10.0, 20.2, 30.3, 40.2, 50.1, 60.2, and
70.1 A, and at every stage, the DC source was maintained for a few seconds to record
the stabilized magnetic field flux density and voltage signals. The ratio of the stabilized
center magnetic field flux density to the power supply current remained at approximately
0.7 mT/A, which can be described as the linear increase process [17,19]. The voltage’s
responses to the increase in the operating current by 10 A at a rate of 0.278 A/s were almost
identical, and the terminal voltage dropped to nearly zero when the operating current
stabilized at each stage. It is clear that the current only flowed along the spiral HTS layer
path and the resistance of the HTS layer was almost null when the steady operating current
was far below the critical current.

As shown in Figure 4, starting from 2000 s, the power supply current increased from
70.1 A, with an amplitude of 5 A each time at a rate of 0.278 A/s. The magnetic field flux
density no longer corresponded linearly to the stabilized operating current but reached
a plateau. The maximum center magnetic field flux density that the NI–DP coil could
generate was approximately 55 mT, and the average current flowing along the spiral path
was 78.6 A, which was estimated by the magnet constant 0.7 mT/A. The overloaded input
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current flowed along the radial path [30], which provided no significant contribution to the
magnetic field but resulted in a terminal voltage rise and Joule heat.

It was observed that the Joule heat led to no irreversible quenching during the entire
test, mainly attributed to the equivalent contact resistivity, which was found to be as low
as 6.47 μΩ·cm2, and the small amount of generated heat could be dissipated quickly in an
LN2 bath.

The NI–DP coil exhibited great stability during the overcurrent test from 0 to 6400 s.
The subsequent normal charge and sudden discharge test from 6400 to 7200 s indicated that
the coil was not degraded during the previous overcurrent test, as the DP coil maintained
the same capability of generating a saturated magnetic field and the coil voltage dropped
to nearly zero with the power supply current stabilized at 50.1 A, which was much lower
than the critical current of the coil.

The final test from 7200 to 8000 s exhibited similar performance to the NI–DP coil
in an overcurrent state, and the maximum center magnetic field flux density stabilized
at approximately 55 mT, which was consistent with the previous test from 0 to 6400 s.
The overloaded current caused the terminal voltage to stabilize at 3.3 mV, as the power
supply current remained at 120.3 A.

4.2. Voltage Drop in HTS Leads

As shown in Figure 4, the simulated magnetic field exhibited acceptable consistency
with experimental results throughout the entire test process, whereas the calculated coil
voltage exhibited a clear inconsistency from 4564 to 5800 s, during which the magnetic field
remained saturated and relatively stable even as the power supply current increased further,
but the coil voltage increased more dramatically, compared with the calculated results.

The main discrepancy in the terminal voltage from 4564 to 5800 s occurred when the
power supply current exceeds 120.3 A, while there were no marked fluctuations in the
magnetic field. The extra voltage drop could be attributed to the HTS leads extending from
the outermost turn of each pancake, as depicted in Figure 3, because the operating current
flowing in the HTS leads was as large as the power supply current and had no significant
contribution to the magnetic field but was capable of generating a considerable voltage
drop along the voltage measuring path.

The model depicted in Figure 2 was used to numerically verify the presented ratioci-
nation. The extra voltage drop along the HTS leads Ul can be estimated using the following
Equation (11):

Ul(t) = 2
∫ lds

0 E0(
Isc(t)
Ic(l)

)
n
dl ≈ 2E0 × lds × ( Isc(t)

Iceq
)

n
(11)

where lds denotes the length of a single HTS lead, which is 0.38 m, and E0 is the critical
electric field (1 μV/cm and n = 21).

As the magnetic field remained almost stable from 4564 to 5800 s, it is reasonable
to adopt a time-independent and approximated critical current of the entire HTS leads,
denoted as Iceq. Isc(t) is the current flowing along the HTS layer of the leads with respect to
Iop(t), which can be calculated by solving the non-linear Equation (8). Figure 5 shows that
with Iceq equal to 107.5 A, the extra voltage can be explained.
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Figure 5. Extra voltage drop Ul along HTS leads with Iceq of (a) 105.5 A, (b) 107.5 A, and (c) 109.5 A.

5. Transient Behavior during Overcurrent Charging

Both the magnetic field and coil voltage results exhibited good consistency with the
experimental results from our analysis. Thus, this model can be used to investigate the
mechanism of the transition from the normal charging condition to the overcurrent charging
condition of the magnetic field and the detailed current distributions inside the coil.

5.1. Analysis of the Transition Process to Saturation of Magnetic Field

The experimental and computed results in Figure 6a from 6400 to 8000 s were selected
to compare the difference in the performance of the NI–DP coil between normal excitation
and overcurrent excitation. The term Usim is decomposed into the resistive component Ur
and inductive component Um, which are calculated using Equations (12) and (13), respectively.

Ur =
2Ni
∑

k=1
IkRi,k (12)

Um =
2Ni
∑

k=1

(
2Ni
∑

m=1
Mk,m

dIm
dt

)
(13)
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Figure 6. Experimental and numerical results (a,b) from 6400 to 7600 s and (c,d) from 7200 to 7600 s.

As shown in Figure 6a, the resistive voltage Ur was nearly zero before the power
supply current exceeded 86.14 A at 7390 s for the first time and during the sudden discharge
process. At 7390 s, as shown in Figure 6b, Ur started increasing rapidly, and the magnetic
field began to saturate, whereas Um decreased gradually to zero at 7420 s, even with a
ramped-up power supply.

Thus, from the perspective of voltage signals, the simulated results suggested that
as the spiral current increased, the increased index resistance of the spiral path, in turn,
drove the ascending rate of the spiral current down, which was reflected in the decreasing
inductive voltage and, consequently, the saturation of the magnetic field (from 7390 to 7420 s).

5.2. Current Distributions Inside the Coil

The profiles of the spiral current, load factor I/Ic, and radial current density at 6800,
7390, and 7600 s are illustrated in Figure 7.
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Figure 7. Profiles of current distribution and load factor of the upper pancake at 6800, 7390, and 7600 s. (a1–c1) Distribution
of spiral current at 6800 s, 7200 s and 7600 s, respectively; (a2–c2) Distribution of load factor at 6800 s, 7200 s and 7600 s,
respectively; (a3–c3) Distribution of radial current density at 6800 s, 7200 s and 7600 s, respectively.

It was observed that the spiral current was almost evenly distributed along the spi-
ral HTS layer path and was close to the power supply current maintained at 50.1 A at
6800 s, while the radial current density was rather small. In contrast, the radial current
density was much larger when Iop was maintained at 120.3 A at 7600 s, as depicted in
Figure 7(a1,a3,c1,c3).

At 7390 s, when the power supply current reached 86.15 A and the magnetic field
started to saturate, the overall index resistance was sufficiently large to initiate saturation
even when none of the local load factors I/Ic exceeded 0.85, as shown in Figure 7(b2).

As shown in Figure 7(c1,c3), the highest spiral current and radial current density were
both distributed in the outermost turn near the electrodes and innermost turn near the
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port where the spiral current flowed to the other pancake during the overcurrent state.
A similar phenomenon was observed in [15] during charging without overcurrent.

The largest local load factors (>1) were located near the current input and output parts
of the innermost and outermost turns, as depicted in Figure 7(c2). This caused considerable
spiral resistance, impeding the operating current flowing along the spiral path but making
it flow along the radial path to the middle turns. This implied that both the innermost
and outermost turns of each pancake near the ports where the power supply current
was input and output were the most vulnerable areas when NI–DP coils operated under
overcurrent conditions with bad cooling conditions or when the power supply current
increased further.

This deduction may provide a reasonable explanation for the overcurrent tests of NI
coils [11], and even coils with turn-to-turn metal insulation [13], which reported burnout
of the innermost and outermost turns near the electrodes—that is, irreversible quench-
ing was initiated at both the innermost and outermost turns close to current terminals,
owing to excessive overcurrent excitation, and thereafter propagated to the middle turns.
The ratiocination was different from the analysis in [18], which indicates that quench-
ing occurs from the exterior to the interior turns. Therefore, more emphasis should be
placed on the protection of turns close to electrodes and joints between pancakes in the
application of HTS magnets consisting of multiple DP coils, especially for the magnets in
conduction-cooled conditions.

In addition, the critical current of the coil, 114.6 A, determined by the 1 μV/cm criteria,
seriously overestimated the maximum spiral operating current because the main voltage
drop was located along small pieces of HTS tape in the boundary turns, while most of the
middle turns remained in a subcritical state according to the 1 μV/cm criteria. Therefore, it
is more reasonable to evaluate the spiral current-carrying capacity from the perspective of
the magnetic field [15,19].

5.3. Converged Load Factor for NI Coils

The non-uniform distribution of the magnetic field resulted in a non-uniform local
critical current. Therefore, a non-uniform spiral current distribution was observed when the
NI–DP coil operated under overcurrent conditions, as depicted in Figure 7(c1). However,
most of the local load factors I/Ic inside the coil converged at approximately 0.97, as depicted
in Figure 7(c2) The convergence of load factors during overcurrent indicated that most of
the spiral elements inside the coil reached their own maximum current-carrying capacity.

Thus, a concept defined as the converged load factor (CLF), which is the maximum
load factor in the coil at the saturation state, was proposed to reflect an overall quasi-
equilibrium mechanism between the index loss and contact resistivity existing in NI
coils when operating at a reasonable overcurrent state, at which the NI coil reached its
maximum potential to generate a stable magnetic field without heat accumulation and
thermal degradation in an LN2 bath.

Figure 8 shows the simulated CLFs and saturated magnetic flux density of the NI–DP
coils with respect to the contact resistivity. The simulated results demonstrate that for a
given NI coil, the CLF can be lower than 1 with low contact resistivity. The high thermal
stability of NI coils with low contact resistivity was at the expense of the time-consuming
charging delay and also generated a lower saturated magnetic field, which underuses the
full potential of HTS tapes [15].
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Figure 8. Converged load factors and saturated center magnetic fields vs. contact resistivity.

6. Conclusions

An ECG model coupled with magnetic field calculation and E–J power law of su-
perconductors was adopted to further investigate the behavior of NI–DP coils during
overcurrent charging. Experimentally, the entire process of magnetic-field saturation was
consistent with the simulated results both in the magnetic flux density and voltage. The
analysis of coil voltage signals and current distributions revealed the evolution of an overall
quasi-equilibrium between the index loss and contact resistivity inside the coil, which drove
the NI coil into a saturated state of the magnetic flux density in the coil’s axial direction.

The potential risk of irreversible quenching at both the innermost and outermost
turns was also found to provide a possible explanation for the near-electrode burnout
reports of NI coils during overcurrent excitations. Therefore, it is essential to strengthen
the protection of the boundary turns of NI pancakes in HTS magnets, particularly under
conduction cooling conditions.

A concept defined as the converged load factor (CLF), which is the maximum load
factor in the coil at the saturation state, was proposed to quantitatively characterize the
spiral-current-carrying capacity of NI coils during overcurrent conditions. The typical CLF
values of NI coils with a turn-to-turn resistivity ranging from 6.47 to 6470 μΩ·cm2, which
covers the range of typical NI coils, were calculated to be from 0.95 to 1.30. Although the
CLF value was limited to around 1, the thermal stability of NI coils allowed the operation at
a load factor evidently higher than insulated coils, which were unstable with the operation
current close to their critical current in a real application system. From the viewpoint of
achieving a higher magnetic field, turn-to-turn resistivity of NI coils as large as several
thousands of μΩ·cm2 of was recommended, however, with compromised thermal stability
and suggested to be applied in static conditions with lower risk of quenching.

In the future, the long-term operation of NI coils in overcurrent conditions and the
detailed mechanism/transient behavior of the overcurrent during the elimination process
of screening current should be studied.
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Abstract: Plasma technology reaches rapidly increasing efficiency in catalytic applications. One such
application is the splitting reaction of CO2 to oxygen and carbon monoxide. This reaction could be a
cornerstone of power-to-X processes that utilize electricity to produce value-added compounds such
as chemicals and fuels. However, it poses problems in practice due to its highly endothermal nature
and challenging selectivity. In this communication a glow discharge plasma reactor is presented
that achieves high energy efficiency in the CO2 splitting reaction. To achieve this, a magnetic field is
used to increase the discharge volume. Combined with laminar gas flow, this leads to even energy
distribution in the working gas. Thus, the reactor achieves very high energy efficiency of up to
45% while also reaching high CO2 conversion efficiency. These results are briefly explained and
then compared to other plasma technologies. Lastly, cutting edge energy efficiencies of competing
technologies such as CO2 electrolysis are discussed in comparison.

Keywords: plasma catalysis; CO2 splitting; glow discharge; energy efficiency; CO2 electrolysis; CO2

utilization; magnetic field; power-to-X

1. Introduction

Many fields offer solutions for CO2 utilization. Among them are thermochemical
processes, electrolysis [1] and plasma catalysis; the latter has the smallest technology
readiness level (TRL) but also offers a large potential for future improvements [2–4].
Attention is focused mostly on four types of plasma reactors: dielectric barrier discharges
(DBDs) [5], gliding arc (GA) [6,7], atmospheric pressure glow discharges (APGD) [8,9]
and microwave (MW) plasmas [10,11]. Increasing their energy efficiency and conversion
at ambient pressure is the main point of concern. We recently presented reactors using
a direct current APGD, which delivered promising results [12]. To further improve the
previous design, it was scaled and now uses a laminar gas flow instead of a turbulent one.
To be used industrially, a plasma reactor should operate at ambient pressure. However,
this makes it hard to maintain a stable discharge. Two major difficulties are the negative
differential resistance [13] and glow-to-arc transition [14]. A discharge thus tends to form a
narrow, low-resistance arc that can damage the plasma source and is not useful in catalysis.
To suppress these effects, current control strategies or vortex gas flow [14] are often used in
recent studies to disperse the plasma [8]. The reactor setup presented here uses a magnetic
field instead to force the plasma into a large disc-like volume. This approach is viable for
various discharge forms, such as gliding arc plasma reactors [15,16]. A laminar gas flow
can be then used to introduce energy into the working gas as homogeneously as possible.
This communication aims to give an update on the ongoing design process for an improved
plasma reactor for the CO2 splitting reaction.

Processes 2021, 9, 2063. https://doi.org/10.3390/pr9112063 https://www.mdpi.com/journal/processes
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2. Materials and Methods

The reactor vessel was a glass tube with an inner diameter of 38 mm. Direct current
formed a discharge between two copper electrodes. One was an axial rod, the other a ring.
CO2 was introduced into the reactor through an injection plate with 22 axial nozzles in
concentric nozzles, arranged in concentric circles. The injector was placed 120 mm above
the plane of the electrodes. An axial magnetic field was provided by permanent magnets
below the electrode assembly, and the field strength was 30 mT on the central axis. A
packed bed made from zirconia balls was placed 2 mm below the discharge plane inside
the ring electrode. It serves to suppress thermal currents in the gas and could also help with
quenching the hot exhaust gas. Zirconia was chosen because it is chemically inert, non-
conductive and can be used to carry catalysts in future experiments. The reactor assembly
is shown in Figure 1. The input gas flow Vin consisted of pure CO2. It was measured by an
analogue rotameter and adjusted using a needle valve. The assembly was calibrated using
a displacement cylinder. The exhaust gas was characterized using non-dispersive infrared
sensors (SmartGas Flow Evo; Heilbronn; Germany); measurements at a flow of Vin =1.4
SLM were confirmed by a gas chromatographer (Trace 1310 Thermo Scientific; Waltham,
MA, USA). The sensors were placed 1 m downstream from the reactor in the exhaust gas
pipe. Power was provided to the electrodes by a custom current-limiting driver circuit. It
delivers direct current for ignition (up to 25 kV) and is sustaining of the discharge (<2 kV).
Mean burn voltage of the discharge and mean current were measured. Mean values are
deemed sufficient here, because a large choke inductor of 1.5 H was placed on the output
of the driver circuit, leading to low current ripple. Voltage ripple was typically around 15%.
The discharge power Pd was calculated from the power supplied to the driver circuit by a
lab power supply and the known driver efficiency. To confirm these values, they can also
be calculated as the product of burn voltage and current. CO2 conversion X is calculated
using Equation (1), while energy efficiency η is calculated by Equation (2). They use the
concentrations of CO and CO2 in the exhaust gas. ΔHr = 12.6 J SCC−1 (standard cubic
centimeter) is the reaction enthalpy of the CO2 splitting reaction. Measurements of the gas
concentrations were taken after a steady state in exhaust gas concentrations occurred.

X =
cCO,out

cCO,out + cCO2,out
(1)

η =
X ΔHr

.
Vin

Pel
(2)

 

Figure 1. Overview over the plasma reactor assembly (a) and schematic view of the discharge (b).
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3. Results

The achieved CO2 conversion X and energy efficiency η for different discharge power
Pd and gas flow rates Vin is shown in Figure 2. The highest conversion X was achieved at
a discharge power of Pd = 165 W. The best energy efficiency η that was achieved is 45%
at the highest gas flow rate of 1.25 SLM. The effectiveness of the magnetic field could be
determined visibly: the discharge rotates quickly, so it gives the appearance of a disk to
the naked eye. This leads to very homogeneous energy input into the gas. Quantizing the
influence of the magnetic field will be the subject of future experiments.

Figure 2. Performance of the reactor at different gas flow rates Vin and discharge power Pd. In (a),
the conversion X is shown while (b) displays energy efficiency η.

4. Discussion

4.1. Performance of the Reactor

Conversion depends strongly on discharge power Pd. One reason is that higher power
equals higher specific energy input. Additionally, the properties of the plasma, such as
temperature, electron density and reduced electric field, can also be expected to change
with the discharge power. In this reactor the rotation of the discharge filament accelerates
at higher discharge powers. This can also be expected to have a positive influence on
the conversion, since the gas will be swept more efficiently by the plasma. However, the
conversion does not increase with power indefinitely. At the highest discharge power of
Pd = 192W, conversion reduces. One reason could be the heating of the packed bed. This
heating reduces the quenching rate, which increases the rate of the recombination reaction,
thus again forming CO2 [11]. Energy efficiency seems to mainly depend on gas flow rate
but also decreases at high discharge powers.

4.2. Comparison to Other Technologies

The results achieved compare well to other plasma-based systems, as shown in
Figure 3a. They were selected based on performance from a broader range of systems previ-
ously reviewed [17], considering more recent work. Gliding arcs provide high efficiency at
ambient pressure; a vortex is often used to increase the discharge volume [6,7]. Gliding arcs
also obtain good results without vortex flow [18]. Glow discharges can also benefit from
vortex gas flow [8]. Increasing their stability is possible by operation in non-self-sustaining
mode [9]. DBDs that moderate efficiency and conversion could be boosted by using a
burst mode, where high power density is applied intermittently [5]. Microwave plasmas
reach the most promising results to date [10]. However, these were obtained at very low
pressures, and at ambient pressures even after utilizing precise quenching, efficiency is
lower, yet still impressive [11]. The highest efficiencies reported in literature were achieved
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at a very low pressure by radio frequency excitation at a pressure of just 40 Pa [19]. A
common theme in the results seems to be that a homogeneous energy input into the gas
results in good performance. Vortex gas flow as used in [6–8] can distribute energy well but
is ultimately a chaotic process that will not lead to even energy distribution. In contrast, the
combination of laminar flow and a disk-like discharge can distribute energy very evenly.

Figure 3. A comparison of the achieved energy efficiency η and conversion X for CO2 splitting by plasma is shown in (a).
In (b) the results are compared to high temperature electrolysis (HT-el.), low temperature electrolysis (LT-el.) and reverse
water gas shift (RWGS).

In the following, a quantitative assessment of different CO2 conversion technologies
regarding energy efficiency η is given. The comparison has no claim for completeness and
focuses only on the actual conversion step of CO2 to CO; influences on a systemic level or
scaling effects are not included here. This approach allows a comparison of vastly different
technologies but is not intended as a ranking given that each technology has its own
ideal configuration in which the full potential can be realized. Figure 3b shows calculated
energy efficiencies drawn from recent publications (see Appendix A for the calculation).
The technologies included are low temperature, gas-phase CO2 electrolysis [20], high
temperature CO2 electrolysis in a solid oxide electrolysis cell [21], a thermochemical
approach (Reverse Water Gas Shift, RWGS) [22] and the plasma approach reported in
this work. The energy efficiencies given in Figure 3b show that each technology has the
potential to enable a reasonable application. This is reasoned on the basis that systemic
effects of the individual application have the potential to outweigh the differences inherent
to the energy efficiency of the CO2 conversion.

5. Conclusions

The presented glow discharge plasma reactor achieves a competitive CO2 conversion
of 27% and energy efficiency of 42%. This is a respectable performance since the process was
running at ambient pressure. We attribute this good performance to the efficient sweeping
of the gas by the discharge due to the magnetic field. In general, the energy efficiency
of plasma-based systems is gaining ground compared to competing technologies such as
electrolysis and thermochemical approaches. Focus thus shifts to scalability, lifespan and,
most importantly, integration. After all, none of the presented technologies manage to
produce pure product gases; their separation is a major task for which few technologies
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are available. The integration of electrochemical oxygen pumps or separation membranes
into plasma reactor systems will be a future focus. Our results illustrate that plasma
technology can play an important role in CO2 utilization, which is a cornerstone of a
fossil-free economy.
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Appendix A

The energy efficiency of electrolysis is calculated considering electrical Eel and thermal
energy Eth input following Equation (A1). Thermal energy is calculated by using the heat
capacity cp and temperature difference from ambient ΔT. Electrical energy is calculated
using the Faradaic efficiency ηF, cell voltage Ucell at a current density of 200 mA cm−2,
electron number z and the Faraday constant F.

η =
Euse

Eth + Eel
=

ΔH0
r

cpΔT + UcellηFE zF
(A1)

For the thermochemical approach, energy input is the sum of thermal energy used
for gas heating and utilized hydrogen. Hydrogen was weighed as an energy expense of
EH2 = 350 kJ mol−1.
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Abstract: This paper presents the development of a supercapacitor energy storage system (ESS)
aimed to minimize weight, which is very important for aerospace applications, whilst integrating
smart functionalities like voltage monitoring, equalization, and overvoltage protection for the cells.
The methodology for selecting the supercapacitor cells type/size is detailed to achieve the safest
and most energy-dense ESS. Additionally, the development of the interface electronics for cells’
voltage monitoring and overvoltage protection is presented. The proposed design implements a
modular distributed architecture coordinated using communication buses to minimize the wirings
and associated complexity and to enable system reconfiguration and expansions, as well as fault
diagnoses. Validating the proposed ESS functionalities has been done via experimental testing and
the results are presented and discussed.

Keywords: aircraft electrical power systems; more electric aircraft; supercapacitors energy storage

1. Introduction

The newly introduced different types of electrically driven systems in future more
electric aircraft (MEA) significantly increase power demands, and thus increasing gen-
eration capacity requirements for the onboard electric power system (EPS) [1–5]. Some
specific loads with high dynamics such as flight actuation systems are characterized by
significant power requirement peaks. These types of loads impose significant challenges
for EPS rating definition and EPS stability and power quality [1,6]. To minimize these
effects, the first option is to sufficiently increase the rated power of the onboard power
generation system to handle these power peaks. This means the power generators should
be sized based on the peak power rather than the average power, leading to a significant
increase of EPS weight and volume. The second option is to keep generators sizing based
on the average power consumption whilst implementing an energy storage system (ESS),
that should be sized to smooth these high power peaks, i.e., to supply the high dynamic
transient loads such that these become invisible for the generators. Implementation of the
ESS in this way allows enhancing the design of the MEA EPS by reducing the sizing of
the power generators, as well as adding the capability of storing the regenerative energy
produced by some of the loads like the electromechanical actuator (EMA) for future re-use
instead of dissipating it in braking resistors. In addition, smoothing of the power demand
surges seen by generators lead to reduced power cables size following the average power
consumption rather than its peak power/current requirement, which results in further
reduction of EPS weight.

A wide range of ESSs is available in the market with different characteristics for
different applications [7,8]. Aircraft applications impose design constraints for the weight
of onboard equipment to minimize fuel consumption. Accordingly, the ESS needs to fulfill
its required power and energy ratings at minimum weight. This makes the electrochemical
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ESS a better choice for aircraft EPS. There are two representative devices, which are the
lithium-ion batteries that are characterized by high specific energy (100–300 Wh/kg), and
supercapacitors (SC) that that characterized by high specific power (20 kW/kg) at low
specific energy (5–10 Wh/kg) [9]. Accordingly, the ESS selection depends on the specific
requirements of the applications. For centralized ESS where a central energy storage unit
supplies all the targeted loads, and thus requires large energy capacity ESS, the use of
Li-ion batteries is more adequate. In contrast, distributed ESSs where distributed energy
storage units are localized at each load, and thus do not require high energy capacity but
need significant power capability to cover the short-term peak power demands; therefore,
in these, the use of SC is more adequate [10]. Much research has been focused on the
utilization of the SC-based ESS for aircraft EPS and its corresponding benefits; however,
most of the research is focused on studying the energy management strategies [6,11–13]
rather than studying the design optimization for the SC-ESS itself, including its associated
management subsystems in terms of ESS weight and reliability, which are very important
parameters for aircraft applications.

In the paper, the design and implementation of SC-based ESS and associated manage-
ment subsystems for SC cells’ voltage monitoring, balancing, and overvoltage protection
are proposed.

The paper is organized into five sections. In Section 2, the sizing and optimal design
of the SC energy storage system are investigated. In Section 3, The design of cells’ voltage
monitoring and overvoltage protection subsystem is presented. In Section 4, an exper-
imental evaluation of the proposed system is presented, and Section 5 summarizes the
conclusions of this work.

2. Sizing of the SC Energy Storage System

The supercapacitor energy storage system (SC-ESS) as shown in Figure 1 should
be interfaced to the DC power bus through a DC/DC converter that controls the SC-ESS
charge/discharge process. The SC-ESS is constructed based on series/parallel combinations
of SC cells to achieve the required voltage level and energy capacity. The SC-ESS presented
in this paper is designed to fulfill the energy and power requirements listed in Table 1
based on the power consumption of an EMA load profile in an aircraft. Accordingly, the
equivalent capacitance of the SC-ESS can be estimated based on these requirements as [14]:

Ceq =
2Estr

V2
max − V2

min
(1)

where Estr is the targeted energy capacity of the SC-ESS whilst Vmax and Vmin are its tar-
geted maximum and minimum operating voltages, respectively. Accordingly, the selected
minimum and maximum voltages strongly affect the SC-ESS sizing to achieve the required
energy capacity (Estr).

Figure 1. Supercapacitor energy storage system block diagram.
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The common design technique is selecting the SC-ESS maximum voltage at a value
close to the DC bus voltage whilst keeping its minimum voltage around 50% of that value
to limit the current ratings of both the SC-ESS and the interfaced DC/DC converter, as
this impacts the size/weight of their magnetics/semiconductors. Accordingly, by setting
the minimum and maximum SC-ESS voltages, the capacitance of the single SC cell in the
string, which consists of n series-connected cells, can be estimated as follows:

Ccell =
Ceq

n
; n =

Vmax

Vcell−max
(2)

where Vcell-max is the maximum operating voltage of the single SC cell (2.7 V for most SC
cells). This capacitance can be obtained directly using a single cell or by implementing a
parallel combination of two or more cells based on the available standard capacitances.

Applying the SC-ESS design requirements listed in Table 1 to Equations (1) and (2)
and selecting Vmax = 260 V and Vcell-max = 2.5 V, yield the required capacity of the single SC
cell to be around 150 F. However, changing the targeted SC-ESS operating voltage range
can enable utilization of other cells with higher/lower capacities that might have different
characteristics and, hence, make a choice based on the best cell. Accordingly, to identify
the best SC cell to be implemented to achieve minimum overall weight for the SC-ESS, the
characteristics of the different commercially available SC cells in the range of 100–400 F
have been evaluated focusing on their specific energy (Wh/kg) as it significantly affects the
overall SC-ESS weight. Figure 2 shows the specific energy of the different SC cells within
the selected range. As can be seen, the 150 F SC cell that matches the design calculations at
Vmax = 260 V has lower specific energy (4.7 Wh/kg) compared to the 350 F cell produced by
Company1, which has 25% more specific energy (5.9 Wh/kg). Accordingly, implementing
this cell in the targeted SC-ESS resulted in a 25% reduction in the overall SC cells weight.
However, implementing such large capacity cells requires a reduction of Vmax according to
(1) and (2), which adds the advantages of reducing the number of series-connected cells
and thus reducing the complexity of cells’ voltage monitoring and overvoltage protection
subsystem. In the meantime, it also adds the disadvantage of increasing the current rating
of the interfaced DC/DC converter, thus increasing its size and weight.

Table 1. SC-ESS Targeted Specifications.

Parameters Value

Maximum power 2 kW
Bus voltage 270 V

Energy capacity 10.9 Wh

Optimimum choice 

Figure 2. Comparing specific energy vs. nominal cell capacity for a range of SC cells.
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The two design options (based on 150 F and 350 F cells) are investigated based on
the specifications of the targeted SC-ESS listed in Table 2 and the design parameters for
designs are presented. As it can be seen, design B, which utilizes the 350 F SC cell, has
reduced weight by nearly 22% compared to design A. However, the maximum current
required to deliver the given power (2 kW) at minimum voltage is increased significantly
and this may increase the thermal stress of the SC-ESS and increase the weight/size of
the interfaced converter. As per the investigations done in [15,16], implementing a two-
channel interleaved converter in conjunction with wide band-gap semiconductor switches
can minimize the effects of the increased current rating on the converter size/weight.
Additionally, the investigations carried out in [15] show minor differences in terms of
thermal stresses between the two cells due to the better thermal characteristics and reduced
internal resistance of the 350 F SC cell.

Table 2. Comparing Design Options for SC-ESS.

Parameters Design A Design B

Utilized SC cell capacity 150 F 350 F
Maximum operating voltage 260 V 120 V
Minimum operating Voltage 120 V 65 V

No. of series-connected cells/string 106 48
The maximum operating current of the SC-ESS 16.7 A 31 A

No. of parallel strings 1 1
Total no. of utilized SC cells 106 48

Total weight of the utilized SC cells 3.4 kg 2.8 kg

3. SC Cells’ Voltage Monitoring and Overvoltage Protection Subsystem

Based on the proven weight savings in the targeted SC-ESS according to design B that
utilizes 350 F SC cells, this design is considered for the SC-ESS and its associated subsystems
are presented in this paper. To facilitate the design, manufacturing, and maintenance of
the SC-ESS, a modular distributed architecture has been considered such that the targeted
system is based on four series-connected modules, each of these consisting of 12 series-
connected SC cells with associated voltage monitoring and overvoltage protection circuits,
as presented in the following subsections.

3.1. SC Cells’ Voltage Monitoring Subsystem

Monitoring the voltages of the SC cells is essential to ensure safe SC-ESS operation, as
well as assessing the cells’ state of charge (SoC) and state of health (SoH). To monitor all 48
cells with a minimum wirings/complexity, a distributed cells’ voltage monitoring subsys-
tem is implemented such that each module has a localized cells’ voltage monitoring board
and all the boards alongside the modules are sharing the data via a communication channel
which selected to be based on serial peripheral interface (SPI) protocol. The module’s volt-
age monitoring board as illustrated in Figure 3 consists of signal conditioning electronics
with associated filtration for adaptation of the measured signals to a suitable level, and
some application-specific integrated circuits (ASICs) for analog to digital conversion (ADC)
and communication protocols.

42



Energies 2021, 14, 8056

 
Figure 3. Block diagram representing cells’ voltage monitoring within a single SC module as a part
of the full voltage monitoring subsystem of the SC-ESS.

3.2. SC Cells’ Overvoltage Protection Subsystem

The maximum operating voltage of the SC cells should be strictly limited at the rec-
ommended level by the manufacturer as exceeding this limit may result in a catastrophic
failure of the cell. Accordingly, an overvoltage protection subsystem is mandatory to
ensure SC-ESS safe operation. Overvoltage protection of the cells can be achieved by either
preventive or corrective actions. Overvoltage protection subsystems based on preven-
tive action are employing one of the cells’ voltages active or passive voltage balancing
techniques [17–19] that act during the charging process to prevent the weak cells within
the string from reaching the maximum voltage limit whilst other stronger cells are still
charging. On the other hand, overvoltage protection subsystems based on corrective action
are employing shunt circuits that act only if one or more cells hit the maximum voltage
limit during the charging process to completely bypass those cells preventing them from
further charging whilst allowing other cells within the string to continue charging. The
overvoltage protection (OVP) in the proposed SC-ESS design is built to allow both preven-
tive and corrective actions to ensure maximum reliability for the OVP subsystem. The block
diagram shown in Figure 4 represents the different parts of the proposed OVP subsystem.

Figure 4. Block diagram represents the design of the SC cells’ overvoltage protection within a single
module as apart of the full overvoltage protection subsystem of the SC-ESS.
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The subsystem consists of a shunt circuit per cell, formed by a semiconductor switch
(Si) and a power resistor (Ri), which is controlled by two independent controllers: the
first controller is built based on a voltage comparator with associated filtering and signal
conditioning electronics. Each SC cell has its controller that works independently from
other cells’ controllers or system central controller and activates the shunt circuit of the cell
automatically once the cell voltage hits the preset limit; hence, it performs the corrective
actions of the OVP subsystem. The second controller is built based on a digital platform
that implements digital electronics (ASICs) that receives commands via the inter-integrated
circuit I2C communication channel from the central controller. Each SC module has its
digital controller that controls the shunt circuits of the entire cells based on pulse width
modulation (PWM) with different duty cycles defined by the central controller according
to the degree of mismatching between measured cells’ voltages to perform cells’ voltage
balancing as a preventive action for overvoltage protection.

The resistance of the shunt resistor should be selected based on the level of degrada-
tion/capacity fade of the SC cells to be mitigated. Under the specified constant charging
power (2 kW), the current of the SC-ESS decreases as the voltage increases with the increase
in the SoC. Accordingly, the value of the current at which the degraded SC cell hits the
maximum voltage limit (2.5 V) is changing according to the level of its capacity fading (as
a percentage of the initial capacitance), as illustrated in Figure 5. As it can be seen, with
no capacity fade in the SC cells, all the cells hit the limit when the voltage of the SC-ESS
reaches 120 V (100% SoC), where the current of the SC-ESS is 16.7 A, and hence, no actions
are required from the OVP subsystem, since charging is going to be stopped anyway. On
the other hand, introducing 10% capacity to one or more cells causes the voltage of these
specific cells to hit the limit early whilst the voltage of the SC-ESS is still at around 108 V.
Continuing the charging process under this condition forces the OVP subsystem to bypass
degraded cells by activating their corresponding shunt circuits. The current of the SC-ESS
at this condition is around 18.6 A; hence, the shunt circuit associated with the cell should
be able to handle the full value of this current/power. For the proposed SC-ESS, the shunt
resistor is selected to be 100 mΩ to allow a shunt current of 25 A at maximum cell voltage
limit (2.5 V). This allows mitigating the capacity fade of ≈33%, as illustrated in Figure 5.

Figure 5. Illustration of how the individual SC cell capacity fades (%) impact the voltages and current
levels of SC-ESS at which the corresponding shunt circuits of degraded cells need to be activated,
considering 2 kW constant power charging condition.

The preventive action of the OVP subsystem does not affect the sizing of the shunt
circuit as the balancing mechanism should operate with a significantly lower power com-
pared to the protective action. Hence, sizing of the shunt circuit based on protective action
supports both protective and preventive actions. Accordingly, the balancing act can operate
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with continuous current (defined by cell voltage and the resistance of the shunt circuit) for
fast balancing, or with PWM current for slower operations, which gives more flexibility to
design the balancing algorithms.

The block diagram of the developed SC-ESS with all subsystems is shown in Figure 6.
The full system consists of four series-connected modules, each with a power board
(connecting SC cells) and two detachable boards for voltage monitoring and OVP as can
be seen in Figure 7. The aluminum enclosure of the module is used as a heat sink for the
shunt resistors for more savings in weight.

 
Figure 6. Block diagram for the full architecture of the proposed SC-ESS.

45



Energies 2021, 14, 8056

Figure 7. Assembly of one module as a part of the proposed SC-ESS.

4. Experimental Validations

To validate the proposed SC-ESS design, a test setup based on the manufactured
four modules has been constructed. The test setup as shown in Figure 8 consists of a
power supply that acts as a charger, the electronic load that acts as the system load, and
the Arduino Mega 2560 board that acts as the SC-ESS controller. The Arduino board is
interfaced with the PC to perform data-logging as well.

The evaluation of the proposed SC-ESS design with associated management electronics
is achieved by three tests as detailed below.

 
(a) 

 
(b) 

Figure 8. Experimental setup to validate the proposed design for SC-ESS: (a) test setup; (b) assembled
SC-ESS.

The first test is reported in Figure 9, in which the operation and performance of the
protective action of the OVP subsystem are evaluated. It is conducted under continuous
charge–rest–discharge cycling with 15 A constant current charge and 1.8 kW constant
power discharge whilst voltages of the SC cells are measured by the voltage monitoring
subsystem and the stack current (SC-ESS current) are measured by a current prob. The
test started with forced voltages mismatches between the SC cells of 0.25 V to emulate a
capacity mismatch of 12.5%, which caused the cells that were initially at higher voltages to
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hit the maximum voltage limit (2.5 V) at t = 38 s, and hence the OVP subsystem activated
the shunt circuits associated with those cells. Accordingly, their voltages were kept at the
limit whilst other cells continued charging until they hit the limit as well (at t = 47 s in
this experiment) and the shunt circuits for these cells were also activated to maintain their
voltages at the limit until the charging process stopped (at t = 62 s). The overshoots of cell
voltage due to the switching of the shunt circuit were maintained at ≤10 mV to ensure the
maximum utilization of cells’ capacity. Hence, the test confirmed that the OVP subsystem
enabled safe operation for SC-ESS that was able to complete the charge cycles and protect
the SC cells that were at the risk of overvoltage under the imposed voltages mismatching
that emulates SC cell capacity fade due to degradation.

Figure 9. Performing of protective action to protect the SC cells by OVP subsystem during continuous
charge/discharge cycling: (a) SC cells’ voltages; (b) charge/discharge power and current.

The second test, which is reported in Figure 10, evaluates the operation of the OVP
subsystem under given discharging commands from the central controller to demonstrate
its ability to execute these commands when required. These may happen under some
conditions like a safe discharge of the ESS. The test starts with SC cells having unequal
voltages, and because of applying multiple charging cycles (at t = 49 s and 130 s) with
a current of 15 A, the voltage raises to the overvoltage limit; hence, activation of the
associated shunt circuits by the OVP preventive action was required at t = 160 s, which
continued in operation until the charging cycle stopped at t = 172 s. Accordingly, as the
shunt resistors were thermally coupled with the modules’ enclosures, the power dissipated
in these resistors causes temperatures (temp.) of the SC-modules’ enclosures to be increased,
as can be seen for modules 1 and 2 recorded temps. (M1 and M2 case temp.) in Figure 10.
At t = 360 s, a controlled discharge for the cells of modules 1 and 3 with a duty cycle of
20% followed by faster discharging with larger duty cycles (50% and 75%) based on the
received commands from the central controller were reported. Accordingly, the energy
stored in these modules dissipated in the shunt circuits, causing temp. increase, as can
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be seen for M1 case temp. recorded. When the voltage reached 0.4 V, the discharge was
stopped. At t = 580 s, the remaining cells at modules 2 and 4 were also commanded to
discharge with a 75% duty cycle and this caused a fast discharge to the same minimum cell
voltage as the other cells (0.4 V) to achieve a balanced state for all cells while the energy
dissipated in these modules also caused its temp. to be increased, as can be seen for M2
case temp. recorded. This test confirmed the capability of the OVP subsystem to perform a
discharge cycle for specific SC cells by a specific discharging rate controlled by the duty
cycle that is selected by the central controller and commanded via the communication bus.

Figure 10. Performing of protective action to protect the SC cells by OVP subsystem during
charge/discharge as well as responding to discharge commands from the central controller: (a) SC
cells’ voltages; (b) SC-modules 1 and 2 enclosures’ temperatures; (c) Discharge power and current.
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The third test reported in Figure 11 evaluates the capability of the OVP subsystem to
perform active dissipative SC cells’ voltage balancing as a preventive action to protect the
cells from overvoltage. The test started with imposed mismatching between the SC cells,
then a discharging process by a constant power of 1.3 kW was introduced at t = 15 until
t = 25 s to allow for sufficient charging time for demonstrating the balancing mechanism.
After a rest time provided to the system, the charging of the SC-ESS started by a constant
current of 5 A at t = 47 s, where the mismatching in the SC cells’ voltages was detected by
the system controller. Following this, it activates the balancing mechanism in which the
SC cells’ shunt circuits equalize the cells’ voltages in a PWM manner. As can be seen, the
balancing mechanism succeeded to achieve balanced cells’ voltages in a considerable short
time due to the ability of the shunt circuit to handle a high current.

Figure 11. Performing preventive action by OVP subsystem via active dissipative balancing during
the continuous charge cycle: (a) SC cells’ voltages; (b) Charge/discharge power and current.

In the three experimental tests, the results confirmed the proposed functionalities of
the SC-ESS in terms of cells’ voltage monitoring, fast balancing, and overvoltage protection.

5. Conclusions

In this paper, the design and implementation of a smart super-capacitors-based energy
storage system are proposed. The SC-ESS sizing was optimized for minimum weight by
utilizing the highest energy density cells of the available range and adjusting the operating
voltage range, accordingly. In addition, the proposed design minimizes the wirings for
cells’ voltage monitoring and overvoltage protections by employing a distributed mod-
ular architecture coordinated via standard communication buses. SC cells overvoltage
protection subsystem in the proposed design implements two independent preventive and
protective actions for the highest reliability to ensure safe operation of the system. Finally,
the design is validated based on experimental testing of the manufactured modules and
the results showed the achievement of the proposed functionalities.
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Abstract: In recent years, several attempts have been made to promote renewable energy in the
residential sector to help reducing its CO2 emissions. Among existing approaches utilizing substances
capable of directly storing and transporting thermal energy has recently become a point of interest.
Zeolite 13X with exceptional capacity to safely store thermal energy for long periods and release
heat due to its unique molecular structure is known to be one of the best options serving this
purpose. However, the application of this ceramic as a heat storage material in the residential
sector is associated with significant challenges dictated by the limitations of the sector, such as space
restrictions and affordability. The current review attempts to explore the extent of these challenges,
mainly related to design and efficiency from different perspectives. The main aim here is to provide a
clear vision for a better understanding of the state of the art of this technology and to help to identify
possible solutions fostering the adaptation of this technology to the residential sector.

Keywords: TES system; heat adsorption; thermal storage system efficiency; residential sector heating

1. Introduction

One solution to fully exploit renewable energy in residential heating is to develop
a technology by which the thermal energy received by the sun could be directly stored
during the day and released whenever needed. Doing so would result in a significant
reduction in the residential share of fossil fuel consumption and CO2 emissions while
providing residential heating. The key factor to attain such goal lays in finding suitable
substances capable of storing high level of thermal energy and efficiently substituting them
in a residential thermal system.

In recent years, zeolite 13X has received considerable attention to be used as an efficient
heat storage substance in thermal systems. Due to its special molecular structure, which
contains well-defined microchannel and cavities, zeolite 13X can store heat by removing
humidity and release heat when humidity is introduced to the compound, which gives
zeolite 13X a unique heat storage property. The stored heat will be confined as long as no
humidity is introduced to the system. This feature provides a simple, safe, and affordable
mechanism for portable thermal energy. Despite these unique features, Thermal Energy
Storage (TES) systems containing zeolite13X have not yet acquired a significant share in
residential heating due to their poor operating performance for the sector.

2. Thermal Energy Storage Systems

To provide a better understanding of TES challenges, in this section, briefly, the un-
derpinning theory, as well their systematic characteristics, are explained. In general, TES
systems have been used widely in the industrial sector (with some large-scale residential
applications). These systems are divided into three main categories based on their storage
methods: Sensible heat, Latent heat, and thermochemical heat, as presented in Figure 1.
As can be seen in all of these systems, a high-capacity storage substance is implemented
to receive, save, hold, or carry the thermal energy. The performance process of these
substances can be characterized in three main steps, charging, storage, and discharging.

Energies 2021, 14, 8062. https://doi.org/10.3390/en14238062 https://www.mdpi.com/journal/energies
53



Energies 2021, 14, 8062

In Figure 2, these three processes are presented for the different TES categories. As pre-
sented in Figure 2a, Sensible heat storage systems use the simple method of storing heat
by discharging excess heat from the material without phase change. In Latent heat stor-
age (Figure 2b), the stored heat is the result of a phase change; thus, they can attain a
higher thermal density compared to the Sensible method. In Thermochemical systems
(Figure 2c), unlike the two other methods, the stored heat is obtained from a reversible
thermochemical reaction.

Figure 1. Classification of different thermal storage methods.

 

Figure 2. Methods of thermal energy storage (a) Sensible heat, (b) latent heat, (c) thermochemical heat (Sorption heat) [1].

Thermochemical systems are particularly efficient in storing heat for long-term storage
applications because heat loss from the system is low.

In addition, Thermochemical storage systems, due to their high-density storage char-
acteristics, provide a spatially efficient and compact storage system compared to the other
heat storage. A volumetric comparison between the three main categories is presented
in Figure 3; as can be seen, for instance, replacement of latent system by Thermochem-
ical would save up to 10 times the required space, which makes these types of systems
advantageous for residential sector application [2].
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Figure 3. Volume needed to full cover the annual storage need of an energy efficient passive house
(6480 MJ) [3].

Given that zeolite 13X stocks heat by adsorption method that belongs to the thermo-
chemical category, in this review, the focus will be on adsorption heat storage.

Adsorption is the movement of atoms or molecules from a bulk phase (which might
be solid, liquid, or gas) to a solid or liquid surface. Heat is released as a result of at-
tractive interactions between the surface (adsorbent) and the molecules being adsorbed
(adsorbate) [2], as presented in Figure 4.

 

Figure 4. Charging and discharging thermochemical heat by sorption reaction [4].

The attractive potential for this thermochemical reaction can be explained with
Lennard-Jones potential (Figure 5) equation as a function of distance:

VLJ(r) = 4ε

[(σ

r

)12 −
(σ

r

)6
]

(1)

where σ is the distance at which the potential is zero, and ε is the depth of the potential well.
According to Equation (1), higher ε means more heat would be released after adsorption.
The extent of this potential varies from 8 to 800 kJ mol−1. The amount of adsorption
depends on the inherent properties of the material in reaction, such as specific surface
area, and the affinity of the couple adsorbent/adsorbate. The adsorption process also
is subject to operating conditions, such as temperature, pressure, and concentrate of the
adsorbate. For instance, high specific surface area, high pressure, and low temperature
increase adsorption reaction rate.
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Figure 5. Lennard-Jones potential.

3. Adsorption Heat Materials

Generally, all solids are adsorbents, but only those with a high specific surface area
are interesting for sorption applications. In this section, a few adsorbent families are
briefly introduced.

In industrial applications, activated carbons are the most often used adsorbents. It is
mostly employed in the purification of gases. Non-polar activated carbons are commonly
utilized for water treatment. As a result of their poor affinity for water, they are not
employed in heat storage applications. Silica gel is a synthetically porous type of sodium
silicone dioxide. It may be represented as SiO2.nH2O in its chemical compound. Treating
synthesis (PH and presence of cations) control carefully permits pores to be controlled. Its
large specific surface area (from 600 to 800 m2.g−1) and hydrophilic characteristics make
it an excellent desiccant, and it has a very high adsorption capacity at low pressures and
temperatures. When silica gel is saturated with water, it loses its capacity to create heat for
long periods of time, which is one of its limitations as a heat storage medium.

Zeolites are porous crystalline minerals composed of silicon (Si), aluminum (Al), and
oxygen (O) atoms. In tetrahedral configurations, each Si or Al atom is linked to four
oxygen atoms (SiO4 and AlO4). Each oxygen atom is shared with another tetrahedron
that connects Si or Al atoms, as presented in Figure 6. This configuration results in atomic
angles remaining the same and, thus, a uniform distribution in pore sizes. On the other
hand, since each oxygen atom is shared between two tetrahedral Si or Al atoms, the
stoichiometric composition of each tetrahedral unit is SiO2 or AlO2 with minimum Si/Al
ratio to be 1.0 without any upper limit. Given the fact that rich Aluminium sieves has a
high affinity for water (since each Al atom introduces a negative charge in the material and
polar molecules, such as water, are sensitive to these charges), it demonstrates a high level
of hydrophilic behavior. Conversely, since rich silicon sieves have a hydrophobic behavior,
heat induced transition between hydrophilic and hydrophobic behavior (usually occurs
at a Si/Al ratio between 8 and 10 [5], plus uniform pore sizes, introduces zeolites as an
exceptional adsorbent fit for TES systems.
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Figure 6. Zeolite framework structures: (a) A, (b) X and Y, (c) Rho. The H2 molecule is shown to scale for comparison [6].

There are various type of zeolite and their composite used for heat storage [7]. Among
the zeolite family, zeolite 13X (Figure 6b) has the largest permeability for water molecules
due to its inner hole size, which plays a key role in heat storage efficiency.

In addition, while employing zeolitic composite as heat storage may be more efficient,
the use of added materials and the synthesis process raises health concerns that zeolite 13X,
in turn, does not.

To make use of this exceptional adsorptive capacity, zeolites must be placed inside
reactor beds to undergo the aforesaid three performance processes (charging, storing, and
discharging). The efficiency of performance processes is closely related to controlling the
reactor bed operational condition, such as temperature, flow rate, and moisture level.

There exist varieties of reactor systems that can serve the purpose, among them open
adsorption systems with the fixed bed being the most used type. A schematic of these
systems is presented in Figure 7. To charge zeolite in this system, a stream of hot air
with minimum 120 ◦C must be injected into the reactor, where zeolite is placed. The
injected hot stream into the bed, while charging zeolites, also extracts and transports its
trapped moisture.

Figure 7. Open adsorption process.
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Regarding the storage step, thanks to the unique zeolite structure, the stored heat will
remain untouched until moisture re-enters the reactor, which makes this system needless
for thermal isolation (a specific advantage compared to other systems). In these systems,
heat sorption capacity is defined as:

Q sorbtion = −V |ΔH| Δq (2)

where V is the bed volume, |ΔH| is the specific sorption heat, and Δq presents the sorbate
uptake capacity between charging and discharging phase [8]. During the discharge (adsorp-
tion) process, ambient airflow with precisely controlled humidity enters the reactor. Given
that zeolite is hydrophilic at ambient temperature, it absorbs the humidity and releases the
stored energy in the form of heat. The outlet air temperature and the discharging duration
depend not only on the inherent property of zeolite but also on the effectiveness of reactor
system design and its operational conditions. This makes reactors a key player of the heat
storage systems, after selecting appropriate materials.

Given that the proper access to zeolite’s unique storage capacity and its efficient
delivery bonds to reactor parameters, the design and optimization of reactors would then
become one of the main challenges in using heat storage systems in the residential sector.
Figure 8 presents the reactor most important variables in three main categories: Reactor
Structure, Auxiliary Equipment, and Design Parameters, each introducing their challenges.

 
Figure 8. Influence impact on reactor optimization [9].

The main goal in TES systems is to optimize mass/heat transfer and decrease heat loss.
To attain this, several configurations have been examined so far, such as staced, tabular,
honeycomb, plate, modular, etc., in all these configurations parameters, such as reactor
diameter, length, and connectors, have significant effects on the efficiency of heat storage
and have been investigated by many researchers. Anderson et al. [10] found that bed
length and heat loss have direct relationship, so, by reducing the length, heat loss can be
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reduced. Lahmidi et al. [11] used a stacted reactor. In this design, to improve mass transfer
a nozzle device is added to the system, which increases the interaction area between solid
and water vapor conducive. To further improve mass and heat capacity Stitou et al. [12]
developed a pilot plan using high thermal conductivity of ENG. Layer thickness is another
key parameter for reactor design, directly affecting the hydration time. Van Essen et al. [13]
observed that decreasing the thickness speeds up the hydration process. Oktariani et al.
developed system for generation steam by using a zeolite 13X-water system [14]. They
found that the flow direction of feeding water from the top of the reactor using nozzle
configuration could conform a better result than feeding water from the reactor bottom.
Considering the aforementioned facts, it seems simpler reactors, such as a high efficiency
staced reactor, could be the better option for the residential sector; however, thanks to the
advancement of fabrication technology, modification to reactor design is yet to present
future enhancements.

Evaluation of an efficient design can be tested using TES systematic performance
parameters. In general, performance parameters can be expressed by three terms: thermal
power density with unit (kW·m−3), thermal storage density with unit (kWh·m−3), and
the Coefficient of Performance (COP) with the first two being proportional, and can be
obtained from various design and condition parameters and the third to be defined as
(Figure 9):

COP =
QH
W

(3)

where W and QH are the power required to run the discharging process and the amount
of extracted heat, respectively. As can be seen, the provided COP in the article, although
present in the effectiveness of the discharge process, leaves the charging process untouched.
To cover the whole performance cycle, it might be better to introduce TES cycle thermal
efficiency η as:

η =
QH

W + Qin
(4)

where Qin presents the provided heat to the system. It is now vivid that the thermal
efficiency of the TES systems indeed depends on a variety of factors, on top of which the
effectiveness of the charging process is present. The multivariable nature of TES ongoing
performance process opens several challenges for further optimization and TES systems
new applications (e.g., residential applications), to be investigated in the next section.

Figure 9. Coefficient of performance [15].
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4. Technical Challenge

According to the facts mentioned in the previous section, one can easily conclude
that to introduce adsorption systems in the residential sector a compact system must be
designed due to space restrictions. However, given that providing the required amount of
household power is directly proportional to the amount of zeolite, TES sizing would become
a significant limiting factor in the development of an adsorption system for residential
application. As a result, many researchers are attempting to improve TES system efficiency
to make them capable of storing more energy in less space (highly efficient system). This
transition introduces several challenges in executing TES performance processes (charge
and discharge), such as efficient charging resources, precise humidity control, reactor
design, manufacturing, etc. In this section, the main obstacles in achieving such a compact
and efficient system will be discussed.

4.1. Required Temperature Supply

To begin the charging phase in adsorption systems, the inlet air temperature must
reach the hydration reaction temperature. Depending on the materials employed, different
storage systems require different input temperatures; for zeolite 13X, this temperature
must be above 120 ◦C [16]. As a way to increase efficiency, many researchers investigated
the effect of increasing input temperature on system function. Johannes et al., in 2015,
used open-source heat storage, including two containers of zeolite 13X. They examined
two different temperatures levels for the charging phase and compared their effects on the
system charging phase. They discovered increasing temperature from 120 ◦C to 180 ◦C can
enhance storage density by 40%, while decreasing charging time by 7% (Figure 10).

(a) (b) 

Figure 10. The effect inlet temperature on the heat storage density (a) and the charging time (b) [17].

Required high temperature flow can be supplied from various resources. Table 1
illustrates some of the prototypes that were built, as well as the temperatures and heat
sources that were used. As can be seen in the highlighted column, electric heaters have been
employed to deliver the required heat in almost all instances. However, electric heaters
have high consumption due to their low COP as a heating system. With a typical heater
(consuming between 2 to 4 kWh), achieving higher temperature input flow seems a less than
ideal solution to provide Qin, unless a cost-effective power source can be provided. This
necessity makes the intake power supply of compact TES systems a significant challenge to
be addressed for residential applications.
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Table 1. Used temperature for prototypes.

Setup Name Year
Inlet

Temperature [◦C]
Heat Source

Outlet
Temperature [◦C]

Energy Density
[kWh/m3]

Max Power
[kW]

Alebeek [16] 2018 180 Electrical heater 13 54 4.4
STAID [18] 2015 120–180 Electrical heater 20 114 2.25
ASIC [19] 2014 230–180 Electrical heater 25 148 1.5

E-HUB/ECN [20] 2013 185

Oil to air
exchanger
(Electrical

heater)

25–60 58 0.4

MONDESTORE [21] 2008 180 Electrical heater 25 57
MONOSORP [11] 2006 170 Electrical heater 20 120 1.5

4.2. Relative Humidity Control

The level of humidity entering to reaction area in the collector with open systems
has the most influence on power density and storage density [22]. Relative humidity has
direct effect on the sorbate uptake (as reflected in Equation (2)), which makes it a key
parameter for storage density. Most prototypes employ an electrical humidifier, water tank,
and sensor to supply and control the humidity of the system’s incoming air [23]. Figure 11
shows how lowering the relative humidity in the charging process from 0.5 to 0.1 percent
enhances both heat storage density (a) and charging time (b). It also demonstrates that
storage density and power density are very sensitive to humidity changes. A change in
humidity of 0.4 percent caused a significant power change, as can be seen in Figure 11.
These characteristics must, thus, be considered to build an appropriate power system.

Figure 11. The influence of inlet relative humidity on the heat storage density and power density (a) as well as the charging
time (b) [18].

For household applications, the inlet relative humidity becomes more important as
unstable ambient air is used for the charging and discharging process [24]. Due to the strong
dependency of stored and released heat on relative humidity, the use of TES system in the
residential sector would introduce a significant challenge that necessitates implementing
precise humidity monitoring for closed loop control, especially when variable setpoints are
desired to adjust variable system’s needs.

4.3. Reduce Reactor Size

Reducing the size of the reactor itself can improve their residential development.
Smaller reactors occupy less space and are simpler to integrate with an energy source. How-
ever, as mentioned earlier, due to the direct relationship between zeolite volume and system
power, constructing a smaller reactor faces numerous configuration and manufacturing
limitations. Several investigations have been performed to identify and improve effective
size criteria, such as bed length, cross section area, and tank volume by Kuznik et al. [22]
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and Michel, Mazet, and Neveu [24]. Gondre et al. [17] found that there exists a linear
between the outlet power versus cross section area, heat storage capacity versus storage
tank volume, and charging time and autonomy versus bed length, as shown in Figure 12.

Figure 12. (a) The influence of cross section area on outlet power; (b) The impact of storage tank
volume on hear storage capacity; (c) The influence of bed length against chrging time; (d) The impact
of bed length on discharging time [17].

Their experiment presented the following significant outcomes, as illustrated in
the Figure 12:

• outlet power is directly proportional to cross section area (a)
• heat storage capacity is directly equivalent to storage tank volume (b)
• charging time and discharging time is directly proportional to bed length (c,d)

Reducing the size of the reactor, as predicted, reduces the power of the system.
Therefore, ways to optimize the reactor’s dimensions should be investigated if residential
applications are in the list.

4.4. System Output Power

Another point of interest in TES system optimization is the output power during
its discharge process. Many researchers have been able to enhance TES system output
power by selectively adjusting the discharge process parameters. Several prototypes
in laboratories were designed for this purpose, presented in Figure 13. Among them,
Jahannes et al. developed a high power open sorption system (STAID), which contains
two reactors of 80 kg of zeolite13X [18]. The discharge parameter of this system was
adjusted to generate heat for the residential sector during peak hours. Input ambient air
flow temperature was considered to be 20 ◦C, and outlet temperature was 57 ◦C. It was
observed that their system delivered 6 h of continuous heating during the discharge phase,
equal to a maximum 2.25 kw of thermal power output.
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Figure 13. Comparison of mass power obtained from different physical adsorption systems, where
STAID is the present work [18].

Zettl et al., of the Austria Solar Innovation Center (ASIC), used different techniques
to increase the discharge power. They designed a prototype with a rotating bed that
was capable to generate maximum outlet power 1.5 kW only using 50 kg zeolite 4A. The
purpose of using rotating bed was to avoid the formation of dead zone to increase the
outlet power. The input temperature was 25 ◦C, and maximum outlet temperature was
60 ◦C [19].

ADEnergy research Center of the Netherlands developed an open sorption concept
using two beds with 150 kg zeolite 13X with the compact bed. This system was designed
to supply warm air for the residential sector. The air is humidified with 12 mbar water
vapor pressure, and air flow rate is 80 m3/h. This system generates maximum 0.4 kW, and
output temperature is 70 ◦C [25].

MonoSorp prototype was designed as heat storage system with opened bed for space
heating. The input temperature is around 20 ◦C, and the maximum outlet temperature
is approximately 42 ◦C. They used zeolite as extruded honeycomb structures to avoid
pressure loss. This system was able to deliver maximum thermal power of 1.5 kW [13].

Figure 13 collectively present these TES systems specific power output concerning
their involved substance mass and volume The research process, as shown in Figure 13,
is aimed at improving extractable power based on material mass (W/kg material) and
improving heat storage density (kwh/m3), which, in addition to designing smaller systems,
enables these systems to be used for a longer period of time, allowing them to deliver the
required heat not for several hours, but for many days.

Although the current attempt has already proven the feasibility of utilizing such
systems for residential use, it seems that further improvement of system output power
is required market justifications. This would become a significant challenge as power
optimization would directly point toward zeolite’s physical limitations.

4.5. Efficiency

As mentioned before, zeolites have the unique capacity to store heat, and, due to their
high structural endurance, they can tolerate numerous thermal cycles. These characteristics
make zeolites known for their high thermal efficiency; however, utilizing them in TES
systems has yet to reveal anything near to their optimum capacity. In this regard, in
the literature, one can find two different efficiencies reported by scientists and engineers
which indicates zeolite material efficiency and its system efficiency. Figure 14 shows these
efficiencies for TES system containing zeolite in an open bed reactor. In this prototype,
developed by Kuznik, the reported material efficiency was about 70%. However, one
can clearly see that, when it is placed in the storage systems, this efficiency drops to
around 36%.

63



Energies 2021, 14, 8062

Figure 14. (a) The influence of charging time on the temperature profile (b) The impact of discharging
time on the temperature profile; (c) Heat losses in the TES system [22].

As can be seen in Figure 14c, there exist several losses associated with all the three
TES main processes which drop the engineering efficiency significantly. Nearly half of the
injected heat is directly discharged through the outlet in the charging process.

The type of reactor and the inherent feature of zeolite can be responsible for the
large amount of energy wasted during the charging phase. Zeolites, despite their high
energy storage capacity, have poor thermal conductivity. Thermal conductivity is very
important for increasing the internal temperature of zeolites to a level where the zeolite’s
internal moisture can release as a gas. Figure 14a shows the consequences of low thermal
conductivity, as the reactor outlet temperature begins to increase after two hours of the
charging process begins.

During the storing period, there exist charge conversion losses, cool down losses,
and, finally, discharge conversion losses for the discharge process. There is no energy loss
during the discharging phase, and the outlet temperature remains constant for six hours
Figure 14b. All these losses, on the other hand, provide a window of opportunity to be
addressed by engineers which, of course, brings many new challenges to the table.

5. Conclusions

Different aspects of utilizing zeolite 13X as a heat storage medium have been briefly
discussed, and the main challenges have been summarized. It was found that zeolite
13X has high potential to be used in the residential sector; however, there exist several
challenges that should be addressed prior for this to happen. This review demonstrated
and discussed the variety of challenges from different perspectives, such as compact
system design, charging supply, humidity management, system output power, and system
efficiency. It was concluded that, to bring this technology to the residential sector, compact
efficient designs are required, including techniques that lead to increasing the contact area
while reducing the size of the system, a contradiction to be solved. In addition, it was
concluded that, to make system energy intake justified, more affordable energy resources
should be identified and implemented. Overall, the current review reveals that, although
the implication of the zeolites TES system as a heating system seems feasible, they are, by
far, set to become a serious competitor for current heating appliances in the residential
market. This outcome, although it may negate the business side of the technology, offers
several nitce opportunities for potential experts of the field.
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Abstract: Unbalanced active powers can affect power quality and system reliability due to high
penetration and uneven allocation of single-phase photovoltaic (PV) rooftop systems and load
demands in a three-phase four-wire microgrid. This paper proposes a distributed control strategy to
alleviate the unbalanced active powers using distributed single-phase battery storage systems. In
order to balance the unbalanced active powers at the point of common coupling (PCC) in a distributed
manner, the agents (households’ single-phase battery storage systems) must have information on the
active powers and phases. Inspired by supervised learning, a clustering approach was developed to
use labels in order to match the three-phase active powers at the PCC with the agents’ phases. This
enables the agent to select the correct active power data from the three-phase active powers. Then, a
distributed power balancing control strategy is applied by all agents to compensate the unbalanced
active powers. Each agent calculates the average grid power based on information received from its
neighbours so that all agents can then cooperatively operate in either charging or discharging modes
to achieve the compensation. As an advantage, the proposed distributed control strategy offers the
battery owners flexibility to participate in the strategy. Case studies comparing performance of local,
centralized, and the proposed distributed strategy on a modified IEEE-13-bus test system with real
household PV powers and load demands are provided.

Keywords: multi-agents; single-phase battery storage system; rooftop PV unit; unbalanced active
powers; distributed control; current unbalance factor; voltage unbalance factor

1. Introduction

In recent years, unbalanced conditions in three-phase four-wire power systems, due
to high penetration and uneven allocation of single-phase rooftop PV systems and load
demands, have become exacerbated [1]. Specifically, the unbalanced active powers among
phases and between single-phase PV systems and local loads can have a negative effect on
power quality and system reliability due to large current flowing through neutral wires.
The unbalanced conditions in the three-phase four-wire power systems can be described
as a condition when the voltages or currents are not equal in the magnitudes and/or the
phase angles of voltages and currents are not equal in consecutive sequence of phasors [2].
Since the voltages and/or currents are unbalanced, the active powers among phases in the
three-phase system are also unbalanced.

There are several strategies to mitigate the unbalanced conditions. Traditionally,
the unbalanced conditions were considered to be static since the penetration and variation
of renewable energy sources (RESs) in power systems were low. Traditional compensation
strategies, include using static synchronous compensators (STATCOMs) [3], passive devices,
such as shunt capacitors [4], equalizing power generation, and load consumption [5],
or using STATCOM with delta cascaded H-bridge (CHB) converter [6]. Moreover, some
traditional methods to mitigate the neutral current and neutral to ground voltage (NGV)
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rise by resizing the neutral conductor, improving grounding and installing a passive
harmonic filter were introduced in [7–10], respectively. However, owing to high variation
in a number of single-phase PV rooftop systems distributed in the three-phase four-wire
power systems, balancing between single-phase loads and rooftop PV sources and among
the three phases becomes more difficult and, hence, the traditional methods cannot properly
manage the unbalanced conditions.

Recently, the unbalanced conditions have been mainly compensated by designing
new power electronic converters, managing electric vehicles (EVs) based on arrival and
departure times, and employing energy storage systems (ESSs). The control strategies
based on these approaches can be broadly divided into three main frameworks: centralized,
decentralized, and distributed. A centralized controller requires information from all agents
to be sent to a central control unit. The communication system should be fast and reliable,
which can be challenging in practical distribution systems. A decentralized controller can
make decisions based on only local observations, but the capability of resources may not
be fully utilized due to the lack of cooperation between agents. A distributed controller
is able to achieve cooperative control using the agent’s own (and neighbouring agents’)
information [11].

1.1. Unbalance Compensation by Power Electronic Converters

As an active compensation strategy, three-phase four-leg topology based PV-VSI in-
verters with fixed capacity [12] and with dynamic capacity [13] were designed to alleviate
the neutral current caused by the unbalanced loads. However, different network parame-
ters, e.g., negative and zero sequence components of line impedance can affect the system
stability and additional switching devices are required for the compensation. In [14], a dis-
tributed control method of a single-phase H-bridge PV-VSI was proposed for compensating
the voltage unbalance factor (VUF) at a critical bus. Steinmetz design was employed for cal-
culating required reactive power injections at different PV and load connections. However,
if an upstream network (medium voltage side) was imbalanced and downstream loads
were not constant power, using the Steinmetz design to calculate the required reactive pow-
ers for compensation may not be applicable. Furthermore, a reactive power control method
with a centralized controller was developed for single-phase H-bridge VSI of DGs to com-
pensate zero and negative sequence current components [15]. Power factors of DGs were
controlled to obtain required reactive power, and Karush–Kuhn–Tucker (KKT) optimiza-
tion algorithm using instantaneous power analysis was used to minimize the unbalanced
conditions. The required reactive powers were shared among DGs through communication
links by considering capacity ratings of the VSIs. However, there was a trade-off between
compensation of the negative sequence current component and the zero sequence current
component. The authors in [16] developed a current control strategy based asynchronous
parallel pattern search (APPS) method for three single-phase full-bridge VSIs to reduce the
voltage unbalance. Different indicators of the voltage unbalance were discussed. Moreover,
a geometric norm based on a phasor diagram was introduced to examine the unbalanced
conditions with different indicators. Then, the geometric norm was used as an objective
function for obtaining asymmetrical current references for the three single-phase full bridge
VSIs to inject the required current to the grid. However, the new power converters required
three single-phase full bridge inverters, twelve switching devices, and three isolated DC
voltage sources, thus increased additional cost.

1.2. Unbalance Compensation by Management of EVs/PEVs

Some strategies using EV chargers for the unbalance compensation were proposed.
Impact of uncoordinated plug-in EVs was investigated in [17]. Two coordinated control
strategies were proposed for PEVs to regulate bus voltages and minimize voltage unbalance.
First, a centralized active power charging control method was introduced for charging PEVs
using genetic algorithm (GA). Second, a decentralized reactive power discharging control
system was developed for the voltage regulation and voltage unbalance compensation.
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PEV inverter was locally assigned to discharge the reactive power based on reactive
power droop controller at the bus having a poor voltage profile. In [18], two distributed
consensus algorithms were proposed for PV units and PEVs to regulate bus voltages and
to reduce voltage unbalance. The first algorithm was developed to maximize utilization
of ES capacity of PEVs subject to ES constraints by controlling charge and discharge of
PEV ESs, while the second algorithm was used to minimize the active power curtailment
(APC) of PV units in case of PEVs having insufficient capacity for reduction of voltage
rise. Arrival and departure times of PEVs used for verification of the proposed algorithms
were selected randomly. In [19], an energy management system (EMS) of PV units and
PEVs using decision making optimization based demand response (DR) was introduced to
minimize VUF. PEV owners could decide to participate in various charging and discharging
options offered by an aggregator. A central communication system was used as all PEVs
were required to send all data to the aggregator. Owner preferences offered flexibility,
while the combination of PVs and PEVs ensured minimizing VUF. Comprehensive indices
represented by current waveforms were derived in [20]. The indices were then used
to analyse the unbalanced conditions and harmonic distortion at the fundamental and
harmonic currents of three-phase EV chargers during unbalanced charging and grid voltage
unbalance. Two different EV technologies were used for the verification.

1.3. Unbalance Compensation by ESSs

ESSs have widely been employed to minimize the unbalanced conditions in three-
phase four-wire power systems. Central energy storage, also called community energy
storage (CES), with a centralized controller [21], and single-phase distributed energy stor-
age system (DESs) with a distributed cooperative control strategy [22], respectively, were
proposed to alleviate the neutral current and NGV rise in a multi-grounded three-phase
four-wire distribution system. The current unbalance factor (CUF) was used to quantify the
the unbalanced conditions. The authors assumed that all single-phase household installed
PV systems were willing to participate in the control strategy. A three-phase damping con-
trol strategy for a CES connected at the end of line feeder was proposed in [23] to address
over-voltage and voltage unbalance. The control strategy was applied to split DC-bus
capacitors of VSI to consume (deliver) asymmetrical (negative and zero sequence compo-
nents) phase currents from (to) the grid by adjusting the damping conductance. Based on
the damping conductance, the VSI was able to operate in resistive mode. Comparing the
proposed controller with the positive sequence control method, less current was required.
However, the damping capacitance was a function of the VSI capacity; hence, performance
of the proposed control strategy may be limited by the inverter size. Furthermore, a fuzzy
logic control strategy was proposed in [24] for controlling individual single-phase DES
based on the phase voltage deviation and the battery SoCs to mitigate voltage unbalance
and voltage rise. Park’s transformation was used to obtain the positive, negative, and zero
sequence voltage components. It was also used to determine which phase DES should take
action for the balancing process.

In addition, a distributed control strategy was proposed for single-phase distributed
generators (DGs) to alleviate the unbalanced powers at PCC, but without considering
variability and fluctuation of RESs [25]. It can be observed from the literature review
that few studies focused on using single-phase distributed ESSs with distributed control
strategies to mitigate the unbalanced conditions. The comparison of existing techniques
for compensation of unbalanced conditions is summarized in Table 1. As illustrated in
the table, the strategy proposed in this paper employs single-phase distributed battery
storage systems and a distributed control strategy to minimize VUF and CUF in a modified
IEEE-13-bus test system.
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Table 1. Comparison of techniques for compensation of unbalanced conditions.

Ref. Converter EV DES CES Centralized Decentralized Distributed VUF CUF 1-φ Test System

[13] � � � Real-44-bus
[14] � � � � IEEE-13-bus
[15] � � � IEEE-13-bus
[16] � � Simplified
[17] � � � � Real-74-bus
[18] � � � IEEE European
[19] � � � IEEE-123-bus
[20] � � � Simplified
[21] � � � Australian DS
[22] � � � � Australian DS
[23] � � � Simplified
[24] � � � Simplified
Our � � � � � IEEE-13-bus

To employ single-phase battery storage systems distributed in a three-phase four-
wire microgrid for compensation of unbalanced conditions, the battery storage systems
must know information about the active powers and phases at the PCC so that the agents
(single-phase battery storage systems) can select the correct phase to perform the balancing.
To achieve this task, clustering algorithms based on k-means, hierarchical clustering, a
self-organization map, and expectation maximization in [26–29], can be applied. However,
the mentioned algorithms have to be operated in a centralized manner, and cannot be
directly applied to a multi-agent distributed system with a unidirectional communication
graph. Thus, distributed clustering approach-based supervised learning has to be devel-
oped in order to match the phase active powers at the PCC with the agent phases using
labelled data.

Motivated by the above discussion, this paper presents a distributed control strategy
for compensation of unbalanced active powers in a three-phase four-wire microgrid. First,
the phase active powers at the PCC are required to be labelled and sent to an agent via
a unidirectional communication link. Each agent labels its own data with its own phase.
The agent receives information about the labelled active powers at the PCC and agent phase
labels from a neighbour agent. Then, it compares its own phase label with the received
phase labels and selects the active power, having the same phase by applying the proposed
clustering approach. In the next step, the proposed distributed control strategy is applied.
Single-phase battery storage systems (agents) will cooperatively charge/discharge their
active powers to minimize the unbalanced active powers. A battery owner can choose
to not participate in the control strategy, e.g., due to violation of state of charge or power
limits. This offers participation flexibility to the battery owner, while the active powers are
still being balanced by the other participating owners. It should be noted that once the
active powers have been balanced, the voltages also become balanced, as the voltage is also
a function of the active power. The main contributions of this paper can be summarized as:

1. A distributed clustering method for labelling was developed. The three-phase active
powers at the point of common coupling are labelled with phase labels a, b and
c. Then, the values of the labelled active powers are sent to a neighbouring agent
in a distributed manner via unidirectional communication network. Subsequently,
the agents use the labelled active powers to determine to select its own phase data.

2. Within each agent, the average grid active power is calculated based on information
received from the neighbouring agent. Then, using the proposed distributed power
balancing control strategy, the battery storage systems cooperatively charge/discharge
their active powers to minimize the difference between the average grid power and
the phase active power to which they belong. Agents are allowed to disconnect and
reconnect without affecting the balancing operation.

3. Modified IEEE-13-bus test system with real household PV powers and load demand
over 24 h are used to verify the performance of the proposed strategy.
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The rest of the paper is organized as follows. Section 2 describes the test system used to
verify the proposed strategy, it introduces indicators to measure the unbalanced conditions,
the constraints on battery storage systems, as well as a local active power control method.
Centralized and proposed distributed power balancing control strategies are presented in
Section 3. Section 4 verifies the performance of the proposed control strategy using real
household PV powers and load demands. Finally, Section 5 concludes the paper.

2. Formulation of Unbalanced Active Power Problem

2.1. System Description

For verification, the IEEE-13-bus test system in [14] is modified with single-phase
households equipped with rooftop PV systems, battery storage systems, and load demands,
as seen in Figure 1. There is a transformer between the buses 650 and 632 to step-down
the voltage level from the main grid from 33 kV to 4.16 kV. It is assumed that single-phase
households with battery storage systems are connected to bus numbers 646, 611, 652, and
680, whereas households without battery storage systems are connected to other buses.
Schematic diagram of a single-phase household is shown in Figure 2. Also, bus numbers
633 and 634 are three-phase balanced buses. There are nine agents (N = 9) considered in
this paper. Each agent is single-phase and consists of a rooftop PV system, a local load and
a battery storage system. The capacity of all battery storage systems is selected as 25 kW· h.
Connection of the agents is given in Table 2. Real data of household PV powers and load
demands over 24 h, taken from [30] are used for each agent, as shown in Figures 3 and 4
respectively.

Table 2. Locations of distributed single-phase battery systems.

Agent 1 2 3 4 5 6 7 8 9

Bus 646 646 611 652 652 652 680 680 680
Phase a b b a c c a b c

Figure 1. Modified IEEE-13-bus test system.
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Figure 2. Illustrative example of agent i (single-phase household). During the normal mode of operation,
the rooftop PV unit is operated at maximum power and the battery storage system can operate in
either the charging or discharging mode to compensate the power mismatch between PV generation
and load demand.

0 5 10 15 20
0

1

2

3
#1
#2
#3
#4
#5
#6
#7
#8
#9

Figure 3. PV powers of all agents over 24 h.
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Figure 4. Load demands of all agents over 24 h.

2.2. Indicators for Measurement of Unbalanced Conditions

In three-phase four-wire power networks, the unbalance factor (UF), considering both
negative and zero sequence current components is widely employed to measure voltage
and current unbalances caused by high variation and uneven allocation of rooftop PV
systems and load demands [1], and is defined as,

UF% =

√|Gn|2 + |Gz|2
|Gp| × 100,

⎡
⎣Gp

Gn
Gz

⎤
⎦ =

1
3

⎡
⎣1 a a2

1 a2 a
1 1 1

⎤
⎦×

⎡
⎣Ga

Gb
Gc,

⎤
⎦, (1)

where a = ej( 2π
3 ); Gp, Gn and Gz are positive, negative, and zero sequence components,

respectively. The unbalance factor can be represented by the voltage unbalance factor
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(VUF) or the current unbalance factor (CUF) if G∗ is replaced by V∗ or I∗. The standard for
the voltage unbalance factor that is widely adopted in the literature is less than 2%.

2.3. Constraints on Battery Storage Systems

In order to achieve good performance of unbalance compensation, all agents are
required to participate at all time. However, some agents may have faulty battery systems,
or battery constraints have been reached, or the owners may decide not to participate in
the control strategy for a period of time. The battery state of charge is one of the constraints
that should be considered. The battery state of charge (SoC) can be estimated as,

SoCi(t) = SoCi(0)− 1
Ebi

∫
Ibidt. (2)

Differentiating both sides of Equation (2) gives ˙SoCi = −Ibi/Ebi. Let Vbi be the output
voltage of the i-th battery storage system. Then, the output power of the i-th battery storage
system can be obtained as Pbi = Vbi · Ibi and the SoC of the i-th battery storage system can
be defined as [31],

Pbi = −Vbi · ˙SoCi · Ebi, (3)

where Ebi is the battery capacity (W·s) and Pbi the active power of the i-th battery storage
system. As it can be seen from Equation (3), the SoC is only a function of the battery output
power if the battery voltage Vbi is assumed to be constant. For safe operation, the constraints
on battery storage systems can be bounded as Pbi ∈ [Pmin

bi , Pmax
bi ], [SoCmin, SoCmax].

2.4. Local Active Power Control Strategy

Typically, a battery storage system is employed to locally compensate for the power
mismatch between load demand and renewable generation (rooftop PV). The power
exchanged with the grid by the i-th household at phase φ is,

Pφ
gi = Pφ

bi + (Pφ
pvi − Pφ

li ), (4)

where Pφ
gi is the power exchanged with the grid; Pφ

bi, Pφ
pvi and Pφ

li are the battery output
power, PV output power, and load demand of the i-th household at phase φ, respectively.

As it can be seen from Equation (4), under the normal mode of operation, if the
i-th household at phase φ has a PV source and a battery storage system, and both are
properly sized, the unbalanced power caused by the power mismatch between load and
PV generation can be locally compensated by the battery storage system. For example,
if Pφ

pvi > Pφ
li or Pφ

pvi < Pφ
li the battery system will operate either in charging (Pφ

bi < 0) or

discharging (Pφ
bi > 0) mode, and the power exchanged with the grid by the i-th household

will be close to zero, Pφ
gi ≈ 0.

However, not all households have battery storage systems. Some households may
have only a PV source or no battery system and no PV source. Moreover, the battery storage
systems may not be evenly distributed among phases throughout the power system. As a
result, there will be the unbalanced phase powers and reverse power flow at some phases

at the PCC even if loads are balanced as Pa
g �= Pb

g �= Pc
g, and Pφ

g = ∑
Nφ

i=1 Pφ
gi, φ ∈ {a, b, c}

is the total power exchanged with the grid. Therefore, a new and effective strategy for
compensating the unbalanced active powers at the PCC is necessary.

3. Active Power Balancing Control Strategy

Figure 5 illustrates a conceptual framework of the active power balancing strategy.
Distributed single-phase battery storage systems in the microgrid as shown in Figure 1
can be employed to alleviate the unbalanced conditions. Two control strategies for the
compensation are given in this section, (i) centralized and (ii) distributed.

73



Energies 2021, 14, 8287

Figure 5. Conceptual framework of the active power balancing control strategy. The active powers
in all three phases are balanced by adjusting them to be equal to the average grid power Pavg using
single-phase battery storage systems distributed in the microgrid.

3.1. Centralized Active Power Balancing Strategy

A centralized controller requires that all agents send information to a central control
unit, and a fast bidirectional communication system is required. As mentioned earlier,
this control strategy may not be attractive due to lack of cost-effectiveness and risk of a
single-point of failure. A schematic diagram of the centralized control approach applied
for mitigating the unbalanced active powers is shown in Figure 6. The central control unit
located at the PCC measures phases active powers and calculates the required active power
for the compensation of each phase. Each single-phase battery storage agents sends its
phase connection information to the central control unit. Then, the required active power
from each agent at each phase can be obtained as,

Pφ
bci =

1
Nφ

∫
αc(Pavg − Pφ

g )dt, φ ∈ {a, b, c}, (5)

where Pφ
bci is the required active power from agent i at phase φ for the unbalance compen-

sation, Nφ is the number of agents at each phase that participate in the balancing, αc is the
centralized control gain, Pavg = (Pa

g + Pb
g + Pc

g)/3 is the average grid power and Pφ
g is the

grid active power at phase φ.

Figure 6. Schematic diagram of the centralized power balancing control strategy. The central control
unit aggregates agents of each phase. Then, it calculates and broadcasts to all agents how much active
power is required from each of them to compensate the unbalanced active powers. Bidirectional
communication links are required.

3.2. Distributed Active Power Balancing Strategy

The proposed distributed active power balancing strategy employs unidirectional
communication between neighbouring agents. In this subsection, preliminaries of a com-
munication graph are introduced.
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3.2.1. Communication Graph

A sparse graph, G(V , E) represents distributed communication links among neigh-
bours, where V = {1, . . . , N} and E denote the nodes (agents or households) and edges
respectively. The node, E , has elements (i, j), in which (i, j) ∈ E if node i can communicate
with node j via a communication link [32]. The neighbours of the node i are denoted as
Ni. Node j is said to be a neighbour of node i if (i, j) ∈ E . The adjacent matrix of the
communication graph is expressed by,

A = [aij] ∈ R
N×N , aij =

{
α, (i, j) ∈ E
0, otherwise

, (6)

where α denotes the coupling gain.
The graph Laplacian matrix is defined as,

L = D −A, (7)

where D = diag{di}, and the in-degree of the graph is represented as di = ∑N
j=1aij.

3.2.2. Distributed Power Balancing Control Strategy

It is critical for each agent to know information about the active powers at the PCC
(both magnitudes and phases). Inspired by supervised machine learning that classifies
data based on similar labelled features, the following clustering approach is developed. Let
k ∈ {1, 2, 3} be a set of clusters (3-clusters) containing information about the three phases
{1, 2, 3} representing phases a, b and c respectively. Moreover, denote xi, i ∈ {1, . . . , N}
where xi ∈ {1, 2, 3} as locally labelled data for each agent. Hence, the agent i selects its
own phase data as,

Pk
g ∈

{
k-th phase

∣∣∣ki = arg min
k∈{1,2,3}

‖ xi − k ‖
}

, (8)

where ki represents the selected phase.
Meanwhile, agent calculates the average grid power based on the active powers

received from neighbouring agents as,

Pavg =
1
3
(P1

g + P2
g + P3

g ). (9)

Then, based on [32], the battery storage system of the agent i will charge/discharge
its active power Pbdi to make the active power at its phase is equal to the average grid
power as,

Pbdi = γi · αd · aij

∫
(Pavg − Pk

g)dt, k ∈ {1, 2, 3}, (10)

where γi ∈ {0, 1} is the willingness factor for the agent i to participate in the controller
(γi = 1 means agent agrees to participate, 0 means otherwise), Pbdi is the active power of
agent i, αd is the distributed control gain, Pavg is the average grid power in Equation (9) and
Pk

g is the grid active power at the k-th phase, where k ∈ {1, 2, 3}. Schematic diagram of the
distributed power balancing control strategy is illustrated in Figure 7, while the procedure
of the proposed distributed power balancing strategy of agent i is summarized as in
Figure 8.
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Figure 7. Schematic diagram of the distributed power balancing control strategy. Active powers
exchanged by bus 623 with the transformer are first labelled with the value of the active power and
the phase. Then, each agent receives the labelled powers, and passes them to the neighbouring agent
via unidirectional communication links. Within each agent, the average grid power, Pavg is obtained
and the agent selects the participating phase by comparing its label with the labelled grid powers.
Finally, the agent adjusts its active powers according to the obtained average power, and decides
whether to contribute by setting the willingness factor, γi.

Figure 8. Distributed power balancing control strategy for the i-th agent (single-phase household).
The distributed communication is represented by the dashed red lines.

4. Verification Results

The performance of the proposed strategy was verified on a modified IEEE-13-bus
test system in Figure 1 with real data of rooftop PV units powers and load demands over
24 h, taken from [30]. Parameters are shown in Table 3. The effectiveness of three control
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strategies is compared. The first strategy is the local active power control strategy in
Equation (4). Only the power mismatch between the PV unit and the load demand is
locally compensated within each household; hence, it might fail to achieve the unbalance
compensation at the PCC even if the loads are balanced. The second strategy is the
centralized controller based on Equation (5). This controller can effectively balance the
unbalanced active powers, and is given in order to compare its performance with the
proposed distributed control strategy. The third strategy is the proposed distributed control
strategy based on Equation (10). The agent can only communicate with its neighbours via
a unidirectional communication system.

Table 3. Case study parameters.

Parameter Symbol Value

Number of agents N 9
Microgrid voltage level Vmg 4.16 kV-LL (1.0 p.u.)

Battery capacity Ebi 25 kW·h
Coupling gain α 1

Centralized control gain αc 1.5 × 10−3

Distributed control gain αd 1.425 × 10−4

Willingness factor γi {0, 1}

4.1. Local Power Balancing Control Strategy

A local active power controller, given in Equation (4), is applied to illustrate that it
fails to compensate the unbalanced conditions in the system. The power mismatch of each
agent is locally compensated within the household, and no powers are consumed/injected
from/to the grid (Pφ

gi ≈ 0). As a consequence, the active powers flowing from bus 632 to the
transformer are always negative and the loads are supplied by importing the active powers
from the grid. The unbalanced active powers and voltages are shown in Figures 9 and 10,
respectively. Batteries active powers of the local control strategy is depicted in Figure 11.
These unbalanced conditions are caused by uneven allocation of PV units and loads.

4.2. Centralized Power Balancing Control Strategy

In this control strategy, bidirectional communication links are required between agents
and the central control unit. All agents that participate in the controller send information
about the phase to the control unit, and then the control unit sends the required active
powers back to each agent based on Equation (6). Hence, the unbalanced active powers
and voltages at the PCC can be alleviated as it can be seen in Figures 12 and 13, respectively.
Batteries active powers of the centralized control strategy can be seen in Figure 14.
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Figure 9. Active powers exchanged by bus 632 at PCC with the transformer using the local active
power control strategy.

77



Energies 2021, 14, 8287

0 5 10 15 20
0.996

0.997

0.998

0.999

1
Ph.a
Ph.b
Ph.c

Figure 10. Bus voltages at bus 623 at PCC using the local active power control strategy.
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Figure 11. Batteries active powers of all agents during the balancing operation using the local
control strategy.
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Figure 12. Active powers exchanged by bus 632 at PCC with the transformer using the centralized
control strategy.
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Figure 13. Bus voltages at bus 623 at PCC using the centralized control strategy.
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Figure 14. Batteries active powers of all agents during the balancing operation using the centralized
control strategy.

4.3. Distributed Power Balancing Control Strategy

This strategy only required unidirectional communication links between agents and la-
belled data of active powers of each phase at the PCC. As it can be seen in Figures 15 and 16,
the active powers of each phase exchanged by bus 623 with the transformer and the phase
voltages at the bus are balanced. The results are similar to the results obtained by the
centralized control strategy in Figures 12 and 13, respectively. However, in the proposed
control scheme, the active power required for the unbalanced compensation is calculated by
the agent (single-phase household) as illustrated in Figure 8. The agent can decide whether
to participate in the control scheme without affecting the power balancing operation.
Batteries active powers during the balancing can be seen in Figure 17.

Furthermore, during the balancing operation, at t = 12.00, h agent-1 is not willing
to participate in the control strategy (γi = 0), so it contributes zero active power. At
t = 20.00 h, the agent-1 is reconnected (γi = 1) and starts contributing the same active
powers as the other agents at the same phase. During the disconnection and reconnection
of the agent-1, the active powers and bus voltages are still maintained/balanced, even
though there is some transient response at t = 12.00 h and t = 20.00 h.
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Figure 15. Active powers exchanged by bus 632 at PCC with the transformer using the proposed
distributed control strategy.
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Figure 16. Bus voltages at bus 623 at PCC using the proposed distributed control strategy.
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Figure 17. Batteries active powers of all agents during the balancing operation. It can been observed
that the battery storage systems belonging to the same phase contributed the same amount of active
power. At time t = 12.00 h to t = 20.00 h, the agent-1 is disconnected and contributes zero active
power. After the agent-1 is reconnected it starts sharing the same active power as the other agents at
the phase.
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4.4. Comparison of Balancing Control Strategies

The unbalance factor in Equation (1) is adopted to quantify the unbalanced conditions.
Two widely used unbalance factors are used in this subsection: the current unbalance factor
(CUF) and the voltage unbalance factor (VUF). Figure 18 shows the current unbalance
factor during operation. As it can be seen, the highest CUF is when the battery storage
systems of all agents are switched-off (batt. off ). The CUF obtained by the local power
balancing control strategy denoted as local is decreased, but it is still greater than 20%.
On the contrary, the CUFs for the central and distributed control strategies are substantially
reduced to less than 0.5%.
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Figure 18. Comparison of the current unbalance factor for different control strategies. Batt. off,
local, central, and distributed correspond to battery switched-off, local power controller, centralized
power controller, and distributed power controller, respectively. The inset figure shows the difference
between the central and distributed controllers.

Similarly, the VUF, when all battery storage systems are switched-off (Batt. off ), is
the highest. Meanwhile, the VUF obtained by the Local power balancing control strategy
is decreased, but it is still higher than the standard (VUF < 2%) [1] during midday as
shown in Figure 19. However, the VUFs for the Central and distributed control strategies are
significantly decreased to around 2%.
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Figure 19. Comparison of the voltage unbalance factor for different control strategies. Batt. off, local,
central, and distributed correspond to battery switched-off, local power controller, centralized power
controller, and distributed power controller, respectively.

5. Conclusions

This paper presented a distributed control strategy to alleviate the unbalanced active
powers, caused by high penetration and uneven allocation of PV rooftop systems and loads,
using single-phase battery storage systems distributed in a three-phase four-wire microgrid.
First, the three-phase active powers at the PCC were phase labelled and then the labelled
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powers were sent to agents in a distributed manner via unidirectional communication
links. Within each agent, the labelled power data were compared with the agent data, to
select its own phase active power. Furthermore, the average grid power was obtained and
then the proposed distributed power balancing control strategy was applied. The battery
storage systems were cooperatively operated to minimize the difference between the phase
active power and the average power so that the active powers at the PCC become balanced.
The battery’s owner can decide not to participate in the control strategy for a period of
time due to violation of battery constraints or for other reasons. The effectiveness of the
proposed strategy was verified on the modified IEEE-13-bus test system with real-time
data of rooftop PV systems and load demands.

Further work will focus on developing a method for partitioning a large-scale power
system into smaller sub-systems based on geographical location, and applying the proposed
distributed power balancing control strategy for compensation of unbalanced active powers
in each sub-system.
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Abstract: Due to the uncertainty of wind power output, the congestion of wind power has become
prominent. Exactly how to improve the capacity of wind power consumption has become a problem
that needs to be studied urgently. In this paper, an energy storage system and energy-extensive load
with adjustable characteristics are used as an important means of consuming wind power. Firstly,
we analyze the reasons for the congestion according to the characteristics of wind power output,
and establish a model of the grid’s ability to integrate wind power based on the concept of a wind
power admissible interval. Secondly, we analyze the energy-extensive load regulation characteristics
and establish an energy-extensive load dispatch model. Thirdly, on the basis of considering the
energy-extensive load and energy storage system adjustment constraints, a bi-level optimization
model is established. The upper level determines the configured capacity of the energy storage
system with the goal of minimizing the total economic investment of the energy storage system, and
the lower level coordinates the dispatching with the goal of maximizing wind power consumption
and minimizing system operating costs. Finally, a certain region is taken as an example to verify the
validity of the proposed method.

Keywords: wind power consumption; energy storage system; energy-intensive load; uncertainty of
wind power

1. Introduction

By the end of 2020, Chinese-installed wind power capacity has continued to grow to
281 million kilowatts. However, wind power output is volatile and random [1]. When large-
scale wind power is integrated into the grid, the wind power consumption of the wind farm
is hindered due to the insufficient peak shaving capacity of the system, which results in a
large number of wind abandonment [2]. To improve the consumption level of wind power,
the energy storage resources [3] and the load-side resources need to be fully utilized at the
same time [4]. In recent years, due to the rapid development of energy storage technology,
energy storage devices have gradually been deployed into new energy systems [5]. This
strategy can effectively increase the rate of new energy consumption, which has attracted
wide attention from many researchers and governments [6]. Besides, enterprises with
energy-intensive load are usually built near large-scale wind power bases [7], so the load is
highly concentrated and large in capacity, making the control of the load more flexible [8].
Therefore, to alleviate the problem of Chinese wind power consumption, it is feasible to
use energy storage systems and load-side to consume congested wind power on-site.
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At present, the existing references have researched the load-side participation in wind
power consumption. Reference [9] divides the energy-intensive load into interruptible
and translatable loads according to the response mode, and comprehensively considers all
available factors on the source side, grid side, and load side. On this basis, a source-grid-
load comprehensive planning model is established. However, this model does not consider
the power consumption characteristics and adjustment methods of an energy-intensive
load. Since improper adjustment of the energy-intensive load can cause serious losses, in
order to make reasonable use of the adjustable performance of the energy-intensive load, it
is necessary to carry out fine modeling of the electrical characteristics of load. Since demand
response is playing an increasingly important role in balancing short-term supply and
demand, researchers propose three different methods to integrate demand response into a
unit combination optimization model that considers operating constraints [10]. However,
this model is established when the wind power forecasting is accurate and does not consider
the volatility of wind power. In order to alleviate the problems of grid integration and safe
operation of the power system caused by the uncertainty of wind power, pumped storage
and demand response participate in the process of grid operation as auxiliary services.
In addition, the Lagrangian relaxation method is proposed to solve the unit combination
problem [11]. However, the adjustment cost of an energy-intensive load is not considered
in this process, which will lead to excessively high overall operating costs of the system.
Aiming at the uncertainty of renewable energy output, reference [12] proposes a two-stage
robust scheduling model. Due to the high flexibility of demand response, this model can
meet electricity demand with minimal energy costs and maximize the use of clean energy
potential. However, due to the complexity of the model, it is not suitable for grid dispatch
calculation. Reference [13] uses the dynamic adjustment capabilities of hydropower and
energy-intensive load to propose an optimal wind power-solar capacity allocation method
to reduce the uncertainty of output. However, the risk constraints of energy-intensive load
and wind power are not considered. When the discretely adjustable energy-intensive load
participates in the consumption of wind power, since it cannot be continuously adjusted
in a short time, the adjustment increment of the energy-intensive load does not match
the output of wind power, which increases the risk of wind power curtailment or load
shedding of the energy-intensive load.

On the other hand, the energy storage system can store the power during the low load
period and release it during the peak load period [14]. Joint dispatch with wind power
can effectively reduce the wind power curtailment rate [15]. Therefore, there are currently
many studies that combine energy storage and wind power into a joint system for optimal
dispatch [16]. By analyzing the negative impact of wind speed variability on the large-scale
grid integration of wind power, the researcher proposes to use energy storage systems to
mitigate it [17]. Based on the reliability analysis under the unit operation and technical
constraints, the AC power flow model is used to determine the scale of the energy storage
system. However, the operating cost of the energy storage system is not considered, which
leads to excessively high system operating costs, and is not conducive to the economic
operation of the system. Reference [18] is based on the complementary characteristics of
solar and wind energy, and proposes a method to optimize the configuration of renewable
energy by using battery energy storage technology so as to make the system more reliable.
However, this research does not take into account the uncertainty of renewable energy
output, which affects the planning and operation of the energy storage system, thereby
reducing the applicability and reliability of the results. In view of the fact that wind power
cannot be accurately predicted, reference [19] proposes an approach for planning and
operating an energy storage system for a wind farm in the electricity market while using
electrochemical batteries to compensate for changes in power generation. However, this
method does not explain how to determine the capacity of the energy storage system and
cannot guarantee that the capacity is the optimal value. The energy storage capacity should
be optimally configured to improve the overall investment benefit. Reference [20] proposes
a multi-objective optimal scheduling model based on the operating characteristics of the
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battery energy storage system and the uncertainty of wind power output, which reduces
the risk of the integrated power system with wind farms and batteries. Although the
scheduling model considers the uncertainty of wind power, it does not quantify the risk of
wind power curtailment. Besides, the existing references mostly focus on the exploration of
the effect of energy-intensive load or energy storage system alone. Few references analyze
the effective coordination between the energy-intensive load and energy storage system.

In view of the above problems, this paper takes the energy-intensive load and en-
ergy storage system together as an important means to consume wind power and jointly
participate in the optimal dispatch of the power grid. Firstly, the regulation characteris-
tics of the energy-intensive load are analyzed, and the energy-intensive load dispatching
model is established. On the basis of fully considering the uncertainty of wind power, the
risk constraints of the energy-intensive load and wind power have been established. At
the same time, taking into account the adjustment cost and adjustment constraints of the
energy-intensive load and energy storage system, a bi-level optimization model considering
the congested wind power consumption is established. The upper level determines the
configured capacity of the energy storage system with the goal of minimizing the total
economic investment of the energy storage system, and the lower level coordinates the
dispatching with the goal of maximizing wind power consumption and minimizing system
operating costs. The simulation results show that the above method can effectively improve
the consumption capacity of wind power and reduce the operating cost of the system.

2. Uncertainty Analysis of Wind Power

Wind power output has strong randomness and volatility. When large-scale wind
farms are integrated into the grid, the safe and stable operation of the system will be
affected. Therefore, the uncertainty of wind power output needs to be analyzed. This
chapter firstly proposes the concept of wind power admissible interval to represent the
power grid’s ability to integrate wind power. Then, the characteristics of wind power
output are analyzed, considering the uncertainty of wind speed changes, and a probability
distribution model is usually used to describe it. On this basis, analysis and research are
carried out according to the wind curtailment situation outside of the capacity of the grid,
and the curtailment risk is characterized by the wind curtailment expected value.

2.1. The Admissible Region of Wind Power

Energy-intensive load and energy storage system are mainly used to consume wind
curtailment. Therefore, the acceptance level of power grid to wind power should be
calculated to evaluate the wind curtailment situation in the future [21].

The calculation of the wind curtailment index is closely related to the grid’s acceptance
level to wind power. This paper uses the admissible region of wind power (ARWP) to
indicate the acceptance level of wind power in power grid [22]. The acceptance region of
the power grid for the output of a wind farm is shown in Figure 1. The blue solid line in
the figure is the planned output of the wind farm, and the red dotted line is the admissible
wind power output range of the power grid without curtailed wind or reduced load.

According to the concept of ARWP, the wind power output satisfies the following
relationship: {

wl
i,t ≤ wi,t ≤ wu

i,t
wi,t = wp

i,t + Δŵp
i,t

(1)

where wp
i,t, Δŵi,t, wi,t, wu

i,t, and wl
i,t represent planned output, wind power output fluctu-

ation, actual output, the upper boundary before coordinated dispatching, and the lower
boundary before coordinated dispatching of the i-th wind farm at time t, respectively.
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Figure 1. ARWP of a wind farm.

2.2. Distribution of Wind Power Output

Wind power output is highly uncertain. In this paper, the uncertainty of wind power
output is described as a probability function that obeys a normal distribution near the
predicted point [23]. As shown in Figure 2.

Figure 2. Probability density function of a wind farm.

The distribution of wind farm output is:

(wp
i,t + Δŵp

i,t) ∼ N(w f
i,t, (σi + tΔσi)

2) (2)

where N(w f
i,t, (σi + tΔσi)

2) represents the normal distribution with expectation w f
i,t and

variance (σi + tΔσi)
2; w f

i,t is the predicted output of wind farm i at time t; σi is the initial
standard deviation of wind farm i load forecasting; and Δσi is the standard deviation
increment of wind farm i load forecasting process with time scale.

2.3. Risk Analysis of Wind Curtailment

Due to the randomness and volatility of wind power output, prediction errors are
prone to occur when predicting wind power output, which will increase the uncertainty of
large-scale wind power integrated into the grid. It will have a great impact on the peak
shaving capacity of the power grid, which will lead to the obstruction of wind power
consumption and a large amount of wind curtailment [24]. Figure 3 is the schematic
diagram of congested wind power consumption.
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Figure 3. Schematic diagram of congested wind power consumption.

Based on the above analysis, the risk of wind curtailment of wind farm i can be
expressed as:

Cu,VaR
i (wu

i,t) = ρu
T

∑
t=1

Eu
i,t(w

u
i,t) = ρu

T

∑
t=1

∫ wmax
i,t

wu
i,t

(x − wu
i,t) fi,t(x)dx (3)

where ρu is the penalty for wind curtailment; Eu
i,t(·) is the wind curtailment expectation

of wind farm i at time t; T is the time scale of dispatching control; wmax
i,t is the upper limit

of output of wind farm i at time t, taking the installed capacity of wind farm; fi,t(x) is the
probability density function of wind farm i output at time t.

According to Formula (3), Cu,VaR
i is a complex nonlinear nonconvex function. It will

not only increase the difficulty of finding the global optimal solution, but also increase the
computational complexity and time. Therefore, this paper linearizes Eu

i,t(w
u
i,t) piecewise,

and the piecewise linearization models with different values are shown in Formula (4).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Eu
i,t(w

u
i,t) =

n
∑

s=1
au,s

i,t wu,s
i,t + bu,s

i,t zu,s
i,t

0 ≤ wu,s
i,t ≤ Mzu,s

i,t
n
∑

s=1
wu,s

i,t = wu
i,t

n
∑

s=1
zu,s

i,t = 1

(4)

where n is the total number of sections; wu,s
i,t and zu,s

i,t are respectively the continuous and
discrete auxiliary variables of the s-th segment of the upper boundary of the ARWP of wind
farm i at time t before the load participates in the coordination; au,s

i,t and bu,s
i,t are respectively

the slope and intercept of the s-th segment of the ARWP upper boundary of wind farm i at
time t, which can be obtained in advance from the distribution of wind farm i. Here, M is a
preset large number constant.

From Formula (4), it can be seen that Cu,VaR
i (·) can be changed from a complex function

to a series of mixed integer linear constraints, which is easy to solve.

3. Model of Energy-Intensive Load Dispatching

The uncertainty of wind power output imposes a burden on the regulation of the
power grid. When the regulation capacity of conventional power sources is insufficient,
the energy-intensive load can be adjusted to ensure the balance between supply and
demand of the power system. The premise for using energy-intensive load to consume
congested wind power is to have an accurate understanding of load power characteristics.
Therefore, it is necessary to analyze the characteristics of different types of energy-intensive
load regulation and establish a mathematical model of energy-intensive load regulation.
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On this basis, combined with the wind curtailment situation outside the capacity of the
grid analyzed in Section 2.3, the risk constraints related to load consumption increment
and wind curtailment volume are constructed. The flow chart of this process is shown
in Figure 4.

Figure 4. Schematic diagram of risk constraints of energy-intensive load and wind power.

3.1. Regulation Characteristics of Energy-Intensive Load

Energy-intensive load are divided into continuously adjustable load and discretely
adjustable load. In this section, the regulation characteristics of two typical energy-intensive
load of an electrolytic aluminum and titanium alloy are analyzed as examples [25].

(1) Electrolytic aluminum production load

Electrolytic aluminum production uses cryolite-alumina as raw materials, and direct
current is applied to electrolysis in its molten salt until, finally, aluminum is obtained.
Under normal circumstances, the load of electrolytic aluminum is stable, and adjustment
within a certain range only affects the output and does not affect product quality and
equipment safety. However, due to the limited impact tolerance of electrolytic aluminum
equipment, stable production is required for a period of time after one adjustment, and
frequent adjustments are not allowed. The schematic diagram of electrolytic aluminum
load adjustment is shown in Figure 5.

Figure 5. Schematic diagram of electrolytic aluminum load regulation characteristics.
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(2) Titanium alloy production load

Titanium alloy production uses alloy oxide charge as raw material to reduce to tita-
nium alloy at high temperature. Titanium alloys generally adopt uninterrupted production
methods, and their production load fluctuates slightly, basically stable, with continuous ad-
justment capabilities, and flexible adjustments, which are not affected by stable production
time. The schematic diagram of titanium alloy load adjustment is shown in Figure 6.

Figure 6. Schematic diagram of titanium alloy load regulation characteristics.

Summarizing the above load regulation characteristics, energy-intensive load can be
divided into continuously adjustable loads and discretely adjustable loads. Various types
of energy-intensive load regulation characteristics are shown in Table 1.

Table 1. Various types of energy-intensive load regulation characteristics.

Load Type Typical Load
Power Stability

Duration/h
Continuous
Regulation

discretely adjustable load Electrolytic aluminum ≥2 No
continuously adjustable load Titanium alloy 0 Yes

3.2. Model of Energy-Intensive Load Dispatching

From the analysis in Section 3.1, it can be seen that the continuously adjustable load can
be adjusted in real time according to the fluctuation of wind power, and the risk is relatively
small. However, the discretely adjustable load cannot be adjusted continuously in a short
period of time. After one adjustment, it needs to run stably for a period of time before the
next adjustment can be carried out. The time period is longer. If the load regulation is large,
the predicted output of wind power during this period is higher but the actual output is
lower, which will cause the problem of a mismatch between the load increment and the
power generation increment, resulting in a higher risk of load shedding. Conversely, if the
load regulation amount is small, the flexibility of the energy-intensive load cannot be fully
utilized, and a large wind curtailment may also occur. Therefore, the uncertainty of wind
power and the regulation characteristics of the load should be fully considered when the
discrete energy-intensive load participates in the wind power consumption.

In this paper, the discrete adjustable load is analyzed and studied [26]. Without losing
generality, the mathematical model of a smelting furnace is used to represent the discrete
adjustable load [27].
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Other constraints of the electricity load and active power model of the smelting furnace
are as follows: ⎧⎪⎪⎨

⎪⎪⎩
PEF

j,t = PEF,int
j (1 − xEF

j,t ) + PEF,on
j xEF

j,t + PEF,adj
j,t

−PEF,d
j xEF

j,t ≤ PEF,adj
j,t ≤ PEF,u

j xEF
j,t

−M(uEF
j,t + 1 − xEF

j,t ) ≤ PEF,adj
j,t − PEF,adj

j,t−1 ≤ MuEF
j,t

(5)

Formula (5) is the active power constraints of the smelting furnace. Where PEF
j,t , PEF,adj

j,t ,

xEF
j,t , uEF

j,t are the total active power, continuous regulation, state variable and start flag of

smelting furnace j at time t, respectively; PEF,int
j , PEF,on

j , PEF,d
j and PEF,u

j are the oven power,
normal production power, maximum down-regulated power and maximum up-regulated
power of smelting furnace j, respectively.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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xEF
j,t−1 − xEF

j,t ≤ 1 − xEF
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[
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(
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j − 1, T
)]

uEF
j,t ≤ 1 − xEF

j,t+TEF,on
j

τ+TEF,int
j −1

∑
τ

xEF
j,τ ≥ 1 ∀τ ∈

[
1, T − TEF,int

j + 1
]

(6)

Formula (6) is the logical constraints of smelting furnace j, which are used to describe
the discrete operating characteristics of smelting furnaces. Where TEF,on

j and TEF,int
j are the

maximum smelting time and the maximum oven time of smelting furnace j, respectively.

3.3. Risk Constraints of Energy-Intensive Load

Energy-intensive load has a large load capacity. In order to make the energy be used
efficiently, this paper introduces an energy-intensive load to participate in wind power
consumption. When energy-intensive loads participate in wind power consumption, and
considering that wind farms have obviously volatility, the risk constraint adjustment of
energy-intensive load can modify the admissible range of wind power in Section 2.1 (so as
to control the risk of wind curtailment).

When energy-intensive loads participate in wind power consumption, energy-intensive
load enterprises can purchase electric energy from wind farms at a relatively low price.
If the output of wind power is lower than expected after load adjustment, the interests
of load enterprises may be harmed, thus dampening the enthusiasm of energy-intensive
load to participate in wind power consumption. Therefore, in a dispatch cycle, the wind
farm’s curtailment expectations and load increase should meet certain risk constraints
to ensure the abundance of wind power. This paper defines the conservative degree of
load participating in coordinated dispatch as: the expected wind power curtailment before
the load participates in the regulation can meet the minimum proportion of the load’s
increased power consumption after the load participates in the coordination. The concept
of conservativeness can form the risk constraints when energy-intensive loads participate
in the consumption of wind power.

W

∑
i=1

T

∑
t=1

Eu
i,t
(
wu

i,t
) ≥ βadj

E

∑
j=1

T

∑
t=1

max(0, PEF
j,t

′ − PEF
j,t ) (7)

where βadj represents the degree of conservation; PEF
j,t

′ and PEF
j,t represent the electricity

consumption plan before the adjustment of the energy-intensive load j at time t and the
electricity consumption plan after the adjustment, respectively; W represents the number
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of wind farms; and E represents the number of energy-intensive load. This formula shows
that the total wind curtailment expectation of the wind farm before the energy-intensive
load participates in the mediation is greater than βadj times the energy-intensive load
adjustment.

Since the purpose of energy-intensive load is to consume wind power, after energy-
intensive load participates in wind power consumption, the change of electric energy
caused by the adjustment of the upper boundary of wind power curtailment shall be
greater than or equal to βadj times of the energy-extensive adjustment. This process meets
the following requirements:⎧⎪⎨

⎪⎩
wu,add

i,t ≥ wp
i,t

T
∑

t=1

W
∑

i=1
(wu,add

i,t −wu
i,t) ≥ βadj

E
∑

j=1

T
∑

t=1
max(0, PEF

j,t
′ − PEF

j,t )
(8)

where wu,add
i,t represents the adjusted upper boundary of ARWP. It can be seen from the

above calculation formula that when the upper boundary of wind power admissible interval
is adjusted and changed, the risk of wind curtailment of the wind farm will be reduced,
and the risk constraint of wind curtailment of the wind farm is further realized.

4. Bi-Level Optimization Model Considering Congested Wind Power Consumption

Based on the above analysis of the wind power uncertainty and energy-intensive
load dispatching model, the upper model aims at the lowest investment cost of the energy
storage system, and establishes an energy storage capacity optimization configuration
model on the basis of ensuring the system power balance. The lower model aims at
the maximum wind power consumption and the lowest operation cost of the system.
Combined with the capacity configuration’s results of the energy storage system obtained
from the upper optimization model, a coordinated dispatching model of energy-intensive
load and energy storage system is constructed. The bi-level optimization model considering
congested wind power consumption is shown in Figure 7.

(1) Upper optimization model. According to the energy-intensive load data, the energy-
intensive load model is self-dispatch with the goal of minimizing power consumption,
and the initial energy-intensive load’s electricity plan is obtained. At the same time,
according to the wind power prediction data, system load prediction data, combined
with the initial energy-intensive load’s electricity plan, the configuration of energy
storage capacity is optimized to minimize the investment cost of energy storage
system.

(2) Lower optimization model. The uncertainty of wind power output follows the normal
distribution, combined with the initial electricity plan of energy-intensive load, the
upper boundary of ARWP before coordination, the expectation of wind curtailment
before coordination and the increment of energy-intensive load are obtained by the
risk constraint of energy-intensive load. Bring the above results into the coordinated
dispatching model, aiming at the maximum wind power consumption and the lowest
comprehensive operating cost of the system, using NSGA-II to solve the problem, and
finally the pareto solution set is obtained.
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Figure 7. Flowchart of bi-level optimization model considering congested wind power consumption.

4.1. Model of Energy Storage Capacity Configuration

In order to improve the level of wind power consumption, this paper establishes the
model by means of effective cooperation between the energy-intensive load and energy
storage system. Wind farms are equipped with energy storage systems [28], relying on the
peak-load shifting of the energy storage systems to improve system flexibility and reduce
wind curtailment rate.

4.1.1. Objective Function

Configuring energy storage capacity with the goal of minimizing energy storage
system investment, operation and maintenance costs, the expression is shown in (9):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

minC = 1
365 [aCinv + Con]

a = τ(1+τ)γ

(1+τ)γ−1
Cinv = (kSPb + kEEb)
Con = kSkMPb

(9)

where a is the equal-year system coefficient; τ is the annual interest rate; γ is the service life
of the energy storage system; Cinv and Con are the investment and construction cost and
operation and maintenance cost of the energy storage system respectively; kS and kE are
the unit power cost and unit capacity cost of the energy storage system respectively; kM is
the operation and maintenance cost rate of the energy storage system; and Pb and Eb are
the investment power and investment capacity of the energy storage system, respectively.

4.1.2. Constraints

{
Emin

b ≤ Eb ≤ Emax
b

Pmin
b ≤ Pb ≤ Pmax

b
(10)

where Emax
b and Emin

b are the upper and lower limits of the investment capacity of the
energy storage system; Pmax

b and Pmin
b are the upper and lower limits of the investment

power of the energy storage system, respectively.
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4.2. Coordinated Dispatching Model of Energy-Intensive Load and Energy Storage System
4.2.1. Objective Function

The coordinated operation of energy-intensive load and energy storage system can
enable the system to consume more wind power within the existing regulation capacity.
However, using this method will increase the operation cost of the system. Therefore,
how to maximize wind power consumption with the lowest operating cost is the key to
cooperative operation. In this paper, a multi-objective optimization model is established
with the goal of maximizing wind power consumption and minimizing system operating
cost, and the expression is as follows:

minF =
T

∑
t=1

(CCon
t + CB

t + CG
t + CW

t ) (11)

where CCon
t , CB

t , CG
t and CW

t are the operating cost of conventional units, the charge and dis-
charge management cost of energy storage system, the dispatching cost of energy-intensive
load, and the penalty cost of curtailment wind, respectively. The specific calculation formula
for each cost is as follows:

(3) The operating cost of conventional units CCon
t

CCon
t =

N

∑
k=1

(ak p2
k,t
+ bk pk,t + ckdk,t + don,k,tCu,k,t) (12)

where N is the number of thermal power units; ak, bk and ck are the cost coefficient of
thermal power units; pk,t is the output of the k-th thermal power unit at time t; Cu,k,t
is the start-up cost of the thermal power unit; dk,t is a 0–1 variable, which is used to
indicate the current on/off state of the unit; don,k,t is a 0–1 variable, which is used to
indicate the starting state.

(4) The charge and discharge management cost of energy storage system CB
t

CB
t = λb,disPdis,t + λb,chPch,t (13)

where λb,dis is the discharging cost coefficient of the energy storage system; λb,ch is the
charging cost coefficient of the energy storage system; Pdis,t is the discharge power of
the energy storage system at time t; Pch,t is the charging power of the energy storage
system at time t.

(5) The dispatching cost of energy-intensive load CG
t

CG
t = (βMI + βWr)Eu

i,t(w
u
i,t) + πNf + ε(Eu

i,t(w
u
i,t))cLr (14)

where Nf is the number of power changes of energy-intensive load; π is the corre-
sponding equipment loss cost in case of single power change; βMI is the raw material
cost coefficient per unit energy consumption; βWr is the equipment loss cost coefficient
of unit regulated power; Eu

i,t(w
u,add
i,t ) is the expected curtailment of wind during the

dispatching period; cLr is the increased labor cost of participating in the consump-
tion of congested wind power during the control period; ε(Eu

i,t(w
u
i,t)) is shown in

Formula (15).

ε(Eu
i,t(w

u
i,t)) =

{
0
1

Eu
i,t(w

u
i,t) = 0

Eu
i,t(w

u
i,t) > 0

(15)

(6) The penalty cost of curtailment wind CW
t

CG
t = (βMI + βWr)Eu

i,t(w
u
i,t) + πNf + ε(Eu

i,t(w
u
i,t))cLr (16)
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4.2.2. Constraints

Constraints include conventional unit constraints, system power balance constraints,
energy storage system charging and discharging constraints, energy-intensive load con-
straints, etc.

(1) Conventional unit constraints

pmin,k ≤ pk,t ≤ pmax,k (17)

− pdn,k ≤ pk,t − pk,t−1 ≤ pup,k (18)

don,k,t ≥ dk,t − dk−1,t−1 (19){
(dk,t−1 − dk,t)(Son,k,t − Son,min,k) ≥ 0
(dk,t − dk,t−1)(So f f ,k,t − So f f ,min,k) ≥ 0 (20)

{
Son,k,t = Son,k,t−1dk,t + dk,t
So f f ,k,t = So f f ,k,t−1(1 − dk,t) + (1 − dk,t)

(21)

Formula (17) is the output constraint of the conventional unit, pmax,k and pmin,k are the
upper and lower limits of the output of the k-th conventional unit respectively; Formula (18)
is the ramp rate constraint of the conventional unit, pdn,k and Pup,k are the maximum
descent rate and maximum ascent rate of the active power output of the k-th conventional
unit, respectively; Formula (19) is the 0–1 constraint for unit startup; Formula (20) is
the minimum start-stop time constraint of the k-th conventional unit, which Son,k,t is the
continuous start-up time of the k-th conventional unit, Son,min,k is the minimum startup
time of the k-th conventional unit, So f f ,k,t is the continuous shutdown time of the k-th
conventional unit, and So f f ,min,k is the minimum shutdown time of the k-th conventional
unit; Formula (21) is the constraint of the continuous operation time and continuous
shutdown time of the unit.

(7) System power balance constraints

W

∑
i=1

wp
i,t +

G

∑
k=1

pg
k,t + Pb,d(t) = Pload(t) +

E

∑
j=1

(PEF
j,t + ΔPEF

j,t ) + Pb,c(t) (22)

where Pb,d(t) and Pb,c(t) represent the discharge and charging power of the battery at
time t, respectively; Pload(t) represents the conventional load power at time t; ΔPEF

j,t
represents the active power of the energy-intensive load j at time t.

(8) Energy storage system charging and discharging constraints are as follows:

{
0 ≤ pch,t ≤ (1 − ESSt)pch,max
0 ≤ pdis,t ≤ ESSt pdis,max

(23)

{
SOCt−1 + ηESS,ch pch,t/EESS + ESStD ≤ SOCt ≤ SOCt−1 + ηESS,ch pch,t/EESS + ESStD
SOCt−1 − pdis,t/(ηESS,disEESS)− ESStD ≤ SOCt ≤ SOCt−1 − pdis,t/(ηESS,disEESS)− ESStD

(24)

0.1 ≤ SOCt ≤ 0.9 (25)

Formula (23) is the constraint equation for the charge and discharge power of the
energy storage system, pch,t and pdis,t are the charge and discharge power of the energy
storage system; pch,max and pdis,max are the upper limit of the charge and discharge power of
the energy storage device; ESSt is a 0–1 variable indicating the state of energy storage: when
ESSt = 0 is in the charging state, when ESSt = 1 is in the discharging state; Formula (24)
is the energy storage state of charge constraint, ηESS,ch and ηESS,dis represent the charging
and discharging efficiency of the energy storage system; SOCt is the energy storage state of
charge; and EESS is the upper limit of the capacity of the energy storage device; Formula (25)
is the range constraint of the state of charge of energy storage. The D appearing in the
model is a sufficiently large parameter introduced.
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(9) Constraints of energy-intensive load are shown in Formulas (5) and (6).

5. Case Analysis

5.1. Basic Data and Scene Settings

This paper takes a wind farm in Gansu as an example to simulate and verify the
effectiveness of the proposed model. The system includes 3 wind farms with installed
capacities of 300 MW, 500 MW, and 700 MW; the energy-intensive load consists of
12 smelting furnaces, with a single operating power of 17.5–21.5 MW, oven power of
10.5 MW, and longest oven time of 2 h; wind curtailment cost is 300 yuan/MW·h. The
energy-intensive load, energy storage system, and related parameter information of con-
ventional units are shown in Tables 2–4 and the system load curve and forecasting curve of
wind farms are shown in Figure 8.

Table 2. Energy-intensive load parameters.

Parameter βadj βMI βWr cLr Nf

Value 0.8 450
yuan/MW·h

120
yuan/MW·h

120
yuan/MW·h

300
yuan/time

Table 3. Energy-intensive load parameters.

Parameter τ γ kS kE kM λb,dis λb,ch

Value 0.02 20 100,000 yuan/MVA 150,000 yuan/MW·h 0.04 6 yuan/MW 4 yuan/MW

Table 4. Conventional unit parameters.

Parameter Unit 1 2 3

Pmax,i/MW 200 300 380
Pmin,i/MW 50 80 100
Pup,i/MW 130 140 150
Pdn,i/MW 130 140 150

ai 0.0039 0.0030 0.0027
bi 17.33 16.23 14.12
ci 300 500 700

Minimum startup time/h 2 3 4
Minimum downtime/h 2 3 4

Start-up cost/yuan 1000 1250 1500

Figure 8. Curve of system load and forecasting power of wind farms.
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In order to analyze the impact of wind power uncertainty and the addition of energy-
intensive load and energy storage system on wind power consumption, this paper mainly
considers the following four cases.

Case 1: Without considering the uncertainty of wind power, only energy-intensive load
participates in regulation.
Case 2: Considering the uncertainty of wind power, only energy-intensive load participates
in the regulation.
Case 3: Without considering the uncertainty of wind power, energy-intensive load and
energy storage system work together.
Case 4: Considering the uncertainty of wind power, energy-intensive load and energy
storage system work together.

5.2. Result Analysis
5.2.1. Analysis of Storage Capacity Configuration Results

For case 3 and 4, the energy storage capacity is configured with the lowest investment
cost of the energy storage system as the goal, and the particle swarm algorithm is used to
solve the problem [29]. The population size is 25, and the number of iterations is 50. The
operation results are shown in Figure 9 and Table 5.

Figure 9. (a) Case 3 convergence result; (b) Case 4 convergence result.

Table 5. Energy storage system capacity configuration results.

Case

Configuration Parameter
Investment

Cost/(Yuan·d−1)Energy Storage
Capacity/MW·H

Energy Storage
Power/MW

3 166 118 7437
4 192 137 9366

It can be seen from Figure 9 that the operation results of case 3 and 4 converge in
the 12th and 14th generations, respectively, and the best fitness values are 7437 and 9366,
respectively. At the same time, the analysis in Table 5 shows that when case 4 considers
the uncertainty of wind power, the energy storage capacity is increased compared to
case 3 since, at this time, the risk constraints of wind power and energy-intensive load are
considered, and the energy-intensive load regulation will be to reduce wind curtailment,
and the capacity and power of energy storage will increase.
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5.2.2. Analysis of Coordinated Dispatching Results

In this paper, the NSGA-II algorithm is used to solve the model established in the
paper, and the distribution of the Pareto solution set in the four cases obtained in the
objective function space is shown in Figure 10.

Figure 10. Pareto solution set distribution in different cases.

It can be seen from Figure 10 that the wind power curtailment volume and the op-
eration cost of the system have previously shown an inverse proportional relationship.
When the wind power curtailment volume decreases, the operation cost of the system will
increase, which is not conducive to the economic indicators of the system. When the opera-
tion cost of the system decreases, the wind power curtailment volume will increase, which
is not conducive to wind power consumption. Therefore, this paper selects the solution
with the highest degree of satisfaction according to the multi-objective compromise strategy.
Table 6 presents the two sets of solutions with the smallest wind power curtailment volume
and the lowest system operating cost and the optimal compromise solution selected from
the Pareto solution set.

Table 6. Comparison of Pareto optimal solutions in different cases.

Goals

Minimum
Expected

Curtailment
of Wind

Minimum
Operation Cost

Optimal
Compromise

Case1

Expected curtailment
of wind/MW·h 203.5 418.4 325.8

Operation cost/yuan 502,843 353,492 429,543

Case2

Expected curtailment
of wind/MW·h 236.9 441.5 337.4

Operation cost/yuan 499,201 349,363 405,563

Case3

Expected curtailment
of wind/MW·h 162.5 284.7 223.9

Operation cost/yuan 534,292 428,394 478,134

Case4

Expected curtailment
of wind/MW·h 180.4 237.6 204.3

Operation cost/yuan 509,278 409,021 459,272

In addition, Table 7 shows the overall system operating costs, energy-intensive load
costs, energy storage costs, expected curtailment of wind, and energy-intensive load incre-
ments in the four cases.
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Table 7. Comparison of results in different cases.

Case 1 2 3 4

System operating cost/yuan 429,543 405,563 478,134 459,272
energy-intensive load cost/yuan 281,219 255,923 253,842 246,438

Energy storage cost/yuan 0 0 128,165 122,695
Conventional unit cost/yuan 50,584 48,420 28,957 28,849

Expected curtailment of wind/MW·h 325.8 337.4 223.9 204.3
Load increment/MW·h 489.61 445.23 441.58 428.59

As can be seen from Table 7, the system operation cost in case 2 is reduced by
23,980 yuan compared with case 1. This is due to the fact that the introduction of risk
constraints restricts the regulation of energy-intensive load and reduces the load increment,
and the output of conventional units will also be reduced, so the system operation cost will
be reduced. However, due to the impact of risk constraints, the expected curtailment of
wind in case 2 has increased by 11.6 MW compared with case 1. Compared with case 1, the
system operation cost of case 3 increased by 48,591 yuan. This is due to the fact that the
energy storage system is introduced to participate in wind power consumption, and the
energy storage cost is high, so the system operation cost increases. However, the energy
storage system is adjusted flexibly and rapidly, the expectation of wind curtailment is sig-
nificantly reduced, which is 31.27% lower than that in case 1, and the level of wind power
consumption is significantly improved. The system operation cost of case 4 is slightly lower
than that of case 3. This is due to the fact that the uncertainty of wind power has been
taken into account, the risk of the load side has been further avoided, and the increment
of energy-intensive load has been reduced. Meanwhile, the increase of energy storage
capacity is conducive to the consumption of more wind power. It can be seen that the
expected curtailment of wind is reduced by 19.4 MW·h compared with case 3. It can be
seen from the comparison of different cases that through the effective cooperation between
energy-intensive load and energy storage system, the expected curtailment of wind is
significantly reduced and the consumption level of congested wind power is effectively
improved. And through the risk constraints of energy-intensive load, enterprises can adjust
the load in a targeted manner, which can effectively avoid the risk of mismatch between
the adjustment increment of energy-intensive load and the wind power output, so as to
greatly reduce the overall operating cost of the system. Moreover, with the reduction of
the conventional units output, the startup and shutdown times of units are also relatively
reduced, which increases the stability of unit operation. The specific operation conditions
under different cases are analyzed below.

(1) Operation result analysis of case 1

In case 1, the uncertainty of wind power is not considered, and the wind power is
consumed by adjusting energy-intensive load. Figure 11 shows the wind power curtailment
expectation curve, load power plan curve, upper and lower boundaries of ARWP before and
after energy-intensive load participates in the regulation, and system dispatching curve.

As can be seen from Table 7 and Figure 11, since the uncertainty of wind power output
is not considered in case 1, in order to consume more wind power, energy-intensive load
enterprises will increase load regulation as much as possible. It also increases the operat-
ing cost of energy-intensive load while reducing wind curtailment. Since the discretely
adjustable energy-intensive load cannot be adjusted continuously in a short time, when the
predicted output of wind power is higher but the actual output is lower, it will cause the
problem of a mismatch between the load increment and the power generation increment,
resulting in a higher risk of load shedding. In order to meet the constraints of system power
balance and to try and avoid the risk of load shedding due to the uncertainty of wind
power, conventional units will increase output, so the overall operating cost of the system
will increase.
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Figure 11. (a) Curves of expected curtailment of wind; (b) Curves of electricity plan of load;
(c) ARWP boundary of power grid; (d) System coordination dispatching diagram.

(10) Operation result analysis of case 2

In case 2, the uncertainty of wind power is considered, and the wind power is con-
sumed by adjusting the high load energy load. Figure 12 shows the wind power curtailment
expectation curve, load power plan curve, upper and lower boundaries of ARWP before and
after energy-intensive load participates in the regulation, and system dispatching curve.

In case 2, the risk constraints of wind power and energy-intensive load are considered.
The increment of energy-intensive load is reduced by 44.38 MW·h compared with case 1,
and the operation cost of corresponding energy-intensive load is reduced by 25,296 yuan. At
the same time, the cost of conventional units is reduced by 2164 yuan, so the comprehensive
operation cost of the system is slightly lower than that in case 1. It can be seen that due to
the influence of risk constraints, the wind curtailment expectation of case 2 has increased by
11.6 MW·h compared with case 1. In addition, after the energy-intensive load participates
in coordinated dispatch, the total ARWP upper boundary of the grid has increased by
499.29 MW·h the lower boundary of ARWP has increased by 9.96 MW·h, and the total
amount of APWP has increased by 489.33 MW·h, which greatly improves the acceptance
capacity of the power grid for wind power and effectively promotes the consumption of
wind power.
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Figure 12. (a) Curves of expected curtailment of wind; (b) Curves of electricity plan of load;
(c) ARWP boundary of power grid; (d) System coordination dispatching diagram.

It can be seen from Figure 12 that due to the increased risk constraints of wind power
and energy-intensive load, compared with the original plan for energy-intensive load,
the time period during which the adjusted high-energy load power increases generally
corresponds to the time when wind power is relatively curtailed. This indicates that in the
coordinated dispatching process of energy-intensive load and wind power, the addition of
risk constraint makes the energy-intensive load tend to adjust electricity consumption in
the period of more wind curtailment so as to avoid the economic risks brought by wind
power shortage to the load side.

In addition, according to Table 7, the increment of energy-intensive load before and
after coordination is not equal to the expected reduction of wind abandoning, nor is it equal
to the increase of the upper and lower boundary width of the grid ARWP. The reason is
that the three are not the same. The load increment is Eu

i,t(w
u
i,t), the expected reduction of

wind curtailment is Eu
i,t(w

u,add
i,t )− Eu

i,t(w
u
i,t), and the upper boundary increase of ARWP is

wu,add
i,t − wu

i,t.

(11) Operation result analysis of case 3

In case 3, the uncertainty of wind power is not considered, and wind power is con-
sumed through the joint adjustment of energy-intensive load and energy storage system.
Figure 13 show the wind power curtailment expectation curve, load power plan curve,
upper and lower boundaries of ARWP before and after energy-intensive load participates
in the regulation, charging and discharging conditions and energy storage system SOC
change, and system dispatching curve.
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Figure 13. (a) Curves of expected curtailment of wind; (b) Curves of electricity plan of
load; (c) ARWP boundary of power grid; (d) Charging and discharging of energy storage system;
(e) Energy storage system SOC; (f) System coordination dispatching diagram.

After adding the energy storage system in case 3, it can be seen that the output
of conventional units has been significantly decreased, and the start and stop of some
conventional units have been reduced, saving the cost of conventional units. At the same
time, when the system load is low, the excess electric energy can be stored in the energy
storage system. When the load is high, the discharge of the energy storage system can
make up for the insufficient wind power output. This shows that the energy storage system
can assist the operation of the power system and optimit.
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(12) Operation result analysis of case 4

In case 4, the uncertainty of wind power is considered, and wind power is consumed
through the joint adjustment of energy-intensive load and energy storage system. Figure 14
shows the wind power curtailment expectation curve, load power plan curve, upper and
lower boundaries of ARWP before and after energy-intensive load participates in the
regulation, energy storage system SOC change and charging and discharging conditions,
and system dispatching curve.

Figure 14. (a) Curves of expected curtailment of wind; (b) Curves of electricity plan of
load; (c) ARWP boundary of power grid; (d) Charging and discharging of energy storage system;
(e) Energy storage system SOC; (f) System coordination dispatching diagram.
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It can be seen from Table 7 that when considering the uncertainty of wind power,
the increase in energy-intensive load is reduced by 12.99 MW·h compared with case 3,
and the capacity configuration of the energy storage system is increased by 26 MW. The
energy storage system can convert part of the wind power waste into chemical energy
and store it in the energy storage system when wind power is generated. Therefore, the
conventional unit output in case 4 is the smallest among the four cases. In the comparison
of different cases, case 4 is the optimal operation scenario, with the lowest expectation of
wind curtailment and the most significant effect of wind power consumption.

Through the analysis of different cases, it can be seen that energy-intensive load and
the energy storage system can effectively reduce the wind power curtailment volume,
decrease the total system operation cost, and reduce the output fluctuation of conventional
units while increasing the operation stability of the power system.

5.2.3. Influence of Conservative Degree Change of Energy-Intensive Load on
Consuming Results

In this paper, the concept of conservatism is introduced to restrict the adjustment of
energy-intensive load power under wind power uncertainty. The selection of conservatism
parameters will affect the results of wind power consumption. Table 8 and Figure 15 show
the results of energy-intensive load and energy storage system participating in wind power
consumption in each case under different conservative parameters.

Table 8. Energy storage system capacity configuration results.

Case Conservation Level
System Operating

Costs/Yuan
Expected Curtailment of

Wind/MW·h

1

1.3 401,638 355.68
0.9 425,890 340.95
0.5 439,105 316.03
0.1 458,264 317.08

2

1.3 386,633 370.56
0.9 401,640 351.63
0.5 419,271 328.19
0.1 437,434 327.21

3

1.3 462,743 262.29
0.9 472,974 232.62
0.5 489,671 218.01
0.1 501,224 209.93

4

1.3 442,729 243.19
0.9 451,964 215.05
0.5 470,691 190.12
0.1 489,830 185.44

From the analysis of Table 8 and Figure 15, it can be seen that when the wind cur-
tailment expectation is certain, the lower the conservative level of the load, the greater
the load increment. When the conservative degree is greater than or equal to 1, the load
increment is less than or equal to the expected wind curtailment before coordination; when
the conservative degree is less than 1, it is understood that the load side is willing to take
a certain risk during the coordination process, so the load increment is greater than the
expected wind curtailment before coordination. This shows that the introduction of risk
constraints can help the load side choose the amount of risk it can bear according to its own
characteristics (such that the dispatching method of power grid can meet the needs of load
enterprises with different operation tendencies).

105



Processes 2022, 10, 51

Figure 15. Results of congested wind power consumption under different conservative degrees.

6. Conclusions

In order to deal with the mismatch between the electricity plan of the load, the output
caused by the uncertainty of wind power, and the fact that the discretely adjustable energy-
intensive load cannot be continuously adjusted in a short time in the process of consuming
congested wind power, a bi-level optimization model research for an energy-intensive load
and energy storage system (considering congested wind power consumption) is proposed,
and the effectiveness of this model is verified by a practical example. The specific results of
his research are as follows:

(1) On the basis of analysis of a wind power uncertainty and energy-intensive load
dispatching model, this paper establishes the risk constraints of energy-intensive
load, which not only fully excavates the regulation potential of energy-intensive
load but also solves the problem of mismatch between the regulation increment of
energy-intensive load and wind power output.

(2) In order to maximize the consumption of congested wind power, a bi-level optimiza-
tion model considering congested wind power consumption is established in this
paper. The optimal configuration model of the energy storage capacity is established
with the goal of minimizing the investment cost of the energy storage system, and
the coordinated dispatching model of the energy-intensive load and energy storage
system is established with the goal of maximizing the consumption of wind power
and minimizing the comprehensive operation cost of the system (so as to achieve
the purpose of maximizing the consumption of congested wind power by using an
energy-intensive load and energy storage system).

(3) According to the example results, the minimum wind curtailment expectation of the
proposed method is 204.3 MW·h, which is 65% lower than that before the coordinated
dispatch, and the total admissible range of wind power increased by 572.5 MW·h,
which effectively improve the ability of the power grid to integrate wind power and
increased the overall level of consumption of congested wind power.

(4) This paper establishes a model of the conservative degree of energy-intensive load
participating in the consumption of wind power such that the load side can adjust
the load in a targeted manner to avoid the risk of excessive wind power uncertainty.
It also analyzes the impact of different conservative values on the consumption of
wind power. The results show that under the conditions of a certain wind curtailment
expectation, the lower the conservative level of the load, the greater the load increment.
energy-intensive load enterprises can choose the risks they can bear according to their
own characteristics to ensure corporate benefits.
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Abbreviations

ARWP Admissible region of wind power
W the number of wind farms
E the number of energy-intensive load
N the number of thermal power units
wp

i,t planned output
Δŵi,t wind power output fluctuation
wi,t actual output

wu
i,t the upper boundary before coordinated dispatching

wl
i,t the lower boundary before coordinated dispatching

w f
i,t the predicted output of wind farm

σi the initial standard deviation of wind farm i load forecasting
Δσi the standard deviation increment of wind farm i load forecasting process with time scale
ρu the penalty for wind curtailment
wmax

i,t the upper limit of output of wind farm i at time t

PEF
j,t the total active power

PEF,adj
j,t continuous regulation

xEF
j,t state variable

uEF
j,t start flag of smelting furnace

PEF,int
j the oven power

PEF,on
j normal production power

PEF,d
j maximum down-regulated power of smelting furnace

PEF,u
j maximum up-regulated power of smelting furnace

TEF,on
j the maximum smelting time of smelting furnace

TEF,int
j the maximum oven time of smelting furnace

βadj the degree of conservation
PEF

j,t
′ the electricity consumption plan before the adjustment

PEF
j,t the electricity consumption plan after the adjustment

wu,add
i,t the adjusted upper boundary of ARWP

a the equal-year system coefficient
τ the annual interest rate
γ the service life of the energy storage system
Cinv the investment and construction cost of the energy storage system
Cinv the operation and maintenance cost of the energy storage system
kS the unit power cost of the energy storage system
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kE the unit capacity cost of the energy storage system
kM the operation and maintenance cost rate of the energy storage system
Pb the investment power of the energy storage system
Eb the investment capacity of the energy storage system
Emax

b the upper limits of the investment capacity of the energy storage system
Emin

b the lower limits of the investment capacity of the energy storage system
Pmax

b the upper limits of the investment power of the energy storage system
Pmin

b the lower limits of the investment power of the energy storage system
CCon

t the operating cost of conventional units
CB

t the charge and discharge management cost of energy storage system
CG

t the dispatching cost of energy-intensive load
CW

t the penalty cost of curtailment wind
ak the cost coefficient of thermal power units
bk the cost coefficient of thermal power units
ck the cost coefficient of thermal power units
pk,t the output of thermal power unit
Cu,k,t the start-up cost of the thermal power unit
dk,t 0–1 variable
don,k,t 0–1 variable
λb,dis the discharging cost coefficient of the energy storage system
λb,ch the charging cost coefficient of the energy storage system
Pdis,t the discharge power of the energy storage system
Pch,t the charging power of the energy storage system
π the corresponding equipment loss cost
βMI the raw material cost coefficient per unit energy consumption
βWr the equipment loss cost coefficient of unit regulated power
cLr the increased labor cost of participating in the consumption of congested wind power

during the control period
pmax,k the upper limits of the output of the conventional unit
pmin,k the lower limits of the output of the conventional unit
pdn,k the maximum descent rate of active power output of the conventional unit
pup,k the maximum ascent rate of active power output of the conventional unit
Son,k,t the continuous start-up time of the conventional unit
Son,min,k the minimum start-up time of the conventional unit
So f f ,k,t the continuous shutdown time of the conventional unit
So f f ,min,k the minimum shutdown time of the conventional unit
Pb,d(t) the discharge power of the battery
Pb,c(t) the charging power of the battery
Pload(t) the conventional load power
pch,max the upper limit of the charge power of the energy storage device
pdis,max the upper limit of the discharge power of the energy storage device
ηESS,ch the charging efficiency of the energy storage system
ηESS,dis the discharging efficiency of the energy storage system
SOCt the state of charge
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Abstract: Multi-tube multi-fin heat exchangers are extensively used in various industries. In the
current work, detailed experimental investigations were carried out to establish the flow/heat
transfer characteristics in three distinct heat exchanger geometries. A novel perforated plain fin
design was developed, and its performance was evaluated against standard plain and louvred fins
designs. Experimental setups were designed, and the tests were carefully carried out which enabled
quantification of the heat transfer and pressure drop characteristics. In the experiments the average
velocity of air was varied in the range of 0.7 m/s to 4 m/s corresponding to Reynolds numbers of
600 to 2650. The water side flow rates in the tubes were kept at 0.12, 0.18, 0.24, 0.3, and 0.36 m3/h
corresponding to Reynolds numbers between 6000 and 30,000. It was found that the louvred fins
produced the highest heat transfer rate due to the availability of higher surface area, but it also
produced the highest pressure drops. Conversely, while the new perforated design produced a
slightly higher pressure drop than the plain fin design, it gave a higher value of heat transfer rate than
the plain fin especially at the lower liquid flow rates. Specifically, the louvred fin gave consistently
high pressure drops, up to 3 to 4 times more than the plain and perforated models at 4 m/s air flow,
however, the heat transfer enhancement was only about 11% and 13% over the perforated and plain
fin models, respectively. The mean heat transfer rate and pressure drops were used to calculate the
Colburn and Fanning friction factors. Two novel semiempirical relationships were derived for the
heat exchanger’s Fanning and Colburn factors as functions of the non-dimensional fin surface area
and the Reynolds number. It was demonstrated that the Colburn and Fanning factors were predicted
by the new correlations to within ±15% of the experiments.

Keywords: heat exchanger; heat transfer; louvred fins; heat transfer effectiveness; Fanning friction
factor; Colburn factor

1. Introduction

Heat exchanging devices are used to transfer thermal energy between two or more
mediums, which could be fluid–fluid or fluid–gas systems. The heat transfer process is
carefully considered in the design of heat exchangers, which may involve various modes of
heat transfer. Heat exchangers are used widely in a wide range of industries where there
may be a need for controlled heating or cooling of flow streams, controlled evaporation, or
controlled condensation, such as ventilation and air conditioning systems (HVAC), power
generation industries, process industries, and manufacturing plants [1,2].

There are specific guidelines and procedures for designing and predicting performance
of the heat exchangers. Knowledge and adherence to these during a design process are of
great importance for maintaining proper and efficient operation. The performance of heat
exchangers depends on geometric, flow, and fluid variables. Thus, appropriate selection
of these variables is very important for the optimum performance of the heat exchanger
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unit for a given duty. The heat exchanger geometry (flow paths and fins geometry) is
often optimised to provide best heat transfer performance for minimum operational and
capital costs.

Heat exchanger analysis and design processes have seen considerable improvement
over the years because of extensive research in this area and currently significant focus
is directed towards optimising such systems. The main aim of these investigations is
directed towards improving the heat transfer rate and minimise pumping costs as well as
reduce costs associated with size and weight of the heat exchanger. In general, optimisation
approaches can be classified under either active or passive categories. In the first category,
an external force is used to drive heat transfer performance. Conversely, inserts and other
additional geometrical protrusions are used to modify the flow in the second category. In
practice however, a combination of the two may be used to optimise the performance of a
heat exchanger [3,4].

Wilson [5] developed an experimental technique to measure the effectiveness of
various heat transfer processes. The process performance was quantified through the
calculated convection coefficients. The overall thermal resistance was divided into three
major categories: two convections (internal and external) and tube wall. The method has
been extensively used and even adapted for use in modified systems i.e., for helical tubes
and for pipe annuli. It assumes that the outside coefficient and the fouling resistance are
constant and that the coefficients CA, nA, and mA of the correlation devised are known:

NuA = CARenA
A PrmA

A (1)

Wilson method was modified by different investigators such as Sieder-Tate [6], Col-
burn [7] and Dittus-Boelter [8]. The nature of parametric intercedence relating the Nusselt,
Reynolds and Prandtl numbers in Equation (1) was the subject of most modifications.

Wang et al. [9] experimentally studied 15 plate, fin and tube heat exchangers having
a 9.52 mm tube diameter with different geometries. The evaluated effects of parameters
corresponding to fins (thickness, spacing) and tube (number of rows) on the typical flow
and heat transfer characteristics. They found that the fin thickness and spacing have limited
effect on the flow and heat transfer characteristics. Wang et al. [9] also found that the
number of tube rows has a negligible influence on a friction factor behaviour.

Abu Madi et al. [10] assessed the performance behaviour of finned plate and tube heat
exchangers. They correlated geometry of flat and corrugated fins with Colburn and friction
factors. They found that the fin type had an effect on heat transfer and friction factor.
However, the number of tube rows was found to be of much less significance. Furthermore,
they found that the effect of the number of tube rows was influenced by the fin and tube
geometries and the Reynolds number. It has been established by Webb et al. [11] and
Wang et al. [12], that the most effective methods of enhancing the heat transfer performance
is to extend the fin surface. Additionally, the plain fin is the most widely used due to its
ease of manufacture, simplicity of assembly and has low pressure drop characteristics.

Wang et al. [13] analysed experimentally compact slit fins exchangers with plain and
louvred fins. Similar to previous studies, it was seen that the frictional performance had
been affected only minimally by the number of rows, whereas louvred fins had been found
to increase the heat transfer. Fernández-Seara et al. [14] designed an experimental setup
to measure the heat transfer coefficients in the processes of vapour generation and its
condensation in heat exchanger tubes. They extended the use of underlying method to
a number of convection heat transfer cases which they noted would be useful to design
engineers handling thermal problems.

An experimental study was carried out by Wang et al. [15] and in this study the airside
performance characteristics of plain, semi-dimpled vortex generator (VG) and louvred
fin-and-tube heat exchangers were comparatively evaluated. They investigated the effect
of the number of tube rows and the effect of different fins on the heat transfer coefficient.
Their results showed that number of tubes in a row had a negligible effect on the heat
transfer coefficients for the louvred and semi-dimpled VG fin geometry. Moreover, the heat
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transfer coefficients for the louvred fin geometry were found to be higher (in the range of
2–15%) than in the case of the semi-dimpled VG geometry. It is however noted that these
findings are valid for heat exchangers with number of tubes rows of between 2 and 4.

Liu et al. [16] conducted CFD investigations on the effect of perforation size, fin
spacing, and number of perforations, on the Colburn factor corresponding to the air
side. The thermal characteristics of finned-tube heat exchangers were also studied. The
thermal performance of perforated heat exchanger was compared with that of the plain
fin heat exchanger, and they found that the Colburn factor (air side) increased by more
than 3 and 8% for constant fin spacing, respectively when the Reynolds number (air side)
increases from 750 to 2350. Conversely, it was found that the Colburn factor (air side) was
lower for plain fin heat exchanger in comparison to perforated fins heat exchanger.

Kalantari et al. [17] carried out a parametric study to cover a wide range of design
configurations, geometrical and operating parameters. They investigated Reynolds num-
bers of up to 12,000 and found that longer fins, fin pitch and smaller tube diameter result in
higher heat transfer coefficients. A correlation for the conjugate heat transfer coefficient
was developed that applies to gas–liquid finned tube heat exchangers. In the correlation,
the Nusselt number was expressed in terms of the Prandtl number and non-dimensional
geometrical parameters.

Altwieb et al. [18] assessed the thermal performance of a multi-tube heat exchanger
with plain fins and having different geometrical modification using three-dimensional
CFD simulations. Three enhancements were analysed. These include fin spacing and
longitudinal as well as transverse pitch. This was done to determine their influence on the
Colburn and Fanning factors. Validation experiments were carried out and compared with
the CFD; and were in turn utilised to calculate the Fanning and Colburn factors; and the
local fin efficiency for each of the geometrical modifications. Two empirical correlations
were developed for the Fanning and Colburn friction factors and the authors demonstrated
predictions within 10% the experimental data. Similarly, Altwieb & Mishra [19] reported
an experimental and numerical study on the thermal response of multi tube and fin heat
exchanger with plain, louvred and semi-dimple vortex generator. The heat transfer and
pressure drop characteristics were extensively investigated in this work. Two new design
equations were developed for the heat transfer rate and the pressure drop behaviour.

The scope of the work summarised above is quite limited since most investigations
are focussed only on the simple arrangement of perforations in the plain fins and only
limited information is available on complex perforations in plain fins. Also limited in-
formation is available on louvered fins. Perforations are used to provide passive heat
transfer enhancements in the heat exchanger. The effect of fin perforation on local and
global performance indicators is a key and ongoing area of research that requires deeper
understanding. Furthermore, the majority of design equations proposed have very limited
range and do not include varied geometric parameters such as fin pitch, spacing and the
presence of perforations.

The aim of this paper is to experimentally investigate the steady state heat transfer and
thermal performance of a wide range of fin configurations (plain, louvred and perforated
fin) heat exchanger. Using the experimental data, new mechanistic prediction models for
the Colburn factor (j) and the Fanning friction factor (f ) as a function of Reynolds number
and heat exchanger geometry were developed and their prediction error margins analysed.
It is envisaged that these equations will contribute to improved design and operation of
such heat exchanger configurations.

2. Materials and Methods

An experimental setup was designed and developed to study the thermal behaviour
of a multi-tube multi-fin heat exchanger. Details of the setup, equipment, instrumentation
and uncertainties are given in the following sections.
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2.1. Experimental Rig

The experimental setup is composed of the following parts: a 5-litre water tank
(wrapped with a reflector foil to minimise heat loss), a heater, circulation pump integrated
with a 0.9 kW heater unit, flow meter (Flowmax 44i with measuring range of 0.3–21 L/min
or 0.018–1.26 m3/h), the heat exchanger testing unit, pressure transducers (IMP, with
0–10 V analogue output signal and range 0–4 bars), T-type thermocouples (with accuracy
of ±0.15 ◦C), thermocouples data logger, RTD sensors (PT100, with range of −75–250 ◦C)
and data acquisition system. Figure 1a–f includes various details including a schematic
representation of the experimental setup and photos of the various test rig components.
These have been use d for numerous previous experimental campaigns [20–23] with a high
degree of consistency and reliability.

(a) 

    
(b) (c) (d) (e) (f) 

Figure 1. Schematic of the experimental setup: (a) overall schematic of a heater flow loop, (b) insulated
5 litre water tank, (c) water heater, (d) heater controller unit, (e) water pump, (f) water flow meter.
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2.1.1. Heat Exchanger Testing Unit

Figure 2a illustrates a schematic diagram of the heat exchanger testing unit. The
testing unit was made from a 2-mm thick galvanised steel sheet. The dimensions of the unit
include a length of 0.650 m; and corresponding width of 0.165 m and a height of 0.175 m.
Airflow is supplied to the testing unit using a single-sided centrifugal fan which has an
incorporated electric motor. The fan has a power rating of 119 W and is able to deliver a
maximum of 610 m3/h airflow rate. The speed of the fan’s electric motor was controlled
using a potentiometer.

 
(a) 

 
(b) 

 
(c) 

Figure 2. (a) Schematic representation of the heat exchanger testing unit (b) dimensions of the plain
fin heat exchanger (c) Arrangement of thermocouples at the specific measurement location.
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The incoming flow was conditioned by using a honeycomb structure and various
velocity components associated with incoming flow were measure by TFI cobra probe [24]
at the entry to the test section. A typical cobra probe has four pressure sensing ports, and
these pressure values are used to find the three flow velocity components. At the inlet the
flow velocity was measured at 25 points to obtain the average velocity using the ASHRAE
standard 41.2 [15,25].

The upstream and downstream air temperatures within the test section were measured
at two specific locations. At each of the specific locations seven T-type thermocouples were
used. The thermocouples have exposed welded copper/constantan tips to minimise it
thermal inertia [15]. There are benefits of using multiple thermocouples at each location.
Due to this the accuracy is improved since more samples are available for averaging and
automatic averaging can be carried out simultaneously. The arrangement of these thermo-
couples at each specific location is shown in Figure 2c. During the experimentation, the
thermocouples repeatability was ensured by taking multiple measurements and individual
thermocouples were calibrated using a laboratory grade thermometer. All temperatures
measured were recorded using a data acquisition system [Pico Technology (PicoTech)]. The
data from the thermocouples were logged were then averaged.

The inlet and outlet water temperatures in the tubes were measured by PicoTech
temperature probes (RTD-PT100). The accuracy of these probes is ±0.03 ◦C during the
testing and the repeatability in the measurements was ensured by having multiple mea-
surements. Also, the probes were calibrated using a standard thermometer. The water flow
rate was measured by using the Flowmax 44i water flowmeter which is an ultrasonic-based
volumetric flow meter with a ±2% maximum error of measurement and its repeatability is
within ±0.5%.

The heat exchanger’s airside pressure drop was measured using a DPM TT550 micro-
manometer. It has the ability of measuring the static pressure within the range: 0.4–5000 Pa.
The heat exchanger’s water side pressure drop was measured using two pressure trans-
ducers. They were respectively placed at the water inlet and outlet tubes and were in
turn connected to a PC via a USB-1616HS Series Data Acquisition interface. The voltage
readings were then recorded. Using the calibration equations these voltage values were
converted to corresponding pressure values.

2.1.2. Fin Geometries

Three main fin geometries were used to carry out this study. They are:

a. Plain fin
b. Perforated plain fin
c. Louvred fin

The plain fin heat exchanger used in the present investigation is a multi-tube multi-fin
type. There are two tube rows provided, and each tube has a diameter of 9.52 mm. Each
of the rows included five 0.26-mm thick copper tubes and the overall length of each tube
is 0.130 m. The bend of each tube has a diameter of 16 mm. The heat exchanger has
21 staggered 0.12 mm aluminium plain fins which have a width of 43.3 mm and a height
125.3 mm. Along the heat exchanger, the fins are placed at a distance of 4.23 mm from each
other. The dimensions of the heat exchangers are shown in Figure 2b.

The novel heat exchanger model (perforated plain fins) was manufactured by ar-
ranging twelve equal diameter holes (3 mm) in each plain fin material. This is shown in
Figure 3a,b with the inclined distribution of the 3-mm perforated holes. Finally, the louvred
fins heat exchanger used has the same dimensions as the plain and perforated plain fin
models. It is shown in Figure 3c and is identical to the louvred fins used in Wang et al. [15].
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(a) (b) (c) (d) 

Figure 3. (a) Picture of perforated plain fin type heat exchanger, (b) perforated holes’ arrangement,
(c) louvred fins heat exchanger, (d) louvred fin shape.

2.1.3. Experimental Procedure

Steady-state tests provide thermal performances of the heat exchanger that are time
independent. The test process involved drawing an airflow within the heat exchanger
on the fin-side and allowing hot water to circulate through the tubes within the heat
exchanger. Both the average air velocity (from 0.7 m/s to 4 m/s) and water flow rates
(0.12 to 0.36 m3/h) were varied. The above indicates that the flow within the tubes is fully
turbulent. The test matrix for the experiments carried out in this study are presented in
Table 1. It shows that a total of 25 tests were carried out for up to 0.36 m3/h water flow rate
with 0.7–4 m/s air velocities for each water flow rate.

Table 1. Test matrix for the comparative steady-state tests conducted.

Test ID

Water Side Air Side

Water Flow
Rate (m3/h)

Water Inlet
Temperature (◦C)

Air Velocity
(m/s)

Air Inlet
Temperature (◦C)

Test case 1.1

0.12 ± 0.0018 60 ± 1

0.705

24 ± 1
Test case 1.2 1.546
Test case 1.3 2.183
Test case 1.4 3.177
Test case 1.5 3.991

Test case 2.1

0.18 ± 0.0018 60 ± 1

0.705

24 ± 1
Test case 2.2 1.546
Test case 2.3 2.183
Test case 2.4 3.177
Test case 2.5 3.991
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Table 1. Cont.

Test ID

Water Side Air Side

Water Flow
Rate (m3/h)

Water Inlet
Temperature (◦C)

Air Velocity
(m/s)

Air Inlet
Temperature (◦C)

Test case 3.1

0.24 ± 0.0018 60 ± 1

0.705

24 ± 1
Test case 3.2 1.546
Test case 3.3 2.183
Test case 3.4 3.177
Test case 3.5 3.991

Test case 4.1

0.3 ± 0.0018 60 ± 1

0.705

24 ± 1
Test case 4.2 1.546
Test case 4.3 2.183
Test case 4.4 3.177
Test case 4.5 3.991

Test case 5.1

0.36 ± 0.0018 60 ± 1

0.705

24 ± 1
Test case 5.2 1.546
Test case 5.3 2.183
Test case 5.4 3.177
Test case 5.5 3.991

Each test point was run for about 2100 s (35 min) for the system to first attain steady
conditions and overcome the initial high thermal inertia (as shown in Figure 4) before
any readings were taken. The tests were further repeated twice to obtain representative
measurements. An acceptable level of repeatability was obtained as measurements showed
less than ±3% of deviation between each test condition.

Figure 4. Starting up test showing experimental and transient CFD temperatures for air and
water outlets.

2.2. Data Analysis

To compute heat transfer rates, first the temperatures of the flowing streams (air
and hot water) were measured at both the entry and exit locations. Also, the respective
pressure drops were also measured. The heat transfer rates then can be computed using
the following equation both for water and air, respectively.

Q.
hot=m.

w
Cpw(Twi − Two) (2)

Q.
cold=m.

a
Cpa(Tao − Tai) (3)
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where the subscripts a and w indicate air and water; i and o indicate inlet and outlet,
respectively. The average value of the heat transfer rate (

.
Qavg) can be computed as follows:

Q.
avg =

Q.
hot + Q.

cold
2

(4)

Furthermore, in order to carry out an assessment of heat transfer and pressure drop
characteristics, the Colburn factor (j) and Fanning friction factor (f ) were calculated and
used for this purpose. The f -factor symbolises the pressure drop characteristics while the
j-factor symbolises the heat transfer process and the j/f ratio is termed as the efficiency
index. The Colburn factor j and the friction factor f are respectively calculated using:

j = StPr2/3 (5)

f =
Ac

Ao

ρm

ρ1

[
2ρ1ΔP

G2
c

−
(

Kc + 1 − σ2
)
− 2

(
ρ1

ρ2
− 1

)
+

(
1 − σ2 − Ke

)ρ1

ρ2

]
(6)

where Ac is the minimum free flow area of the air side; Ao is the total surface area of
the air side; the variables Kc and Ke are the entrance and exit pressure loss coefficients.
Equation (6) was developed by Kays and London [21] using the data from Figures 14–26 in
McQuiston et al. [2]. Additionally, the Stanton and the Prandtl numbers used to define the
Colburn j-factor in Equation (5) are, respectively, given as:

St =
ho

ρaVa(max)cpa
(7)

Pr =
μcpa

λ
(8)

where ho is the heat transfer coefficient calculated using the total surface area of the air
side; ρa is the density of air, Va(max) is the maximum air velocity; cpa is the specific heat
capacity of air; μ is the air dynamic viscosity and λ is its thermal conductivity. Since the
f - and j-factors are most commonly used by researchers to assess the performance of heat
exchanger fin strips, they will be used here for assessing the performance of the three
geometries used in this study.

3. Results

In this section, the trend of the measured pressure drops, and heat transfer rates are
studied and discussed in detail. These values were used to calculate the j- and f-factors,
and the efficiency index for characterising the performance of the three fin and tube heat
exchanger models.

3.1. Performance Comparison of Fin Geometry

The plots in Figure 5 show the trend of the mean heat transfer rate (
.

Qavg) variation
with respect to the average air velocity corresponding to the three heat exchangers (i.e.,
for perforated plain fins, ordinary plain fins and louvred fins) over a range of water flow
rates namely 0.12, 0.18, 0.24, 0.3 and 0.36 m3/h. The error bars represent the combined
uncertainty of the thermocouples and deviation between repeated measurements. The
uncertainties were determined to be ±5%.
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(a) (b) (c) 

 
(d) (e) 

Figure 5. Variation of (
.

Qavg [W]) against Va for various heat exchangers; (a) for water flow rate
0.12 m3/h, (b) for water flow rate 0.18 m3/h, (c) for water flow rate 0.24 m3/h, (d) for water flow rate
0.3 m3/h and (e) for water flow rate 0.36 m3/h.

Figure 5a shows the variation of average heat transfer rate against the average air
velocity for water flow rate of 0.12 m3/h for different heat exchanger geometries. It can
be seen from the figure that the louvred fins heat exchanger exhibited a higher mean heat
transfer rate when compared with the perforated plain, and plain fin heat exchangers. For
all cases, the average heat transfer rate increases as the water flow rate increases, first at a
faster rate at lower air velocities and the rate of increase starts to decrease, more noticeably
beyond 3 m/s. Figure 5b shows a similar trend but the rate of heat transfer increase beyond
3 m/s is now higher than the previous case and this is maintained for water flow rates of
0.24, 0.3 and 0.36 m3/h as shown in Figure 5c–e, respectively. The louvred fin geometry
produced correspondingly higher increase in the average heat transfer rates especially at
0.3 and 0.36 m3/h water flow rates than at the lower water flow rates.

Figure 6a shows the variation of pressure gradient on air side with average air velocity
at a given water flow rate. It can be seen that for louvered fins heat exchanger pressured
drop increases almost linearly with air velocity. The louvred fin geometry exhibits much
higher pressure drops than the other geometries. It is seen from the figure that the louvered
fin produces up to 380% more pressure drop than the plain fin geometry at Va = 4 m/s
while the perforated plain fin geometry produced a maximum of 65% difference when
compared with the plain fin geometry. The large pressure drop in the louvred fin heat
exchanger is due to the uneven surface of the louvred fins which result in higher pressure
losses. As expected, the pressure drop behaviour remains constant with changing water
flow rates giving only marginal differences (which are within experimental uncertainties)
as seen in Figure 6b–e.

120



Energies 2022, 15, 400

(a) (b) (c) 

 
(d) (e) 

Figure 6. Variation of (ΔP/L [Pa/m]) against Va for various heat exchanger; (a) at water flow rate of
0.12 m3/h, (b) at water flow rate of 0.18 m3/h, (c) at water flow rate of 0.24 m3/h, (d) at water flow
rate of 0.3 m3/h and (e) at water flow rate of 0.36 m3/h.

Looking at the heat transfer characteristics and corresponding pressure drops associ-
ated with different geometries (Figures 6 and 7), it can be seen that quantitatively, at the
lowest water flow rates of 0.12 m3/h, an increase in heat transfer rate was noticed for the
louvred fins as compared to plain fins (about 13% lower) and plain perforated fins (2.7%
lower). These values change to about 15% for plan fins and 6% for the perforated plain fin
model at a water flow rate of 0.18 m3/h. At flow rate of 0.24 m3/h again the corresponding
values were 13% and 11%. However, such significant increase of the heat transfer was made
at the expense of a significant air pressure drop (Figure 6). It is assumed that the perforated
fins increased the flow vorticity. At 0.3 m3/h almost similar levels of change in heat transfer
rate was noticed. In general, there is an increasing trend in heat transfer as the water flow
rate increases for all types of heat exchangers. This is evidenced by an increase in the rate
of heat transfer from about 500 to 600 W for louvered fins heat exchanger, 400 W to 523 W
for plain fin heat exchanger, and 488 to 528 W for perforated plain fin heat exchanger at
Va = 4 m/s. Nevertheless, the perforated plain fin model appears to be least affected by an
increase in water flow rate. Its heat transfer rate has only marginally increased at higher
water flow rates. This may be because the perforations have reduced the heat transfer area
below a certain threshold where the fluid flow rates can have a significant effect. As a
result, in certain situations this aspect should be kept in view whilst designing a perforated
plain heat exchanger.
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(a) (b) 

 
(c) 

Figure 7. Variations of (a) friction f-factor (b) Colburn j-factor and (c) efficiency index j/f for different
fin arrangements as a function of Reynolds number.

Figure 7a shows the variation of friction factor (f) for the heat exchangers as a function
of Reynolds number. It shows that the friction factor decreases with increasing Reynolds
number and is consistent with previous observations including those in the Moody chart
for pipe flows. For each of heat exchanger, there is a steep decreasing slope in the curve
between Re = 11,000 and 17,000 before slope of the curve becomes flatter. As is seen in the
plots, power law curves were fitted to the three sets of data (louvred, plain and perforated
fins). This was done to develop a prediction model for f as a function of Re. It can be seen
that all the heat exchangers show slightly different slopes (power of Reynolds number are
−0.129, −0.162 and −0.201). For the j-factor the corresponding values of indices are −0.300,
−0.407 and −0.424 for the louvred, plain and perforated plain fin geometries, respectively.

Figure 7b shows the variation of the Colburn j-factor of the three heat exchangers as a
function of Reynolds number. It shows that the Colburn j-factor decreases with increasing
Reynolds number indicating a higher heat transfer rate at lower Reynolds numbers. The
louvred fin heat exchanger gave the highest j values within the range 0.011–0.02 compared
to 0.005–0.011 and 0.004–0.010 for the perforated and plain fin heat exchangers respectively.
The fitted power law curves to the three sets of data give prediction models for j as a function
of Re. Similar to the f-factor, for the j-factor, there is a slight decrease in slope from plain to
perforated fin to louvred with the coefficients and indices of the equations being 0.2446,
0.3946, 0.4119 and −0.3, −0.407 and −0.424, respectively. Figure 7c depicts efficiency index
(j/f ) variations corresponding to three different heat exchangers as a function of Reynolds
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number with an inverse relationship existing between the efficiency index and Re. The
plain and perforated models exhibited similar behaviour in j/f magnitudes of 0.022–0.036
across the entire Re range studied. However, the louvred fin gave much larger values of
the efficiency index of between 0.37 and 0.49. While the louvred fin exhibits a far more
superior efficiency than the other two geometries, the plain and perforated plain fin models
gave near identical behaviour throughout the experimental range of Re investigated–with
both geometries exhibiting a similar efficiency index across the experimental range. The
nature of the curves in Figure 7a–c clearly establish that the friction, Colburn factors and
the efficiency index asymptotically decrease with the Reynolds number for all the three
different heat exchanger models. It can be seen that the Colburn and friction factor values
are significantly higher for the louvred fins heat exchanger as compared to the plain and
perforated plain fin geometries. This observation can be explained based on the higher
surface area available for the louvred fin heat exchanger as compared to the plain and
perforated plain fin heat exchangers. Due to this the heat transfer coefficient for louvered
heat exchanger is higher which in turn leads to high Colburn j-factor values.

Based on the heat transfer measurements it can be shown that there is an improvement
in the average heat transfer rate (

.
Qavg) of nearly 10% and 20% for the perforated plain fin

and louvred fin heat exchangers, respectively, when compared to the plain fin geometry.
However, this improvement was accompanied by large increases in the corresponding
pressure drop on the airside respectively as earlier highlighted. The data collected during
the current experiments and after processing were used for the development of the two
new design correlations for predicting the Fanning f- and Colburn j-factors as functions of
the flow velocity and area available. To represent these in non-dimensional form, Reynolds
number and an area ratio term (the ratio of the heat exchanger’s fin surface area divided by
the total surface area) have been used in the correlations.

3.2. Development of New Empirical Relations for Fanning f and Colburn j-Factor

For the complex geometries used in the present investigation, the experimental data
obtained in the present investigation were used for developing a set of novel design
equations for the prediction of Fanning f- and the Colburn j-factors. As previously stated,
the f - and j-factors quantify the pressure drop and heat transfer characteristics of the heat
exchanger units. Therefore, it is imperative to develop correlations that relate them with the
flow, fluid, and geometrical parameters. The correlation was developed using multivariate
regression analysis using the curve fitting tools in Microsoft Excel’s Solver® which are
based on the least squares’ method. The dimensionless parameters used to develop the
predictive correlation are, as mentioned earlier, the Reynolds number, ReD and the ratio
between total fin surface area to the total heat transfer surface area

(
A f /At

)
of the heat

exchanger which is a design parameter used by Palmer et al. [26] that can be used for
estimating heat transfer areas needed for a given amount of heat to be transmitted. Other
authors have used similar dimensionless groupings to correlate the heat transfer properties
of fin and tube heat exchangers [13,17,18]. The newly derived equations are as follows:

j = 104.595
( A f

At

)29.918

ReD
−0.374 (9)

f = 101.203
( A f

At

)12.811

ReD
−0.139 (10)

where ReD is the Reynolds number calculated using the hydraulic diameter of the heat
exchanger face’s cross-section; Dc is the outside diameter of the fin’s collar (m): A f is the
total surface area of the fins (m2); At is the heat exchanger’s overall heat transfer surface
area (m2). The Equations (9) and (10) show that the Colburn and Fanning factors are
inversely proportional to the Reynolds numbers which are consistent with experimental
observations (in Figure 7a,b). Additionally, the relatively large indices (29.218 and 12.811)
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for the
(

A f /At

)
parameter reflects the small magnitude of the

(
A f /At

)
ratio. It is advised

that the equations are valid within the Reynolds number range: 6 × 103 ≤ ReD ≤ 30 × 103

and for the heating cycle in forced convection heat transfer.
In order to estimate the accuracy of predictions from the developed equations Figure 8a,b

have been prepared to depict the relationship between the experimentally evaluated values
and the predicted values of Colburn factor (j) and Fanning friction factor (f ), respectively.
From the Figure 7a,b, it can be concluded that there is a good match between the experi-
mental and the computed values and almost 100% of the data lie within ±15% error band.
Furthermore, the correlation coefficients which compare the goodness of fit between the
experimentally evaluated and predicted data for Equations (9) and (10) are 0.853 and 0.811,
respectively. As such, the newly developed correlations can be used with confidence.

(a) (b) 

 
(c) (d) 

Figure 8. Comparisons of predicted (by Equations (9) and (10)) and experimental values of (a) Colburn
j-factor and (b) Fanning f-factor (c) plain fin Colburn factor (d) plain fin Fanning factor.

In order to account for geometric variations of the fins (their spacing Fp, longitudinal
pitch Lp and transverse pitch Tp), validated CFD data (previously reported in ref. [18]) was
combined with the experimental data obtained in this study to generate new empirical
correlations for j and f for the plain fin model using nonlinear least squares regression.
The longitudinal pitches considered were 20, 22 and 24 mm; transverse pitches were
23.5, 25 and 26.5 mm; while the fin spacings investigated were 3.7, 4.2 and 4.7 mm at air
Reynolds numbers of 6000 to 32,000. There were a combined total of 21 points (15 CFD and
6 experimental). Figure 7c,d show that the correlations have very high goodness of fit R2

values of 0.931 and 0.979 for the j and f factors, respectively, and the predictions of the new
correlations are well within ±15% of the underlying CFD and experimental data. The two
new correlations are given below as follows:
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j = 0.173 ReD
−0.388

(
Fp

Dc

)−0.199( Lp

Fw

)−0.297( Tp

FH

)−0.089
(11)

f = 0.084 ReD
−0.213

(
Fp

Dc

)−0.334( Lp

Fw

)−0.151( Tp

FH

)−0.262
(12)

To summarise, it can be concluded that the developed equations are very much capable
of predicting the Fanning f- and Colburn j-factors of these heat exchangers having the stated
fin geometries with sufficient accuracy. Consequently, the equations can be used during the
design and evaluation of existing multi-tube multi-fin heat exchanger with plain, perforated
or louvred fins.

4. Conclusions

This study has presented novel geometric configurations for multi-tube multi-fin heat
exchanger. The configurations were designed in order to conduct a robust experimental
investigation with three heat exchanger geometries namely plain, perforated plain and
louvred fin heat exchangers. Some important observations were made during the experi-
ments and analysis of the pressure drop and heat transfer data. It was found that for all
inlet air and water flow rates and hence velocities, the louvred fins produced the highest
heat transfer rate. This was attributed to increased surface area available for heat transfer.
Conversely, it also produced the highest pressure losses when compared to the other two
designs. Also, while the new perforated design produced a slightly higher pressure drop
than the plain fin design, due to the vortices generated by the perforations, an enhance-
ment in its heat transfer characteristics was observed when comparing with the plain and
louvred fin models. This enhancement is relatively high at a small water flow rate. The
experimental results were subsequently used to generate a set of novel empirical equations
for design optimisation which can be used to predict the heat transfer and pressure drop
characteristics of the heat exchangers represented by the Colburn and Fanning factors.
The empirical equations were developed as functions of the heat exchangers’ geometrical
parameters, and we have shown that the performance of the equations are well within
acceptable ±15% error margins in relation to the experimental data.
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Abstract: Stand-alone systems in remote regions require the utilization of renewable resources;
however, their natural intermittence requires the implementation of energy-storage systems that
allow a continuous power supply. More than one renewable source is usually available at the same
site. Thus, the choice of a hybrid system seems viable. It is relevant to study hybrid systems as they
could reduce energy storage; however, sizing the hybrid system might have several implications, not
only for the available daily energy, but also for the required daily energy storage and surplus seasonal
energy. In this work, we present a case study of a stand-alone, conventional household powered
by photovoltaic and marine-current-energy systems in Cozumel, Mexico. The analysis of different
hybridization degrees serves as a guidance tool to decide whether hybrid systems are required for
a specific situation; in contrast to previous approaches, where ideal consumption and generation
profiles have been utilized, yearlong profiles were utilized here. The renewable potential data were
obtained on site at an hourly resolution; requirements such as size of and cycles in the daily and
seasonal energy storage were analyzed according to the degree of participation or hybridization
of the proposed renewable systems through an algorithm that evaluates power generation and
daily consumption throughout the year. A further analysis indicated that marine-current-energy
implementation reduces the size of the daily energy-storage system by 79% in comparison to the
use of only a photovoltaic system due to the similarity between the energy-demand profile and
the marine-current-energy production profile. The results indicate that a greater participation of
marine currents can help decrease daily storage while increasing seasonal storage by 16% compared
to using only solar energy. On the other hand, hybridization enabled a reduction in the number
of daily charge and discharge cycles at 0.2 hybridization degrees. It also allowed us to reduce the
seasonal energy storage by 38% at 0.6 hybridization degrees with respect to only using energy from
marine currents. Afterwards, energy-storage technologies were evaluated using the TOPSIS Multi-
Criteria Decision Analysis to validate the best-suited technology for the energy-storage system. The
evaluation considered the characteristics of the technology and the periods of energy storage. In this
work, hybrid storage systems were mandatory since, for daily storage, lithium-ion batteries are better
suited, while for seasonal storage, hydrogen-producing systems are more suitable to manage the
amount of energy and the storage duration due to the high seasonal renewable-energy variations.

Keywords: renewable-energy hybrid system; marine-current system; solar PV system; energy-storage
technology; multi-criteria decision analysis (MCDA); battery–hydrogen energy-storage system

1. Introduction

Sun, wind, and marine energies are defined as Variable Renewable Energies (VREs)
due to their inherent intermittence, irregularity, and dispatchability, although VREs might

Energies 2022, 15, 468. https://doi.org/10.3390/en15020468 https://www.mdpi.com/journal/energies
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have several small- to large-scale applications in stand-alone power systems where energy
storage is essential. Marine Renewable Energy (MRE) is broadly available in different
regions. Estimations indicate that ocean energy could contribute from 500 to 1000 MW of
the installed capacity by 2030 [1,2]. Ocean currents or marine currents can produce energy
from tidal movements and/or ocean circulation due to thermal and salinity gradients [3].
In Mexico, this type of energy is attractive due to its natural occurrence in certain regions
such as the Gulf of California and the Cozumel Current in the Yucatan Peninsula where
the potential for producing energy is as high as 100 W/m2 [4]. However, even with the
technology to harvest ocean energy, significant challenges for renewable energy include
bringing the energy into the coast, storing it, and using it in a cost-effective manner.

Stand-alone renewable energy systems are off-grid systems that are able to provide
electricity for regions lacking power grids in specific remote applications. Energy supply is
usually provided by VREs where the energy-storage systems (ESSs) play a very important
role in balancing and controlling the generation and consumption of electricity in deferred
periods of time [5]. Nowadays, the cost of energy-storage systems is high; therefore, the
selection of an appropriate ESS requires studies with multiple approaches. Determining
the correct one among the many options, such as Pumped Hydro Storage (PHS), Com-
pressed Air Energy Storage (CAES), Pb batteries, li-ion batteries, flow batteries, flywheels,
supercapacitors, and hydrogen, should be carried out whilst taking into account criteria
such as, storage capacity, response time, lifetime, cycle life, efficiency, cost, power, energy
density, and power rating [6,7]. These criteria are also important as ESSs may play an
important role in the environmental impact of the system [8]. The large variety of options
and complex characteristics make it difficult to choose a specific ESS to take full advantage
of their properties [9]. Therefore, the first step to deciding the most appropriate ESS tech-
nology is to consider its benefits, advantages, disadvantages, and maturity [10]. Moreover,
stand-alone systems require a higher degree of energy availability to provide autonomy
and comfort related to the daily electricity consumption. Hybrid renewable energy systems
could be an effective way to integrate different renewable energy sources, for instance,
sun and marine energy sources or any other viable combination. Hybrid systems can
provide major electricity-generation availability, improving the reliability of the energy
supply and the overall efficiency due to a lower dependency on ESSs [11]. Likewise, they
could allow energy-storage-installed capacity to be reduced while having a profound effect
on the durability of the ESS since the cycle life is affected by the daily availability of the
renewable source [12]. The study of the potential of renewable energies is the first stage
of the development of a hybrid system where the analyses in different periods of time,
from daily to seasonal, can provide substantial information on the performance and energy
storage needs in these periods [13].

Cozumel, Mexico, has been considered as a potential zone for stand-alone systems for
households due to its ecotourism attractions. Although many studies of ESS implementa-
tion in the main VRE systems (solar and wind energy) can be found elsewhere, only few
studies for MRE exist, especially in potential regions of Mexico or other regions with an
abundance MRE resources; Figure 1 shows MRE projects where ESSs are considered.

The relevance of incorporating an ESS relies on its inherent environmental and eco-
nomic benefits, especially in stand-alone systems where the surplus energy can be used for
other purposes such as mobility. Stand-alone systems and microgrids are quite promising in
Mexico due to approximately two million people having no access to electricity, especially
in isolated regions and coastal zones [14]. As MRE and photovoltaic energy are broadly
available in coastal touristic zones, this work could serve as a guide for the implementation
of hybrid systems where the choice of primary source might have further implications.
The different hybridization degrees not only imply continuous household energy supply
but also the great benefits of seasonal energy storage, thus providing further economic
advantages.
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Figure 1. Different MRE projects with ESSs and their use [15–24].

2. Methods

This paper proposes a case study to evaluate the hybridization degree (HD) of a Solar–
Marine Hybrid Energy System (SMHES) in the Cozumel region. The method comprises the
following activities: (1) determination of daily and monthly energy storage assessment of
the SMHES in the region; (2) comparison of home-load profiles to determine the average
energy consumption; (3) identification of the appropriate ESS using Multi-Criteria Decision
Analysis (MCDA) with a combination of AHP-TOPSIS methods.

2.1. Solar PV and Marine-Current-Energy Potential in Cozumel

Figures 2 and 3 show the potential profile to size the solar photovoltaic system (PVS)
and the marine-current system (MCS), respectively. For this study, 1 h data resolution
was considered for both VREs; solar data were obtained from the Photovoltaic Geograph-
ical Information System (PVGIS), and the data analysis was based on Yunez-Cano et al.
2016 [25]. A higher daily potential of solar energy can be obtained using solar-tracking
systems as power and efficiency can increase mainly in large-scale solar energy applica-
tions [26]; in this work, as the information on this is insufficient, their effect is not included.
Marine-current-energy data were provided by the CEMIE-Océano project Mexico [27]; for
both systems, data from 2014 were considered. The Köppen–Geiger climate classification
of the Cozumel is Aw, which presents a tropical savanna climate characterized by an ex-
tensive dry season that is more marked and prolonged than in the monsoon climate and
which contrasts with a rainy season with intense rainfall [28,29]. The seasonality analysis
considered the spring months (March–May), summer months (June–August), fall months
(September–November), and winter months (December–February) [30].

Figures 2a and 3a show the daily standard behavior of solar energy and marine-current
energy, where the variations in solar irradiance and marine-current speed are evident at
different times (daily variability). Solar potential was obtained via the integration of
irradiance data (W/m2) during the day to obtain the irradiation potential (kWh/m2)
(Figure 2b). The marine-current seasonal potential is defined as the average of daily
measurements of marine-current speed (m/s) for each month (Figure 3b).
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Figure 2. Standard behavior of irradiance and irradiation in Cozumel: (a) daily solar-irradiance
profile (W/m2); (b) daily irradiation average per month (kWh/m2).

Figure 3. Marine-current-speed profile in Cozumel: (a) daily standard marine-current-speed profile;
(b) daily current speed average per month.

2.2. Home-Load Profile

The home-load profile with 1 h resolution represents an average energy consumption
(EC) of 7.5 kWh/day for a home on the Mexican coast [31,32]. Energy consumption was
obtained from the statistical yearbook Quintana Roo state in Mexico in 2017, developed by
the National Institute of Statistics and Geography [33]; Figure 4 shows the daily standard-
load profile.

Figure 4. Daily standard-load profile of coastal house in Cozumel.
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2.3. Sizing and Design of the Renewable Energy Hybrid System

SMHES sizing is based on the analysis of the profiles of solar irradiance (Figure 5)
and marine-current speed (Figure 6). The sizing of both renewable energies was carried
out based on the assumption that the energy supplies are provided individually and
independently of each other. Figures 5a and 6a show the daily solar irradiance and marine-
current-speed variations in a one-year timelapse. Figures 5b and 6b show the minima,
maxima, and year averages to identify the maximum variations during the year; this shows
the occurrence of days with higher or lower power generation than that estimated for
sizing. The SMHES was dimensioned with respect to the seasonal potential minima [34].
In the case of the PVS, it was dimensioned with the minimum daily irradiation in Decem-
ber (4.72 kWh/day) (Figure 5c), while the SCM dimensioning was carried out with the
minimum speeds in November (0.65 m/s) (Figure 6c).

Figure 5. Solar potential in Cozumel: (a) solar-irradiance daily variations; (b) maximum, minimum,
and average solar potential; (c) daily solar irradiation in different months of the year.

Figure 6. Marine-current potential in Cozumel; (a) marine-current-speed daily variations; (b) maxi-
mum, minimum, and average marine-current potential; (c) daily speed variation of the different days
of the year.

2.3.1. PV Solar System Sizing

The sizing of the PVS was carried out according to annual irradiation minimums
(Equation (1)) [34,35].

PPVS =
EPVOutGCEM

Gdmη
(1)

where PPVS is the minimum power-installed capacity (kW) of the photovoltaic system,
which was obtained directly through energy consumption per day (EPVOut, kWh/day);
GCEM is the solar standard-test irradiance (1 kW/m2); Gdm is the solar irradiation, which in
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this case is proposed as the media in the month of lower irradiation, December (4.72 kWh/m2

day); and η is the overall efficiency of the auxiliary equipment (DC–DC controller regulator).
Note that solar panel efficiency is not considered in Equation (1); the installed capacity
is evaluated through commercial parameters where 300 W is proposed for solar panels
(tested at 1 kW/m2).

2.3.2. Marine-Current-Energy System Sizing

The marine-current system (MCS) is mainly composed of the marine-current turbine
(MCT) and the permanent magnet synchronous generator (PMSG). The MCT instantaneous
power PMCT (kW) can be calculated using Equation (2) [36].

PMCT =
1
2

ρCp A V3 (2)

where ρ is the seawater density, V is the current speed in m/s, and A is the cross-area
section of the turbine. Cp is the power coefficient (dimensionless), which is a function of
the tip speed ratio and pitch angle; for the typical marine-current turbine (MCT), Cp values
are considered in the 0.35–0.5 range. A turbine with a diameter of 2 m is proposed, based
on that reported by Shirasawa et al., 2016 [37], which allows the turbine to operate at the
current speeds of Cozumel (~0.7 m/s).

To obtain the daily energy production, the integration of the power-generation profile
was carried out. The daily marine-current energy (EMCS) supplied by the MCS is given by
Equation (3), where t is the time and η is the overall efficiency of the equipment (PMSG
and AC–DC controller regulator).

EMCS =

(∫ t

0
PMCT dt

)
η (3)

2.4. Solar PV–Marine Current and Energy-Storage System Hybridization

The SMHES hybridization analysis consisted of evaluating the energy supply with
different PVS and MCS degrees of utilization for the 365 days of the year. A 0 HD con-
siders that energy is provided only from the PVS and 1 HD when the energy is provided
completely from the MCS. Therefore, hybridization supposes a decrease in the installed
capacity of the PVS or MCS. In this study, the hybridization analysis was carried out using
an algorithm developed in Matlab® software (Figure 7). The analysis procedure consisted
of four steps; first, the power of each system was integrated as a function of time intervals
of 1 h in a whole year; second, the HD was proposed from zero to one; third, the energy
generated and consumed was obtained; and fourth, the energy storage as well as the
number of charge and discharge cycles of the storage system were calculated considering
the points of intersection between the generation and consumption profiles. In Section 3.1
the results are analyzed.

Daily electricity-power supply (ESMHES) was determined by the HD, which defines
the PVS (EHpvs) and MCS (EHMCS) installed capacity (Equations (4)–(6)).

EHPVS = EPVS (1 − HD) (4)

EHMCS = EMCS HD (5)

ESMHES = EHpvs + EHMCS (6)
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Figure 7. Energy-balance analysis algorithm to evaluate the daily and seasonal energy-storage
system.

2.4.1. Hybrid Energy Storage

A hybrid battery–hydrogen storage system was proposed, and the sizing was carried
out based on hybridization analysis, while its relevance was validated through the TOPSIS
method. Figure 8 shows the SMHES diagram. The energy balance from Equation (7)
determined the daily energy surplus–deficit that was proposed to be covered by the
hydrogen energy-storage system (HESS). For hourly fluctuations, a battery energy-storage
system (BESS) was proposed, where time fluctuations determined the energy balance; thus,
a dynamic model was required. In this analysis, energy balance was carried out at different
time intervals (Δt) with 1 h resolution (Equation (8)). The variation between the SMHES
generation and the energy consumption (EC) determines the moments in which surplus
energy is available to store and when energy deficits are present, and thus, the stored
energy must be used.

EHESS = (ESMHES − EC) ηHESS (7)

EBESS = (ESMHES − EC) ηBESS (8)

Figure 8. Solar–MarineCurrent Energy Hybrid System diagram.
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2.4.2. Energy-Storage Selection

Due to the variety of ESS options to evaluate the relevance of the hybrid battery–
hydrogen storage system, a MCDA analysis was proposed. In this work, ESSs were
evaluated based on three objectives: (a) the Regulation Energy-Storage System (RESS),
(b) the Post-Consumption Energy-Storage System (PCESS) for daily, monthly, or seasonal
periods; and (c) the Regulation & Post-Consumption Energy-Storage System (RPCESS)
for uses where the ESS is considered for the regulation and control of energy supply
autonomy on certain days, e.g., batteries [9,38,39]. The proposed MCDA is a combination
of the Analytic Hierarchy Process (AHP) and the Technique for Order Performance by
Similarity to Ideal Solution (TOPSIS); this method provides solutions to problems involving
conflicting and multiple objectives [10]. TOPSIS was developed by Hwang and Yoon
(1981) [40] and is based on the concept that the best alternative should have the shortest
geometric distance from the ideal positive solution but the largest geometric distance from
the ideal negative solution [41–43].

The study evaluated eight ESSs with four classifications, (1) mechanical, (2) electrical,
(3) electrochemical, and (4) chemical, and ten criteria, lifetime (C1), cycle life (C2), energy
efficiency (C3), power rating (C4), response time (C5), storage duration (C6), power density
(C7), energy density (C8), installed system cost (C9), and maturity (C10). The TOPSIS
method was conducted according to Garduño-Ruiz et al. (2021) [44] and consisted of
feeding a decision matrix with a set of alternatives and criteria (Figure 9) and then assigning
levels of importance or weightings to each criterion through the AHP technique using the
method of Saaty (1990) [45]. To determine the best alternative, the TOPSIS tool was used by
means of a Python algorithm.

Figure 9. Classification of energy-storage technologies and alternatives for decision matrix.

3. Results

3.1. Renewable-Energy Hybrid System

The SMHES sizing was carried out for 0 HD (only PVS) and 1 HD (only MCS). Table 1
shows the parameters for the PVS and MCS.
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Table 1. SMHES parameters in case study.

PVS MCS

Parameter Value Parameter Value

PPVS 2.1 kW PMCS 0.458 kW
Gdm 4.72 kWh/day Vmin 0.65 m/s

Panel array 7 modules (300 W) MCT 3 turbines (153 W)
Panel area 1.95 m2/module Rotor area 3.14 m2/turbine

Temperature 25 ◦C
Seawater density 1030 kg/m3

The generation profile was analyzed with respect to the home power-demand profile,
which allows the hours of the day, when it is possible to cover the energy demand, the
range where there is an energy surplus, or where it is necessary to use energy storage to
cover the demand to be determined. Figure 10a shows a consumption–generation profile
in a representative day in the year (day 355, December) when each renewable system
produces 7.5 kWh/day in the seasonal minimums. Under this scenario, the amount of
energy extracted from the MCS is higher than that from the PVS due to a higher daily
availability; therefore, the MCS requires lower installed capacity, 0.458 kW, while solar
requires an installation of 2.1 kW. It is worth mentioning that although the MCS generation
profile shows fewer hourly variations, there are fluctuations that are less visible on the scale
compared to the PVS generation profile. Figure 10b shows the total generation. The system
considers only output power. From this perspective, the intersection of the generation
curve with the demand curve allows us to visualize the points where the hybrid system is
not able to cover the demand.

Figure 10. (a) Generation–consumption profile of SMHES supplied by an installed capacity PVS of
2.1 kW or an MCS of 0.458 kW; (b) total generation–consumption profile of SMHES indicating the
energy supplied by renewable resources, energy supplied by energy storage, and surplus of energy.

3.2. Hybridization Analysis Results

Applying the algorithm developed in the Matlab® program, the curves of the hy-
bridization process were obtained at different HDs for the 365 days of the year; daily
variations during the year are shown in Appendix A in Figure A1 and includes daily varia-
tions in energy consumption and supply in the 12 months. Figure 11 shows a representative
day (355 day) of generation–consumption profiles with different HDs for comparison. For
each case, an energy-balance analysis was carried out for different HDs. Table 2 shows
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the power (kW) and energy (kWh/day) generation of the SMHES, RPCESS, percentage
reduction in the RPCESS for different HDs, and the average charge–discharge cycles.

Figure 11. Generation–consumption profiles with different hybridization degrees: (a) 0 HD; (b) 0.2
HD; (c) 0.5 HD; (d) 0.8 HD; (e) 1 HD.
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Table 2. Solar–Marine-Current Hybrid System (average results).

Case HD

PV System MC System
RPESS

(kWh/day)
% Reduction

RPESS **

Average Cycles/Day
(Charge–Discharge)

Power-Installed
Capacity (kW)

Energy
(kWh/day)

Power-Installed
Capacity (kW)

Energy
(kWh/day)

1 0 2.1 11.55 0 0 5.39 - 1
2 0.2 1.68 9.24 0.09 5.65 3.17 59% 3.5
3 0.5 1.05 5.77 0.23 12.4 1.75 55% 3
4 0.8 0.42 2.31 0.36 22.6 1.07 61% 1.5
5 1 0 0 0.46 28.26 0.85 79% 1

6 * - 2.1 11.55 0.46 28.26 - - 1

* In Case 6, PVS and MCS provide the maximum power, double the energy that the system requires, which is
included for comparison purposes. ** % Reduction in RPESS with respect to Case 1, where there is the largest
energy-storage system.

The graphs in Figure 11 show the total generation of the PVS and the MCS for different
HDs. The amount of energy that can be covered by the SMHES can be observed by
comparing the area under the curve of the consumption profile of the house to the total
generation curve. Similarly, the variation in the maximum power with respect to the degree
of hybridization can be observed.

The hybridization mainly affects the total amount of energy stored per day. In Case 1
(HD 0), where the energy is totally supplied by the PVS, the energy required to be stored is
5.39 kWh/day, while for Case 5 (HD 1), where the energy is totally supplied by the MCS,
the energy required to be stored is lower than in Case 1 at only 0.85 kWh/day. The number
of cycles that the RPESS has to perform to achieve this goal is one cycle for Case 1 and
three cycles at 0.5 HD. It is worth mentioning that these cycles do not imply full charge
or discharge. The RPESS can have important implications in the cycle life as the number
of cycles increase, with triple the charge–discharge cycles than with 0.5 HD. However,
the capacity of the RPESS can be reduced by 55% for HD = 0.5 and 79% for HD = 1. This
capacity reduction is due to the similarity of the demand and MCS profiles during the
daytime to the PVS.

3.3. Evaluation System Hybridization in the Year

The annual analysis allowed us to determine the total number of required charge and
discharge cycles according to the HD (Figure 12). The analysis showed that 0 HD requires
more daily energy storage, 5.5 kWh/day, than 1 HD requiring 0.85 KWH/day, while the
number of cycles per year is higher at 0.2 HD that the other HD.

Figure 12. Number of cycles in a year in the different cases of hybridization and the comparison with
daily energy storage.
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According to the analysis in Section 3.1, the daily consumption (7.5 kWh/day) can
be easily covered by the production of the PVS and MCS at different HDs. The estimated
amount of energy lost with the full participation of the PVS (HD 0) is 1477 kWh/year
(Figure 13a), while for a system with the full participation of the MCS (HD 1), it is
7576 kWh/year (Figure 13b). This surplus energy can be stored for days with a higher
consumption than the estimated value (base load) and for days where the amount of energy
produced by the SMCHS cannot cover the energy demand.

Figure 13. PVS and MCS daily generation: (a) 0 HD and (b) 1 HD, with respect to the minimum
seasonal generation corresponding to the base load (7.5 kWh/day).

These results show that a greater participation of the PVS has advantages in terms of
lower seasonal storage (lower seasonal losses). However, seasonal storage also depends on
the HD (Figure 14). In the case of 0.2 HD, the energy surplus is 2697 kWh/year; for 0.5 HD,
it is 4527 kW/year; and for 0.8 HD, it is 6296 kWh/year.

Figure 14. PVS and MCS daily generation: (a) 0.2 HD, (b) 0.5 HD, and (c) 0.8 HD, with respect to the
minimum seasonal generation corresponding to the base load (7.5 kWh/day).

It was necessary to evaluate the seasonal variability of the system since it would
help to complement the results obtained from the daily analysis. From this analysis, the
percentage of days of the year in which the demand can be totally covered was found to be
91% for 0 HD and 92% for 1 HD, while the highest availability was found for 0.3 HD at
98.5% (Figure 15).
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Figure 15. Minimum generation availability at different HDs.

To cover the deficit of energy, different alternatives can be used, from oversizing
the SMCHS to the use of an auxiliary internal combustion system, increasing the PCEES
capacity or using a second ESS; for this purpose, a PCESS was used. Figure 15 shows that
despite having an adequate coverage of days, most of the ESSs have significant surpluses
of energy that are not used, as shown in Figures 13 and 14. Figure 16 shows the amount of
seasonal minimum storage required for days, which is unable to cover the base demand.
The results indicate that at 0 HD, it is 5.4 kWh/day, while at 1 HD, it is 6.4 kWh/day. The
analysis showed that the HD with the lowest seasonal storage for these days is 0.6 HD with
3.86 kWh/day.

Figure 16. Seasonal energy storage at different HDs; additional energy storage per day with less
generation than base load (7.5kWh/day).

3.4. Energy-Storage Selection

Renewable-energy hybridization analysis determines the feasibility of the degree of
participation of the PVS and MCS based on the daily number of cycles of the storage system.
The determination of the best RPCESS and PCESS options for a specific application is an
important task, which requires the analysis of several factors (described in Table 3). Many
aspects should be considered for the evaluation of a storage system; the most critical factors
in this study were power rating (C4), response time (C5), and storage duration (C6), as the
objective was to validate the technology.
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According to the methodology of Saaty, the weighting carried out is considered
reasonable, given that the consistency ratio (CR) was less than 0.1 (Table 4). On the other
hand, the evaluations carried out with the TOPSIS method found that the electrochemical
classification of EESs was better than the mechanical classification since the criterion power
rating was minimized to find an EES with a low power rating. The best options were as
follows: (1) li-ion batteries and (2) Pb batteries for the RPCESS (Table 5); (1) hydrogen and
(2) small CAES for the PCEES; (1) supercapacitors and (2) li-ion batteries for the REES based
on the best response time.

Table 4. Weighting of the Multi-Criteria Decision Analysis.

Criteria
Type

(Min/Max)
Weighting

REES
Weighting

PCEES
Weighting
RPCESS

Lifetime (years) max 0.07 0.07 0.04
Cycle life max 0.08 0.08 0.07

Energy efficiency (%) max 0.10 0.09 0.09
Power rating (MW) min 0.13 0.13 0.12

Response time max 0.36 0.18 0.21
Storage duration max 0.17 0.35 0.29

Power density (W/L) max 0.03 0.03 0.03
Energy density (Wh/L) max 0.03 0.03 0.05

Installed system cost
(USD/kWh) min 0.01 0.01 0.03

Maturity max 0.02 0.02 0.06
nmax = 11.41,

CI = 0.15,
CR = 0.09

nmax = 11.41,
CI = 0.15,
CR= 0.09

nmax = 10.91,
CI = 0.10,
CR= 0.06

Note: nmax is an eigenvalue of the decision matrix; CI is the consistency index; and CR is the consistency ratio.

Table 5. Ranking of EES using the TOPSIS method.

ESS
Hierarchy

RESS
Hierarchy

PCESS
Hierarchy
RPCESS

PHS (A1) 8 8 8
CAES (A2) 7 6 6

Small CAES (A3) 5 2 5
Pb Battery (A4) 3 5 2

Li-ion Battery (A5) 2 4 1
Flywheel (A6) 6 7 7

Supercapacitors (A7) 1 3 3
Hydrogen (A8) 4 1 4

The obtained results consider the fluctuations between generation and demand in
time intervals from hours to months (seasonal). The importance of daily storage was
found to be able to cover the energy-demand profile, and variations in seasonal energy
expedients were shown. Often, in stand-alone systems, the ESS is oversized in order to
cover days with a higher consumption or lack of renewable generation. However, this
might compromise the cycle life due to the number of daily cycles that the ESS performs.
Therefore, a reserve (backup) storage system that exploits seasonal surpluses may be a
technically viable alternative. The storage viability for daily and seasonal storage was
evaluated through a multi-criteria method.

For energy storage for the RPCESS (daily fluctuations), it was found that the most
important criteria are response time followed by the number of cycles and efficiency. In the
case of the PCESS (seasonal fluctuations), the most important criteria are the duration of
storage, followed by the response time; as it is used for low-power systems, a low-power
range is better. The results of the Multi-Criteria Decision Analysis (TOPSIS) for the selection
of the best ESS are shown in Table 5, which are listed from one to eight at the feasibility
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level. The RESS, PCESS, and RPCESS are compared, and a hierarchy is shown: (1) is the
best option, and (8) is the worst storage system option. For the REES, supercapacitors were
found to be adequate for periods of time shorter than days, while for longer periods, PCESS
hydrogen storage is adequate, and RPCEES lithium-ion batteries are the best alternative.
This information allows us to validate the importance of developing lithium-ion batteries
and hydrogen energy-storage systems.

4. Conclusions

Sun and marine currents are broadly available renewable resources on coastal zones,
and at first sight, choosing one or the other seems unimportant; however, the generation
profiles in this work indicate that MCSs have lower daily variability and, consequently,
have lower energy-storage requirements. For hybrid photovoltaics–MCSs, this study
indicates that for a greater participation of the MCS, the amount of required daily energy
storage is lower (79%). On the other hand, the hybridization degree affects the number
of daily charge–discharge cycles that the system can stand; for 0 HD in comparison to 1
HD, the cycles increase up to 46%, while for 0.2 HD, the number of cycles increases to
156%. Although this work does not include the characteristics of the ESS, depending on the
type of battery or storage system, the number of cycles and the power can influence the
durability of the system. However, for energy surpluses, the SMCHS with a higher MCS
share can have five times higher losses in comparison to hybrid systems with higher solar
shares; these losses can be avoided by using a lower dimensioning factor, although the
number of days that cannot meet the demand might increase. The analysis indicates that a
HD between 0.3 and 0.5 has a greater effect on the increase in days of minimum generation
availability, while seasonal storage at 1 HD increases by 16% compared to using only solar
energy (0 HD). Finally, the TOPSIS method for the selection of the best ESS demonstrates the
relevance of electrochemical storage (batteries) in stand-alone systems, where the response
time between minutes and days is more relevant than for faster technologies; on the other
hand, the surplus energy generated due to seasonal variations is ideal for chemical storage
in the form of hydrogen. Further studies aiming to improve the limitations of this work,
such as analyses of industrial and building consumption profiles, the inclusion of the
characteristics and limitations of ESSs, and economic analysis, will be published elsewhere.
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Nomenclature

A Cross-area section of the turbine m2

Cp Power coefficient Dimensionless
EC Energy consumption kWh
EHMCS Electricity-power supply from MCT kWh
EHPVS Electricity-power supply from PVS kWh
EMCS Daily marine-current energy kWh
EPVOut Energy consumption per day kWh/day
ESMHES Daily electricity-power supply kWh
GCEM Solar standard-test irradiance 1 kW/m2

Gdm Solar irradiation kWh/m2 day
PMCT MCT instantaneous power kW
PPVS Minimum power-installed capacity kW
t Time h days/months/years
V Current speed m/s
η Overall efficiency of auxiliary equipment Dimensionless
ηBESS BESS efficiency Dimensionless
ηHESS HESS efficiency Dimensionless
ρ Seawater density kg/L

Abbreviations

AHP Analytic Hierarchy Process
BESS Battery Energy-Storage System
CAES Compressed-Air Energy Storage
ESS Energy-Storage Systems
HD Hybridization degree
HESS Hydrogen Energy-Storage System
MCDA Multi-Criteria Decision Analysis
MCS Marine-current system
MCT Marine-current turbine
MRE Marine Renewable Energy
PCESS Post-Consumption Energy-Storage System
PHS Pumped Hydro Storage
PMSG Permanent magnet synchronous generator
PVGIS Photovoltaic Geographical Information System
PVS Photovoltaic System
RESS Regulation Energy-Storage System
RPCESS Regulation & Post-Consumption Energy-Storage System
SMHES Solar–Marine Hybrid Energy System
VRE Variable Renewable Energies

Appendix A

The appendix includes daily variations in the energy consumption and supply in the
twelve months.
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Figure A1. Cont.
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Figure A1. Variations in the SMHES for the different months of the year. The variations of solar power
generation (orange curve) and marine current power generation (yellow curve) are shown for each day
of the year and compared with the daily demand profile (blue curve), (a) January; (b) February HD;
(c) March; (d) April; (e) May; (f) June; (g) July; (h) August; (i) September; (j) October; (k) November;
(l) December.
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Abstract: Carnot batteries are a quickly developing group of technologies for medium and long
duration electricity storage. It covers a large range of concepts which share processes of a conversion
of power to heat, thermal energy storage (i.e., storing thermal exergy) and in times of need conversion
of the heat back to (electric) power. Even though these systems were already proposed in the
19th century, it is only in the recent years that this field experiences a rapid development, which
is associated mostly with the increasing penetration of intermittent cheap renewables in power
grids and the requirement of electricity storage in unprecedented capacities. Compared to the more
established storage options, such as pumped hydro and electrochemical batteries, the efficiency is
generally much lower, but the low cost of thermal energy storage in large scale and long lifespans
comparable with thermal power plants make this technology especially feasible for storing surpluses
of cheap renewable electricity over typically dozens of hours and up to days. Within the increasingly
extensive scientific research of the Carnot Battery technologies, commercial development plays the
major role in technology implementation. This review addresses the gap between academia and
industry in the mapping of the technologies under commercial development and puts them in the
perspective of related scientific works. Technologies ranging from kW to hundreds of MW scale
are at various levels of development. Some are still in the stage of concepts, whilst others are in
the experimental and pilot operations, up to a few commercial installations. As a comprehensive
technology review, this paper addresses the needs of both academics and industry practitioners.

Keywords: medium duration energy storage; long duration energy storage; Carnot battery; pumped
thermal energy storage; power to heat to power; electricity storage; thermal energy storage; ETES;
PTES; accumulation

1. Introduction

The share of renewable generation in electricity production is ever increasing with
the feasibility of a 100% renewable supply supported by multiple studies [1–3]. The
intermittent nature of these sources puts increasing requirements on electricity storage
and system flexibility. Lithium batteries are a well-established technology within this field,
provide high efficiency (95%, though in real operation, auxiliaries and performance decay
by wearing and ageing can notably decrease this value [4,5]) and relatively low cost per unit
power (€/kW). For grid scale medium and long duration applications, however, they are
economically well fitted to no more than several hours of capacity due to the high cost per
unit capacity (€/kWh). Investigation of a hypothetical 100% of renewable scenario for the
UK has found, that, apart from the required installation of certain over-generation, it is the
medium duration energy storage in the range of multiple hours to days, through which the
majority of the stored electricity needs to flow [6,7]. The lifetime of electrochemical batteries,
typically below 10 years, furthermore stresses the need to search for other solutions [8].
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Currently, pumped hydro energy storage (PHES) largely dominates the installed
storage capacity in comparison to other solutions, as we can see in Figure 1. Even though
a rapid growth is experienced in electrochemical batteries and is also expected across
other technologies [9], the logarithmic scale provides an idea of the overall storage power
demand when the total installed capacity will need to increase several fold to accommodate
the renewable production variation. The values are compiled from the database [10] with
further added Carnot battery projects known to the authors, with respect to the year 2020.
It might not be exhaustive, especially in case of the electro-chemical batteries, though
it provides a good overview of the situation and the scale of storage for future energy
systems. One can also observe that some systems classified as Carnot batteries are already
operational, though only in the megawatt scale.

Figure 1. Overview of global installed grid scale electricity storage systems power rating in 2020.

The PHES is also the most commonly employed large scale storage (>100 MW) for
medium to long durations. The PHES has major advantages such as high roundtrip ef-
ficiency, fast response time, long duration of operation and low self-discharging effect.
However, the PHES suffers from the requirements of a suitable geographical location,
impact on the environment and low energy density [11,12]. Compressed air energy stor-
age (CAES) technology utilizes mostly underground caverns for storing large volumes of
compressed air. Together with PHES it is therefore dependent on geographically suitable
locations [13]. Nowadays, only two commercial large scale CEAS facilities are operat-
ing, Huntorf in Germany and McIntosh in Alabama, USA, having installed a capacity of
290 MW and 110 MW and reaching an efficiency of 42% and 54% respectively [14,15]. Both
commercial CAES plants come under the first stage of development, but advanced CAES
systems have been developed such as adiabatic-CAES (A-CAES), advanced adiabatic-CAES
(AA-CAES) and isothermal-CAES (I-CAES), which aim for higher efficiency by being more
sophisticated and complex [16]. AA-CAES has been technologically experimentally proven
on the MW scale [17] and current development and construction plans are given for up
to 2.3 GW and 28 GWh in the coming years [17,18]. Flow electrochemical batteries aim to
eliminate some drawbacks of classical batteries, especially in capacity scaling, while retain-
ing their advantages. Owing to notably lower efficiency, low energy density, degradation,
still requiring toxic and scarce materials and technical flaws and shortcomings, there is a
lot of research needed for actual widespread application [19]. Gravity storage systems are
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also either limited by geographical location or capacity. An increasing number of systems
are progressing from conceptual to pilot and commercial stages [20,21]. Conversion to
hydrogen and other synthetic fuels remains costly with very low efficiency and suitable for
rather very long duration to seasonal applications [22].

1.1. Carnot Battery Principles

Carnot batteries (CB) comprise a set of multiple technologies which have a common
underlying principle of converting the electricity to thermal exergy, storing it in thermal
energy storage (TES) systems, and in a time of need converting the heat back to electricity.
Based on this principle, alternative terms are also used as power to heat to power (P2H2P)
or electric thermal (or electro-thermal) energy (electricity) storage (ETES). An excellent
review work [23] provides a general overview of CB principles and therefore the reader is
referred to this work for details. Prospects of PTES system are then provided in [24]. Here
the general aspects will be therefore summarized rather briefly. A general principle of the
CB is illustrated in Figure 2.

Figure 2. General principle of Carnot battery systems.

Carnot Batteries use surplus electricity as an input of a power to heat (P2H) system to
create a temperature gradient (thermal exergy). It can have a form of hot and cold storage
systems, or just one of those (hot or cold) with the temperature gradient defined against
the environment. During the discharging process, the thermal exergy is converted back
to work (electricity) by heat to power (H2P) system, in principle a heat engine. Various
concepts of CB can be illustrated regarding the P2H and H2P conversion processes and
thermal integration of the heat source in Figure 3.

(a) (b) (c) (d)

Figure 3. CB concepts regarding thermal integration of heat sources and conversion systems. (a) direct
heat to power conversion, (b) reversible thermodynamic cycle, (c) with heat source integration and
hot storage or (d) cold storage.
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The simplest concept is the direct conversion of electricity to heat, which is then stored
before its conversion back to power during discharging, typically by a power cycle. Other
systems can be considered so called compressed heat energy storage (CHEST) or pumped
thermal energy storage (PTES) as they utilize the thermodynamic cycle (in principle a
heat pump) for the P2H conversion. The first PTES in Figure 3b works mostly between
two distinct temperature levels arbitrarily chosen and (theoretically) independent of the
environment, having separate hot and cold storage systems. A specific aspect of CB is
the possibility of thermal integration, both on the side of energy input as well as output,
providing many possibilities for sector coupling. Regarding the heat input, the heat source
can be either upgraded to a higher temperature, which is then used as a heat input of the
power cycle or the charging system can prepare cold, which is stored and subsequently used
as a heat sink of the power cycle during discharging, increasing the overall temperature
gradient of the heat source [25]. A specific case can be defined when the Tsource is identical
to the environment. Regarding hot storage, such systems are not really considered due
to their low roundtrip efficiency. Regarding cold storage, it could be considered a highly
simplified representation of liquid air energy storage, when the air is liquefied and stored
at cryogenic temperatures. All real thermodynamic conversions depart from the ideal ones
(e.g., minimum temperature differences in heat exchangers, efficiency of compressors and
expanders, pressure drop in components). As a result, a portion of the heat needs to be
rejected into the environment due to the irreversibilities [26]. The first concept (Figure 3a)
minimizes the losses by converting and storing the heat at highest possible temperature,
maximizing the power cycle efficiency. The second concept (Figure 3b) then optimizes
the charging and discharging cycles to minimize the irreversibilities. In the heat source
integrated concepts, efficiency is also a function of the temperature lift of the heat pump.
With a very low lift, the roundtrip efficiency (defined below) can theoretically reach values
above unity, in case of a zero lift (and work) of the heat pump, even going towards infinity.

As Dumont et al. [23] or Steinmann et al. [27] mention, there are many possible
technological variations of CB. Charging can be realized besides direct conversion (joule
heating) by any thermodynamic heat pump cycle. Discharging offers a similar range of
options with heat engines to those of Brayton, Rankine or Stirling cycle, their combinations
and also direct conversion as thermoelectric, thermi-ionic and thermophotovoltaic systems.

The first examples of these technologies can be traced to 1924, when Fritz Marguerre
patented his own solution of thermal energy storage [28] or even to 1833 to work of
Erricsson [23], but it has not been until the recent decade, when high volatility of electricity
production and its mismatch with demand, it attracted wider interest in this technology. It
typically provides relatively low efficiency in the range of 30% to 70% but also low cost
for medium and long duration electricity storage. The widely increasing interest in CB
was also a reason for establishing an IEA Task 36 on Carnot Batteries [29] with an aim of
providing and unifying clear definitions, key performance indicators and classification of
CB. Results of a short bibliographic study from Google Scholar using the main keywords of
CB technologies shown in Figure 4 also confirms the trend of an increased interest in these
technologies. At the same time, it shows that the unifying notation of these technologies as
a Carnot battery is not yet in mainstream use.

152



Energies 2022, 15, 647

Figure 4. Bibliographic study on a yearly number of scientific works with main CB keywords.

CB as any electricity storage system is specified by its roundtrip efficiency (RTE),
which is defined as a ratio between electricity produced during discharging and electricity
consumed during charging, see Equation (1).

ηRTE =
electricity discharged

electricity charged
=

We,discharge

We,charge
. (1)

Alternatively, useful energy efficiency (also referred to as total efficiency) can be de-
fined by Equation (2) as total useful energy output in the case of sector coupling, especially
also providing heat and/or eventually cold. This heat can be used from the CB system in
the charging phase, separately drawn from storage, but the highest efficiency is obtained if
it is a by-product or rejected heat (possibly also its part) from the discharging phase.

ηUE =
We,discharge + Quse f ul

We,charge
. (2)

Note that no heat input is considered even though in some CB concepts it is present. It
can be argued that other formulations of efficiency may be also used. From thermodynamic
standpoint, exergy efficiency explains the loss of potential and quality of all inputs in the
best manner. This work however aims rather at an overview of CB technologies with
respect to their prospective application and progress of scientific findings towards much
needed commercialization. The heat input is moreover mostly considered as a low or zero
cost input, typically in the case of waste heat with no alternative utilization.

1.2. Purpose of the Review

Throughout the increasingly extensive scientific research of the Carnot Battery tech-
nologies, commercial development is present as well. Examples of the main technologies
were provided in the CB review [23] along with nine identified prototypes built between
2011 and 2020. Only some companies are publishing their findings and information about
the CB systems directly in scientific publications as in [30,31]. A comprehensive summary
of the CB technologies under commercial development is however missing. The present
work addresses this gap, while the commercially developed technologies and presented
parameters are also put into context with the approach and results in scientific publications.
This provides both qualitative and quantitative views of this field of technology as a certain
approach shared by multiple companies can be identified in some cases, while a certain
approach is not, on the other hand, explored in the scientific literature. As a comprehensive
technology review, it addresses the needs of both academics and industry practitioners,
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while it might in some cases bridge between these two, especially when pointing out
technologies that are insufficiently addressed in scientific research or, vice versa, highly
academically studied concepts with very limited industrial development.

1.3. Classification of CB Technologies

As was shown above, many classifications of CB concepts, principles and used tech-
nologies are available. The method of charging, discharging, thermal energy storage
technology or the conversion system used can be named as examples. In this manuscript,
classification by the discharging system is used, specifically as the Rankine cycle systems,
Brayton cycle systems and other & hybrid systems. This is in accordance with the categories
in the IEA Task 36 on Carnot Batteries [29]. Within each of these groups, further distinction
is made between the systems with direct P2H conversion and with the PTES systems using
a heat pump principle for charging.

Additionally, there are TES systems under commercial development, which are con-
sidered specifically for the CB application, mostly for direct P2H conversion and standard
power cycle (Rankine or Brayton) technology. These specific technologies are therefore
included as a separate section of this paper.

Within the list of the experimental systems, there are several levels reported. The first
one is a proof of concept, largely scaled down system for demonstrating technical feasibility,
often with poor roundtrip efficiency or other parameters. A demonstrator is then typically
at a larger scale and better parameters but works at the manufacturer site with limited
benefit of the operation or operated just for purposes of technical tests. A pilot is already
installed on site and providing its designed services to its customer, though installation is
largely or fully subsidized. Note, however, that this difference does not need to always be
very clear in real systems. The last level is finally a fully commercial system.

2. Carnot Battery Development by Technologies

2.1. Rankine Cycle Systems

Rankine cycle systems can be further divided into steam Rankine cycles, which are
predetermined to work efficiently at higher heat source temperatures and high power
outputs typically in the order of dozens to hundreds MW and organic Rankine cycles (ORC),
which are the domain of smaller power outputs and lower heat source temperatures up to
several MW and possibly down to the kW scale. CO2 cycles, typically with transcritical
operation, make up a specific category. Considering the underlying principle, even systems,
where the Rankine cycle thermodynamic changes are separated to different time periods,
are included here. A typical example is storing heat in a liquefied gas or vapor (latent heat),
while the gas itself is a working fluid in the thermodynamic conversion.

Table 1 comprehensively summarizes the CB systems utilizing the Rankine cycle for
its discharge phase in the scope of commercial development (or having some commercially
oriented aspects). They are sorted according to the power to heat conversion method to the
resistance heated systems and fully reverse systems; then by working fluids from water to
organic fluid, air and CO2 and finally to systems with a Rankine cycle heat pump as a full
cycle and the systems with part of the heat pump cycle with liquefaction and storage of
the working fluid. Note that eight out of 13 reported systems are conducting experimental,
demonstration or even pilot operations of their systems.
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Table 1. List of commercial development projects in CB using Rankine cycle discharging.

Company,
System

Charging
Method

TES
Discharging

Method
Power Output

Storage Capacity/
Duration

Roundtrip
Efficiency

State Ref.

Siemens
Gamesa,

ETES

Resistance
heaters to air

Volcanic rock
bed~600 ◦C

steam Rankine
cycle

units to
100s MW 24 h 25% to

>40% Demo [32–34]

RWE,
Store2Power

Resistance
heaters molten salt steam Rankine

cycle 100s MW hours ~40% n.a. [35]

E2S Power
Resistance

heaters

Graphite-
aluminium alloy

at 700 ◦C

steam Rankine
cycle 1–100s MW hours 25–40% lab proof of

concept [36]

Spilling
Steam

compression &
liquefaction

Saturated water
(steam

accumulators)

Steam
expander

(steam engine)
up to MW hours n.a. n.a. [37,38]

GE, AMSESS
CO2 Brayton +

el. heating
Molten salt,
water tank

Steam cycle
with

extraction
20–100 MW 8 h 42–62% Concept [39]

Consortium
CHESTER

Heat pump
(organic fluid) PCM and water ORC MW scale

(8 kW exper.) hours to days n.a. lab proof of
concept [40]

Climeon
Heat pump

(organic fluid)

water (e.g.,
district heating

system)
ORC 80 kW to MW hours 25–60% concept with

existing ORC [41]

TC Mach
Heat pump

(organic fluid) Stone dust TES ORC kW hours n.a.
construction of

proof of
concept

[42]

Future Bay
Heat pump

(organic fluid)
water (hot) and

PCM (cold) ORC 10s kW hours n.a. Demo [43]

Highview Air liquifaction Liquid air +
other TES

Vaporization,
expansion

turbine
50–350 MW about 6 60–70% Pilot, full scale

construction [44–46]

MAN/ABB,
ETES

CO2 heat pump 120 ◦C water +
cold (ice) storage

CO2 Rankine
cycle several MWe ~5 h ~45% lab demo [31,47–49]

Echogen,
ETES

CO2 heat pump,
fluidized bed
heat exchange

Sand (hot) and
ice (cold)

CO2 Rankine
cycle 25 MW 250 MWh ~60% design [50–54]

Energydome,
CO2 battery

CO2
compression &

liquefaction

Liquid CO2 +
other TES

Vaporization,
expansion

turbine

10–80 MW
modules 20–200 MWh 77% Pilot

construction [55,56]

2.1.1. Electrically Heated RC Systems

Joule heating makes most technical sense in combination with a steam Rankine cy-
cle. No other working fluid is considered in these directly heated systems. The reason,
except for being the industrial standard, can be found in its higher efficiency compared
to ORC systems and the fact that CO2 cycles at high temperatures have seen only very
few demonstrators built so far (e.g., CSP application [57] or Allam cycle for gas combus-
tion [58]). Technically, the direct heating with steam cycle can be considered as the simplest
technology. Furthermore, all electrically heated systems under development include the
possibility of converting existing coal fired power plants to storage systems, utilizing the
existing infrastructure and saving the typically costliest components of the CB, which is the
power cycle unit. The system of this type is referred to as a straight forward one in [59]
and the possible scale in the case of a fossil fired plant’s partial refurbishment for increased
flexibility or complete refurbishment can be found in [23].

Regarding the power output, electrically heated systems are well scalable, with the
limitations provided by steam cycle systems. The smallest systems in the MW scale can be
applied for example in CHP plants; as solely power to power CB, Siemens Gamesa with an
output of 1.2 MWe serves only as a demo. The largest systems can theoretically consist of
blocks of several hundreds of MW each. Electrically heated storage is limited by relatively
low roundtrip efficiency, which is determined mainly by the H2P conversion technology
(power cycle efficiency) since the electric heater is employed for charging. Furthermore,
the other losses occur during operation, namely heat loss into the environment and the
pressure drops.
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The first small scale Gamesa ETES test rig was built in Bergedorf in 2014 with 5 MWh
storage capacity and a 750 kW gas burner. Its purpose was the testing of various storage
concepts, materials and setups. This testing unit has run for over 2500 h [32]. Owing to the
constructed full system demonstrator, the ETES system of Siemens Gamesa commissioned
in 2019 in Hamburg is perhaps the best known; first and so far, the biggest constructed
system of this kind. The system uses a horizontal flow packed bed of volcanic rock and
air as a heat transfer fluid. With a maximum storage temperature of up to 750 ◦C the
system has 130 MWhth storage capacity. Volumetric storage capacity reaches approximately
0.2 MWhth/m3 (depending on charge-discharge temperature spread) and its great advan-
tage is in high technology readiness level (TRL) due to the use of commercially available
components, the resistive heaters from process industry and heat recovery steam generators
(HRSG) utilized in combined cycle power plants. The storage concrete construction vessel
is filled with about 1000 tons of crushed volcanic rocks and thermally insulated by aerated
concrete and rock wool insulation [32]. The system was designed for 24 h charge and 24 h
discharge operation. The rather low roundtrip efficiency (around 25%) is due to the steam
cycle efficiency (small scale, low pressure) and auxiliary loads, especially air fans.

Thermal losses can be minimized by optimizing the amount of thermal insulation
according to the economics. Pressure drops can be mitigated by packed bed construction
and operation (air flow velocity, particle shape and diameter and vessel length to diameter
ratio). Nominal storage capacity can further decrease by de-stratification effects due to heat
transfer in a packed bed in a charged state [60] (reported for horizontal flow stores). Hence
the storage unit must be oversized, which leads to an increase of thermal and pressure
losses. Unlike in coal plants, parasitic loads related to its handling or boiler efficiency are
however excluded here. The efficiency is expected to significantly increase in larger scale
installations to over 42% [33,34,60]. Currently, Gamesa is ready for building the first series
of commercial pilots in a range of 10–100 MW power; 100–2000 MWh storage capacity and
300–720 ◦C steam temperature [32].

The ETES system offers various applications, such as integration into existing power
plants or combined heat and power plants, rebuilding conventional fossil fuel power plants
into storage units or electrification of process heating. Therefore, Siemens Gamesa has
been developing three market types of storage application, for the conversion of fossil
power plants, adding storage to existing thermal systems (industrial plants for process heat
electrification and heat recovery) and a whole stand-alone system supplying process steam,
electricity or district heating [60].

Looking at the chosen horizontal configuration, much smaller scale investigations
of rock bed TES found very strong effects of buoyancy, having a detrimental effect on
temperature stratification and the utilization of the thermal capacity of the entire volume,
further confirming the de-stratification effects. Either the TES capacity is then limited or
additional horizontal air tight layers need to be added to the storage tank to maintain air
flow uniformly through the entire volume [61].

Similar is the intended application scale of RWE’s development, which is, with its
project StoreToPower, focusing on an alternative technology of molten salt, adopted pri-
marily from concentrated solar power plants (CSP) and, secondarily, also on solid materials
with air as a heat transfer fluid [35]. However, no further public information provides any
insight on the ongoing status. Focus on molten salt appears to be a logical choice as in the
CSP plants it is a well proven commercial technology [62,63]. With the molten salts, special
attention needs to also be paid to corrosion, especially at temperatures above 500 ◦C [64,65],
which are typically found in coal fired power plants.

A P2H2P system with direct electrical heating primarily suggested for refurbishment
of coal fired plants is offered by E2S Power [36]. The TES system is using an alloy (miscibil-
ity gap alloy, MGA) composed of graphite and aluminum and developed by a partner MGA
Thermal. The MGAs are commonly proposed as a novel type of TES material with some
unique properties such as macroscopically solid materials safely embedding PCM, pro-
viding combination of sensible and latent heat and with high thermal conductivity [66,67].
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Blocks of the MGA are electrically heated during charging, half up to 700 ◦C while the
second half only to temperature required by the steam turbine. The colder blocks then,
during discharging and steam generation, serve for self-regulation of the steam outlet
temperature. A laboratory system has been built demonstrating the TES with charging
and steam generation, while plans exist for a 50 MWhth pilot at a coal power plant in
Montenegro.

2.1.2. Reversible RC Systems

Reversible systems use the principle of a vapor compression heat pump in the charging
phase and standard RC during discharging. Various configurations were proposed theo-
retically for steam systems with a suggestion to further improve the roundtrip efficiency
by integration of heat sources to the heat pump input [68]. Together with the additional
possibility of various working fluids (steam, organic fluids, CO2), direct or indirect use of
the cycle working fluid for storage and choice between latent or sensible TES, there is a
wide range of available technologies.

Starting from the most typical RC using water as a working fluid, the company Spilling,
manufacturer of steam turbines, compressors and engines, entered into the development of
CB. The system consists of a reversible steam engine/compressor and two steam accumu-
lators, one at low pressure and other at high pressure [37,38]. A major advantage of such
system is a combination of existing technology of steam engine from the company portfolio,
while steam accumulators are a well-established technology over hundred years old. The
accumulators however require relatively large, pressurized tanks for the saturated water.
This makes the technology of steam accumulators suitable rather for industries and small
power plants; one of the largest applications is a 20 MWth (50 min at 5.5 MWe) application
for a CSP plant. The addition of PCM to the tanks is proposed to improve the thermal
capacity at the same volume. A drop in the pressure during the discharging of the tanks is
another disadvantage [69,70]. For the CB applications, a similar size can be expected as that
for similar systems for small steam parabolic trough flexible plants as 2 MW/6–24 MWh
units [71]. The pressure drop loss might be partly compensated for by sliding pressure in
both charging and discharging process. Investigation of parameters of this CB concept are
not, to the authors’ knowledge, supported by any scientific literature.

GE has in the past proposed a system using a recuperated CO2 Brayton cycle operating
as a heat pump for charging with a steam Rankine cycle discharging as an advanced molten
salt electrical storage system (AMSESS). High temperature heat is stored as a molten salt
while low temperature heat input is provided from a water tank and the water is thus
cooled down. An additional electric heater can be used to increase the salt temperature.
During discharging, heat is transferred to the steam cycle, where most of the rejected heat
goes into the environment, while a smaller portion such as a turbine bleed heats up the
water tank. A design with off-the-shelf components has been performed for 20–100 MWe
power output over 8 h period with RTE ranging based on size and presence of the heater
between 42% and 62%. An interesting note is that the space requirements are about one
third of the same capacity in containerized lithium batteries [39].

Another set of technologies builds on standard heat pumps and subcritical organic
Rankine cycles. These systems are specifically considered as well fitted to waste heat
sources, or other low temperature heat sources, such as solar collectors or geothermal heat.
The availability of the heat source then decreases temperature lift of the heat pump (or
provides a heat source in less considered concept, where the heat sink is below ambient
by cold energy stored and prepared in time of excess electricity by refrigeration cycle).
Roundtrip efficiency can, as a result of heat input, theoretically exceed 100% [72]. Regarding
the size and cost, storage tanks need to be carefully considered as in the case of low
temperature glide; even a small power output requires large tanks, which might be costly
for long duration storage. The power output can be expected from dozens kW up to no
more than several MW as is the size of large CHP or geothermal ORC systems [73]. This
concept gained much research attention, where theoretical investigations are performed in
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many institutes and several experimental systems are in experimental operation or under
construction [74–76], all in kW scale.

Looking at the commercial development, the list is, however, rather short. Within
the CHESTER research project [40], universities join research institutes and companies
to focus on business models and market opportunities for such application, meanwhile
one industry within the project, for example, focuses on the development of an isobaric
expansion device considered for one of the concepts [77]. The main CB concept utilizes
both sensible and latent heat storage to maximize efficiency and match temperature profiles
during charging and discharging, while providing thermal integration to district heating.
A kW scale experimental system is under development. Similarly, ORC unit manufacturer
Climeon offers its units of output around 100 kWe for CB applications with storage also
proposed as district heating infrastructure including large seasonal storage tanks and up
to MWe size total output. Additionally, greenhouses and geothermal systems are suggested
as application cases for CB. Except for the ORC conversion unit, the system is however in a
conceptual state [41]. Another example is a heat pump manufacturer, TC Mach, developing
together with a university a high temperature heat pump, TES. made of compacted stone
dust and an ORC, where the constructed proof of concept unit is going to be sub-kW
scale [42].

The only larger scale ORC CB system in state of a pilot application is developed by
Futurebay [43]. This system is considered in several applications, with or without thermal
integration of waste heat source. Without any external heat source, a heat pump is used
to charge both hot and cold storage during a period of excess electricity and these stores
are then utilized separately. Heat is stored in hot water tank while PCM storage (probably
ice based) is used for cold storage. Both hot and cold can be used directly or the ORC
can run between present temperature gradients—hot store and ambient (eventually space
heating temperature) or waste heat to cold store. The system is considered primarily
for integration into thermal systems with both cooling and heating requirements. A
containerized demonstrator delivering 50 kWe/200 kWhe and cooling capacity 2 MWhth
has been built and operated; scalability is however suggested up to a 12 MWe/72 MWhe
grid scale system.

Liquid air energy storage (LAES) is in principle also a Rankine cycle as it utilizes the
phase change of the working fluid for storage and especially in the discharging phase, a
typical cycle’s heat input/output takes place. The working fluid is at the same time also a
storage media in an open cycle. The air is compressed and liquefied during the charging by
a relatively standard industrial technology. Special attention is paid to the conservation of
thermal energy during the liquefaction process, both cold and hot, as it is essential for the
high roundtrip efficiency of the system. Thermal energy is in this concept stored therefore
threefold—in the liquefied air and near-ambient pressure as latent heat, thermal energy
recovered after compressors’ outlets and cold energy from the gas cooling before expansion
and from recycled streams.

The advantage of LAES lies in relatively small storage volumes (in the order of
700 times smaller than those required for CAES) due to the higher energy density in liquid
air. The LAES system also relies on commonly used components in industry (compressor,
liquefier, turbine, etc.). Today’s studies show that it is possible to achieve roundtrip
efficiencies around 70%, with a specific investment cost of 1270–2090 €/kW [78]. To date,
several studies have been published on various LAES configurations. In [79] they proposed
integration with a conventional combined cycle power plant; in [80] they studied the LAES
system integrated with a nuclear power plant, and many publications paid attention to the
recovery of waste heat from LAES using ORC, which increased RTE by up to 12% [81–83].

The only commercial development is carried out by the British company Highview
power. In 2011 their first pilot plant was launched (350 kW/2.5 MWh), which was tested
on a biomass plant site and is now located at the University of Birmingham. The achieved
roundtrip efficiency was only 8%, therefore the second Pilsworth Grid Scale pilot power
plant (5 MW/15 MWh) was built in 2018. Highview power is now developing a 50 MW
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commercial plant in Carrington Village with a storage capacity of 250 MWh in cooperation
with MAN Energy Solutions. The commissioning is expected in 2022 [44–46]. Another
project is planned with the expected start of construction in 2023 in Chile with a power
rating of 50 MW and a capacity of 500 MWh [84]. In the future, Highview power plans to
offer LAES systems in a relatively large range of outputs from 20 MW/80 MWh to more
than 200 MW/1.2 GWh [85].

Rather favorite among CB appears to be the utilization of CO2 cycles, which otherwise
struggle to find their place in other energy systems. Development of the ETES system of
MAN and ABB aims at a very peculiar and rather low temperature system with a reversible
transcritical CO2 Rankine cycle. The system has the highest storage temperature only
around 120–150 ◦C utilizing pressurized water and cold storage, and using ice as PCM.
The hot storage system is divided into four tanks at different temperatures into which the
heat is transferred via three separate heat exchangers. It is to balance the optimal mass
flow rate and heat exchange temperature profiles due to the change of the supercritical
CO2 heat capacity, while the temperature differences along the whole length of the heat
exchangers are designed in order of several Kelvins. Only one hot water tank needs to
be pressurized, while the pressure is still moderate. During charging, part of the energy
in high pressure CO2 is recovered by a hydraulic turbine while rest below the saturation
line is flashed to exclude the issues of two-phase expander. The resulting system is then a
result of many techno-economical optimizations under constraints of isentropic efficiency
of key turbomachinery components (the company’s state-of-the-art) with the roundtrip
efficiency reaching values of 38%–50%. The target size is an 8.5 MWe system with 8 h
charging. Development of this system is well documented in [31,47–49]. Currently, an MW
scale laboratory demonstrator has been developed to test the system and equipment. The
commercialization strategy aims at the possibility to use also standalone system of only
heat pump or heat pump with storage, able to provide 5–50 MWth of heat (3–30 MWth
cooling) with 2–15 MWe power input. As such, a 50 MWth seawater heat pump for district
heating using this technology is to be built in Denmark by 2023 [86].

The MAN–ABB consortium is not the only one representative of CO2 cycle utilization,
even though they are clearly closest to application. Echogen [50], known mainly for its
waste heat recovery 8 MW unit with CO2 as a working fluid is also working on a CB system
for more than 4 h and 10 MWe size. Available information discloses a concept utilizing the
CO2 reversible recuperated cycle, low temperature storage also being ice/water storage
(as brine for −2 ◦C to −10 ◦C) and high temperature storage being at 300–350 ◦C in the
form of sand in silos or alternatively concrete blocks. The temperature has been selected
to be within the limits of standard construction materials [51–53]. A proof-of-concept in a
100 kWth scale heat pump and sand storage and heat transfer system has been developed
while a 25 MWe 8 h prototype system is in a design phase [54].

The CO2 has been also proposed for a system using a similar principle to the LAES by
the company Energy Dome [55]. The gaseous CO2 is stored at ambient pressure in a large
container (dome). During charging, it is compressed, liquefied and stored in tanks, while
the heat (from intercooling and condensation) is separately stored in a TES. The discharging
process then reverses the flow, high pressure CO2 is evaporated by the stored thermal
energy and expanded in the turbines back to the low pressure gas store to produce the
electricity. The sequence of charging and discharging can be considered as thermodynamic
changes in an open Rankine cycle. To maintain constant conditions at the compressor inlet,
a flexible membrane is employed within the dome. TES is separated into five sections at
different temperatures in configuration with a multiple section compressor and turbine
with intercooling and reheating. Main advantages of this concept are mentioned as high
energy density at moderate pressures. The calculated net roundtrip efficiency can reach
about 77% [56]. Note that similar systems were proposed before, but with liquid CO2
storage at a low pressure and with a maximum roundtrip efficiency of 57% [87]. The system
has recently progressed from a concept with basic sizing and costing to the construction
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of a 2.5 MWe/4 MWh pilot system scheduled to be finished in 2022 and in the same year
there is planned the start of a full-scale 20 MWe/100 MWh system construction [88].

2.2. Brayton Cycle Systems

Brayton cycles are favored for applications with sensible heat TES materials as during
the isobaric heat addition and rejection, it is possible to obtain a well matching temperature
profile, minimizing exergetic losses. Other advantage can be the maturity of the gas
turbine industry, from which many systems are derived. The summary of the commercial
development in Table 2 shows that the extent of the projects is smaller than in the case of the
Rankine cycle systems (opposite trend to the publications numbers in academic research).
It can be argued that one reason is in the requirement of very high efficiency of compressors
and expanders to which the systems are highly sensitive, while such components have a
limited industrial supply.

Table 2. List of commercial development projects in CB using Brayton cycle discharging.

Company,
System

Charging Method TES
Discharging

Method
Power Output

Storage Capacity/
Duration

Roundtrip
Efficiency

State Ref.

247Solar,
Heat2Power

Turbine

Electric resistance
heaters Silica sand Gas turbine

(Brayton cycle)
200 kWe–
100s MW 6–20 h 30% Concept,

design [89,90]

1414Degrees,
TESS

Electric resistance
heaters

Silicon based
alloy, melting
temperature

1414 ◦C

Gas turbine (also
steam turbine,
Stirling engine,

direct heat)

10 MW-GW n.a. n.a.

Demos
(done)

Planning
grid scale

pilot

[91]

Peregrine
Turbine

Technologies

Electric resistance
heaters

Graphite-
aluminium alloy
(MGA), 800 ◦C

CO2 Brayton
cycle 1 MW 8 MWh 45%

CO2
turbine/

compressor
tests

[92]

Isoentropic
Heat pump (Brayton
cycle -reciprocating

devices)

Crushed rock
packed bed

Brayton cycle
(reciprocating

devices)

2 MW (exper.
150 kW) 16 MWh 72% Demo

(bankruptcy) [93]

Malta,
Pumped Heat

Energy
Storage

Heat pump (reverse
Brayton cycle)

Molten salt +
hydrocarbon

antifreeze

Recuperated
Brayton cycle 10–100 MW 80 MWh–1 GWh n.a. Concept,

design [26]

Stiesdal,
GridScale

Heat pump (reverse
Brayton cycle)

Crushed basalt
rock packed bed Brayton cycle 2 MW–1 GW 100,000 MWh 35–60% Pilot

construction [94]

Enolcon,
OPTES

Heat pump (reverse
Brayton cycle), N2

or Ar

Silica sand
packed bed

(silica sand, iron
based sand,

basalt)

Brayton cycle,
N2 (or Ar) ~8 MW ~80 MWh 58–66%

Concept,
design (Pilot
designing/

constructing)

[30]

WindTP
Heat pump (reverse

Brayton cycle)

Gravel bed,
indirect heat

transfer
Brayton cycle 3–20 MW up to 100 h up to 85% component

demo [95]

2.2.1. Electrically Heated BC Systems

In order for the electrically heated Brayton cycle to be efficient, very high storage
temperatures need to be reached, namely exceeding 1000 ◦C. However, the need of reach-
ing such a high temperature for increase in roundtrip efficiency also leads to material
constraints. Considering a parallel to the scientifically reported development in Brayton
based PTES, interestingly, a very small number of publications is focusing on this concept.

A U.S. company, 247 Solar, provides a concept of an electrically heated CB, which
combines subsystems named the 247Solar Heat2Power Turbine and the 247Solar Thermal
Storage System. These subsystems are proven in CSP applications (Brayton based solar
towers), where there is a specific solar irradiation receiver and vertically orientated thermal
storage, both using air as a heat transfer fluid operating under conditions of near ambient
pressure and high temperatures (970 ◦C) [90].

During charging, the electric heater (resistance coils) is employed for heating the air
flow by using a blower, both supplied by surplus electricity, and afterwards the air passes
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the heat to the sand thermal storage. The discharging process employs a classic open loop
Brayton cycle, meaning that the inlet ambient air is compressed, then heat is supplied in
two heat exchangers (low and high temperature) and next the air expands in the turbine.
To increase the overall system dispatchability, a burner for various types of fuel (including
hydrogen) can be added. The presented roundtrip efficiency of this system amounts to
30%, nevertheless the combined heat and power production efficiency can reach more than
90%. 247 Solar considers standard configuration with nominal 200 kWe power output
and thermal storage capacity 1.8 MWh that corresponds to 8–10 h duration. This project
is evolving in collaboration with Capstone Green Energy, the provider of customized
microgrid solutions and on-site energy technology systems [96].

1414 Degrees Limited is an Australian company, which develops Thermal Energy
Storage Systems (TESS). The novelty of this system lies in using molten silicon PCM with
melting temperature 1414 ◦C, which enables reaching high energy densities and potentially
high efficiencies of conversion back to electricity and usable heat [89].

For the charging of TES, an electric resistive heater is utilized. Another option for
heating the molten silicone storage is combusting gas, for instance, methane generated
from wastewater plants. The advantage of using silicon is in its high latent heat capacity in
comparison to other PCMs. The silicon’s sensible heat capacity below the melting point is
up to 300 kWh/t; nevertheless, the latent heat supplied during the solid to liquid phase
change at the constant temperature of 1414 ◦C is about 500 kWh/t. The operation of TES at
such a temperature brings many material challenges. However, several well-established
industrial processes are treating material with very high temperatures, for example the
cement industry temperature level exceeds 1400 ◦C. Therefore, 1414 Degrees implements
materials and technology knowledge from these proven technologies. The discharging
process can be achieved by several conventional heat engines, where the most effective
plants achieve over 60% thermal efficiency. Hence, 1414 Degrees considers four options of
discharging. In terms of combined power and heat production for reaching the maximum
overall roundtrip efficiency, the gas turbine, steam turbine or a Stirling engine can be
employed; lastly, a steam generator or heat exchanger can provide steam or hot clean air
for industrial processes [89].

The TESS is designed as a modular system; when connected in series it increases the
power output and in parallel configuration the storage capacity rises. 1414 Degrees plans
four main commercial applications; one oriented on bulk medium-long term energy storage,
one providing medium scale energy storage for industries and residential developments
requiring power and heat. The last one is developed to accommodate combustion waste
gas (e.g., sewage treatment) and store the thermal energy for later recovery (for electricity
and heat). As such, it is similar to the industrial application but with modified charging.
Lastly, the TESS industrial system producing steam is best fitted for industries with high
thermal rather than electricity demand, especially for replacing natural gas with renewable
sources. Using a steam turbine for electricity generation is only secondary [91], but possible
for example using extraction turbines providing also heat at lower parameters.

1414 Degrees built up the first demonstration plant in 2016 and is still operating it in
its R&D facility in Lonsdale, South Australia. The demo comprises of 200 kg silicon PCM
storage charged by 50 kW heater and was using 43 kW Stirling engine for discharging, in
2018 replaced by a gas turbine. In 2018, a 10 MWhth GAS-TESS module was also put in
operation at the Glenelg Wastewater Treatment Plant. The next step of 1414 Degrees is to
acquire SolarReserve Australia II, which owns the Aurora solar project [97]. The current
plans of the Aurora project, led by the 1414 Degrees company, are to build up a 70MW PV
farm and 150 MW CSP plant, coupled with several thousand MWhth storage capacity [98].

The use of a supercritical CO2 in a BC has been proposed by Peregrine Turbine Tech-
nologies as a CB along several other use cases [92]. The system uses the MGA from MGA
Thermal as already considered in Rankine cycle systems from E2S, here with temperatures
of 800 ◦C. The power cycle uses a partially recuperated configuration with compression
from right above the CO2 critical point [99] and the whole system is designed as a 1 MWe
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modular system with a storage capacity of either 8 MWhe or modular with 5 MWhe in-
crements. The unit has an expected CAPEX of 280 $/kWh and a lifetime of 20 years. The
company has tested their compact turbine with a CO2 compressor and plans full scale pilot
construction for 2022 [92,100].

Contrary to these commercially developed systems, in the scientific literature the only
application of the electric heaters with respect to the Brayton cycle has been considered
in the form of additional upgrade and control of the gas temperature at the compressor
outlet in works such as [13]. The purpose of adding an electric heater is the increase of
the maximum storage temperature of the hot reservoir that increases the efficiency of the
reconversion of heat into work during discharging and also significantly increases the
energy storage density. Nevertheless, the implementation of an electric heater during
charging leads to a reduction of the COP of the Brayton cycle heat pump, which may
cause a decrease in roundtrip efficiency. As such, it is later shown to be proposed in the
conceptual phase of one commercial reversible system development.

2.2.2. Reversible BC Systems

The development of a company, Isentropic Ltd., focused on a Brayton cycle using a re-
ciprocating reversible piston machine capable of working as both compressor and expander
together with a fine gravel storage in hot pressurized tank and a cold tank at ambient
pressure. The company itself, established in 2012, was placed in administration in 2016,
before finishing its “grid scale” 150 kW experimental demonstration system. It serves as an
example of the consequences when the market is not yet ready for the developed systems.
Many lessons and information can be learned, as much of the technological development
has been scientifically reported. First, three small prototypes and the conceptualization
of a commercial size unit were reported in [93]. The development, originally conducted
with Newcastle University, was consequently picked up by Durham University, where the
150 kW demonstrator was built and experimentally tested [101].

The piston compressor/expander component utilizes a uniquely developed sliding
valve approach, which is designed to minimize the pressure losses, reduce dead space,
provide a high quality seal without excessive precision requirements and a very fast
valve actuation speed [102], which under electrical control allows for a rapid change from
charging to discharging regimes in less than one second. The storage is composed of a
stack of grates with magnetite sand (~1 mm) with actively controlled flow only through
the selected ones and bypassing others to limit pressure drop. The designed working
fluid, argon, has been for the tests substituted by nitrogen due to leaks and the system
was operated at reduced pressure, speed and power. The 150 kWe designed system
was operated at about 10 kWe charging and discharging power, still reaching roundtrip
thermodynamic efficiency (drive excluding mechanical and electrical losses) around 77%,
while the prospect of likely final system performance with argon at full speed has been
determined from the data as 73% roundtrip efficiency at about 125 kWe charging and
100 kWe discharging power [101]. The originally intended scaled up 2 MWe/16 MWhe
commercial (modular) unit was analysed to have a LCOS of 9 to 11 €ct/kWh including
given purchase electricity price and 2 to 5 €ct/kWh excluding them, while CAPEX were
350–797 €/kWe of power and 13–21 €/kWhe stored [103].

The concept developed by the company Malta follows an approach detailed by Laugh-
lin [26]. The described concept is based on a closed Brayton cycle, which is transporting
heat from a cryogenic fluid storage to a molten salt reservoir, when it operates in the
charging regime. In discharging mode, the heat flow is reversed and runs the gas turbine,
so the electricity is supplied back to the grid, when demanded. The Laughlin’s storage
system consists of a compressor, an expander, two molten salt hot storage tanks and two
hexane coolant cold storage tanks, two heat exchangers for heat transfer between the heat
transfer and working fluid (HTF) and a recuperator.

This system was developed in the early stages by Professor Laughlin, the company
Brayton energy and Nick Cizek, who designed the baseline of closed cycle gas turbine with
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Ar (or He) as a working fluid and later sold the rights to Google’s (Alphabet) moon-shot
factory X in 2016 [104]. After two years of incubation in X, when the potential of the grid
scale storage technology cleared up, Malta became an independent company [105].

Nowadays, the novel Malta system, named Pumped Heat Energy Storage, is based
on a closed loop, recuperated Brayton cycle. The purpose of recuperation is to get better
minimum and maximum storage temperature spread (based on industry experience) and
an increase of efficiency. The maximum temperature 570 ◦C is limited by material creep
and corrosion, while the minimum temperature of −70 ◦C is set by material embrittle-
ment and air (working fluid) drying requirements [106]. Malta’s final goal is a full scale
10–100 MWe facility in 2024, enabling the low-cost storage (unit CAPEX less than $100/kWh).
Malta is currently developing a kW-scale demonstration facility, which should help with
understanding the limitations of operational modes (start-up and shut down), especially
the validation of transient analysis. This demo is characterized by lower costs and risks,
due to its small scale. Contrarily, the small scale of turbomachinery and temperature limits
of storage media causes significant roundtrip efficiency disruption, so the prediction of
RTE is 10% [107]. Malta has also signed a term sheet with Canadian utility NB Power
about establishing an Energy Storage Benefits Agreement to advance the first long-duration
energy storage facility in the New Brunswick province. The planned 1000 MWh facility
would help to achieve New Brunswick’s emission reductions, improve grid stabilization,
increase the integration of renewables, and bring new jobs into the region. However, the
project of the storage facility is still in the early stages, the target year for the start of
operation is 2024 [108].

GridScale is the official name of the concept developed by Danish company Stiesdal.
Stiesdal’s goal is to develop a storage facility for cost-effective electric storage, which is
scalable and based on industrialized components. The application field of GridScale is
a medium duration storage, which more specifically balances day-to-day production of
photovoltaics (12–18 h) and smooths the wind farms production on several days (3–7)
periods. GridScale is a reversible Brayton cycle Carnot battery, which uses low cost crushed
rock packed beds as thermal storage and offers relatively high roundtrip efficiency without
location limitations [94].

In the charging regime one pair of compressor-expander is employed for pumping the
thermal energy from cold reservoir into the hot storage, due to the use of surplus electricity
from the grid. The maximum temperature of hot reservoir is 600 ◦C and the minimum
temperature of cold tank is designed at −30 ◦C. The COP of Stiesdal’s configuration is
determined approximately on 2.5 (depending on the temperature levels). During discharg-
ing, the system is operating as a regular gas turbine (Brayton cycle) with another similar
compressor-turbine system for charging. The predicted efficiency of the gas turbine during
discharging is 20%–25%, also depending on the temperature ranges. The range of Grid-
Scale’s roundtrip efficiency, derived from COP and Brayton cycle efficiency, is 55%–60%.
The useful energy efficiency could be increased to roughly 90% by using the rejected heat
from the cycle during charging for district heating [94].

The project GridScale has been supported by grants and subsides and is developed in
a partnership with Andel, Aarhus University, Technical University of Denmark, Welcon,
BWSC, Energi Danmark and Energy Cluster Denmark [109]. The numerical models of
GridScale have been validated under various conditions since 2019 at the test facility with a
1:10 scale steel tank. This demo facility reached similar heat transfer from heat transfer fluid
(air) to storage media (basalt crushed rock) as theoretically modelled, and achieved even
lower pressure drops than expected [109]. In terms of the serial manufacturing of storage
units, Stiesdal can utilize extensive experience from welding the tubular steel towers of
wind turbines. The company Stiesdal is preparing a demonstrational project, which will
be placed in Rødby on the Danish Island of Lolland and installed next to Rødby’s district
heat and power plant. This demo plant is planned to operate in commercial regime with a
4 MWe/2 MWe charge/discharge power and 10 MWhe storage capacity [94].
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Enolcon GmbH in [30] presented their own Brayton based Carnot battery called
OPTES Battery. The baseline design of OPTES consists of common closed Brayton cycle
components: expander; compressor and two sand packed bed storage units and two heat
exchangers. Alternatively, the bottoming ORC cycle using otherwise rejected heat after
expansion in discharging regime can be added, in order to increase roundtrip efficiency. In
the case of sufficiently cheap electricity input, an electric heater is a feasible solution for
“boosting” temperature before inlet to the hot tank during charging. That enables a high
level of temperature regulation, nevertheless it also causes a drop of roundtrip efficiency.
The silica sand packed bed is developed by Enolcon’s partner STORASOL GmbH and has
been demonstrated together with an ORC unit, named the ORCTES-plant, at the University
of Bayreuth in Germany, where it has been in operation since 2015 [110]. The parameters of
this demonstrator are 1.5 MWhth storage capacity, 1.8 MWth of charging power and 600 ◦C
operation temperature of the storage [111].

Currently, Enolcon is developing a proof of concept of the OPTES Battery power plant,
which they plan to launch in 2023. Their CB should be able to reach approx. 40%–45%
roundtrip efficiency even with off-the-shelf equipment. But the goal is to develop compan-
ders (devices combining turbocompressor and turboexpander) with nitrogen as a working
fluid in a cooperation with Atlas Copco, which sustains higher pressures and temperatures
above 715 ◦C and therefore reach higher efficiency. Hence, the CB with advanced turboma-
chinery achieves roundtrip efficiency roughly around 63%–67%. However, it is necessary
to mention that the considered isentropic efficiencies in the described model are relatively
high, specifically 93% for the expander and 91% for the compressor in a “realistic case” [30].

The capital expenditures (CAPEX) of OPTES Battery with a storage capacity of
80 MWhe and electrical storage power of 7.6 MWe were specified for 16–20 million EUR,
meaning that the specific installation costs of electricity storage of such a system are es-
timated at 200–250 €/kWhe. In comparison, the specific costs of electricity storage of
current commercial large-scale Li-on battery storage in Germany are according to [30]
approximately 450 EUR/kWhe. Specifically, the Li-on battery project in south-eastern
Brandenburg with 53 MWhe storage capacity and CAPEX of 25 million EUR, which was
under construction in 2020, is mentioned. The determination of CAPEX is coming from
the market prices based on Enolcon’s knowledge in project management, engineering and
design of large technical facilities (process systems, power plans, etc.) [30].

Lastly a CB system designed specifically for integration into the wind turbine is a
system designed by WindTP [95] in cooperation with the University of Nottingham and
the University of Leeds [112]. The system is thus primarily charged not by electrical
power but instead by the mechanical power of the wind turbine shaft. The work can be
transferred directly to generator via subsequent expander as aerodynamic coupling. When
energy storage is required, shaft drives a low speed multiple stage high efficiency piston
compressor to compress the working gas from 2 to 50 MPa and around 600 ◦C. A separate
optional compressor supplied with electricity from the grid may be included as well. After
heat transfer to the hot storage, expansion takes place and cold energy is stored as well.
Rock bed is assumed as both hot and cold TES. Research has shown a feasibility of this
solution for wind turbines when the stored electricity accounts for at least 25% of the
produced power. A specific multistage slow speed piston compressor concept is proposed
for high efficiency [113], which is currently in experimental development [7] and can be
utilized not just for wind direct driven CB but also CAES systems [114].

2.3. Other Cycles & Hybrid Systems

Other and hybrid systems classification can be also divided into the electrically heated
ones and ones using reversible cycles. Their commercial development is comprehensively
summarized in Table 3. One can notice a presence of proofs of concept and pilot experimen-
tal systems and even already started commercial applications, surely a positive indication
towards CB applications. A specific aspect of this group of technologies is that the heat to
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power conversion is performed not only by thermodynamic cycles, but also by systems of
direct conversion.

Table 3. List of commercial development projects in CB in the other and hybrid discharging cycle
category.

Company,
System

Charging
Method

TES
Discharging

Method
Power Output

Storage Capacity/
Duration

Roundtrip
Efficiency

State Ref.

Azelio
Electric

resistance
heaters

Aluminium
based PCM

(600 ◦C)
Stirling engine 13 kW 13 h ~30%

Multiple pilots,
production line,

commercial
[115]

CCT Energy
Storage

Electric
resistance

heaters

Silicon based
PCM (1400 ◦C) Stirling engine 5–100 kW up to 1.2 MWh

per module n.a. Pilot [116,117]

TEXEL Energy
Storage

Electric
resistance

heaters

Metal hydrides
(MH)/metal
carbonates

Stirling engine 30 kW 15–720 kWh 40%
commercial
installation

effort
[118]

Kraftlagenn
München

Electric
resistance
heaters/

waste heat

Ceramic system
(1000 ◦C)

Stirling engine and
ORC 60 kW (demo) 1.4 MWhth (demo) n.a. demo [119]

NREL
ENDURING

LDES (GE,
PEI, Allied)

Electric
resistance

heaters

Fluidized
packed bed with
solid materials

(1100 ◦C)

Combined Brayton
and Rankine cycle 50–400 MW 10–100 h 50–55%

Components
prototypes,

demo
preparation

[120]

Pintail Power,
Liquid Salt
Combined

Cycle

Electric
resistance

heaters
molten salt

Combustion
combined cycle

integration

from
dozens MW 24 h 82–96% (+

fuel)
Patented
concepts [121]

Pintail Power,
Liquid Air
Combined

Cycle

Compressor
for air

liquefaction
liquid air

Combustion
combined cycle

integration

from
dozens MW 24 h 118% (+

fuel)
Patented
concepts [122]

Antora Energy
Electric

resistance
heaters

Graphite blocks
(1500 ◦C)

Thermophotovoltaic
cell 0.1–1 MW 10 MWhe 40% Proof of

concept [123]

NaCompEx

Compresed
heat followed

by
desorption

NaOH-H2O
solutions via
concentration

difference

Expansion
followed by
absorption

10–100 MW 60 kWh/m3

storage 80% Concept, design [124,125]

2.3.1. Electrically Heated Other & Hybrid Systems

As with electrically heated RC or BC systems, electric resistance heaters are used
in these systems for charging. The discharge can be realized either by thermodynamic
cycles, for example by a Stirling engine or a combined Brayton with Rankine cycle, or
by technology based on the direct conversion of thermal radiation to power (thermos-
photovoltaic cell, multi-junction photovoltaic cells or hybrid thermionic photovoltaic cells).
Thermal energy in these systems is stored at temperature levels from 600 ◦C up to even
2400 ◦C. All the systems can be therefore classified as high temperature ones.

Systems using a Stirling motor as the discharge method can be an interesting alterna-
tive to electrically heated RC and BC systems specifically for low power output in range of
several to dozens kW and providing combined heat and power output. The development
is probably furthest at the company Azelio, which has, for example, pilot installations
in Morocco and Abu Dhabi and is already delivering first commercial units [126]. The
system is using a sodium circuit as a heat transfer fluid to deliver the heat from recycled
aluminum-silicon alloy PCM to the Stirling engine. The unit provides 13 kWe and heat
at temperatures 55 to 65 ◦C over 13 h of storage capacity. Systems up to 100 MW are
suggested to be comprised of multiple modules [115]. Development of this system is
well documented from previous application of this Stirling engine technology and TES
for CSP systems [127,128], while the Stirling engine development can be traced even to
submarine systems [129]. Based on these sources, the roundtrip efficiency of this CB system
can be estimated at around 30%–40%. In CHP application, the useful energy efficiency is
around 90%.
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A similar system has also been suggested for balancing small scale renewables in [130],
where the considered engine has efficiency of only 21% at 2.5 kWe output without thermal
output (cold cylinder at 30 ◦C). Thermal oil, molten salt and sand were explored as a
storage material and economics was evaluated under a selected operation regime. The
development of similar CSP applications using Stirling engine systems, often including
various TES types, can be found in a number of other scientific publications [131,132].

This can be seen as the reason the Stirling engine also became the subject of quite a
number of other commercial CB developments. Among them is the CCT Energy Storage,
which unveiled its pilot project in March 2019 and was on track to install its first commercial
facility [133]. The system uses phase changes of silicon to store thermal energy (PCM),
which is then used to generate electricity using a Stirling engine. The installation can scale
from 5 kWe applications to a theoretically unlimited size and the estimated cost is only
60%–80% of the cost of equivalent storage with lithium-ion batteries [117].

Stirling engine can be coupled also to suitably sized thermochemical (sorption) TES
and work as a CB as shows the company TEXEL Energy Storage. Its system is based on
the V4-Stirling converter, originally developed by Ford Motors. The Stirling converter
produces approximately 40% of electricity and 50% of thermal energy, which adds up to
90% of total energy efficiency [118]. The second basic element of the TEXEL system is the
thermochemical thermal energy storage. The company uses technology based on metal
hydrides. The advantage of metal hydrides is the high energy density and the ability to
work with temperatures above 600 ◦C. The TES consists of two parts, a hot part containing
high temperature metal hydride (HTMH) and a cold part containing low temperature metal
hydride (LTMH). When charging the TES system, hydrogen desorbs from HTMH and
the desorbed hydrogen is then stored in LTMH. During discharge, hydrogen is absorbed
back on the HTMH side, releasing heat to drive the Stirling converter [134]. For example,
according to [135], it is possible to use a material pair of CaH2 and TiFe with the possibility
of storage in the temperature range of 800 to 1000 ◦C and with a TES price of $ 15/kWhth.
Useful metal hydrides can furthermore be, for example, NaMgH3 or TiH2. TEXEL also
started the development of TES technology based on metal carbonates MCO3 where M is
the metal cation (Mg, Ca, Sr, Ba, or Pb). This system works similarly to the metal hydride
technology but uses CO2 as its working gas instead of H2 [118,136].

Another proposal of Stirling engine is a project of Kraftanlagen München in coopera-
tion with Solar—Institut Jülich, Germany. It is a combined heat and power project with
the useful energy efficiency of up to 80% (roundtrip efficiency unspecified). Electricity
production is to be ensured through a combination of Stirling engine and ORC. The multi-
functionality of the device should consist in the choice of heat source-either electric heaters
or waste heat. The system is using a ceramic TES system with intended more versatile
application [119,137]. The TES system is also marketed and described separately among
the TES systems for CB in following section.

Only one scientific work focuses on an investigation of CB systems involving Stirling
engine on a system level [130]. Separate description of major components as TES or conver-
sion systems is not uncommon, though originally for different applications. This shows
also the dynamics of the CB development, which can effectively repurpose technologies
from different applications, typically, but not only, CSP.

A technology using electrical heating with TES temperatures around 1200◦C, which
uses a combined cycle of gas turbine and steam cycle for discharging is investigated in
an NREL research project, ENDURING, with the strong involvement of GE and Babcock
and Wilcox on a power cycle and the component manufacturing side and Allied Mineral
Products, Inc. focusing on TES. The TES consists of a silica sand, which requires specific
particulate handling system and heat exchangers based on fluidized bed principle. Techno-
economic analyses are performed for a 50–400 MWe and 10–100 h of duration with the
LCOS estimate below 0.05 $/kWh. With the combined cycle and high temperatures, the
roundtrip efficiency has set a baseline at 50% with a technological prospect of around
55% gross efficiency. Hardware-wise, laboratory prototypes of the components are being
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developed and plans aim towards MW scale pilot demonstration [120,138]. The concept of
storage in hot sand is also based on previous projects aimed at the CSP application [139].

A specific approach with the integration of the CB principle into a combustion gas
turbines combined cycle has been taken by Pintail power. Its first system uses electrical
heating of a molten salt, which is then, during discharging, used for the evaporation of
the water in the bottoming steam cycle [121]. This approach can substantially increase the
steam cycle power output and provide a good temperature match between the flue gas and
water in the heat recovery steam generator. The second system is a hybrid LAES system,
where the air is liquefied during charging. During discharging the cold fluid is then used
first as a heat sink of a bottoming ORC, then to pre-cool the combustion air before it is
finally heated by the flue gas and expanded in an air turbine [122].

The last group of technologies in this section are technologies that do not use a ther-
modynamic cycle for discharge, but various types of direct heat to power conversion-
thermophotovoltaic cell, specifically modified multi-junction photovoltaics or hybrid
thermionic photovoltaic converter. These systems work with very high temperatures,
typically from 1500 to 2400 ◦C, placing new technological demands on the systems, which
developers have to manage. Antora has developed a thermophotovoltaic cell working with
solid carbon heated to temperatures just above 1000 ◦C with 40% efficiency. While the cells
are separately marketed products, a 100 kWhe prototype of CB system has been built. The
company aims towards efficiency over 50% and manufacturing CB as 10 MWhe blocks at
0.1–1 MWe and at the cost of less than 10 $/kWhe as a containerized solution [123,140].

Antora is not alone in development of these high temperature direct conversion
technologies. A European project Amadeus focuses on the development of an extremely
compact energy storage devices based on the use of a silicon and boron alloy as a high
temperature PCM. The combination of a thermionic and photovoltaic cell as a new hybrid
thermionic photovoltaic converter with an efficiency of approximately 40% is considered
for discharging. The system should also have a high variable power in the range of kW
to MW [141–143]. Similar is the “Sun in a box” project at MIT [144]. The system works with
molten silicon, which cycles between 1900 ◦C (discharged tank) and 2400 ◦C (charged tank).
When discharging the system, specialized solar cells, known as multi-junction photovoltaic
cells with a conversion efficiency of 29%, are used to generate electricity [145,146]. It is also
considered that the thermal energy storage technology developed in these projects could
be used in concentrated solar power plants (CSP plants) [141].

2.3.2. Reversible Cycle and Other Hybrid Systems

A reversible thermodynamic cycle for charging can be achieved theoretically with
a Stirling engine operating as a heat pump. This system has however not been found in
any commercial or scientific research. A thermochemical conversion called the Lamm–
Honigmann process, originally invented in the 19th century, which uses physical or chemi-
cal reactions with water for heat storage, is another CB concept. The system was developed
with several working fluids though the most notable was water with caustic soda (NaOH)
used to drive a “fireless” locomotive [147].

A German company NaCompEx has been developing a 10–100 MWe storage sys-
tem with a reported storage capacity of 60 kWhe/m3 and the roundtrip efficiency of
80% [125,148]. When charging the storage, desorption of water from lean solution vapor is
realized using heat from a condenser while the high-pressure vapor is provided by compres-
sors. Condensed liquid water and concentrated solution are then stored separately. When
discharging, the rich solution is absorbing the water vapor at low pressure, providing high
temperature heat and turning high pressure water into a vapor. This vapor then produces
work in an expander when flowing from high to low pressure.

No information on experimental work has been however reported and recently the
company announced work on a hydrogen storage system instead [124]. The Lamm–
Honigmann process is, however, a subject of a number of scientific research such as
investigating efficiency limits [147] or conducting of a lab scale experiments with a system

167



Energies 2022, 15, 647

providing isentropic power potential of several hundred watts and expander power in the
range of a dozen watts [149].

2.4. TES Systems for CB

Lastly, as many TES systems are developed separately but their application is specif-
ically suggested for CB, they are summarized in this chapter. These are mostly high
temperature technologies, where the heat might be utilized directly in the industry, but
also drive a steam turbine, eventually in some high temperature TES systems also in gas
turbines. As it can be seen from the summary in Table 4, various concepts and principles
are employed. The review includes only entire TES systems (technical solutions) which
comprise auxiliary systems for heat transfer and connection to heat demand and source;
considering also separate development of suitable materials would be a topic for a separate
extensive review work.

Table 4. Overview of the TES systems for Carnot battery applications.

Company, System
TES Type

(Temperature Limit)
Thermal Capacity State Ref.

EnergyNest
High temperature

concrete modules (up
to 380 ◦C)

Scalable to
hundreds of MWh

Pilot plant,
preparing

commercial project
[150]

Storworks power,
BolderBloc

High temperature
concrete modules (up

to 600 ◦C)
from 30 MWh

200 kWh demo,
construction of

10 MWh
[151]

Kraftblock
High temperature

concrete granules (up
to 1300 ◦C)

Scalable Pilot industrial
applications [152]

Magaldi Green Energy
Silica sand fluidized
bed (up to 1000 ◦C) 5 to 100 MWh full size

demonstrator [153]

Dürr & Kraftanlagen
Ceramic blocks with

gas heat exchange MWh to GWh Demonstrator as
CB [154]

Carboclean
Ceramic blocks with
direct heating (above

1000 ◦C)
up to 1 GWh Laboratory proof

of concept [155]

Joule Hive (Electrified
Thermal Solutions)

Ceramic firebricks (up
to 1700 ◦C) n.a. n.a. [156]

BrenmillerEnergy Rock bed 6–750 MWh Pilot applications [157]

Lumenion
Steel rods (up to

650 ◦C) up to 500 MWh Pilot applications [158]

Kyoto, Heatcube
Molten salt (525 ◦C
produced steam) 4–100 MWh Pilot applications,

commercial order [159]

Hyme
Molten hydroxide up

to 700 ◦C Scalable Patents, laboratory
experiments [160]

SaltX Thermochemical from 10 MWh Pilot applications [161]

Starting from the systems using sensible heat storage, a specifically developed high
temperature energy storage concrete named Heatcrete from EnergyNest [162] works on
the principle of having HTF in pipes embedded into the cylindrical high temperature
concrete blocks and together coupled as multiple blocks creating a thermal battery module.
Suggested applications are primarily industrial heat, CSP, but CB with steam turbine
is also suggested. Such is the situation for most of the TES systems listed here. The
modules have undergone various pilot testing [163]. The Thermal Battery pilot has been
tested at Masdar Institute Solar Platform (MISP) in Abu Dhabi, UAE with 2 × 500 kWhth
thermal capacity at temperatures up to 380 ◦C over a period of more than 20 months.
The measured demonstrator behaved as was predicted from numerical simulations and
multi-cycle operation have proved the integrity and operational feasibility of concrete TES.
The measurement of HTF inlet and outlet TESS temperature over 279 charge and discharge
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cycles (6000 h) show a stable and repetitive performance, which demonstrates that the
concrete storage medium stays stable with no sign of degradation. The cylindrical storage
element was cut into smaller sections and, following inspection, revealed no degradation,
for instance spalling or cracking. Moreover, on the samples no separation between steel
pipes and concrete storage material has been revealed [150].

A similar system was developed by Storworks, also consisting of steel pipes within
concrete modules, which are factory built and can be assembled on site. The material
utilizing waste fly ash is however claimed to withstand higher temperatures with operation
up to 600 ◦C. A 10 MWh pilot system is being built on a working power plant site [151].

Specifically developed thermal storage high temperature concrete can also take the
form of granules, where heat transfer with gaseous fluid is secured by fluidized bed
technology, as developed by Kraftblock [152,164]. The material is at least 85% recycled
and should withstand up to 1300 ◦C. The technology is currently tested in several pilot
industrial applications with containerized units of 4 to 60 MWhth.

The use of silica sand has also been developed separately as a TES system utilizing
air fluidized bed heat transfer by Magaldi Green Energy [153,165]. Maximal temperatures
of the system can reach up to 1000 ◦C and the design can be performed as 5 to 100 MWh
thermal capacity modules, which can then be connected both in parallel and series. One
significant advantage of this system is the experience from the pilot application of a very
similar TES system applied to a concentrated solar mirror field.

Ceramic materials are another explored option. Structured ceramic blocks using air or
other gases for charging and discharging were developed by Dürr together with Kraftan-
lagen München [154,166]. The technology has been adopted from more complex high
temperature applications, such as regenerators in regenerative thermal oxidation processes.
These ceramic blocks can withstand up to 1000 ◦C and 350 bar in dynamic thermal cycling.
Experience from long term cycling is available as it was tested at Jülich solar plant [167,168].
The suggested sizing of CB using this technology is up to hundreds MW and MWh to GWh
capacity.

Alternatively, direct insertion of heating element into the ceramic blocks was proposed
as a high temperature TES system by a consortium led by Carboclean with EEW and
University of Darmstadt. Storage material is expected to also withstand temperatures
above 1000 ◦C with the storage capacity systems expected up to 1 GWhth and volumetric
capacity up to 1 MWh/m3. A laboratory system was developed to test this technology
with plans for integration primarily into waste incineration combined heat and power
plants [155,169,170].

Ceramic material in the form of a firebrick has been additionally suggested and mar-
keted by Electrified Thermal Solutions under trademark Joule Hive as a high temperature
heat storage material up to 1700 ◦C [156]. A specifically developed electrically conductive
ceramics has the advantage of generating the heat from electricity directly in the entire vol-
ume of the material. The temperatures are also well suited to gas turbine applications. The
outlet air temperature in the proposed configuration, however, varies during discharging
and its control is suggested by mixing with a cold air [171,172].

Use of natural materials of rock beds is also being developed as a standalone TES
system, specifically by BrenmillerEnergy [157]. Maximum declared storage temperatures
reach 750 ◦C and in the case of steam production, its temperature then reaches 500 ◦C.
The TES system combines the storage material with charging and discharging heat ex-
changer (possibly usable also as steam generator) as integrated compact blocks that are
then connected for larger capacity and power as containerized solution, which can be
further combined. Alternatively, for electrical charging, heating elements are also directly
incorporated. Sizing of the units is distinguished between industrial and utility scale. Pilot
applications include projects with charge by waste heat or flue gas and smoothing profile
or shifting the energy for high thermal demand in industrial or heating systems and one
solar thermal project for up to 24 h a day electricity production.
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Last representative of sensible heat TES system here is Lumenion. In this system, steel
rods are used together with inert (nitrogen) gas circulation as heat transfer fluid, heated to
temperatures up to 650 ◦C. A complete plug and play system TES is developed with pilot
applications including 2.4 MWh system for district heating in Berlin operated by Vattenfal
(charge 720 kW, discharge 100 kW) as a follow-up of a smaller 450 kWh system. Intended
application scale is 0.2 to 20 MW systems [158] A cogeneration regime is proposed with
electric efficiency around 25% and thermal 70%. Storage installation costs is estimated at
€25/kWh and plans exist for up to 500 MWhth systems [173].

Molten salt is also considered for standalone TES units. Norwegian company Kyoto
has developed a modular system named Heatcube fitting separate salt tanks into a 20 feet
containers, providing 4–100 MWh systems with a discharge rate of up to 25 MW and
around 90% energy efficiency. Charging can take place from electricity or directly from a
heat source. A primary application is for industrial heat but production of up to 525 ◦C
steam offers the possibility of CHP steam plant application with electric roundtrip efficiency
predicted in the range 15%–25%. Two pilot projects below 1 MWh were completed in 2021
while commercial orders for 10–20 MWh units are present [159].

Molten hydroxides were proposed for the storage of heat at up to 700◦C for periods of
up to 14 days by company Hyme [160]. It is a spinoff of a small modular reactor company
Seaborg considering the hydroxides as a heat transfer and storage fluid. Major know-how
of this solution is in a specific corrosion control technology. Compared to molten salt the
hydroxides are expected to be substantially cheaper [174].

Chemical high temperature reactions are representative of another two technologies.
Reversible reaction of CaO with water to form Ca (OH)2 is used by SaltX, where the
granules of salt use nano-size layer coating to secure robust behavior in cycling and prevent
agglomeration. Charging is performed by heat at a temperature of 550◦C and higher while
discharging process releases heat up to 450 ◦C. A pilot system of 0.5 MW/10 MWh is
operated as a pilot in Berlin for steam district heating, again by Vattenfall. It is a follow-up
on a small 20 kW experimental system. Further pilots are planned with power to steam
or heat to heat applications. The general technology concept is, however, planned to be
changed from the heated screw reactor type to fluidized bed reactors [161]. Note that
this process has been proposed for energy storage a long time ago [175] and much of the
research is still ongoing, focusing for example on kinetics and stability [176], which the
SaltX appears to have solved. The process is also similar to the more scientifically explored
Calcium looping, which is also usable for high temperature TES application [177].

Most of the TES systems can also be utilized in the utility scale to improve the flexi-
bility of the thermal fossil fired power plants. The various levels and complexity of TES
integration, as well as technologies of storage, were proposed. Often the impact of storage
integration on flexibility can, however, be considered as too low in the hundred MW scale
plants. The maximum load variation is below 5% in [70], for around 13% in [178] and with
more extensive TES integration separately for high temperature reheated steam and lower
temperature feed water regeneration up to 50% in [179]. Only in the smaller plants, such as
industrial CHP, can the examples of larger load variation up to 100% be found as in the
case of thermochemical storage in [180]. These works can serve as a basis for the analysis of
the current thermal plants’ conversions to full CB as such works are absent in the available
literature. A large part of the original analyses of increasing plant flexibility, such as TES
integration, can remain, though the target operation regime needs to be more dynamic with
frequent shutdowns, as found, on the other hand, rather commonly in concentrated solar
plants. The major difference would also be in focusing on longer duration storage and on
the method of charging, utilizing a surplus of renewable electricity instead of flue gases
and steam.

3. Discussion and Conclusions

In the increasing need of medium and long duration energy storage, Carnot batteries
(CB) offer a potentially cost-effective solution with systems ranging from large grid scale
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applications down to even dozens of kW. Therefore, the concept has attracted not only
academic, but already also considerable industrial, research and development. Among
many concepts and systems, this work provides an extensive overview of commercially
developed technologies, their classification by the level of maturity and experimental
development. These technologies are then put into the perspective of the scientific research,
providing either background for the technologies or pointing at research opportunities.
The general composition of references with actual dates points out how recent and rapidly
developing the topic of CB is.

There is a total 30 CB systems reported, the technologies and states of which are
described in detail. They cover a large range of concepts including both direct power to
heat (P2H) Joule heating conversion and heat pump based conversion, thermodynamic
cycles, such as the Rankine cycle (with steam, organic or CO2 fluid), the Brayton cycle,
as well as their combination, Stirling cycle or direct heat to power (H2P) conversion with
systems such as thermophotovoltaics. The range of the power output and storage capacity
(respectively storage duration in hours) summarized from all collected systems is presented
in Figure 5. When exact data were not available, an engineering estimate was made. It
shows that the CB covers the range from kW to GW systems. The smallest ones are based
on ORC and Stirling engines while the largest are generally based on current thermal power
plants’ technologies. The storage duration confirms the application range between about
4 and 24 h, the time range of so-called medium duration energy storage systems. With the
higher maturity of these systems and the increased storage duration required, it might be
feasible to add further storage capacity at a relatively low cost.

(a) (b)

Figure 5. Storage power output and capacity (a) and discharge duration (b) for the commercially
developed CB systems.

Out of them, the largest CB commissioned so far is a liquid air energy storage (LAES)
pilot 5 MW system of Highview, where the company is furthermore constructing a full-scale
unit with 50 MW and 5 h of operation. The first-of-a-kind challenge is being overcome
as contracts are prepared for other LAES units and thus the technology is on a clear path
for commercial applications. The second largest is Siemens Gamesa ETES, using direct
power to heat conversion, the storage of heat in a rock packed bed and using a steam cycle
for power to heat conversion with a 1.2 MWe and 29 MWhe scale pilot system. The only
existing commercial installations are, however, much smaller-scale units of Azelio with a
13 kWe output provided by the Stirling engine, while charging is also performed by direct
conversion and thermal storage comprised of an aluminum alloy phase change material.
Many other systems using direct electricity to heat conversion are then at least in a state of
experimental demonstration.

Systems using the heat pump principle (mostly vapor compression or Brayton cycle)
for charging are much more favored in the scientific literature due to their potential of
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higher efficiency. Except for the Highview LAES system, the commercial development
is significantly less advanced with many more systems staying at the conceptual state
and yet unrealized design. This might however change in the near future as Stiesdal is
planning a construction of an MW scale pilot for 2022 with a reversible Brayton and rock
bed storage system. A peculiar approach to commercialization is explored by MAN, where
the transcritical Rankine CO2 heat pump used for charging can be operated separately and
as such is planned to be built at the 50 MWth scale.

For the reversible Brayton cycle CB, there is however also an example of the bankruptcy
of the company Isentropic, stressing the need for real CB systems to have a low unit cost
with a simple and robust design and the fact that their feasibility is expected to improve
with future, more renewable-based grids. The collected data can be displayed from the
point of round trip efficiency, which is shown in Figure 6. A wide spread of the values
between about 25% and 80% can be seen, with an exception in the fuel co-fired systems
reaching numerically values even over 100%. High roundtrip efficiency is often reported in
conceptual systems, which is similar to theoretical results with rather optimistic estimates of
system assumptions. Therefore, caution must be taken, especially for the systems existing
only in the conceptual or early design states, without the support of experimental data.
Even though demonstration and pilot plants exist, the values are still mostly projected for
full scales and thus are usually yet to be verified.

Figure 6. Overview of round trip efficiency in the commercially CB systems (mostly declared as
experimental values are limited). In notation (d) stands for demo, (p) pilot, (c) commercial units (built
or under construction), * for systems with additional fuel firing.

Lastly, a brief timeline of the CB commercial development considering systems from
laboratory demonstrators and proof of concept systems to commercial installations and
large scale pilots (often operating in commercial regime) is presented in Figure 7. It shows
how the development is gaining momentum, mostly in recent years, with the first major
grid scale pilot coming online in 2019, full commercialization of 13 kW modular unit in
2021 and multiple pilot and commercial systems scheduled for commissioning in 2022 and
2023. Once the experience from these systems is obtained and renewable installations with
energy prices’ volatility further increase, we may witness even more rapid development.
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Figure 7. Timeline of experimental commercial CB development. In notation (d) stands for demo or
laboratory prototype, (p) pilot, (c) commercial units.

Furthermore, there is a considerable development of thermal energy storage systems
where the CB application is specifically suggested as one of the use cases. As the market
appears to not yet be fully ready for CB applications due to the still lower added value
compared to the production processes, industrial and process heat are the primary target
customers. As the situation might change with the larger adoption of intermittent renew-
ables, CB-ready TES systems are listed here as well. They often include electric charging
and would require adding a relatively standard, typically steam, heat to power units.

Finally, one interesting trend in CB systems with high temperature storage is a re-
adoption of technologies previously considered for concentrated solar power plants and
industrial process heat. This confirms that CB is not that much of a novel technology, but
is rather a novel use case and a combination of existing technologies. As such, perhaps
the simplicity causes the electrically heated systems to be mostly absent from the scientific
literature although they have the prospect of a low cost and a simple/robust system.
Techno-economic studies evaluating actual costs and LCOE might especially be a suitable
area for future studies.
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Nomenclature

Symbols
.

Q heat flow [kW]
.

W work power [kW]
T thermodynamic temperature [K]
Q heat [kJ]
W work [kJ]
η efficiency [-]
Subscripts

amb ambient
in Inlet
out outlet
UE useful energy
Abbreviations

AA-CAES advanced adiabatic compressed air energy storage
A-CAES adiabatic compressed air energy storage
BC Brayton cycle
CAES compressed air energy storage
CAPEX capital expenditures
CB Carnot battery/batteries
COP coefficient of performance
CSP concentrated solar power plants
ETES electric thermal energy storage/electro—thermal energy storage
H2P heat to power
HRSG heat recovery steam generators
HTF heat transfer fluid
HTMH high temperature metal hydride
CHEST compressed heat energy storage
CHP combined heat and power production
I-CAES isothermal compressed air energy storage
IEA international energy agency
LAES liquid air energy storage
LCOE levelized cost of energy
LCOS levelized cost of storage
LTMH low temperature metal hydride
MGA miscibility gap alloy
MISP Masdar Institute Solar Platform
OPTES optimized pumped thermal energy storage
ORC organic Rankine cycles
P2H power to heat
P2H2P power to heat to power
PCM phase change material
PHES pumped hydro energy storage
PHS pumped hydro storage
PTES pumped thermal energy storage
PV photovoltaic
R&D research and development
RC Rankine cycle
RTE roundtrip efficiency
TES thermal energy storage
TESS thermal energy storage system
TRL technology readiness level
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Abstract: Motors powered directly from solar panels are becoming more and more popular in pump
applications. However, solar panels can be the source of operational issues due to varying irradiance,
ambient temperature, weather. This paper shows how it is worth expanding a solar induction motor
drive to provide an uninterrupted flow of electricity to the motor. In addition, the main components
of the uninterruptible induction motor drive are presented, including the LLC (inductor-inductor-
capacitor) converter, the three-phase inverter, and the three-phase rectifier. LLC converters that can
increase the voltage from 25–40 V to 330 V cannot be bought directly from manufacturers. Therefore,
a custom LLC converter was made for the research. It was necessary to build a custom converter
to avoid the use of solar panel strings. This way, solar panels connected in parallel can be used.
A low-voltage (25–40 V) supply was implemented from the solar side, while the induction motor
requires 230 V AC three-phase voltage in delta connection. For this reason, a voltage boost is required
from the low voltage side. The grid feeds the universal DC link through the three-phase rectifier.
This allows the motor to consume varying amounts of electricity from the grid or the solar panel.
The study also presents in detail the LLC converter that performs the voltage boost. Measuring the
entire motor drive, switching transients and efficiencies can be observed at different input voltages
for different supplies as well as loads.

Keywords: solar panel; induction motor drive; LLC converter; uninterruptible

1. Introduction

Nowadays, the world’s demand for electricity is constantly increasing, while renew-
able energy sources are also becoming more and more widespread [1]. Solar panels allow
efficient electricity generation over a relatively small area. Typically, the direct current
and direct voltage produced by a solar panel are connected to a solar inverter that feeds
electricity back into the grid or supplies electricity to the household. In some cases, solar
panels are also used in island mode with batteries, in which case loads are fed directly
from the solar panel and optionally from the battery through power electronic converter.
Dynamic loads, such as electric motors, can cause control problems in electronic converters
when powered solely by solar panels. Therefore, it is generally not advisable to power
electric motor drives directly from solar panels, although it is worth to consider using them
in lower power applications, such as in geothermal heat pumps, water pumps, heating
circulating pumps, where three-phase or one-phase induction motors are usually used [2].

In Europe, dwarf three-phase induction motors (<1 kW) are in most cases designed
for 230/400 V (delta/wye connection). The operating voltage of the solar panel is a few
tens of volts, depending on the type. If voltage boost LLC converters are used, there is no
need to form a solar panel string where several panels are connected in series to increase
the voltage. Certain problems can occur when using solar panel strings if one of the solar
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panels is shaded and/or damaged. Shading a solar cell alone reduces the power of the
entire string to a fraction when connected in series. Shading a single solar cell result in a
much smaller power reduction when they are connected in parallel, than shading a cell
of multiple cells connected in series. Due to this phenomenon, microinverters are used to
feed back to the grid without needing to form a solar panel string. It is worth to mention
that it is possible to form strings for low power motors (a few hundred watts), but not as
cost-effective, since the unit cost of lower power solar panels are higher. Thus, it is worth
to use higher power panels connected in parallel. An LLC converter is also required for
solar panels connected in series and in parallel as well.

The voltage of a solar panel depends on many factors, such as the load, the solar
irradiance, the temperature etc. On top of that, induction motors are AC loads; thus, an
inverter is required to drive the motor from DC voltage and make it possible to adjust
the speed of the motor. The electronic converter circuit must include a boost converter
and an inverter. The boost converter generates stable high voltage from the fluctuating
low-voltage of the solar panel, and then the inverter converts it to a three-phase alternating
voltage for the motor with variable frequency. Depending on the size of the induction
motors, the starting inrush current can be several times higher than the full load current,
which means that the operating voltage of the solar panel changes abruptly. It is necessary
to use a boost converter that can perform the formerly mentioned task with high efficiency.
Using resonant LLC switching power supplies with good efficiency is sensible.

Efficiency is a crucial aspect of solar systems. Modern electronic converters can convert
electricity with an acceptable efficiency; however, the efficiency of solar panels currently
available on the market is not higher than approximately 20% [3]. Their efficiency, however,
is increasing steadily as they are constantly being developed. The efficiency of dwarf
induction motors is around 60–75%. Overall, it is worth installing solar fed motor drives in
pump applications.

An induction motor drive powered directly from a solar panel cannot be considered
reliable, since there is no constant sunlight in any particular area, and the solar irradiance
itself changes dynamically. Operational safety can be greatly increased with batteries
integrated into the system. However, even for low-power motors, several batteries are
required for the pump to run overnight. It is reasonable to combine batteries with the use
of electricity from the power grid, if available. This also increases operational safety since
in the event of insufficient irradiance, the motor can just draw power from the grid. In
addition, in the event of a grid failure, the motor can run on solar and/or battery power, so
this system provides a versatile uninterrupted power supply to the motor [4]. Installing
batteries in the system incurs an additional cost, as an MPPT controller is now required
within the system. The battery system should be designed in a way that the solar panels
charge the battery through the MPPT controller, and the LLC converter is powered from
the battery.

Voltage boost LLC converters from 25–40 V to 330 V are not widespread, so it was
necessary to build a custom converter for this research. Another advantage of a custom
converter is that it does not require the use of solar panel strings. In this way, solar panels
can be connected in parallel, if necessary. Moreover, this paper examines a solar and grid
powered induction motor drive (Figure 1) in terms of electrical and mechanical efficiency
and versatility. In theory, the following system can also be used for dwarf motors and
high-performance motors. However, the size of the LLC converter increases greatly as its
power increases, including the elements of the LLC tank. For this reason, it is worth using
up to a few 10 kW.
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Figure 1. Grid and PV fed uninterruptible induction motor drive.

The design of the LLC converter and the uninterruptible induction motor drive is
presented in Section 2. The definition of the converters parameters is presented in detail.
Section 3. details the hardware and software implementation of the LLC converter with
PCB layout. The experimental setup used for the measurements is described in Section 4.
Measurements are also presented where the LLC converter is powered by solar panel,
from the power grid and from battery, as well as power supply. NI 9215 data logger
with 0.2% accuracy was used with LabView software to measure the efficiencies. The
torque and speed of the motor were measured by a SE2662-3S instrument and SE2662-1R
magnetic powder brake from Lucas-Nülle. The efficiency of the motor was calculated
from the ratio of the mechanical output power to the electrical power input. Mechanical
performance was derived from the product of torque and angular velocity measured by
the Lucas-Nülle device.

2. Designs

2.1. LLC Converter in General

The LLC converter is a resonant switching power supply that is widespread due
to its high efficiency and relatively small size. LLC converters include a high-frequency
transformer and external inductors, depending on the type. The LLC converters can also
be used as a boost and buck converter as well. By increasing the switching frequency, the
size of the transformer can be reduced, although the semiconductors operate with a higher
switching heat loss, which results in higher cooling demand, a larger heat sink [5].

With resonant converters, the switching loss can be greatly reduced. In case of resonant
converters, the semiconductors are switched when the voltage drop across the switching
element is zero (ZVS: Zero Voltage Switching) or the current flow is zero (ZCS: Zero Current
Switching). These switching modes result in soft switching on the semiconductor, so the
dynamic power loss on the semiconductor is greatly reduced [5–8]. The LLC converters
used operate in ZVS mode. This mode can be achieved in only inductive region. ZCS
switching mode should be avoided. In this case, the current leads the voltage, so the current
on the MOSFET flows in the reverse direction before the MOSFET turns off. After switching
off, a large current would flow through the body diode. Hard commutation would then
occur when a MOSFET in the bridge was turned on. This would result in a large recovery
loss, noise and high current spike, which can result in device failure [7].

It is advisable to use the LLC full-bridge converter shown in Figure 2 for the task. A
major advantage of the LLC converter is that in the case of a wide range of varying loads,
the switching frequency only needs to be adjusted at a narrow interval, so it can be well
controlled at a very low loads, or even without a load. It also has the additional advantage
of low EMI noise due to soft turn off [5–8]. However, it is not always advisable to use
resonant converters. It is worth using in medium power applications (few 10 kW), but
above that the elements of the LLC tank would be very large and heavy.
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Figure 2. LLC full-bridge converter.

A constant direct current (DC) is connected to the input of the LLC converter, which
is applied to a single-phase inverter (DC/AC). The inverter consists of four (Q1, Q2, Q3,
Q4) MOSFETs that produce alternating voltage with a 50% duty cycle. At the output of the
inverter is the LLC tank, which converts the square wave voltage into sinusoidal voltage
(AC/AC). The LLC tank circuit and the transformer increase or decrease together the
voltage to the desired value (AC/AC). The AC voltage is applied to a full-bridge rectifier
that provides DC voltage at its output (AC/DC) with a high ripple. Capacitor C0 smooths
the ripple of the DC voltage. The load (R0) connected to the constant DC voltage [5–8].

Two magnetic components are required for the resonant circuit: the inductances Lr and
Lm. Lr denotes the series resonant inductance, Lm the magnetizing inductance, which is
shunt-like. Cr is the series resonant capacitance. It is also necessary to install a transformer
for high gain. With the help of an integrated transformer, the inductances Lr and Lm can be
implemented [5–8].

Consider Figure 3, which substitutes Figure 2 for the actual parameters of the trans-
former, i.e., the leakage primary and secondary and magnetizing inductances. It further
simplifies Figure 2. At the bottom of the figure, in the simplified network, the transformer
can already be considered ideal. The operation of LLC converters is also greatly influenced
by leakage inductances (Ls1, Ls2). Although measuring leakage inductances is very difficult
in practice, this is no longer necessary after simplification of the network. The parameter
Lp can be determined by measuring the inductance on the primary winding of the trans-
former while the secondary side is open. The parameter Lr is similarly measured for a
short-circuited secondary coil [6,7].

Figure 3. Simplified LLC full-bridge converter.

The appearance of the parameter Lr (resonant inductance) therefore stems from the
simplification that can be determined according to Equation (1) [5–8].

Lr = Ls1 + Lm ×
(

n2·Ls2

)
= Ls1 +

Lm·Ls1

Lm + Ls1
(1)

The parameter Lp (primary inductance) is also created, which combines the primary
leakage inductance and the magnetizing inductance (Equation (2)) [5–8].

Lp = Ls1 + Lm (2)
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The magnetizing inductance can be given according to Equation (3), only two values
of the result of the measurement on the transformer are required [5–8].

Lm = Lp − Lr (3)

An important static parameter in the design of LLC converters is the m parameter,
which can be changed to optimize the converter (Equation (4)). Reducing this parameter
entails a reduction in the efficiency of the converter, a higher gain at the output, a narrower
frequency range for control. Increasing the parameter m results in higher efficiency of the
converter by a smaller magnetizing circulating current [5–8].

m =
Lp

Lr
=

Lr + Lm

Lr
(4)

Figure 3 also shows a RAC resistor corresponding to the load tested from the AC side
(Equation (5)). Here, R0 stands for DC load and AV for virtual gain [5–8].

RAC =
8
π2 ·

R0

Av2 =
8·n2

π2 ·VDC_OUT
2

P0
(5)

There are two resonant frequencies, these are derived from the Thomson formula
(Equations (6) and (7)). The first resonant frequency is determined by the values of Lr, Cr
and the second by the values of Lp and Cr [5–8].

fr =
1

2π
√

Lr·Cr
. (6)

fp =
1

2π
√

Lp·Cr
(7)

The quality factor of the resonant circuit is described by (Equation (8)) [5–8].

Q =

√
Lr
Cr

RAC
(8)

Equation (9) gives the transfer function of the simplified network shown in
Figure 3 [5–8].

G(Q, m, Fn) =
F2

n(m − 1)√
(m ·F2

n − 1)
2
+ F2

n·
(

F2
n − 1

)2·(m − 1)·Q2
(9)

The coefficient Fn represents the normalized frequency, which is the quotient of
the frequency of the voltage supplying the resonant circuit and the resonant frequency
(Equation (10)) [5–8].

Fn =
fs

fr
(10)

The graphical representation of the transfer function is shown in Figure 4, where the
static parameter m = 8 as an example. At different loads, we get various curves of the
magnitude of the gain as a function of the normalized frequency.
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Figure 4. Gain as a function of normalized frequency under different loads.

As the load increases (RAC decreases), Q also increases. As the load increases the
maximum of the curve (gain) decreases. The gain of the resonant circuit fed at the resonant
frequency will be G = 1 regardless of the load. However, as the load decreases, the maximum
of the curves are converging to the primary resonant frequency (fp). The gain G = 1 at the
resonant frequency is only true if the secondary leakage inductance of the transformer is
not considered, otherwise the gain changes slightly. The resonant frequency displays the
virtual gain, denoted by AV (Equation (11)) [5–8].

AV =

√
Lp

Lp − Lr
=

√
m

m − 1
(11)

2.2. Uninterruptible Induction Motor Variable-Frequency Drive

Figure 5 shows the schematic diagram of the uninterruptible induction motor variable-
frequency drive. The half-controlled three-phase rectifier is located at the top of the figure.
It is advisable to use a three-phase rectifier due to the smoother DC voltage. An alternative
solution is the single-phase full-bridge rectifier, which generates approx. 320 V DC at its
output. The DC link can be considered universal, as different rectifiers, DC/DC converters
and several inverters can be connected to it [9,10].

If the SW switch is closed, the DC link’s ground is not isolated anymore from the
grid, but it is not a problem because the LLC converter’s transformer isolates the grid’s
ground from the solar panel and the battery, and the grid can supply the DC link through
the rectifier. From the DC voltage, the three-phase inverter generates variable-frequency
voltage for the motor, thus controlling the speed of the motor. The DC link is also fed by
the LLC converter which is located under the three-phase rectifier of the figure. With this
circuit, three operating states can be achieved:

1. The LLC converter is turned off, only the rectifier is feeding the motor;
2. The rectifier is turned off, only the LLC converter is feeding the motor;
3. Both the rectifier and the LLC converter are simultaneously feeding the motor at a certain

rate. The ratio depends on the magnitude of the voltage generated by the converters.

Since the motor is a dynamic load, it is necessary to monitor the voltage of the DC link
which the single-phase inverter controls in the LLC converter [11,12]. Due to the load being
dynamic, the quality factor and the gain also change fast. This is monitored by the resonant
circuit control circuit through an isolation amplifier. The controller controls the frequency
so that the output is set to 330 V. Meanwhile, the operating voltage of the solar panel also
changes dynamically due to the changing irradiance as well as the load impedance [13].
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Figure 5. Schematic diagram of the uninterruptible induction motor variable-frequency drive.

2.3. LLC Converter Design for Induction Motor Variable-Frequency Drive

The first step in designing the LLC converter is to specify the input parameters. The
amount of power required at the output must be declared. The aim of the study is to power
dwarf three-phase induction motors of max. 400 W electrical power (Equation (12)).

P0 = 400 W (12)

The output voltage in the DC link must be 330 V to produce an effective voltage of
230 V at the output of the inverter for the motor, including losses. The motor must then be
connected in a delta connection. The magnitude of the current flowing on the DC side and
the magnitude of the DC load can be calculated (Equations (13) and (14)).

IDC_OUT =
P0

VDC_OUT
=

400 W
330 V

= 1.2121 A (13)

R0 =
VDC_OUT

IDC_OUT
=

330 V
1.2121 A

= 272.26 Ω (14)

The maximum and minimum of the input voltage are both required input parameters.
The circuit is powered by a solar panel with a maximum operating (nominal) voltage of
around 29 V and a maximum power of 500 W at 1000 W/m2 irradiance. The lower limit
was set at 25 V and the upper limit at 40 V. Based on these, the transformer ratio can be
determined (Equation (15)). It requires the value of virtual gain already mentioned in
Equation (11) of the study. The result is given by Equation (16). The m parameter was
chosen to be 8 in this research for good efficiency. VF is the voltage drop of a diode in the
rectifier bridge circuit (approx. 3 V).

n =
VDC_IN_MAX

VDC_OUT + 2·VF
·Amin =

40 V
330 V + 2·1.5 V

·1.0691 = 0.128414 (15)

Amin = AV =

√
m

m − 1
=

√
8

8 − 1
= 1.0691 (16)
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The maximum gain must also be determined when the input voltage is the lowest
(25 V in this case). Equation (17) can be used for this.

Amax = Amin·VDC_IN_MAX

VDC_IN_MIN
= 1.0691·40 V

25 V
= 1.71 (17)

The quality factor (Q) is determined in the following way to reach the value of the
maximum gain. It is necessary to substitute the initial values into the transfer function,
plot the obtained function and then find the maximum of this (executed in Excel). Until
then, the value of Q is iterated, even if the maximum of the function exceeds the value
of Amax. However, it is important to mention that at the switching frequency used at the
maximum of the function, the semiconductor switching elements do not operate in ZVS
mode, so the efficiency is greatly reduced. In this case, it is worth increasing the value of
Amax by 10%. Through the iterations, a value of Q = 0.232 was obtained, thus, covering the
10% oversizing. With a quality factor Q = 0.232 and a static parameter m = 8, the transfer
function shown in Figure 6 is obtained. The figure also shows the minimum and maximum
gain required (without oversizing). The maximum of the function is displayed at Fn = 0.39
(39 kHz), but at maximum load—due to the oversizing—47.6 kHz is required.

Figure 6. The transfer function with the designed values at maximum load.

The value of the resonant frequency (fr) must also be specified. This value is limited by the
properties of the semiconductors and the capabilities of the control circuit. A frequency of up to
100 kHz is still acceptable, with SiC MOSFETs, suitable drives and a high-speed microcontroller,
henceforth fn = 100 kHz. Thus, the maximum gain is at 47.6 kHz. Equations (18)–(20) are
required to determine the capacitive and magnetic parameters, as well as the value of the load
from the AC side (Equation (22)). The magnetizing inductance is given by Equation (21).

Cr =
1

2·π·Q·fr·RAC
=

1
2·π·0.232·105 Hz·3.1842 Ω

= 2154 nF (18)

Lr =
1

(2 ·π·fr)
2·Cr

=
1

(2 ·π·105 Hz)2·2154·10−9 F
= 1.1756 μH (19)

Lp = m·Lr = 8·1.1756 μH = 9.405 μH (20)

Lm = Lp − Lr = 9.405 μH − 1.1756 μH = 8.2294 μH (21)

RAC =
8·n2

π2 ·VDC_OUT
2

P0
=

8·0.12842

π2 ·3302 V
400 W

= 3.184 Ω (22)

3. LLC Converter Implementation

The implemented LLC converter is shown in Figure 7. The single-phase inverter
MOSFETs (1.), power supply (2.), microcontroller (3.), transformer with external inductors

190



Energies 2022, 15, 708

(4.), full-bridge rectifier (5.), LLC tank capacitors (6.), voltage measurement circuits (7.),
MOSFET’s gate driver with fault detection (8.) can be found on the printed circuit board.

Figure 7. The implemented LLC converter.

3.1. Single-Phase Inverter

The single-phase inverter contains four NTHL060N090SC1 SiC MOSFETs with a static
drain-source on-resistance of 60 mΩ (if VGS = 15 V). SiC MOSFETs are assembled on a
heat sink. The relatively large heat sink is required because a high current (approx. 20 A
at 25 V) flows at the input of the converter at full load, resulting in a high static power
loss on the MOSFETs. The MOSFETs are controlled by an intelligent optodriver circuits
(ACPL-352J) and isolated DC/DC converters (MGJ2D051505SC). This drive method also
allows stable control above the resonant frequency (100 kHz). This method is necessary at
the energy-free turn on.

3.2. LLC Tank and Transformer

The LLC tank circuit contains 27 pieces 82 nF in parallel connection, 1000 V foil capacitor,
6 pieces external inductor in parallel connection (PCV-0-472-10L, 4.7 μH) and the transformer
as well. A total of 27 capacitors connected in parallel are needed to be able to operate at
high current, as one capacitor can conduct max. 1.1 ARMS. The transformer must be sized
for the lowest operating frequency (47.6 kHz), as this will be the maximum flux in the iron
core. The type of iron core is EE65/65/27A ferrite. The transformer has n = 0.129 turns ratio.
The primer winding has N1 = 4; the secondary winding has N2 = 31 number of turns. The
iron core of the transformer consists of two pieces. The inductance Lp of the transformer can
be adjusted with the air gap; however, the inductance Lr changes slightly. The inductance Lr
depends to a large extent on the stray inductance of the transformer. The stray inductance
must be made very large (compared with a normal transformer) in this case. The primary
and secondary coils should be placed as far apart as possible. However, if this is not achieved,
the stray inductance can be increased by inserting external coils. Therefore, 6 coils connected
in parallel were installed. The air gap was set while measuring Lp inductance, so a very
accurate result can be achieved. The plastic spacer and the iron core were assembled with
ferrite glue. The following results were achieved: Lp = 9.4 μH, Lr = 0.39 μH. The resulting
inductance of the six coils is 0.783 μH. This gives a total inductance of Lr = 1.173 μH. These
values deviate very slightly from the design values, but it does not affect the operation.
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3.2.1. Output Rectifier

At the transformer output, a four-piece SiC diode (STPSC15H12) creates a full-bridge
rectifier. One diode has approx. VF = 1.5 V voltage drop. A buffer capacitor (330 μF)
smooths the voltage at the rectifier output. A heatsink is not mounted on the diodes due to
the output current being low (max. 1.22 A) and the diode recovery time is negligible.

3.2.2. Output Voltage Measurement Circuit and Microcontroller

The output voltage is monitored by the microcontroller using analog input. With
ACPL-C87A optically isolated amplifier the voltage can measure safely. The amplifier
circuit requires low-pass filter and isolated DC/DC converter. At the output of the isolated
amplifier, a differential operational amplifier conditions the signal to the analogue input of
the microcontroller. The type of microcontroller is STM32F103C8T6. Using the microcon-
troller timers, the control signals of the single-phase inverter can be easily generated. The
timer frequency is set by a discrete PID controller. The setpoint of the PID controller is 330 V,
for which the output is controlled by the microcontroller. The frequency is set between
47.6 kHz and 100 kHz depending on the magnitude of the load and the input voltage. The
PID controller is set to turn off the single-phase inverter when the voltage reaches 390 V.
This is required when the load is slight and the input voltage is nearly 40 V. As soon as the
output drops below 340 V, the inverter switches on again. Filter capacitors are electrolytic
capacitors with a high leakage current, so the output cannot be considered unloaded. Thus,
the voltage oscillates between 390 and 340 V with a large time constant when no load
connected. Figure 8 shows the flowchart of the implemented microcontroller’s algorithm.

Figure 8. Flowchart of the implemented algorithm.
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4. Uninterruptible Induction Motor Drive Implementation

The uninterruptible induction motor drive and the experimental setup are shown
in Figure 9. Several voltage sources were connected to perform different measurements.
The figure shows the measurement powered by the battery and the grid. The motor has
a mechanical power of 370 W, which can be loaded dynamically with any torque with
a magnetic brake pad. The brake pad controller instrument indicates the actual speed
and torque. Furthermore, the instrument has analogue output, thus, with four channel
datalogger the actual mechanical and electrical power can measure at same time. From
these, the efficiency can be determined.

Figure 9. The implemented uninterruptible induction motor drive with mechanical load.

The three-phase rectifier is half-controlled converter. It contains three thyristors (SCR)
and three diodes. This rectifier is designed for previous research (max. output power is
10.56 kW), but it can also be inserted into the low power uninterruptible induction motor
drive. The firing circuit is made up of pulse transformers. Thyristors are turned on by a
microcontroller-timer circuit as a function of the desired firing angle. The firing angle directly
controls the average value of the DC voltage. By changing the firing angle, the induction
motor draws different proportions of electrical power from the grid and the LLC converter.

The three-phase inverter has already been built for previous research purposes. The
inverter is designed to be universal. It contains 1200 V, 100 A IGBT modules with the corre-
sponding driver circuit. The output of the LLC converter can be connected to the inverter’s
DC link circuit. Potentiometers can be used to adjust the modulation index, which controls the
motor voltage, the switching frequency, the first-order frequency, as well as ramp speed.

5. Measurements

In this section, the measurements of implemented circuits are described. The measure-
ments confirm the correctness of the calculated values, examine the transients in time; thus,
the stability of the PID control circuit can be examined. In addition, the efficiency of the
LLC converter and the entire motor drive are determined.

5.1. LLC Converter Energy-Free Turn on Transient

Turning on the energy-free LLC tank and output filter capacitor results in a large inrush
current, as can be seen in Figure 10. At the moment of switching on, the microcontroller
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switches on the inverter with 160 kHz and then controls it at a frequency of 100 kHz for
a short time, this ensures the lowest possible inrush current. During this time, the PID
controller algorithm also starts and takes over the control. At this measurement, the LLC
converter was fed by a 3 × 12 V lead-acid battery.

Figure 10. Energy-free turn on transient when no load is applied at the output.

5.2. LLC Converter Normal Operation

The voltage and the current at the output of the inverter of the LLC converter are
shown in Figure 11. In the figure on the left, there is a light load on the output, the inverter
is controlled above the resonant frequency (>100 kHz). In the figure on the right, the
inverter is controlled at a frequency close to the maximum gain when heavy load is applied
at the output. The high oscillation in the voltage is due to the parasitic oscillation of the
SiC MOSFETs. Oscillation occurs because the surge voltage resonates with the MOSFET’s
drain-source parasitic capacitor (CDS), with stray inductance (LS) of printed circuit board
wires and with the input filter capacitor. This oscillation is reduced by a snubber capacitor
connected close to the MOSFETs to the input DC link. At this measurement, the LLC
converter was fed by a 3 × 12 V lead-acid battery.

Figure 11. LLC converter at normal operation: (a) at resonant frequency with light load when
f = 119.3 kHz; (b) at heavy load when f = 48.17 kHz.

194



Energies 2022, 15, 708

Figure 12 shows the output voltage at constant load. The voltage is kept stable by the
PID controller. At this measurement, the LLC converter was fed by a 2 × 12 V lead-acid
battery (23.9 V).

Figure 12. Input voltage, current and the output voltage at constant mechanical load.

5.3. LLC Converter Fed by Solar Panel

An LLC converter powered directly with a solar panel is not preferred. On one hand,
as the irradiance decreases, the maximum power that can be extracted from the solar
panel also decreases. As the maximum power decreases, the voltage of the solar panel
decreases. If the load is still constant, more current flows from the solar panel to the
converter. This event is still well handled by the PID controller (Figure 13a). Sudden
high-power consumption can cause the solar panel to reach its maximum current. In this
case, the voltage of the solar panel is greatly reduced (below 25 V). This is handled by the
PID controller by setting the frequency for maximum gain, however, the output voltage
does not reach the setpoint. Once the overload has ceased, the output voltage stabilizes
rapidly (Figure 13b). It is also possible to observe that the input current oscillates slightly
under constant load. This is because the PID controller never controls the inverter with
one frequency value, as the controllers also have oscillations. The oscillation amplitude
depends on the value of the maximum power that can be extracted from the solar panel, so
it depends on the irradiance. The oscillation of the PID controller changes the load on the
solar panel, so the input voltage also changes.

5.4. LLC Converter Fed by Batteries and Solar Panel

The measurement of the battery-powered LLC converter is shown in Figure 14. In the
figure on the left, the motor torque changes only slightly, while in the figure on the right, it
changes suddenly. In the case of measurement, Figure 14a, the output voltage varied to
a lesser extent than in the case of solar power supply, because at high input current, the
battery terminal voltage decreases only slightly. This allows the PID controller to hold the
output voltage more stably. Furthermore, in the event of an overload, the voltage will not
drop due to battery power as in the case of solar power, as shown in Figure 14b. The output
voltage decreases greatly under dynamic load because the output filter capacitor is slightly
discharged. When the output voltage exceeds 390 V, the converter is off. If the induction
motor is started without a soft start, the output voltage can be greatly reduced. In this case,
the PID controller needs more time to charge the output capacitor to the setpoint. Once the
converter is turned on, it responds more quickly to dynamic loads. A decrease in output
voltage will have a negligible effect on motor operation. In this case, the motor voltage also
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decreases, with the result that the flux and, thus, the torque also decrease. A large drop in
output voltage can be avoided if the motor is started softly and no mechanical load occurs
instantaneously as shown in Figure 14a.

Figure 13. LLC converter fed by solar panel: (a) irradiance slightly decreasing; (b) solar panel
overloaded operating condition.

Figure 14. LLC converter fed by batteries: (a) the torque changes slowly; (b) the torque changes
suddenly.

5.5. Uninterruptible Induction Motor Drive

The measurement of the uninterruptible induction motor drive are shown in Figure 15.
During the measurement, the motor is loaded with constant torque at a constant speed.
Figure 15a shows the three operating states:

1. The LLC converter is turned off, only the rectifier is feeding the motor;
2. The rectifier is turned off, only the LLC converter is feeding the motor;
3. Both the rectifier and the LLC converter are simultaneously feeding the motor at a

certain rate.
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Figure 15. Uninterruptible induction motor drive measurement: (a) three operating states; (b) the
rectifier’s firing angle changes slowly.

At the beginning of the measurement, the rectifier supplies a DC voltage of 350 V to
the DC link. The LLC converter was then set to a 320 V setpoint, so its output is turned off
by the control circuit, so electricity only comes from the grid to the three-phase inverter.
The three-phase inverter monitors the voltage of the DC link, so it is not a problem that
the DC voltage rises above 330 V. The inverter uses pulse width modulation to reduce
the motor voltage so that the iron core will not be saturated. Operating state 1 can only
be achieved if the rectifier produces a higher voltage than the LLC converter. In contrast,
diodes and thyristors do not open.

The measurement examines the sudden change from the first operating state to the
second operating state. The rectifier will then turn off completely, simulating a grid power
outage. The LLC converter immediately turns on and charges the output capacitor and
maintains the voltage at 320 V.

The rectifier then turns on and the firing angle decreases slowly, causing the output
voltage to increase. The rectifier and the LLC converter feed the three-phase inverter in
different proportions. This ratio can be adjusted with the firing angle. If the voltage rises
above 320 V, the LLC converter continuously increases the frequency of the LLC tank, thus
decreasing the amount of voltage generated by the LLC converter. Figure 15b shows this
process back and forth over a longer period (operating stages: 2 → 3 → 1 → 3 → 2).

5.6. Efficiency Measurements

The left side of Figure 16a shows the efficiency measurement of the standalone LLC
converter. The figure on the right Figure 16b shows the efficiency between the input
of the LLC converter and the mechanical power measured on the motor shaft. During
measurement Figure 16a, the LLC converter was operated at approximately 505 W output
power, when the input power is 580 W (at Vin = 40 V). The converter can be overloaded
due to the large heat sink. There is a difference between the efficiencies of a voltage boost
LLC converter and a voltage drop LLC converter with the same power. A higher efficiency
can be achieved with a voltage reducing LLC converter [14–16]. This is because their input
voltage is higher, but the input current is lower. At lower currents, the power loss on the
MOSFETs is significantly lower. The efficiency of the presented voltage boost LLC converter
is lower due to the relatively high current at the input and the high channel resistance of
the MOSFETs. These result in a large static power loss.
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Figure 16. Efficiency: (a) between LLC converter input power and output power; (b) between LLC
converter input power and motor’s mechanical power.

The efficiency of the 370 W induction motor used during the measurement was approx.
80.4% at the maximum load. As the load torque decreases, the efficiency also decreases. In
the following, it can be seen in Figure 17 how the efficiency varies between the mechanical
power of the motor and the input of the LLC converter at different input voltages. During
the measurement, the rated torque was not applied to the motor, only 1.15 Nm. The speed
varied from 0 to 2000 RPM, which was set by the variable frequency drive. As the input
voltage decreases, the efficiency also decreases, as a higher input current is required to
achieve the same mechanical power. Due to the higher current consumption, the static
power loss increases, resulting in reduced efficiency.

Figure 17. The total efficiency for different input voltages when the torque constant 1.15 Nm (the
RPM changes 0–2000).
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6. Discussion and Conclusions

In summary, the uninterruptible induction motor drive is working properly and stable.
The measurements were made under different conditions, as the LLC converter was also
powered by a battery, solar panel and power supply. However, this does not affect the
result of the demonstration that the uninterruptible induction motor drive can be used
reliably at low power. During the measurements, no condition occurred when the LLC
converter was powered by a solar panel and a battery at the same time. This is because an
electronic converter that charges the battery with the DC voltage generated by the solar
panel has not yet been completed. Research is currently underway to create an MPPT
(Maximum Power Point Tracking) control circuit that can handle dynamic loads well. By
implementing the MPPT circuit, it is possible to power the LLC converter from a solar
panel and a battery at the same time. In terms of measurements, it seems that it is not
worthwhile to power the LLC converter from a solar panel alone, as achieving continuous
rated power is not guaranteed. The solar panel would be able to supply the battery and the
LLC converter simultaneously if an MPPT control circuit was also installed. In the event of
a sudden power consumption, the batteries will withstand this without any problems, so
that the voltage of the solar panel will not drop greatly. Conventional MPPT controllers
do not fit well with this system, as sudden power consumption can occur in this case, this
control algorithm cannot handle it properly, so research is focused on developing a new
type of MPPT controller in the future. In the previous research, where the LLC converter
was designed in theory and the parameters were checked by simulation, an efficiency of
90.6% was obtained. The implemented converter achieved an efficiency of 88.3%. In the
simulation, the capacitors, inductors, the transformer was ideal, so in reality it is therefore
less efficient. Furthermore, the power supply of the LLC converter electronics is also
covered from the input and this was not set in the simulation. The driver circuit of the
power MOSFETs consume the most power from the auxiliary power supply.

The efficiency of the entire drive could otherwise be improved if the LLC converter was
supplied from a higher input voltage. However, an additional cost would occur as more
batteries and solar panels would be required. The efficiency would not increase significantly
though, as the lowest efficiency in the system is the motor. Another possible way to increase
the efficiency is replacing the voltage-hertz control algorithm in the three-phase inverter
with Fuzzy-logic Field-Oriented Control [17,18].
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Abstract: The cloud energy storage system (CES) is a shared distributed energy storage resource. The
random disordered charging and discharging of large-scale distributed energy storage equipment has
a great impact on the power grid. This paper solves two problems. On one hand, to present detailed
plans for designing an orderly controlled CES system in a realistic power system. On the other hand,
Monte Carlo simulation (MCS) is used for analyzing the load curves of five types of distributed
energy storage systems to manage and operate the CES system. A method of its planning and the
principles of CES for applied in a power grid, are presented by analyzing the impact based on five
load curves including the electric vehicle (EV), the ice storage system, the demand response, the heat
storage system, and the decentralized electrochemical energy storage system. The MCS simulates
the random charging and discharging of the system over a five-year planned scaling of distributed
energy storage from 2021 through 2025. The influence of distributed energy storage systems on power
grid capacity, load characteristics, and safety margins is researched to summarize the applicable
fields of CES in supporting large power grids. Finally, important conclusions are summarized and
other research possibilities in this field are presented. This paper represents a significant reference
for planners.

Keywords: cloud energy storage system; demand response; electric vehicles; ice storage system; load
modelling; Monte Carlo simulation; power system planning; shared distributed energy storage system

1. Introduction

1.1. Motivation

In the future, power systems will operate with a high proportion of renewable energy,
which needs more flexible operational resources to compensate for power imbalances that
are currently scarce. Significant intermittence in renewable resources for power systems
causes great changes in real-time price, and so requires energy storage to balance power.
Distributed, shared energy storage technology has high application value and will be an
important and widely used resource in future power systems. At present, large-scale,
pumped-storage power stations are the main energy storage resource in power systems,
with costs lower than those of battery energy storage systems. High cost causes a scarcity
applied battery energy storage technology in power grids. To reduce the cost of energy
storage services, cloud energy storage (CES) technology, presented in [1,2], is one strategy
for centralizing all distributed energy storage devices from consumers into a cloud service
center, as virtual energy storage capacity, instead of real devices.

Depending on the interactive value of the consumer and power grid, a CES can be
an opportunity to promote a shared business model, setting the precedent for consumers
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as energy resource suppliers. Such a shared business model can provide users more
opportunity to be involved in the power market and to make energy storage more flexible.
The advantages thereof are as follows: (1) having no limits to capacity from time, location, or
demand; (2) having lower costs than traditional energy storage technology, only paying for
leasing; (3) large-scale, flexible, shared, and distributed energy storage devices from load-
side consumers and concentrated energy storage equipment from professional providers,
working together in the CES environment, to huge social benefit and improved spare
energy usage; (4) the consumer who has distributed energy storage participating in their
business can reduce their total electricity expenses paid to the grid.

The major consumers are residents and small businesses, who are sensitive to electricity
prices. Additionally, some substations within a power grid need distributed energy storage
devices for emergency service. At present, to multiple energy systems (MES) a CES can be
a flexible resource for end-user demand responsiveness.

Technical support for such a system includes power-load forecasting, planning opti-
mization, communication technology, data and economic analysis, and so on. Buyers send
information, such as their needed storage capacities and payments, to sellers, transferred
based on the power market, communications companies, and banks. Buyers who need
energy storage capacity can purchase the right of use for a given period. After obtaining
the right to its use, these consumers can charge and discharge the cloud battery, according
to their demand circumstances. Consumers can buy virtual energy storage capacity in a
cloud network instead of building physical energy storage to reduce cost.

A CES is used as a distribution network, wherein users benefit from each other. When
its battery needs charging, CES suppliers pay for the power. When its batteries discharge,
CES suppliers collect fees from the consumers and the distributed power grid. Cloud
energy storage suppliers need to make optimization decisions, considering cost and profit
under the constraints of consumers’ demand for charging and discharging the cloud battery.
Then, energy storage device suppliers control real-world equipment through the building,
operating, and maintenance to provide good service.

In summary, the research goal of this paper is as follows.

1. The modelling of distributed energy storage equipment, such as electric vehicles (EV),
ice storage systems, and distributed energy storage, based on demand response and
electrochemical energy storage systems in different application scenarios, such as on
the power-supply side, the distribution-network side, and the user side.

2. The predicting of future charging and discharging behaviors of distributed energy
storage users based on the charging-and-discharging load model established in this
paper, considering the key factors of temporal and spatial distributional characteristics
of charging and discharging loads.

3. Research on the impact of distributed energy storage on power grid capacity, load
characteristics, and safety margins in order to summarize the fields involved in the
application of a CES supporting a large power grid.

1.2. Paper Innovation

This paper is to solve two problems: (1) how to plan and design an orderly, controlled
CES system in a realistic power system; (2) how to manage and operate the CES system.
To solve the first problem, this paper presents a detailed planning drawing. To solve the
second problem, this paper analyzes the load curve of five types of distributed energy
storage system using Monte Carlo simulation (MCS). A planning method and principles of
the CES applied in the power grid are presented. In this paper, the main innovations are
as follows.

(1) The traditional research on summarizing the main factors and probabilistic models
of load distribution of different types of distributed energy storage in one paper are
seldom. We establish the timely and spatial distribution of charge and discharge load
model considering multi-variable series of factors such as electricity price and user
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demand, after summarizing the impact factors from the aspects of energy storage
type, battery capacity, state of charge (SOC), charging mode and user behavior.

(2) The traditional research on the impact of distributed cloud energy storage on grid
seldom focuses on comprehensive analysis considering all common seen energy stor-
age device kinds. We model the electric vehicle (EV), ice storage system, distributed
energy storage based on demand response and electrochemical energy storage system
in different application scenarios.

(3) We simulated the application scenarios of five kinds of distributed energy storage
system through MCS, combined with the preliminary design scheme of a provincial
five-year plan, analyzed the load curve of peak load day, and presented some sugges-
tions. This paper designs an integrated energy sharing management platform and
market trading mode for the next five years, in order to manage the integrated energy
charging orderly and disorderly.

1.3. Structure of the Article

The structure of this article is as follows: Section 2 summarizes our literature review.
Section 3 presents the planning method and establishes the charging and discharging load
model for distributed energy storage behaviors. Section 4 analyzes the impact of the orderly
or disorderly charging and discharging of different energy storage behaviors on power
grid capacity, load characteristics, and safety margin, in order to summarize the application
fields of CES in supporting large power grids. Section 5 concludes the paper.

2. Literature Review

Over the last ten years, multi-type energy storage technologies for micro grids [3,4]
have been the focus of a large number of studies. With the development of large-scale
renewable energy resources that easily integrate distributed energy resources into power
systems with high power quality and operational control, the building of new transfer lines
needs significant investment to meet end-user demand response; to this end, installing
suitable scales of energy storage devices is being adopted as a better planning solution.
In such a solution, the operation department adopts an active control strategy, such as
energy storage systems, to compensate the renewable energy sources’ volatility and smooth
peak–valley load differences. For producing maximum comprehensive economic benefit,
virtual power plants (VPP) [5,6] aggregate scheduled and non-scheduled units, including
renewable and non-renewable energy resources, storage devices, and flexible loads, to
operate as a single entity participating in the power market. Much literature has considered
frameworks for and the modelling of components and operational systems [7]. To reduce
the imbalance between the power generation and consumption due to intermittently
generating units, scientifically adopting a bidding strategy for a VPP to elicit maximum
benefit is a decidedly primary issue.

Electric vehicles (EV) represent mobile charging loads, as either plug-in electric vehi-
cles or plug-in hybrid electric vehicles. Due to EVs’ ability to stabilize the grid and provide
significant battery storage capacity without upfront capital cost to grid infrastructure,
research on the integration of vehicle-to-grid (V2G) energy storage units and cooperation
with intermittent wind/PV in a VPP is a future social focus [8,9], but it’s presently unreal-
istic. However, research on vehicle-to-grid aggregators for frequency regulation [10] and
operational modeling of electric vehicle charging stations [11] provides novel ideas about
distributed energy storage consumption.

The cloud energy storage (CES) systems presented in [1,2] in 2017 centralize all dis-
tributed energy storage devices from consumers into the cloud service center as a virtual
energy storage capacity, belonging to the energy storage units of such VPP. The framework
of the CES system for power grids is presented in [12] and built by the consumer, the CES
operator, the energy storage supplier, and the distribution grid. With the information and
cash flow calculated through distributed computing, the CES operator, as a centralized
agency, is an intermediary service provider in contact with the consumers, the storage
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supplier, and the grid. For the centralized system, considering the hierarchical architecture
of the power grid, cloud–edge intelligence [13–15] for wide-area load frequency control,
substation simulation and protection control, and load modeling and management, is
suitable for application in CES systems. In recent years, distributed storage coordination
control strategies [16] and application–research scenarios on large-scale battery energy
storage systems [17] are two common fields of energy storage system research.

As for renewable energy resources and EVs, the power grid cannot afford a large
volume of electric vehicles (EVs) charging at peak load time because they greatly influence
the load curve [18]. To deal with the peak load regulation and demand response for a VPP
supporting EVs, three solutions are: optimization dispatch [19,20], control strategies [21],
and trade mechanisms [22]. Distributed computing is the main solution for solving the dis-
tributed EVs integrated into the power market, e.g., multi-agent intelligent computing [23]
and distributed online algorithm [24]. Blockchain represents realistic market and dispatch
mechanisms for EVs [25–29] by its technical characteristics e.g., transparent, untampered
with, privacy protection, and smart contract, allowing the tracing of EV charging and the
extension of its leasing activity.

In recent three years, blockchain technology has led to a complete set of distributed
energy trading and supply systems by connecting energy producers and consumers directly,
greatly reducing the transactional cost of electricity and improving transactional efficiency.
This enables power producers, transmission grid operators, distribution grid operators,
and retail energy service providers to trade at different levels, simplifying the complex
multilevel structure of current power systems. Blockchain technology can also deploy its
tamper-proof characteristics in identifying the certification of carbon power and renewable
energy power, directly recording renewable power, and providing the convenience of credi-
ble transactions of renewable energy. Building a power-trading platform with blockchain
technology will be a technological upgrade to the current power-trading market.

Blockchain, a distributed database technology, has changed some major application
fields of the internet of things (IoT) network over the last five years [30,31]. Introduced
by Satoshi Nakamoto’s Bitcoin in 2008 [32] as a peer-to-peer (P2P) system for distributed
computing and decentralized data sharing, blockchain is composed of a distributed series of
blocks, linked together by their hash values, that has the characteristics of decentralization,
time traceability, autonomy, openness, and tamper-proof information by using time stamps,
asymmetric cryptography, distributed consensus, and flexible programming technique.
The application domains of blockchain technologies in IoT, e.g., the internet of vehicles, the
internet of energy, the internet of cloud, fog computing, etc., are surveyed in [33]. Blockchain
techniques, applied in the Chinese energy internet, is surveyed in [34,35]. The architecture
and functionality of the blockchain groups in the intelligent distributed electrical energy
systems presented in [36,37] is a realizable model for future implementation. At present,
realistic engineering samples are so few that most research focuses on the blockchain’s
framework design concerning power system planning [37–41] and market transaction
infrastructure [42–48].

3. Planning Method and Modelling

This section presents the architecture design for a CES and then builds a load model
of the charging and discharging of distributed energy storage.

3.1. Planning Method
3.1.1. Architecture Design for CES

Figure 1 shows the architecture design for the CES market trade for local and cross-
region power grid. Figure 2 is the unified model architecture for trade participators, a
flowchart, and trade codes. The business participators are as follows:

(1) Consumers: The consumers include the users with wind or PV resources, small com-
mercial users (e.g., load or electric vehicles), distributed generation (e.g., wind farms
or PV stations), and the power plant. Distributed generation represents a certain scale
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of “wind farm /PV station and battery storage (BS)”. Small commercial users include
the common industrial/commercial loads or batteries. Fossil-fuel power plants output
power to charge energy storage devices through the distribution grid. They send fixed
addresses—an ID number—and administrator information as block data.

(2) CES operators: Information concerning user demand is sent, through the CES operator,
to the power market. Energy flows between consumers and the distribution grid.
The CES operator is a software platform based on dispatching infrastructure and
information technology, not an organization, optimizing dispatch and connected
to the grid to send dispatched demand to the power market and receiving basic
information about the available storage devices from the power market. In managing
discharging and charging, energy flow is the main work of the CES system, that is, to
decide how much and when to transfer energy from consumers to the distribution
grid under the constraint of balancing supply and demand.

(3) Distributed energy storage suppliers: Distributed energy storage deploys bi-directional
power conversion systems (PCS) and energy management systems (EMS) to different
places for flexible scheduling. Its address and company information is fixed in block
data. Its operation rules are as follows: (1) when the power plants or the distributed
generation companies generate more energy, the energy storage devices store it for
use during peak load demand; (2) due to the high cost of these devices, the price of
providing energy storage service is higher than paid to the consumer for charging
their own batteries; (3) the maximum energy storage capacity needs to be more than
the maximum energy output of the distributed generation in a day, deducting the
daily power energy supply in order to store excess power; (4) the minimum energy
storage capacity needs to be more than the demand for energy during an emergency
in the nearby area.

(4) Distribution grids: Distribution grids are the medium of power, energy, informa-
tion, and cash flow. The power market trade center and dispatch center are two
main operation organizations, including four functional systems, e.g., consumer
monitoring centers, forecasting systems, contract management, and transaction
settlement systems.

Local consumption of renewable energy is better than long-distance transmission to
the power grid. The cost of centralized labor management of operation and maintenance is
so high that the smart distributed management system needs user-end intelligence.
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(a) 

 

(b) 

Figure 1. The architecture of a market trade business: (a) energy path system; (b) market trade
business model architecture.
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Figure 2. Unified model architecture for trade participators, flowchart and trade code.

3.1.2. Planning of the CES System in a Power Grid

To build the CES system in a realistic power system, this paper presents the planning
ideas as follows:

The cloud energy storage operator only needs to build a software platform that has a
basic distribution grid with energy storage units. During the planning process, the most
important concern is the power/energy flow, information flow, and cost flow. Due to the
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separation of current dispatching and transaction platforms, the cost flow can be in the
market transaction platform. The realistic terminal devices that use these three kinds of
flows are the consumers’ electrical appliances and all kinds of energy storage device, which
are connected by the distribution grid. There are two kinds of energy storage devices,
namely the fixed energy storage stations and distributed mobile energy storage devices.
The fixed energy storage stations, because of their large capacities and high cost, need to be
built by the power grid or by some significant entrepreneurial investment. Mobile batteries
feature location flexibility, without a demand to be located, as they can be anywhere. Thus,
no realistic building construction cost in the CES system that only the mobile battery
vehicles and the charge/discharge interface stations need to be invested instead.

The CES operator is responsible for the following tasks: building an information
cloud detailing all service providers and energy storage suppliers, receiving consumers’
charge/discharge capacities and energy demands, receiving electric vehicles’ charging
demands and locations and navigating them to the nearest charging stations, optimizing
dispatch suggestions, load shifting from the peak to the valley, smoothing output power,
tracking planned output power, ancillary services, primary frequency control in wind/PV
and storage systems, meter monitoring, solving the problem of abandoning wind and
PV power in order to build a friendly power supply, and improving system operational
flexibility. These tasks can be set as functional modules in the desktop platform to be chosen
by consumers.

The aim is to operate economically, reliably, with high quality, and efficiently. Costs
needs to consider initial investment in the platform and the operation of charging stations
based on users’ reported installation of system capacity and energy demands. Then the
cost is converted into the service price (currency/kWh). The platform needs to manage
payment of all functional modules.

3.1.3. Trade Method

We present trade adopting a bidirectional auction mechanism, as follows. The platform
sets the access conditions of energy storage power stations and matches the trade between
the supply and demand sides of incorporated energy storage devices. The application
scenarios are described next, with each scenario representing the purchase and sale of
rental services.

(1) Wind/PV generation is given proportional priority in the rental energy storage ser-
vices. Wind/PV generation leases shared energy storage facilities and electric vehicle
charging to store extra electric output. The rental capacity is regarded as similar to its
virtual self-built energy storage capacity, at a proportion of no less than 10% of the
total capacity, for which the continuous charging time is no less than 2 h.

(2) In peak-load shifting, as performed by energy storage devices on the user side, the
user side builds electric energy storage devices for self-use and participation in
the peak-load shift market trade. During peak-load periods, the user side needs
the electric energy storage devices and V2G electric vehicles to discharge for load
demand. The charged electricity is traded by the previous valley-load or current
market electricity price. When discharging, energy storage devices and V2G can sell
electricity, similarly to distributed power generation, to nearby users. The discharge
price is settled according to the independent energy storage price stipulated by the
territorial government.

(3) In peak-load shifting by energy storage devices on the power-plant side, during valley-
load time periods, electric storage devices built/owned by the power plant are leased
to other power plants preparing for peak-load shifting by valley-load charging by
signing transaction contracts, or as an independent energy storage entity participating
in the peak-load shifting market to improve the frequency regulation performance
of other power units. The amount of discharged electricity is equal to the amount of
electricity generated at the power plant, and settled according to national standards
of price.
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(4) In peak-load shifting by independent electric energy storage, smaller independent
electric energy storage suppliers participate in the peak-load shifting transactions of
energy storage capacity as the main body of the market, and submit information to
nearby local power dispatch departments. The charging and discharging state of en-
ergy storage devices are uniformly regulated by the local power dispatch department.
The charging electricity is settled by peak and valley electricity price, or purchased at
an appointed valley price. When discharging, it is similar to distributed power gen-
eration, selling electricity to users in the near area, and the discharge price is settled
according to the independent energy storage price stipulated by national standards.

(5) Electric vehicles fill grid valleys. In night valley-load periods, electric vehicle charging
is required to fill the valley. The vehicle network system regulates and displays the
valley price information and signals the surplus power of the geographically nearest
charging station or pile on the platform, so as to guide the electric vehicle to the
nearest station or pile for charging. The charging amount complies with the charging
price of electric vehicle stipulated by the government. For electric vehicles with special
V2G functions, the independent energy storage price settlement stipulated by the
national standards is used when discharging.

(6) Valley-load electric heat storage, electric cold storage and thermal cold storage. The
valley-load electric heat storage, electric cold storage and a heat-and-cold storage
structured heat (cold) network topology is composed of heat-source nodes, heat-
recovery device nodes, heat-exchange device nodes, electric heating equipment nodes,
absorption refrigerator nodes, electric refrigerator nodes, micro gas turbine nodes,
gas boiler node and heat (cold) transmission pipelines. Electric heat storage, electric
refrigeration, and other heat storage (cooling) should be used when the electricity
price is high during the day, so as to reduce the electricity cost of direct heating and
cooling during the day.

Concerning carbon emission rights, the remaining carbon quota is measured according
to standards of national carbon emission quotas and participates in carbon quota trading
according to the requirements of the carbon-trading market. The smaller independent
energy storage devices, who set quotes based on self-operating profit, can offer quotes
within the scope of a national floating standard.

We present the trading capacity matching method of day-ahead and intraday markets,
in which appointments are made for each scenario in the day-ahead market after upload-
ing the supply and demand capacities and quoted energy storage suppliers, including
electricity/hot/cold energy storage suppliers, and two or three energy storage demands
at the same time. Micro-adjusting the actual supply and demand capacity occurs in 1-h
and 15-min increments each day. If the capacity on the supply side is less than the actual
capacity on the current demand side, when the supply side cannot provide new capacity,
the system will continue to provide at least two options in the near area for the buyer to
choose until all transactions on the demand side are completed; if the reserved capacity on
the supply side is greater than the actual capacity on the current demand side, only the
actual used capacity will be measured. In order to avoid the demand side increasing the
forecast demand in the day-ahead market, the range of acceptable error rate and penalty are
formulated in the contract. The error rate = (predicted value − actual value)/actual value
× 100%, and the range of acceptable error rate is set to ±10%. For the period exceeding the
error rate, a penalty of 5‰ should be paid in 24hours of the day.

3.2. Load Model of Charging and Discharging Distributed Energy Storage
3.2.1. Electric Vehicle (EV)

There have been 2,356,657 EVs recorded in the national regulatory platform between
2017 and 2019, of which blade electric vehicles (BEV) account for 84.6%, plug-in hybrid
electric vehicles (PHEV) account for 15.3%, and fuel cell electric vehicles (FCEV) account for
0.01% [49]. The disorderly charging behavior of EVs will create harmonics, aggravating the
peak–valley load difference and increasing grid loss. The factors affecting the temporal and
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spatial distribution characteristics of EVs’ charging and discharging are as follows: different
EVs types, fast- or normal-charging mode of charging facilities, EVs users’ behavior, number
of different types of EVs, environment temperature, and time-of-use price. The EV charging
power is assumed to be uniformly distributed U(a, b). The initial state of charge (SOC) is
assumed to be normal distribution N(μ, σ). The detail modelling process is as follows.

(1) Respectively obtain the charging time probability of buses, private cars, taxis, and
official vehicles, charging power, charging time, and discharge probability and time
within the preset time period. Obtain a daily 15-min cumulative charging load and
discharge power of all types of EVs.

According to the national standard of China GB/T 20,234, shown in Table 1, fast-
charging mode adopts DC, with a maximum voltage of 750/1000 V and the maximum
currents of 80/125/200/250 A, i.e., the charging powers from 60 kW through 250 kW. The
normal charging mode adopts AC, with the maximum voltage 440 V and the maximum
current 16/32/63 A, i.e., the charging powers from 7.04 kW through 27.72 kW.

Table 1. Different EV charging modes according to national standard of China GB/T 20,234.

Charging Mode AC/DC
Maximum
Voltage (V)

Maximum
Current (A)

Maximum Power
(kW)

L1 (slow charging) AC 250 10/16/32 2.5/4/8

L2 (normal charging) AC 440 16/32/63 7.04/14.08/27.72

L3 (fast charging) DC 750/1000 80/125/200/250 60/93.75/150/187.5
or 80/125/200/250

Taking the taxi operation in Beijing, China, as examples, large-class taxi drivers shift
every 24 h and small-class taxi drivers shift every 12 h. The ratio of large class to small class
is about 4:1. The large class taxi drivers have a long rest and can choose normal charging,
satisfying U(14.08, 27.72) (referring to Table 1) at public charging piles in residential or
commercial areas. The small-class taxi drivers have a short rest time, and generally charge in
fast mode, satisfying U(80, 250) (referring to Table 1). They charge twice a day, respectively,
2:00–5:00 am (the 8th through 20th time period) and 12:00–14:00 pm (the 48th through 56th
time period) for large class taxi, and 2:00–4:00 am and 12:00–14:00 pm for small-class taxi.
The battery capacity is assumed to be uniformly distributed under U(80, 100). The SOC is
assumed to be normally distributed under N(0.5, 0.1). The charging time length, T (number
of time periods), is calculated as follows, where CEV is the battery capacity (kW·per time
period), η is the charging efficiency 0.8–0.9, and Pcharge is the charging power (kW).

T = (1−SOC)· CEV

η·Pcharge
(1)

(2) According to the probability distribution simulating the type of EV and its charging
behavior, randomly sample the charge power, battery capacity, SOC, charge starting
time of each EV. Then calculate charging time duration and charging end time. Finally,
calculate cumulative charge load curve for 96 time periods.

The battery capacity of private cars follows a uniform distribution, U(20, 30), as
does slow-charging power, U(4, 6). Considering that the expectation of the probability
distribution at the beginning of charging of private cars is 17.6 h, the variance is 3.4. The
expectation of the initial state of charge is 0.6, while the variance is 0.2. The charging
efficiency is 0.9. The mean value of the probability distribution of mileage is 3.2, and the
variance is 0.88. Figure 3a depicts the load curves of private cars of different sizes during
disorderly charging as the number of vehicles grows from 200,000 in 2020 to 1,000,000
in 2025.
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(a) (b) 

(c) (d) 

Figure 3. The disorderly charging load curve of EVs: (a) private cars; (b) taxis; (c) buses; (d) official
and special vehicles.

Similarly, the disorderly charging load curves of electric taxis, buses, and special
vehicles are respectively shown in Figure 3b–d.

The total charge load curve of the four types of EVs shown in Figure 4 includes the
cars in Figure 3a, taxis in Figure 3b, buses in Figure 3c, and official and special vehicles in
Figure 3d. The maximum charging power, 3425 MW, of EVs in 2025 in Figure 4 accounts
for no more than 2.8% of current provincial peak load, about 123,810 MW in 2020.
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Figure 4. The total charging load curve of private cars, taxis, buses, and official and special vehicles.

3.2.2. Ice Storage System

Ice storage systems make use of the low electricity price at night to make ice and
store it in an ice storage device. During the peak period of power consumption in the
daytime, the ice melting releases its cooling capacity, which reduces the system cooling
pressure during the peak load period and reduces the system’s operational cost. The main
equipment of an ice storage system includes a refrigerator and an ice storage tank. Its
working mode can be divided into separate cooling by the electric refrigerator, separate
cooling by the ice storage tank, simultaneous cooling by the electric refrigerator and ice
storage tank, and combined cooling by the electric refrigerator and ice storage tank. The
electric load and cooling power curves of an ice storage system are shown in Figure 5.

 
(a) (b) 

Figure 5. An ice storage system: (a) electric load curve of ice storage system; (b) cooling power of an
ice storage system.
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Ice storage units can effectively use surplus power for refrigeration at night, transfer-
ring part of the power load at the peak of the day to the low-cost power period at night.
The refrigeration host does not turn on, or turns on less, during peak times to reduce power
load and improve the load composition of the power grid, which is conducive to the stable
operation of the power grid.

3.2.3. Considering Demand Response

According to the power consumption characteristics of users and the operation time
and energy consumption demand of different electrical equipment, power loads can be
divided into uncontrollable loads, transferable loads, and interruptible loads.

Uncontrollable loads have no energy storage characteristics; the power consumption
time is relatively fixed or may use power at any time according to the users’ wishes, such as
lighting load, or load from TVs, computers, etc. Their operation time or power fluctuation
range are small and basically without ability to transfer load. Transferable loads owe to
equipment with or without energy storage characteristics, but whose power consumption
periods are flexible. Washing machines and timed rice cookers do not have energy storage,
but they use electricity flexibly, and, as their total power consumption is certain, they have
load transfer capacity. Interruptible loads, obtain from equipment such as air conditioners
and water heaters, have flexible power consumption characteristics and short-term power-
off operation without great impact on users, but they may deviate from the original power
consumption habits, such as by causing room and water temperature changes. For more
on the operational model of integrated controllable load, we refer the reader to [50]. The
response curve of a controllable load is shown in Figure 6, below.

According to the Chinese national standard of residential electricity, each family uses
maximum 6 kW as the basic design capacity for ordinary residential living in a 61–100 m2

house. The power of the washing machines is generally 0.7–1 kW. The power of the timed
rice cooker for a family having six persons is generally 0.8–1 kW. The power of an air
conditioner with a heating function is generally 1.1–1.5 kW and there are typically 2–3
air conditioners for a large family. The power of the water heater is generally 1.2–2 kW.
All household appliances always don’t use electricity at the same time, to avoid tripping
circuit breakers. Thus, for a family, the transferable load, including a washing machine or a
timed rice cooker, is about 0.7–1 kW. The interruptible load including an air conditioner or
a water heater is about 1.1–1.5 kW.

Supposing there are 93 million people in a province, and every six persons form a
family, we can deduce that there are about 15.5 million households in a province. Assuming
the maximum load transfer of 20,000 households is 9 MW during the 45th–48th period,
14 MW during the 66th–68th period, and 8.4 MW during the 79th–84th period, we deduce
that, ideally, there are about 6975 MW, 10,850 MW, and 6510 MW load transfers at three
peak load periods, respectively. For residential interruptible loads, from 10:00 to 12:00 am,
shutting down two air conditioners, or only one from 15:00–19:00 pm can reduce peaking
load. In Figure 6c,d, if the maximum interrupted load of 20,000 households is 22 MW in
the 47th–48th period and 7.5 MW in the 74th–76th period, we deduce that, ideally, there are
about 17,050 MW and 5813 MW for a province. Thus, there are about maximum 24,025 MW
over 11:30–12:00 am, 10,850 MW over 16:00–16:30 pm, 5813 MW over 18:30–19:00 pm, and
6510 MW over 19:45–21:00 pm in terms of demand response. During the maximum demand
response load, the transferable and interrupted load accounts for 29% and 71%, respectively.
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(a) (b) 

 

(c) (d) 

Figure 6. The response curve of 4000 to 20,000 household loads. (a) Transferable load curve before
and after peak shifting and valley filling; (b) load transfer curve; (c) interrupted load curve before
and after interrupting load; (d) interrupted load curve.

3.2.4. Heat Storage System

Heat storage devices can adjust the heating load through the process of repeatedly
cycling heat storage and heat release.

The general energy storage system adopts the two charging and discharging cycles of
“valley charging and peak discharging” and “flat charging and peak discharging”, every
day, to reduce the times of charging and discharging to ensure the service life of the energy
storage device. Three different types of heat storage devices are selected for the project, and
the heat storage power and capacity meet the normal distribution. The expected values
are configured as 1 MW/4 MWh, 2 MW/8 MWh, and 4 MW/12 MWh accounting for
1/3. At the same time, the heat storage exothermic conversion rate of the heat storage
device is 0.92, and its heat storage/exothermic efficiency is 0.90. The initial heat storage
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state and the initial time of heat storage/exothermic efficiency follow different uniform
distributions. By changing the total number of heat storage devices to 100, 200, 300, 400, or
500, the disordered charge–discharge curves of heat storage devices in different scales can
be obtained from Figure 7a–d, respectively.

 

(a) (b) 

 

(c) (d) 

Figure 7. Electrical load curve of a heat storage system: (a) curve of a type 1 (1 MW/4 MWh)
heat storage device; (b) curve of a type 2 (2 MW/8 MWh) heat storage device; (c) curve of a
type 3 (4 MW/12 MWh) heat storage device; (d) comprehensive heat storage load curve of a heat
storage device.

3.2.5. Decentralized Electrochemical Energy Storage

Under the time-of-use price proposed by the power grid company, industrial users
adopt electrochemical energy storage devices because of their advantages of high energy
density, fast response, and low maintenance cost [51]. The user-side energy storage uses the
peak valley price difference to obtain income, namely, charging in the low electricity price
period and discharging in the peak period to profit between peak and valley electricity
prices. The total installed capacity of electrochemical energy storage in a province from
2021 to 2025 is about 480 MW, 1680 MW, 3840 MW, 6000 MW, and 8400 MW, respectively
by year, and a decentralized system of 1 MW/2 MWh accounts for 40%, of 2 MW/5 MWh
account for 40%, and of 6 MW/36 MWh accounts for 20%. In order to make use of the price
differences between peaks and valleys, under two-charge and two-discharge modes, the
optimal strategy is to charge the energy storage in the valley period of 0:00–8:00 am every
morning and in the normal period of 12:00–14:00 pm, and discharge with a total duration
of 4h during the peak period of 10:00–12:00 am and 14:00–16:00 pm every day. The 35%
of full charging and discharging load curves of 200, 700, 1600, 2500, and 3500 devices are
shown in Figure 8a,b, respectively.
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(a) (b) 

Figure 8. The charging and discharging load curves of the planned capacity of electrochemically
stored energy from 2021 to 2025: (a) 35% charging and discharging; (b) full charging and discharging.

In a sample case, the maximum discharging load is 8243 MW and the maximum
charging load is 7462 MW in full charging and discharging mode, resulting in reduced
battery life. In a realistic case, to protect battery life, a 30–40% charging and discharging
mode is adopted. In the sampled 35% case, the maximum discharging load is 2942 MW
and the maximum charging load is about 2671 MW.

3.2.6. Distributed Storage Aggregation Provider (DSAP)

A DSAP is an independent organization that integrates all kinds of distributed energy
storage resources and provides them to market buyers. As an intermediate organization in
the distributed energy storage and power grid for providing power resources, it extracts,
evaluates, and integrates distributed energy storage resources through professional means,
integrates decentralized energy storage into system-schedulable resources, and participates
in the operation of the power system.

The grid regulation takes reducing the variance of load curve and reducing the peak
load as its charging and discharging objectives when dispatching and managing distributed
energy storage. In order to reduce the negative impact of distributed energy storage on
the power grid, combined with the time of use price mechanism, the goals of reducing the
peak-to-valley difference of loads and reducing peak load can be set. A day is divided into
24 time periods-hours-and the optimization variable is the charge and discharge power of
energy storage equipment in each time period.

In Figure 9a, EVs are the main charging load for the basic load curve in the period
of 2:00–6:00 a.m. and 12:00–14:00 p.m., accounting for 65% and 52%, respectively, leading
to an increased maximum load of 5167–5260 MW at 2:15–3:00 a.m. and of 5526–5670 MW,
without a heat storage system, at 12:00–13:45 p.m., as shown in Figure 9b, corresponding to
the electricity prices of 0.3052 yuan/kWh and 0.6104 yuan/kWh in Table 2, respectively.
Until 2025, considering the heat storage system in summer, an extreme and unrealistic
case for evaluating extreme maximum loads, the total increased maximum load of five
energy storage systems between 6226–8209 MW at 2:15–3:00 a.m. and 6012–7829 MW at
12:00–13:45 p.m. accounts for 5–7% of Guangdong’s unified regulation load of 123,810 MW
in 2020.

216



Processes 2022, 10, 194

 

(a) (b) 

Figure 9. The load curve of distribution energy storage systems in 2025: (a) charging electric load
curves of five types of energy storage systems; (b) DSAP total charging power load curve including
EVs and ice storage, considering demand response and a decentralized shared system on a day using
heat storage systems (in winter) and without the use of heat storage systems (in summer).

Table 2. The electricity price of large industrial power in Guangzhou, China, in its distribution grid.

Peak and Valley Time Period Classification of Load Voltage Price (RMB yuan/kWh)

flat load (8:00–10:00,
12:00–14:00, 19:00–24:00)

1–10 kV 0.6104

20 kV 0.6072

35–110 kV 0.5854

peak load (10:00–12:00,
14:00–19:00)

1–10 kV 1.0072

20 kV 1.0019

35–110 kV 0.9659

valley load (0:00–8:00)

1–10 kV 0.3052

20 kV 0.3036

35–110 kV 0.2927

4. Impact on Power Grid Capacity, Load Characteristics, and Safety Margins

4.1. Distributed Energy Storage System on Load Side
4.1.1. Impact on Peak Shifting, Energy Efficiency, and Economic Benefit for Consumers

The construction of power grid needs to meet the demand of peak load, resulting in
low asset utilization and operational efficiency. Especially in summer, more than 40% of
the grid load is air-conditioning load, while its annual power consumption is less than
10%. In Figure 9b, without considering heat storage systems until 2025, if the basic load
is 123,810 MW in 2020, according to energy storage planning, using distributed energy
storage for peak shifting of 1359–2353 MW at 10:00–12:00 a.m. and of 1024–1338 MW at
14:00–16:00 p.m., valley filling of 2314–5260 MW at 1:00–5:00 a.m. and a flat period fulfilling
5526–5670 MW at 12:00–14:00 p.m. can transfer no more than 1–2% of peak load, which
increases to 4–5% load in valley and flat periods.

If the power consumption on a peak-load day is 2,000,000 MWh, the total charging
and discharging power consumption of four energy storage systems without heat storage
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systems, depicted in Figure 9b, are 43,224 MWh and 4691 MWh, accounting for 2.2% and
0.23% of the daily consumption, respectively. The net increased daily power consumption
is 38,533 MWh, accounting for 2% of the daily consumption. The net increased daily power
consumption includes rigid power demand of EVs and energy loss of electrochemical
battery system, may cause reduced energy efficiency.

According to rough estimation, the total power fee in the peak load day is 20.73 million
yuan at the charging period, and a maximum 4.30 million yuan at the discharging period,
as decided by the proportions at the user side, the power grid, and the supplier side. If
the electrochemical battery capacity of the user side accounts for 7% of all distributed
electrochemical energy storage in 2025, the total saving cost for users on a peak-load day is
about 0.3 million yuan.

4.1.2. Impact on Safety Margin

The disorderly charging behavior of large volumes of EVs increases in risk until
2025, although the maximum charging power, 3425 MW, of the EVs simulated in Figure 4
accounts for no more than 2.8% of current provincial peak load, and 52–65% of energy
storage load. For five types of energy storage, although the whole energy storage system
flattens the single peak at 10:00–12:00 a.m. and 14:00–16:00 p.m., it forms multiple sub-
peaks at 1:00–5:00 a.m. and 12:00–14:00 p.m. Although the risk level, at peak periods, of
exceeding the limit decreases, the number of multiple sub-peak risks increases.

The orderly charging behavior of electrochemical energy storage invested in by the
power grid, in case of emergency, can avoid overloading some equipment and of having
low voltage of some nodes. In this case, the energy storage equipment put into operation at
such critical moments can play the role of emergency support.

4.1.3. Impact on Planning and Construction Considering EVs

The power demand of EV batteries, accounting for 65% of charging power in the
valley period and influenced by their work mode, affects the distribution grid planning,
substation capacity, and equipment selection. The site selection of a substation is selected in
combination with the distribution of EV charging load. The fixed capacity of the substation
refers to the determination of the main transformer capacity of the substation, and the
appropriate transformer capacity load ratio shall be considered. The simultaneous rate
of conventional load peaks and EV charging load peak have an important impact on the
determination of transformer capacity load ratio. With the growth of EVs, the uncertainty
of charging load leads to the maximum load prediction deviation, requiring great changes
of total substation capacity and layout.

If a large number of EVs are charged at widely distributed charging piles, the voltage
waveform of a 380 V public bus will be seriously distorted because the piles are distributed
in a 400 V low-voltage distribution system. The short-term fast charging of charging
equipment may cause too fast a load change, produce impulse voltage, and endanger the
safety of the power grid. In order to ensure power quality, on the one hand, corresponding
active-filter and reactive power-compensation devices can be equipped. On the other hand,
when planning to build a large-capacity charging station, it may not share the same section
of bus with loads sensitive to power quality. The uncertain characteristics of EV charging
time add uncertain factors to the power flow calculation of distribution system. In order
to meet safe transmission requirements under various operation modes, a certain margin
can be reserved for the line capacity. The weak links can be strengthened to ensure that the
line current does not exceed the limit. When considering the impact of EV development on
distribution network planning, the analysis of planning operational cost is more important.
It is necessary to optimize the economic model in the planning process, so that the actual
planning scheme can take into account adaptability and economy.
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4.2. Distributed Energy Storage System on Power Resource Side
4.2.1. Impact on Stabilizing Output Power of Renewable Energy

In order to reduce the impact of clean energy output fluctuation on the power grid,
installing appropriate distributed energy storage can increase the controllability of clean en-
ergy output power and stabilize power fluctuation to ensure the safe, stable, and economic
operation of the clean energy grid with high permeability.

Based on power grids’ operational requirements, the objectives of stabilizing the out-
put fluctuations of energy storage devices fall into three categories. The first category
has the lowest requirements. When the power system’s operational conditions and reg-
ulation capacity are certain, it is expected that the grid connection of clean energy will
not affect dynamic stability or cause frequency regulation pressure, that is, the output
can meet the fluctuation constraints and frequency regulation requirement. The second
type has an additional and more stringent requirement that the power generated by clean
energy be able to track the power generation plan in real time. The third category has the
highest requirements; the expected output must not only quickly respond to changes in
power grid frequency and have the abilities of system frequency modulation and peak
shaving, but also have a certain schedulability and the ability to coordinate large-scale
clean energy generation.

4.2.2. Improving Clean Energy Consumption

We next consider the impact on the clean energy consumption of the power grid under
various application modes, such as the joint configuration of a distributed energy storage
system and flexible interconnection devices, and on participation in the demand response.

(1) The joint configuration of distributed energy storage system and flexible intercon-
nection devices. Compared with separate construction, the integrated construction
mode of soft open point (SOP) and energy storage realizes the effective reuse of two
groups of high-capacity power electronic converters in SOP, improves the utilization
rate of SOP equipment, and greatly reduces the system construction investment and
operation costs. From the perspective of operation, the addition of energy storage
elements improves the operational inertia of SOP devices and enhances the ability of
SOP devices to deal with transient disturbances in maintaining system energy balance
for adapting to more complex operational scenarios and control requirements. From
the perspective of the distribution grid, SOPs containing energy storage will have the
energy transfer capability in both spatial and temporal dimensions, which can not
only realize the real-time adjustment of transmission power between different feeders
or stations, but also realize the functions of stabilizing fluctuation, peak shifting, and
valley filling within a given time period, further strengthening the dispatching con-
trol capability of SOPs and improving the level of intermittent energy consumption.
They will play an important role in improving power supply quality and optimizing
the operation level of the distribution network. The dual role of SOPs with energy
storage means they face higher technical requirements. In the planning stage, the
investment cost and operation cost of SOP including energy storage will be closely
related to the capacity and power of energy storage elements and the operation life
under different charge and discharge strategies, which need to be fully considered; in
terms of operation control, the charging and discharging of energy storage elements
need to be completed by the cooperation of two groups of converters in the SOPs,
which greatly increases the complexity of the control strategy. In addition, when the
DC-side voltage level of SOPs is high, the energy storage components may need to
be connected through DC chopper boosting, and the coordination among multiple
power electronic converters will also become one of the key issues.

(2) Distributed power generation combined with a distributed energy storage system
participating in demand response. Photovoltaic output is concentrated in the daytime,
the fluctuation amplitude and frequency of which are significantly greater. Wind
power output fluctuates all day, but the overall output at night is large, having a
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negative effect in valley periods. Wind and solar grid connections reduce peak load,
greatly reduce the overall time series curves, and increases the capacity margin. The
net load curve has multiple valleys, and the net load in valley periods can even be
negative. In order to avoid the phenomenon of abandoning wind and PV, the main
network and other distributed energy sources need to have downward regulation
capacity and reserve capacity. In some periods, the wind power output and load
trends are inconsistent, resulting in large fluctuation times and amplitude of the net
load curve, which requires the system to have a flexible climbing ability.

In order to improve the consumption level of clean energy and avoid the phenomenon
of abandoning wind and PV when the net load is negative, distributed energy storage can
be charged during valley periods and discharged during peak load periods. Through the
time sequence transfer of the net load curve, the energy utilization rate of uncontrollable
distributed generation can be increased, to avoid the phenomena of abandoning wind
and PV power and high-price power purchasing under the low acceptance capacity of
the system.

5. Conclusions

There is a developing trend of establishing a hierarchical and partitioned-energy
internet sharing operation platform to gather wind power, photovoltaic, energy storage,
flexible load, heat and cold energy systems, and energy suppliers to realize consumer energy
services. The energy interconnection and sharing platform of Dongguan’s local dispatching
was established in 2017 and put into operation in 2019. Based on cloud–edge computing
technology, it has realized the pioneering construction of distributed cloud energy storage
with access to a local power grid management platform. Although the current market
policy has not been liberalized, the platform performs only power monitoring and operation
and the maintenance of power load equipment and does not have the functions of heat
energy collection, carbon emission monitoring, or market transaction. However, with the
progress of technology and the attention of the national industry, it will further realize such
a platform with ideal functionality.

Building a local dispatching platform of the provincial demand side’s response plat-
form has great significance for consolidating new power system infrastructure for carbon
peaking and carbon neutralization and for improving the efficiency of comprehensive
energy management. Our suggestions are as follows:

(1) Though energy storage has many advantages, there are some focuses: single-peak load
shifting transferring to multiple sub-peak loads; lower energy efficiency, as electricity
increase in valley periods are much greater than the reductions of peak loads; the high
cost of electrochemical batteries; EV load demand accounting for more than 60% of
increased energy storage load and needing a regulated work mode; unnecessary heat
load and replaceable and interruptible load implemented by setting enterprise rules.

(2) The grid company should propose standards of energy storage configuration, improve
the features of the proportion of storage capacity, such as location and operational and
maintenance measures, and configure energy storage access to the sharing platform.

(3) Electrochemical energy storage has the fastest response and highest cost. At present,
in order to protect battery service life, realistic operation requires shallow charging
and discharging, of about 30–40% in one charging. It is not necessary to plan a too-
large overall capacity scale on the power-supply side, power-grid side, or user side in
the next five years; rather, we recommend such installed capacity only when other
measures cannot solve overload problems.

(4) Control the power demand of users. It is necessary to make mandatory manage-
ment rules for energy conservation and emission reduction, such as controllable air
conditioning and heating load.
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Abstract: Jute is a cheap, eco-friendly, widely available material well-known for its cooling properties.
In electric vehicles (EVs), dissipating a huge amount of the heat generated from lithium-ion batteries
with an efficient, light, and low-power consumption battery thermal management system (BTMS) is
required. In our previous study, jute fibers were proposed and investigated as a novel medium to
enhance the cooling efficiency of air-based battery thermal management systems. In this paper, as the
first attempt, jute was integrated with a phase change material (PCM) passive cooling system, and the
thermal performance of a 50 Ah prismatic battery was studied. Temperature evolution, uniformity,
and cooling efficiency were investigated. A comparison between the thermal behavior of the air-based
BTMS and PCM-assisted cooling system was performed. The results indicated that adding jute to
the BTMS increased the cooling efficiency and especially decreased the temperature development.
Furthermore, the temperature difference (ΔT) efficiency was enhanced by 60% when integrating jute
with PCM, and temperature uniformity improved by 3% when integrating jute with air-based BTMS.
This article compared the integration of jute with active cooling and passive cooling; thus, it shed light
on the importance of jute as a novel, eco-friendly, lightweight, cheap, available, and nontoxic material
added to two strategies of BTMS. The setup was physically made and experimentally studied for the
purpose of BTMS optimization.

Keywords: jute; electric vehicles; thermal management; evaporative cooling; passive cooling; air
cooling; phase change material (PCM); lithium-ion battery

1. Introduction

The electric vehicle (EV) market has matured over the last few decades because of
the future it promises of environmental and green transportation with zero emissions [1].
The lithium-ion battery (LIB) is the most preferred energy storage system used by the
majority of EVs [2] because of their large energy, high cycle life, light weight, and low
rate of self-discharge [3]. On the other hand, the performance characteristics of LIBs
are strongly limited by their operating temperature [4,5]. High charge and discharge
produce a huge amount of heat [6] and nonuniform surface temperature distribution [6,7].
Moreover, heat generation can diminish battery performance [8,9], leading to a quick
thermal runway [10]. Therefore, solutions to this issue are demanded to exceed the last
stage of large-energy LIB applications. Maintaining the operating temperature within the
proper range requires an effective battery thermal management system (BTMS) [11]. As
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pointed out by many researchers [12], BTMSs can be classified into air cooling (active and
passive cooling) [13], liquid cooling [14], phase change material (PCM) cooling [15], heat
pipe cooling [16], and hybrid cooling [17], which is a combination of two or more of the
mentioned cooling strategies.

A liquid cooling system is the most common cooling strategy used in electrified
vehicles [18]. Because of high thermal conductivity and heat transfer efficiency [19], it can
control battery temperature development and distribution [20]. However, liquid cooling
systems have complexity in structure, water leakage risk, and additional weight and energy
consumption [21].

The heat pipe has better thermal performance and higher thermal conductivity [22]
compared to the other passive cooling strategies, but the contact area of the heat pipe
system with the battery is small, and the system structure is volumetric [23,24].

Air cooling systems are considered one of the most traditional, common, and widely
embraced cooling strategies in industrial applications [25]. This is due to their simplicity
in structure, flexibility in maintenance and packaging, water leakage avoidance, and low
weight and power consumption [26]. However, the main concerning points are low cooling
efficiency and nonuniform temperature distribution [27]. Nevertheless, respectable research
efforts have been employed to optimize the air cooling strategy [28]. Na et al. [29] proposed
an optimization for an air cooling BTMS with a reverse airflow design. They compared the
results with unidirectional airflow by computational fluid dynamics (CFD) and declared
that the maximum average temperature differences were enhanced with a reverse airflow
design. Chen et al. [30] improved the BTMS with U-type airflow and concluded that
battery temperature difference and power consumption were minimized. Wang et al. [31]
experimentally found that by reciprocating airflow, uneven temperature distribution caused
by heat accumulation could be mitigated. Xie et al. [32] experimentally and numerically
researched the effects of inlet and outlet angles and the channel width between battery
cells on the heat dissipation rate. They revealed that airflow channels had a remarkable
influence on the maximum temperature rise and the temperature difference. In terms of
safety, alternative BTMSs have been studied and proposed, such as helium-based [33] and
ammonia-based [34] battery thermal management.

A phase change material (PCM) is a substance that can absorb or release heat at a spe-
cific temperature value when it reaches the melting point and transforms from one physical
phase to another [35,36]. The PCM absorbs the heat accumulated on the battery surface by
conduction [37]. It has large latent heat and constitutes a low-cost thermal management
strategy [38]. On the other hand, PCMs suffer from low thermal conductivity, and thermal
management systems based on them are considered volumetric and massive. Therefore,
many studies have been recorded to overcome these disadvantages [39]. Hussain et al. [40]
used paraffin as a phase change material and infiltrated it into graphene-coated nickel
foam. They claimed that the battery temperature rise was decreased by 17%. Li et al. [41]
proposed an optimized design to reduce the mass and volume of PCMs. Huo et al. [42] em-
ployed a porous medium for PCM heat transfer improvement. Zhang et al. [43] suggested a
combination of PCMs and designed a composite of olin/expanded graphite (EG)/paraffin.
They found that the complex could control the battery temperature rise at 45 ◦C ambient
conditions and a high discharge rate.

A respectable research effort has been performed to optimize battery thermal manage-
ment either experimentally [42,43] or by thermal modeling [44,45].

All the mentioned studies were carried out targeting battery thermal management
system optimization. Most of the optimization techniques did not take environmental
aspects into consideration and even ignored them at some stages. Moreover, leakage,
bulkiness, volumetric, uneven temperature distribution, and complexity in design are the
most common issues between all existing battery thermal management systems. Therefore,
in this paper, environmental and novel design optimization is proposed to enhance battery
thermal management performance and design. Jute, as a cheap, eco-friendly, lightweight,
available, and novel cooling medium, was integrated as a first attempt into a BTMS [46]. An
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active air cooling strategy was chosen as the common BTMS used in industrial applications.
Then, jute was integrated into the system, and the results indicated an improvement in
battery thermal performance [46].

In this study, a promising passive cooling strategy, a PCM with high latent heat, was
chosen to combine with jute, since the PCM strategy is not enough to maintain the tempera-
ture within the preferable scope, especially for the demands of future EVs with fast charging.
Therefore, merging further cooling mediums such as jute with PCM was hypothesized to
contribute to enhancing thermal performance and lowering the temperature increase.

Therefore, the PCM cooling strategy was built with and without jute. Then, the
thermal behavior of a 50 Ah prismatic battery cell was investigated. Maximum tempera-
ture, temperature differences, and distribution with cooling efficiency were analyzed. A
comparison among different BTMSs (natural convection, active air cooling, and passive
PCM cooling) integrated with jute was studied. The results indicated that integrating jute
with BTMSs improved thermal performance with less weight, cost, and equipment, with
respect of the environmental side, and kept the main purpose of EVs within the environ-
mental aspect. The remainder of the paper is arranged as follows: Section 2 describes
the experimental setup and the proposed design, Section 3 discusses and analyzes the
thermal performance of integrating jute with PCM, and Section 4 presents the analysis for
integrating jute with air-based BTMS. A comparison among BTMSs integrated with jute is
represented in Section 5 and the experimental uncertainty analysis is given in Section 6.
Finally, the conclusion and future work are drawn in Section 7.

2. Methodology and Development

A prismatic lithium-ion battery holding a large capacity of 50 Ah was used; its specifi-
cations are reported in Table 1.

Table 1. Battery properties declared by the manufacture.

Item Parameter Specification

Nominal capacity 50 Ah
Nominal voltage 3.7 V
Battery weight 900 ± 25 g

Battery dimension 148 × 98 × 27 mm

With the aim of generating as much heat as possible, a high, constant current of 125 A
(meaning a 2.5 ◦C discharge rate) was injected into the battery, first in natural convection
without any cooling system. Then, jute fibers were prepared to be integrated into the
following cooling strategies: active air cooling using fans and passive cooling with PCM
assistance. Afterward, battery temperature increase, temperature distribution, and cooling
efficiency were investigated for each of the cooling strategies integrated with jute. In the
end, a comparison between the proposed BTMSs was made. Figure 1 gives an overview of
the experiments carried out and result analysis.

2.1. Experimental Setup

In order to conduct trustworthy and accurate tests, an experimental test bench was
built in the MOBI (mobility, logistics, and automotive technology research center) laboratory
at Vrije Universitiet Brussel. The equipment and setup used in this study can be divided
into general setup and specific setup.

The specific setup is illustrated and clarified separately in the following section for
each cooling strategy. However, the general test bench and setup is shown in Figure 2.
It consisted of a battery tester (PEC manufactured ACT0550 model) with an accuracy of
±0.005% for the voltage reading, used to cycle the battery; a CTS manufactured climate
chamber, to control battery surface temperature; four thermocouples with accuracy of
±3%, used for temperature measurements; and a microcontroller device, used to record the
thermocouples’ temperature readings. Finally, all the mentioned equipment were linked
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to a computer to monitor the parameters (voltage, current, and temperature) and acquire
the data.

Figure 1. Design of the study and work flowchart.

Figure 2. Schematic of the test bench: (a) battery tester; (b) 50 Ah battery; (c) climate chamber;
(d) microcontroller; (e) computer.

2.2. Description of the Proposed Designs

Jute is considered a low-cost, natural fiber [47] and cellulosic material [48]. Because of
its attractive cooling efficiency, light weight, low cost, and environmental benefits [49–51], it
was chosen to insert into a battery thermal management system. Dedicated test setups were
designed and constructed to evaluate the performance of jute fibers used in two strategies
of BTMS, which are described in the following subsections.

2.2.1. Passive Cooling PCM-Assisted BTMS

An illustrative image of the proposed design as it was tested in this study is shown
in Figure 3. Four thermocouples (glass-encapsulated sensors, standard type, B57560G,
B57560G1) with accuracy of ±3% were used for temperature measurement. Three thermo-
couples were attached to the front side of the battery at the locations shown in Figure 3, and
the fourth was used to record the ambient temperature. Then, the battery was surrounded
with jute mesh and placed in a plexiglass case constructed to fit with the battery, jute, PCM,
and thermocouples. A composite paraffin\graphite PCM was prepared, representing the
passive cooling system. Its thermophysical properties are given in Table 2.
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Figure 3. Thermocouple locations on the battery surface (left); PCM case with jute (right):
(a) plexiglass case; (b) battery; (c) thermocouples; (d) PCM; (e) jute.

Table 2. Specifications and thermophysical properties for the PCM used.

Properties Value

Thermal conductivity 2.32 W/m·K
Heat capacity 1430 J/kg·K

Density 1305 kg/m3

Melting temperature 27–28 ◦C
Latent heat 150,000 J/kg

The PCM complex was poured into the plexiglass casing at an environmental tem-
perature of 25 ◦C. The battery was discharged from a 100% state of charge (SoC) to a 0%
state of charge, and the temperature was recorded at three cooling conditions. First, battery
temperature measurements were taken inside the case without any PCM or jute. Then,
PCM was poured into the case, and the measurement was recorded in the presence of the
paraffin/graphite PCM. Finally, jute was wrapped around the battery periphery and PCM
was poured into the plastic casing.

2.2.2. Active Air Cooling BTMS

An illustrative image of the test bench for air cooling with jute is shown in Figure 4. A
casing was prototyped from plexiglass, and the battery was placed in cross-section inside
the casing. Four fans were set on both sides of the case. Two fans on one side were used
to blow the air with a speed of 7 m/s, and air circulation surrounded the battery before
exiting from the suction fans with airflow of 2.5 m/s on the opposite side of the case.

A frame of jute fibers was prepared to fit with the case side. Furthermore, a filling
water system was designed to feed the jute with water and drain the extra water from the
cooling system.

For the purpose of validating the proposed air-based cooling design, a high discharge
current (125 A) was applied to the battery with four conditions of airflow for the proposed
design. The first condition featured two functional suction fans while the opposite side
fans were in off mode and not operated. In the second condition, the air cooling case was
operated with four fans; two fans were used as inlets, and the airflow traveled through
the case to the other two suction fans (outlets). Then, the jute frame with the water
filling system was fixed to the cooling case, replacing the inlet fans, in the third condition.
In this condition, the jute was saturated with water and revealed to the exhaust fans,
where the airflow evaporated the water from the jute’s surface and cooled down the
battery temperature. Therefore, the jute was wet at the beginning of the test and was then
dehydrated. In the fourth condition, the jute frame was kept in its place, facing the suction
fans, but it was refilled with water and maintained as wet during the entire test time.
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Figure 4. Proposed air cooling design with jute (Reprinted with permission from ref. [46]).

3. Thermal Performance of Jute Integration with PCM-Assisted Cooling System

The amount of thermal energy that could be stored in the jute fabric increased by
applying PCMs on its textiles. This was due to the nature of PCMs and latent heat. When
the battery was wrapped with jute fabric integrated with PCMs, the battery grew cooler
when its temperature rose and hotter when the battery temperature decreased. This was
because the heat from the battery was used to melt the PCMs in the jute fabric, essentially
cooling the battery down. Furthermore, when the battery temperature decreased again, the
energy stored as latent heat was released again, which in turn kept the battery warmer for
a longer duration.

3.1. Temperature Development

Temperature development (evolution) and increase were calculated as the average
surface temperature among the three thermocouples attached to the battery. Figure 5
compares the temperature increase in three tests, which were performed to represent
the cases of no cooling (Box), cooling assisted with PCM, and cooling with jute merged
into PCM. As expected, the use of PCM resulted a noteworthy reduction in the surface
temperature. The maximum temperature for the battery surface reaches 46 ◦C in the no-
cooling condition, but applying the PCM as a cooling medium decreased the maximum
temperature at the end of discharge to 40 ◦C. Furthermore, an additional reduction in
temperature occurred when jute was merged with PCM; a maximum temperature of
36 ◦C was obtained when the battery was fully discharged. This was because the thermal
properties and cooling efficiency of jute were enhanced by merging it with the PCM [51–53],
which led to better cooling performance.

3.2. Uniformity

Temperature uniformity can be defined as the temperature distribution throughout the
cell surface. This distribution becomes more nonuniform at critical discharge current, which
leads to heat accumulation and thermal runaway [52,53]. To measure the cooling uniformity
for the proposed cooling strategy, the temperature nonuniformity (temperature distribution)
over the surface of the battery was analyzed in this research. It was studied as the average
of the differences between every two contiguous points of temperature obtained at the three
thermal sensor locations. Figure 6 shows the temperature nonuniformity (temperature
distribution) versus time for all three cases studied. The maximum nonuniformity of the
temperature distribution on the battery surface was 2.7 ◦C, 2.4 ◦C, and 7.14 ◦C for the
no-cooling (box), PCM cooling, and PCM+jute conditions, respectively. The pure PCM
cooling case achieved the best temperature uniformity, whereas the PCM+jute response
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of heat dissipation was slower, and the temperature distribution was mostly nonuniform.
The deficiency in thermal performance could have been due to the fiber cumulation and
the absence of uniformity in the distribution the of jute [51–55].

Figure 5. Temperature increase over time during fast discharge with a constant high current of 125 A.

Figure 6. Temperature nonuniformity (temperature distribution) as a function of time for the passive
cooling strategy.

3.3. Efficiency

Three parameters were considered to determine the cooling efficiency: maximum
temperature (Tmax) efficiency, temperature increase (ΔT) efficiency, and uniformity effi-
ciency. The maximum temperature for every cooling scenario, Tmax(k), was compared with
the maximum temperature that the battery reached without any cooling system, Tmax(Box)
(Equation (1)). The same was done for battery uniformity efficiency (Equation (2)). Then,
because the initial temperature for the three cases did not have an equal value, it was
trustworthy to give a comparison of delta T for both cooling cases. Delta T (ΔT) represents
the difference between the maximum temperature the battery reached and the initial tem-
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perature at every time interval. Then, ΔT efficiency was calculated the same way as Tmax
efficiency and uniformity efficiency (Equation (3)).

Tmaxefficiency =
Tmax(Box) − Tmax(k)

Tmax(Box)
× 100 (1)

Tmaxefficiency =
Tmax(Box) − Tmax(k)

Tmax(Box)
× 100 (2)

ΔT efficiency =
ΔTmax(Box) − ΔTmax(k)

ΔTmax(Box)
× 100 (3)

The efficiency compression between the PCM cooling strategy and the PCM+jute
cooling technique is clarified in Figure 7. Uniformity efficiency was not achieved with
the PCM+jute technique. However, the maximum temperature efficiency was enhanced
with the PCM+jute technique by 23%, which indicated better performance than the PCM
cooling strategy (13% Tmax efficiency). Moreover, a notable improvement in ΔT efficiency
occurred when jute was embedded in the PCM. Increases in ΔT efficiency of 37% and 60%
were obtained for the PCM and PCM+jute cooling strategies, respectively.

Figure 7. Efficiency comparison for cooling strategies: (1) PCM, (2) PCM+jute.

4. Thermal Performance of Jute Integration with Air Cooling Strategy

When moistened jute fabric is affected by a hot environment, the latent heat is absorbed
by some of the water droplets, which then evaporate and change their phase from liquid to
vapor [53]. Moreover, the remaining nonabsorbed water withdraws from the jute fabric to
the outside air.

4.1. Temperature Development (Evolution)

Temperature development and increase were calculated as the average of the tem-
peratures recorded at the three thermocouple locations. The average temperature trend is
plotted in Figure 8, which displays the curves of average surface temperatures for the bat-
tery cell over time for the following cooling five cases: no-cooling (NC) condition; a forced
air cooling strategy including two cases, first with two outflow fans and second with both
inflow and inflow fans; then combining air cooling with jute for evaporative cooling; and
the fourth cooling case evaporative cooling through entirely wet jute. The most aggressive
temperature rise was recorded for the case of no cooling (NC), in which the temperature
reached 48 ◦C when the battery fully discharged. Then, the temperature was diminished
impressively by the case of using two exhaust fans, reaching approximately 40.5 ◦C. A
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significant reduction in temperature occurred in the evaporative cooling case, where jute
was integrated into the forced cooling. With this integration, an interesting improvement
in the cooling was obtained during the discharge process of about two degrees on average.
This was due to the vacuum position of the jute, where it enhanced and cooled down
the airflow temperature. Although jute helped with cooling, air humidity contributed
to a further increase in temperature, and this was noticed with both cases of integrating
jute (wet until getting dehydrated and wet throughout the discharge time). However, the
final temperature reached with evaporative cooling was about 38.5 ◦C. Nonetheless, with
the use of four fans, the highest temperature obtained was around 37.5 ◦C, which was
the lowest maximum temperature that occurred among all the forced cooling cases. This
discussion resulted in a novel outcome, that the same rate of cooling improvement occurred
by using four fans or two fans. However, by utilizing jute, further reduction in weight,
power consumption, and cost can be gained.

Figure 8. Battery surface temperature as a function of time for all the tests (Reprinted with permission
from ref. [46]).

4.2. Uniformity

The temperature nonuniformity (distribution) over the battery surface was studied
and calculated the same way as described in Section 3.2. Figure 9 shows the nonuniformity
temperature versus time for all active cooling strategies. Each second, the measurement was
recorded twice; therefore, the horizontal axis represents the time field and is the discharge
time duplicated. It was found that except for evaporative cooling with fully wet jute, the
temperature uniformity for all cooling strategies increased progressively to meet the peak
when the battery was completely discharged. The maximum nonuniformity on the battery
surface was 1.29 ◦C, 1.42 ◦C, 1.40 ◦C, and 1.39 ◦C for the natural air convection with no
cooling (NC), air cooling with two fans, air cooling with four fans, and evaporative cooling
with jute, respectively. However, in the fully wet jute cooling scenario, the uniformity
characteristic grew at the early part of the battery discharge process, then arrived at a mostly
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stationary status and kept semi steady uniformity characteristics between 0.5 and 1 ◦C.
Furthermore, close to the highest temperature, the temperature distribution for evaporative
cooling with the fully wet jute strategy was the lowest among the active cooling strategies.

Figure 9. The nonuniformity temperature distribution versus time for different air-based cooling
strategies (Reprinted with permission from ref. [46]).

4.3. Efficiency

All the active cooling strategies’ efficiencies, in terms of maximum temperature (Tmax)
efficiency, temperature increase (ΔT) efficiency, and uniformity efficiency, are summarized
in Figure 10. Tmax, ΔT, and uniformity efficiency were calculated the same way as explained
in Section 3.3. The Tmax efficiency for all active cooling strategies fluctuated between 14%
and 20%. The best cooling system in terms of Tmax efficiency was the cooling scenario with
four fans; in second place, the cooling scenario with jute achieved an efficiency of 18.7%.
Furthermore, ΔT efficiency reached 44.45% with the four-fan cooling strategy and 33.06%
with the wet jute strategy. Uniformity efficiency was accomplished exclusively in the wet
jute strategy by 2.5%. Last but not the least, it is noteworthy that integrating wet jute with
an active cooling strategy could contribute to improving the cooling efficiency in terms of
Tmax, ΔT, and uniformity simultaneously.
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Figure 10. Efficiency comparison for cooling strategies: (1) air cooling (two suction fans); (2) air
cooling (suction and blow fans); (3) evaporative cooling with jute; (4) evaporative cooling with fully
wet jute (Reprinted with permission from ref. [46]).

5. Thermal Performance Comparison of Combining Jute into the (Active Cooling)
Air-Based Cooling Strategy and (Passive Cooling) PCM-Assisted Cooling Strategy

5.1. Temperature Development

Figure 11 compares the changes in the average battery surface temperatures measured
by thermocouples under different cooling conditions. The thermal schematic shows that
the battery temperature reached the highest value, around 48 ◦C, in natural air convection
with no cooling (NC). The temperature increment decreased by applying different cooling
strategies: cooling with fans (active cooling), evaporative cooling (EC) with combined
jute, and passive cooling assisted with PCM. Comparing active cooling and EC, EC with
wet jute obtained a relatively close result to active cooling with four fans, but with less
equipment, weight, and power consumption. Moreover, comparing EC with passive
cooling, an additional reduction in temperature occurred with passive cooling integrated
with jute. It can be concluded that jute had a positive impact on both environmental aspects
and temperature enhancement for cooling strategy optimization.

5.2. Uniformity

According to Figure 12, the use of the PCM+jute technique decreased the temperature
uniformity more than the rest of the cooling strategies. However, with the use of jute inte-
grated into the active cooling with fans, the uniformity was enhanced, and an improvement
in temperature distribution was achieved.

5.3. Efficiency

In Figure 13, all the performed characterizations are abbreviated to a single plot, which
describes and compares the efficiency for every cooling scenario. Maximum temperature
(Tmax) and ΔT efficiency were generally achieved under most of the cooling strategies,
but integrating jute with PCM led to the highest Tmax and ΔT efficiency at 23% and 60%,
respectively. Uniformity efficiency was not accomplished under most of the cooling strate-
gies, excepting PCM and EC with wet jute. Therefore, it can be concluded that jute had a
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remarkable impact on the cooling efficiency in terms of Tmax, ΔT, and uniformity and could
be integrated into BTMS design optimization.

Figure 11. Comparison of the average surface temperature rise for all the discussed cooling strategies.

Figure 12. Comparison of nonuniformity temperature distributions for all the discussed cooling strategies.

236



Energies 2022, 15, 873

Figure 13. Efficiency comparison for cooling strategies: (1) PCM, (2) PCM+jute, (3) 2 fans, (4) 4 fans,
(5) EC with jute, (6) EC with wet jute.

6. Experimental Uncertainty Analysis

Using the method presented by Moffat [56], the experiment error analysis was estimated.
Assuming that the result, S, of the experiment is acquired from a set of measurements

as follows:

S = S(x1, x2, x3, . . . ., xn)

The uncertainty is specified by the following equation:

δS =

{
n

∑
k=1

(
∂R
∂xk

δxk

)2
}1/2

(4)

where δS is the total uncertainty and δxk is the uncertainty of every singular measurement.
The uncertainties of experimental equipment were assumed as the absolute bias given by
the aperture specification and described in Section 2.1. However, the uncertainty of the
average temperature measurement was acquired based on the average temperature of the
thermocouples attached to the cell. Thus, the total uncertainties were calculated following
Equation (5) and estimated as 3.6%.

ΔTR
TR

=

√√√√ 4

∑
i=1

(ΔTRi/TRi)
2 (5)

7. Conclusion and Future Work

This study attempted to investigate and analyze a novel and environmental optimiza-
tion for LIB thermal management systems by integrating jute fiber with an active cooling
strategy and a passive cooling strategy with PCM. It concluded with interesting results,
which are summarized as follows:

1. Integrating jute fabrics with PCM (passive cooling strategy) achieved the desired
effect on the battery thermal behavior and enhanced the cooling efficiency; temper-
ature difference (ΔT) efficiency was enhanced by 60%. Furthermore, less PCM and
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nonenvironmental cooling material was used. Therefore, system weight reduction
and environmental material enhancement were achieved.

2. By adding jute to active cooling, high cooling efficiency was delivered with the wet
jute in terms of maximal temperature, ΔT, and temperature uniformity; the latter
improved by 3%. Merging jute into BTMS design would boost the opportunities for
electric vehicles to work properly in hot environments.

3. Comparing the integration of jute with active cooling (air-based) and passive cooling
(PCM), the results indicated that uniformity efficiency with the PCM+jute technique
was mostly not achieved, while it was enhanced with the active cooling strategy.
Therefore, integrating jute into an active BTMS has great potential to improve BTMS
cooling efficiency in terms of Tmax, ΔT, and uniformity together.

4. Last but certainly not least, jute, as a novel, eco-friendly, weightless, cheap, available,
and nontoxic material, was added to two strategies of BTMS. The setup was physically
made and experimentally studied for the purpose of BTMS design optimization. This
work will be extended in the future to the modeling stage and simulation. Jute fabric
thermal properties will be studied more, and further investigation with analysis will
be added to optimize battery thermal management environmentally.
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Abstract: Polarization is a universal phenomenon that occurs inside lithium-ion batteries especially
during operation, and whether it can be accurately characterized affects the accuracy of the battery
management system. Model-based approaches are commonly adopted in studies of the characteriza-
tion of polarization. Towards the application of the battery management system, a lumped diffusion
model with three parameters was adopted. In addition, a joint algorithm composed of the Particle
Swarm Optimization algorithm and the Levenberg-Marquardt method is proposed to identify model
parameters. Verification experiments showed that this proposed algorithm can significantly improve
the accuracy of model output voltages compared to the Particle Swarm Optimization algorithm alone
and the Levenberg-Marquardt method alone. Furthermore, to verify the real-time performance of the
proposed method, a hardware implementation platform was built, and this system’s performance
was tested under actual operating conditions. Results show that the hardware platform is capable of
realizing the basic function of quantitative polarization voltage characterization, and the updating
frequency of relevant parameters can reach 1 Hz, showing good real-time performance.

Keywords: battery polarization; lumped diffusion model; parameter identification; particle swarm
optimization; Levenberg-Marquardt method

1. Introduction

Due to the high operating voltage and high energy density of lithium-ion batteries,
both grid and off-grid applications using lithium-ion batteries have gained a lot of atten-
tion [1], especially in the field of electric vehicles [2]. In addition to the advancement of
battery manufacturing technology, a sufficiently accurate and agile battery management
system (BMS) is important for the further application of lithium-ion batteries [3].

During battery charge/discharge cycles, the external characteristics of batteries be-
have as a time-varying nonlinear system due to the nonlinear relationship between electric
potential versus State of Charge (SOC), as well as the voltage drop due to various po-
larization phenomena (e.g., ohmic polarization, activation polarization, concentration
polarization) [4]. It is important to clarify that polarization is a universal phenomenon that
occurs inside the lithium-ion battery during operation, with different types of polarization
occurring at different locations inside the battery. Furthermore, the relative proportion of
each type of polarization varies with the change of external excitation [5]. Polarization
hinders lithium intercalation and deintercalation kinetics, leading to a decline in energy
efficiency and performance of the battery [6]. Therefore, polarization is of concern during
the entire phase from battery material development to the end-of-life phase of batteries.
In addition, higher charge/discharge rates, extremely low ambient temperatures, and in-
creased cycles, which are common scenarios encountered during the use of power batteries,
can all lead to increased battery polarization [7].

Polarization is concerned in different stages of battery development and application.
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(i.) In the cell design phase, improvements are made for the internal composition of
the cell. Zheng et al. pointed out that polarization leads to uneven distribution of
electrode active material, which causes performance decline for lithium-ion batter-
ies [6]. The separator is a key component inside a lithium-ion battery cell. Feng et al.
redeveloped the separator material to mitigate the polarization phenomenon during
battery operation, which enhanced the power performance and cycling stability of
the battery [8]. Kim et al. improved the anode materials for lithium-ion batteries to
mitigate the polarization phenomenon of lithium-ion batteries during operation [9].
In [10], Shi et al. prepared an electrical conductive graphene nanosheet with hy-
brid lithium titanate nanoparticles dispersed on it as an anode, which shortened
the ion transport path, greatly improving the ion and electron transport efficiency
at the particle/electrolyte coupling interface, and remarkably reducing the charge
transfer impedance, and improving the battery cycling performance under large rate
conditions. The DRT (Distribution of Relaxation Times) method has been used to
analyze the impedance spectrum of lithium-ion batteries in the frequency domain to
precisely characterize various types of polarization, and used to develop new cathode
materials [11]. Song et al. developed a ferroelectric polyvinylidene difluoride (PVDF)
polymer as a binder material and demonstrated by the galvanostatic intermittent
titration technique (GITT) measurement and in situ galvanostatic electrochemical
impedance spectroscopy (GS-EIS) analysis that this new material can significantly
reduce the lithium-ion diffusion impendence as a binder inside cells, compared to
the paraelectric PVDF binder material, thereby improving the battery performance
under large rate conditions. This provided new inspiration for the design of high-
performance lithium-ion batteries [12].

(ii.) Polarization has been considered an influential factor in numerous studies related
to the thermal management system of lithium-ion batteries. In [13], the respective
proportion of ohmic internal resistance and polarization internal resistance under
different discharge rate conditions were explored to summarize the contribution of
polarization in the accumulation of internal battery temperature at the early stage
of thermal runaway, which provides a theoretical basis for safer battery design. As
discussed in [14,15], the heat of polarization is the main component of the internal heat
production of the cell and consists of four parts: ohmic heat, polarization heat, reaction
heat, and side-reaction heat. Taheri P, Mansouri A et al. developed a two-dimensional
analytical model of the lithium-ion battery, and a concentration-independent polariza-
tion voltage was derived to explore the application for battery thermal management
through the thermal coupling model [16]. Goonetilleke D. et al. found that increasing
the ambient temperature increased the reaction rate inside the battery and reduced
polarization inside battery cells [17]. In [18], the optimal alternating current (AC)
frequency was determined based on the Thevenin-thermal coupling model in the
frequency domain, and an internal heating strategy based on a constant polarization
voltage at low ambient temperatures was developed, which achieved a good balance
between cell aging and heating efficiency.

(iii.) State of Charge and State of Health (SOH) are two very important state parameters
in BMS, and the influence of polarization on estimation accuracy cannot be ignored.
Li et al. pointed out that polarization resistance contributes significantly to the
battery capacity decay, so the accurate characterization of polarization is important
for developing the estimation method of SOH [19]. Marino C. et al. quantified the
electrode polarization resistance and established a functional relationship with the
external current excitation at different cycle rates to estimate the aging state of the
battery to determine battery failure [20]. SOH decays with increasing cycle number,
and Xia and Chen et al. defined the concept of Degree of Polarization (DOP) to correct
SOH estimation results to improve the accuracy of SOC estimation [21].

(iv.) In battery charging technology, polarization is also considered a controlled variable.
Zhang et al. used the voltage drop from polarization as a controlled variable in the
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charging process to make a balance between charging time and temperature rise and
combined it with a Genetic Algorithm (GA) to find the optimal charging current
trajectory. Verification experiments of battery aging proved that this charging method
has similar capacity retention to the 0.5C Constant current Constant voltage (CC-CV)
charging method, but with improved charging efficiency [22,23].

The main characterization methods of battery polarization can be roughly divided
into experiment-based methods and model-based methods. For model-based methods,
the electrochemical model and equivalent circuit model are two of the most common
models adopted.

The experiment-based method probes the polarization characteristics of a battery cell
using invasive or noninvasive methods through physical and chemical probing techniques.
Ex-situ X-ray diffraction technology is adopted to observe polarization behavior during the
initial lithiation process in the oxide of WO3 and derivatives, and polarization arises from
conversion reaction alleviated using the WO3−x oxide compared to the WO3 oxide, due to
higher electrical conductivity [9]. Xu et al. used synchrotron X-ray tomography analysis
and microstructure-resolved computational modeling to analyze the morphological defects
of electrodes from multiple spatial scales, combined with battery frequency domain analy-
sis, to explore the correlation between polarization and morphological defects of electrode
structures [24]. The GITT method uses the subtraction of the quasi-open-circuit voltage
(QOCV) from the closed-circuit voltage (CCV) as a characterization of electrode polariza-
tion [9,12,25]. Noelle D.J. et al. imposed abuse conditions on a battery and direct current
(DC) internal resistance analysis was used to quantitatively characterize the ohmic and
polarization resistance during thermal runaway [13]. Furthermore, a destructive intrusion
test was conducted to investigate the relationship between electrolyte concentration and
the polarization internal resistance of the battery in Noelle’s research.

An electrochemical model is a common tool in battery modelling and simulation [26].
Nyman A. et al. adopted the Pseudo-2D model to locate and quantify the various types of
polarization occurring inside the cell, but in this study only the polarization occurrence
at specific SOC levels (40% and 80%) was investigated [5]. Huang et al. developed
a coupled electrochemical-thermal model based on a one-dimensional electrochemical
model with COMSOL Multiphysics software to study the effect of discharge rate on heat
production of the cell, including the heat of polarization [14]. Li et al. improved the
traditional Single Particle Model (SPM) and identified the model parameters by excitation
response analysis and conducted experiments to confirm the model’s performance at large
charge/discharge C-rate conditions (up to 4C discharge condition for LiCoO2 batteries,
and up to 5C discharge for LiFePO4 batteries) [3]. Yan et al. developed a 3D model that
preserves the effect of inhomogeneous geometrical characteristics on global polarization as
well as the local polarization in the electrodes, which can provide more information on the
polarization characteristics of the real cell compared to the above-mentioned Pseudo-2D
model [27]. Qiu et al. investigated the effects of ambient temperature, charge/discharge
rate, and the number of cycles on the polarization characteristics of batteries based on
an electrochemical-thermal coupling model [7]. In [16], for planar electrodes of pouch-
type lithium-ion batteries, an analytical model was established and the concentration-
independent polarization expression was derived. In addition, the potential and current
distribution of the electrodes during the constant-current discharge process were studied,
but limited only to the constant-current discharge condition. However, for the Pseudo-2D
model, SPM, and their derivatives, parameter identification of the models often requires
customization of specific cycle data and cannot be based on real battery cycle data. As
in [28], the parameters in improved SPM are identified by frequency response analysis. As
well as in [29], seven model parameters are to be identified after rederivation of the original
SPM, those seven parameters are divided into three groups, and different customized cycle
conditions are designed to identify these three groups of model parameters. In addition, the
control equations of this type of model are of very high order and require high calculation
power, which is not suitable for real-time applications [30].

243



Energies 2022, 15, 1150

An equivalent circuit model which consists of passive components such as resistors,
capacitors, inductors, and W-resistors is widely used in BMS [4,18,19,31], but fails to reveal
the essential information since passive components do not directly correspond to the inter-
nal components or reaction processes inside real batteries [32]. Parameter identification
methods for ECMs can be divided into two categories: the time-domain approach and
the frequency-domain approach. For example, Li X. et al. used a second-order equivalent
circuit model and correlated the small time-constant RC component and the activation
polarization and the large time constant RC component with the concentration polariza-
tion [19]. The problem is that the two RC components couple with each other, and such a
simple distinction does not strictly distinguish between these two types of polarization in a
physical sense and on a time scale when using time-domain identification methods. As for
the frequency domain approach, the identification of equivalent circuit model parameters
using electrochemical impedance spectra is a common approach [11,33–35]. In addition,
the DRT approach can distinguish more precisely voltage drops caused by each type of po-
larization under the frequency domain, and then assign a reasonable time constant to each
polarization loss. Furthermore, Zhou et al. combined the DRT method and a physics-based
impedance model to separate the solid-phase diffusive polarization voltage drop and the
liquid-phase diffusive polarization voltage drop [36]. However, the frequency domain anal-
ysis method requires a large input excitation frequency span, and the current BMS on board
is not able to meet the requirement. In addition, electrochemical impedance spectroscopy
involves a specific SOC level [11], and continuous identification during battery cycling is
not possible.

Characterizing polarization by changes in cell potential under battery operating con-
ditions is a common method [17], in which the directly measurable cell terminal voltage is
used as a measure of characterization accuracy. In this paper, we propose a quantitative
battery polarization characterization tool based on a lumped diffusion model (LDM) [32,37]
with a joint parameter identification algorithm consisting of the Particle swarm optimization
(PSO) algorithm and Levenberg-Marquardt (L-M) method and demonstrate the effective-
ness of the proposed method through accuracy verification experiments. Furthermore,
a hardware platform was built to demonstrate that the proposed method is capable of
quantitative real-time characterization of three types of polarization voltage drops, and
has a good tracking performance for the terminal voltage. Compared with the equivalent
circuit model, this model preserves the internal physicochemical processes of the battery.
Compared with other electrochemical models, this model has fewer parameters to be
identified and has good prospects for online applications. The remainder of this paper
is organized as follows. First, LDM and the joint parameter identification algorithm are
introduced, then the accuracy and effectiveness of the proposed method are verified based
on two sets of real-world testing data. Finally, the implementation and results analysis of
the hardware platform for online applications are introduced.

2. Battery Modeling and Joint Algorithm Scheme

2.1. Battery Model Description

A Pseudo-2D model was proposed by Doyle et al. in 1993 to describe the behav-
ior of lithium-ion batteries based on porous electrode theory and concentrated solution
theory [38]. The physicochemical equations that constitute the Pseudo-2D model are the
electrochemical reaction process at the critical surface between the active particle surface
and the electrolyte solution in both electrode regions, the solid-phase diffusion process,
the liquid-phase diffusion process, the solid-phase ohmic resistance, and the liquid-phase
ohmic resistance [39,40]. A single particle model was proposed by B. Haran in 1998, which
was obtained by further simplifying the assumptions based on the Pseudo-2D model,
neglecting the differences in the liquid-phase concentration distribution in the thickness
dimension of the electrode sheet, so that one spherical particle can be used to represent the
whole electrode [37,41].
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The model adopted in this study is LDM, which is a further simplified version of
the SPM and Pseudo-2D model, and no longer distinguishes the difference in the spatial
distribution of the same type of polarization at different locations of the cell while retaining
the control equations reflecting the real physicochemical processes inside the cell. The volt-
age drop under the battery operating condition is attributed to three types of polarization
impedance: ohmic polarization impedance, activation polarization impedance, and concen-
tration polarization impedance. The battery terminal voltage Ecell can be obtained by:

Ecell = EOCP(SOC) + ηohm + ηact + ηcon (1)

where EOCP(SOC) is the open-circuit voltage, which is a function of the average SOC of
electrodes. ηohm, ηact, and ηcon are ohmic polarization overpotential, activation polarization
overpotential, and concentration polarization overpotential, respectively. SOC at a certain
moment SOC(t) can be obtained by the ampere-hour integral method:

SOC(t) = SOC(t0) +

∫ t
t0

i(t)dt

Qn
(2)

where Qn is the battery capacity, and i(t) is the instantaneous current. The time-discrete
expression of the above equation takes the form:

SOC(k) = SOC(0) + ∑t=k
t=0 I(t)·Ts

Qn
(3)

where Ts is the sampling period, and I(t) is the applied current at time point t. Ohmic
polarization overpotential is defined as:

ηohm = Rohm·I (4)

where Rohm is the ohmic resistance. Under the lithium deintercalation/intercalation kinetics
assumption on the electrode particle surface in the Pseudo-2D model, the relationship
between current density, lithium concentration, and intercalation overpotential is given by
the Butler-Volmer formula [42] is expressed in the form:

I
I1C

= J0

(
exp

(
(1 − α)F

RT
ηact

)
− exp

(−αF
RT

ηact

))
(5)

where J0 is the dimensionless charge exchange current, used to describe the charge transfer
reaction rate on the surface of both electrodes, I1C is the value of the applied current taken
at 1 C rate, which is related to the cell capacity, R is the molar gas constant, F is the Faraday
constant, T is the reference temperature, and α is the charge transfer coefficient. In LDM, the
difference in the spatial distribution of current density is neglected and the charge transfer
coefficients of both electrodes take the value of 0.5. The overpotential of the two electrodes
is considered as a whole, and a single equation expresses the reaction overpotential of the
whole cell about the input current excitation:

ηact =
2RT

F
asinh

(
I

2J0 I1C

)
(6)

In this model, the electrode is idealized as a spherical particle, and the electrode local
State of Charge iSOC(X, t) varies with both time t and the dimensionless spatial variable
X. The partial differential control equation is obtained by reformulation of Fick’s law and
solved using a spherically symmetric solution, expressed as:

τ
∂iSOC

∂t
= − ∂

∂X

(
− ∂

∂X
(iSOC)

)
(7)
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where τ is the diffusion time constant in s, and X ∈ [0, 1] denotes the dimensionless
spatial variable in particle size scale. For this partial differential equation, the initial value
condition is

iSOC(X, 0) = SOC0, t = 0 (8)

Both the left and right side boundary conditions are Neuman boundary conditions:

∂

∂X
(iSOC(0, t)) = 0, X = 0 (9)

∂

∂X
(iSOC(1, t)) =

τ I
NshapeQn

, X = 1 (10)

where, for spherical particles, the dimension number Nshape takes the value of 3. When
State of Charge of the electrode particle surface is defined as SOCsur f :

SOCsur f (t) = iSOC(1, t), X = 1 (11)

The electrode particle average State of Charge SOCave reflected the molarity of lithium
ions inside the particle, which can be obtained by integrating the local State of Charge iSOC
over the particle volume with:

SOCave(t) =

∫ 1
0 iSOC(X, t)·4πX2dX∫ 1

0 4πX2dX
(12)

Therefore, the concentration polarization overpotential is expressed as:

ηcon = EOCP

(
SOCsur f

)
− EOCP(SOCave) (13)

After introducing the above equation, the battery terminal voltage Ecell can be refor-
mulated as:

Ecell = EOCP

(
SOCsur f

)
+ ηohm + ηact (14)

2.2. Joint Parameter Estimation Algorithm Design

Three parameters can be identified in the above-mentioned LDM, namely, the ohmic
resistance Rohm associated with ohmic polarization, the dimensionless charge exchange cur-
rent J0 associated with activation polarization, and the diffusion time constant τ associated
with concentration polarization. The objective of the parameter identification algorithm
is to find the optimal solution of the state parameters by solving for the minimum of the
objective error function so that the model output voltage is as close as possible to the
real-world terminal voltage.

Many algorithms were adopted for the identification of model parameters, which
in general can be divided into gradient-free methods (i.e., PSO algorithm) and gradient
methods (i.e., L-M method). The fitting accuracy of the PSO algorithm is often inferior to
that of the L-M method, while the initial value of the L-M method is crucial to determine
will fall into a local optimum [43]. Therefore, in this case, we first used the PSO algorithm
for the prediction of the model parameters and used the identification results as the initial
values of the L-M method to establish a joint algorithm for the accurate estimation of the
parameters in LDM.

The PSO algorithm was proposed by Eberhart and Kennedy in 1995 [44]. The popula-
tion contains a certain number of particles, each of which represents a possible solution.
The initial positions of the particles are generally determined randomly. The fitness func-
tion associated with those model parameters to be optimized represents the distance of
each particle from the optimal solution. The particle velocity determines the direction and
distance of each particle’s motion during each iteration. Based on this set of rules, particles
in the population search for the optimal solution in the solution space.
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In the PSO algorithm, the fitness function established based on the above LDM is
defined as:

f = abs(ut(k)− ût(k)) (15)

where ut is the real-world terminal voltage and ût is the model output voltage.
In the three-dimensional search space S ⊆ R3, the population contains P particles

[1,2, . . . ,p, . . . ,P] with the maximum iteration number G. The position vector xp =[
xp,τ , xp,invJ0, xp,ηIR,1C

] ∈ S, and the velocity vector is vp =
[
vp,τ , vp,invJ0, vp,ηIR,1C

] ∈ S
for the pth particle. Note that to avoid a divide-by-zero error in the calculations, the
dimensionless exchange current density J0 is used in the calculations using its inverse
invJ0 for the operation and the ohmic resistance Rohm is replaced using the ratio of ohmic
overpotential at 1 C rate to 1 C rate current ηIR,1C

I1C
. Define history optimum pbestp as[

pp,τ , pp,invJ0, pp,ηIR,1C

] ∈ S for the pth particle, and the global optimum particle gbest as[
gτ , ginvJ0, gηIR,1C

] ∈ S for the whole population, then the velocity and position update
rules for a certain particle are:

{
vkg+1

p = ω ∗ vkg
p + c1rand1

(
pbestp − xkg

p

)
+ c2rand2

(
gbest − xkg

p

)
xkg+1

p = xkg
p + vkg+1

p

(16)

where ω is the inertia weight, which functions to scale the feasible domain. c1 and c2 are
the local learning factor and the global learning factor, respectively. rand1 and rand2 are
random numbers uniformly distributed in (0,1). kg is the current iteration number. Setting
the velocity and position bounds for each particle in the population to ensure that the
current velocity and position are restricted to the preset range after each iteration:

vkg+1
p =

{
LBv
UBv

vkg+1
p < LBv

vkg+1
p > UBv

(17)

xkg+1
p =

{
LBx
UBx

xkg+1
p < LBx

xkg+1
p > UBx

(18)

When facing constrained optimization problems with multi-peak distribution, the
following two improvements are applied to this case to avoid the identification algorithm
falling into local optimum, and to improve the global search capability.

(i) The decreasing time-varying inertia weight ωkg ∈ [ωmin, ωmax] is introduced, and
ωkgvkg represents the momentum of particle motion in the population. In this case, the
inertia weight decreases uniformly as the number of iterations increases. The purpose of
this is to make sure that the particles have good global search ability at the beginning to
avoid falling into a local optimum, and at the end of the iteration to facilitate local search
and accelerate convergence, which achieves a good balance between convergence efficiency
and global searchability.

ωkg = ωmax + kg ∗ ωmax − ωmin
G

(19)

Furthermore, the local learning factor and global learning factor are set as a function
of the time-varying inertia weights, defined as:⎧⎨

⎩
c1,kg = k1 ∗

(
1 − ωkg

)
c2,kg = k2 ∗

(
1 − ωkg

) (20)

where k1 and k2 are the learning factor gain, generally take k2 > k1. c1,kg and gradually
increase with the increase of the number of iterations. The motion of particles in the
early stage is less influenced by the history and other particles to enhance the global
searchability, while in the later stage particles are increasingly influenced by the history
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and other particles to accelerate convergence. Then, update the velocity and position of the
pth particle by the rules below:

{
vkg+1

p = ωkg ∗ vkg
p + c1,kgrand1

(
pbestp − xkg

p

)
+ c2,kgrand2

(
gbest − xkg

p

)
xkg+1

p = xkg
p + vkg+1

p

(21)

(ii) In each iteration, a certain probability of particle mutation occurrence is set, and
the position information of the selected particles is reassigned to ensure that some of the
particles in the population can jump out of the local optimum trap and continue to search
for other possible global optimum solutions.{

xkg
p (dim) = LBx(dim) + (UBx(dim)− LBx(dim)) ∗ r1

dim = ceil(3 ∗ r2)
(22)

where xkg
p (dim) ⊆ [xkg

p,τ , xkg
p,invJ0, xkg

p,R] represent the randomly selected dimension among
those three dimensions in the position vector for the pth particle, and r1 and r2 are random
numbers uniformly distributed on the interval (0,1), respectively. Among the population,
update pbestp and gbest after each iteration by the equations below, until the maximum
iteration number is met and the value of gbest will be the final solution.

{
pbestp = min

[
fp, pbestp

]
gbest = min

[
fp, gbest

] (23)

L-M method [45,46] is a classical numerical solution method for solving the minimum
of nonlinear equations, which retains both the stability of the steepest descent method
and the fast convergence property of the Gaussian Newton method. In this paper, we set
the parameter vector θ = [τ, invJ0, ηIR,1C], the original data is M sets of battery cycling
data (um, im), m = 1, 2, . . . , M, and the output voltage of LDM is û(im, θ). Then, the error
function of the L-M method is expressed as:

E(α) =
M

∑
m=1

e2 =
M

∑
m=1

(um − û(im, θ))2 (24)

where e is the voltage error for one set of data. The optimal model parameter vector θ
is obtained by iteratively solving for the minimum of the above error function, and the
iterative expression of the L-M method is:

θk+1 = θk +
[

JT
k·Jk + μL

]−1·Jk·e(k) (25)

where μ is the damping factor, L is the identity matrix, and k is the current iteration number.
Jk is the Jacobian matrix:

Jk =

⎡
⎢⎢⎢⎢⎢⎣

∂e1
∂θ[1]

∂e1
∂θ[2]

∂e1
∂θ[3]

∂e2
∂θ[1]

∂e2
∂θ[2]

∂e2
∂θ[3]

...
...

...
∂eM
∂θ[1]

∂eM
∂θ[2]

∂eM
∂θ[3]

⎤
⎥⎥⎥⎥⎥⎦ (26)

The iteration termination conditions are:

(k > kmax)OR(e(k) < ε) (27)

where kmax is the maximum iteration number, and ε is the tolerance. The procedure of the
proposed joint algorithm is summarized in Figure 1.
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Figure 1. Major steps of the joint parameter identification algorithm.

3. Experiment Verification

3.1. Introduction of the Experiment Bench

A Samsung INR18650-33 G battery (Cell Business Division, Samsung SDI Co., Ltd.,
Yongin, Korea) with nominal capacity 2700 mAh (0.2C, 2.50 V discharge), nominal volt-
age 3.6 V, charging end voltage 4.1 V, and discharge cut-off voltage 2.5 V, was adopted
as the sample battery. An Arbin BT-5HC (Arbin Instruments, LLC, College Station, TX,
USA) with voltage range 0–5 V DC, and maximum current ±30 A was adopted for calibra-
tion, driving schedule simulation, and temperature monitoring. A Sanwood SC-80-CC-2
(Sanwood, Dongguan, China) thermal cabinet provided a controlled temperature and
humidity environment during experiments. Arbin Mits Pro Software (v7 PV.202103) and
MATLAB R2019b (MathWorks, Natick, MA, USA) were adopted for driving schedule file
editing and application, data logging, model establishing, and data processing [47,48]. The
configuration of the offline test bench is shown in Figure 2.

Figure 2. Outline of the test bench: offline calibration and schedule condition application.

In addition, to test the online application performance of the proposed method, a
hardware platform for real-time quantitative characterization on polarization voltage of
lithium-ion batteries was built, as shown in Figure 3. A Chroma DC electronic load
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63206E and programmable DC power supply 62050H (Chroma Electronics (Shenzhen) Co.,
Ltd., Shenzhen, China) were adopted for schedule condition application. A battery fixture
(homemade) was used to hold battery cells and connect the circuit. Batteries were connected
in series in this case. A data acquisition board (homemade) was used to acquire current and
voltage signals, where the sampling frequency was 1 Hz. MATLAB R2019b (MathWorks,
Natick, MA, USA) was adopted for driving schedule file editing and application, data
communication, logging, and data processing.

Figure 3. Outline of the hardware platform: online characterization of polarization voltage.

3.2. Experiment Configuration

The experimental flow was divided into two main parts: the offline validation of the
proposed method and the online hardware implementation of the polarization characteri-
zation, as shown in Figure 4.

In preliminary work, the battery was calibrated for relevant parameters, including the
actual capacity of the battery, SOC-OCV curve, and offline identified model parameters.
The temperature dependence was not considered, and all experiments were conducted
in the thermal cabinet at 25 ◦C and temperature fluctuations on the cell surface were
monitored using thermocouples.

Battery capacity was obtained using standard capacity testing methods at 25 ◦C.
The battery was first fully charged using the Constant current Constant voltage (CC-CV)
method and rest for 2 h, then discharged to the lower cut-off voltage at 0.2 C constant rate
(1 C is 2.7 A in this case). The above steps were repeated three times and the average of
three discharge capacities was used as the exact value of the actual battery capacity. The
actual capacity of the cell in this case was obtained by the above method is 2.5907 Ah.
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Figure 4. Schedule of experiments.

The SOC-OCV curve was obtained by a series of discharge pulses with different
spacing to calibrate a series of points and then fit. The specific steps were: (1) use the
CC-CV method to fully charge the battery, and rest for 2 h, record the end voltage as the
open-circuit voltage (OCV) of the battery at 100% SOC; (2) discharge the battery to 98% SOC
using a constant current rate of 0.2 C and rest for two hours, and record the end voltage as
the open-circuit voltage at SOC level of 98%; (3) repeat step (2) and measure the open-circuit
voltage of SOC at levels 95%, 90%, 80%, 70%, 60%, 50%, 40%, 30%, 20%, 10%, 8%, 5%, 3%,
1% and 0%. The SOC-OCV points obtained at different SOC levels were recorded and the
relationship between OCV and SOC was described using a sixth-order polynomial. And
the recorded result is shown in Table 1 and the recorded data points and fitted curve are
shown in Figure 5.

OCV =
6

∑
n=0

anSOCn

Table 1. Polynomial coefficients of SOC-OCV curve.

Coefficients a1 a2 a3 a4 a5 a6 a7

Values −5.0010 20.8142 −34.1273 27.8136 −11.4670 2.8176 3.2400

Figure 5. The measured data points and fitted curve of SOC versus OCV.
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3.3. Offline Verification of Proposed Method

A CITY driving cycle was applied to the battery at an ambient temperature of 25 ◦C
to obtain realistic battery cycle data to verify that the model could accurately describe the
battery behavior or not. Part of the battery cycle data was intercepted as input data for the
improved PSO algorithm, L-M method, and the joint algorithm, respectively. In this case,
SOC0 = 0.69692 was used as the starting point, and 1408 subsequent data points (i.e., one
CITY cycle) were intercepted. The current curve is shown in Figure 6 as the input data for
the parameter identification algorithm. The test data were fed into those three algorithms
separately, and the identification results of the three model parameters were obtained, as
shown in Table 2.

Figure 6. Current profile of the CITY operating condition test.

Table 2. Model parameter identification results of three types of algorithm.

Algorithm τ invJ0 (Dimensionless) ηIR,1C/mV

PSO Algorithm 17,447 2.6007 49.279
L-M Method 10,163 1.0765 69.642

Joint Estimation Algorithm 10,034 1.1412 69.62

To verify the superiority of the parameter identification algorithm proposed in this
paper, the model parameters identified by PSO algorithm alone, L-M method alone, and
the joint algorithm were substituted into the model, and the model output voltage was
compared with the sampling voltage data, as shown in Figure 7. The mean error (ME)
and root mean square error (RMSE) were used to describe the deviation between the
model output voltage and the sampling voltage. The results are listed in Table 3. The joint
algorithm significantly improved the fit accuracy of the model to the sampling voltage, in
terms of voltage ME or voltage RMSE, compared to the PSO algorithm or L-M method
alone for the intercepted cycle data. Specifically, the joint algorithm reduced voltage ME
by 86.3% compared to the PSO algorithm and 83.2% compared to the L-M method, and
reduced voltage RMSE by 77.1% compared to the PSO algorithm and 72.3% compared to
the L-M method.

To further verify the effectiveness of the proposed method, the second set of test data
(SOC0

′ = 0.621165046, data length 1408) was fed into the model which adopted model
parameters obtained from the first set of test data, and the error of the model output voltage
from the sampling voltage was compared, as shown in Figure 8. The voltage RMSE was
0.0095320142 V and the voltage ME was 0.0082487339 V. Based on the above experiments,
it can be concluded that: (1) the LDM describes the nonlinear characteristics of the battery
under high dynamic driving cycles, and (2) the same model parameters are used in test
data from different but adjacent SOC stages, which can still describe, relatively well, the
terminal voltage characteristics of the battery, indicating that the proposed method reflects
the real physicochemical processes inside the battery to a certain extent.
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Figure 7. Comparison of LDM output voltage curve based on three types of parameter identifica-
tion algorithm during the CITY test at 25 ◦C ambient temperature. (a) Voltage curve; (b)voltage
error curve.

Table 3. Voltage error statistics based on model parameters from three algorithms.

Algorithm PSO Algorithm L-M Method
Joint Estimation

Algorithm

Mean Voltage Error/V 0.0128780611 0.0104785487 0.0017621340
Voltage RMSE/V 0.0145556022 0.0120200028 0.0033290570

Figure 8. Model output voltage error curve based on the second group of testing data.

After solving the partial differential equation in LDM, the distribution of the local
SOC inside the electrode particle can be obtained, as shown in Figure 9. At the particle size
dimension taken as X = 1, the distribution of SOC on the electrode particle surface with
time is obtained, as shown in Figure 10. Based on LDM, the variation curves of activation
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polarization voltage, ohmic polarization voltage, and concentration polarization voltage
with time can be obtained, respectively, as shown in Figure 11. A conclusion can be drawn
that the activation polarization and ohmic polarization respond quickly to the change of
input current excitation; compared with the other two, and the concentration polarization
responds more slowly to the change of input current excitation. When a non-zero current
was applied to the cell system, a gradient in the concentration of the active material in the
solid and liquid phases was gradually formed, and the voltage drop from concentration
polarization gradually increased, while the time constant of this process was much larger
than that of the ohmic and activation polarization. This conclusion is consistent with
that obtained in [5] using the Pseudo-2D model under EUCAR driving conditions. The
superposition of these three types of polarization phenomena is reflected in the output
terminal voltage of LDM, which determines whether the proposed method can accurately
describe the cell behavior. The results of the terminal-voltage accuracy comparison above
justify the proposed method.

Figure 9. Temporal and spatial distribution of iSOC inside the electrode particle during the CITY test
at 25 ◦C ambient temperature.

Figure 10. Variation curve of SOC on the surface of electrode particles with time.
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Figure 11. Quantitative characterization curves of three types of polarization voltage based on LDM.

3.4. Online Polarization Voltage Characterization Using a Hardware Platform

To realize the online quantitative characterization of the polarization voltage drop
based on LDM, the model parameters at different SOC levels need to be identified offline
in advance. Discharge pulses were applied to the battery at 25 ◦C at different SOC levels
and rest for 2 h after each discharge pulse, and current versus voltage data were recorded
throughout. The SOC levels were selected as 98%, 95%, 90%, 80%, 70%, 60%, 50%, 40%, 30%,
20%, 10%, 8%, 5%, 3%, 1% and 0%. A portion of the data before and after each discharge
pulse, containing the zero-state response and zero-input response phases, was intercepted
as input data for the parameter identification algorithm. A 9th order polynomial was used
to fit the parameter points. The fitting curves for three model parameters are shown in
Figures 12–14.

Figure 12. Variation curve of diffusion time constant τ with SOC.

Figure 13. Variation curve of dimensionless charge exchange current invJ0 with SOC.
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Figure 14. Variation curve of ohmic overpotential at 1 C rate ηIR,1C/mV with SOC.

At an ambient temperature of 25 ◦C, the New European Driving Cycle (NEDC) data
were used as the test data for real-time quantitative characterization of polarization voltage
based on LDM. The data were fed into the characterization platform when SOC = 0.8468
and stopped when SOC = 0.7006. Input current update frequency and terminal voltage
acquisition frequency were 1 Hz. The values of the model parameters at specific SOC level
were obtained by interpolation of the previously calibrated curves. The current vs. terminal
voltage curves (Figure 15), SOC curves (Figure 16), and polarization voltages (Figure 17)
were plotted dynamically during cycling. Based on the hardware platform used, real-time
characterization of polarization voltage drops at a frequency of 1 Hz could be achieved
using the proposed method (actual calculation time consumption for each time step is
less than 500 ms). The model output voltage maintained good tracking performance by
comparing with the battery terminal voltage data obtained from the acquisition board.
However, it was observed that the voltage tracking error increased when the current
increased. The possible sources of error are (1) LDM does not include the electrolyte
concentration polarization, (2) errors from the identification algorithm or the curve fitting,
which are expected to be further improved. It can be seen that the voltage drop from
all three types of polarization was positively correlated with the current applied to the
cell, which is consistent with the findings of previous studies [14,17,49]. In summary, the
proposed method achieves the function of quantitative characterization of polarization
voltage, and the algorithm computation efficiency can meet a good real-time performance.

Figure 15. Accuracy test of hardware implementation platform under NEDC schedule at 25 ◦C
ambient temperature. (a) NEDC current profile. (b) Comparison of model output voltage and
actual voltage.
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Figure 16. SOC curve based on ampere-hour integral method under the NEDC condition.

Figure 17. Curves of three kinds of polarization voltage under the NEDC condition.

4. Conclusions

Based on LDM, this study characterizes all three types of polarization voltage of
Lithium ion batteries under operating conditions. Three model parameters were used:
dimensionless charge exchange current J0, ohmic resistance Rohm, and diffusion time
constant τ to characterize activation polarization, ohmic polarization, and concentration
polarization, respectively. A joint algorithm consisting of the PSO algorithm and the L-M
method was used to identify the model parameters. The deviation of the model output
terminal voltage from the actual terminal voltage was used as the accuracy criterion, and
the proposed algorithm was compared with the PSO algorithm alone and the L-M method
alone. In terms of the intercepted battery testing data, RMSE as the criterion, the voltage
error of the joint algorithm was reduced 77.1% compared to the PSO algorithm only, and
72.3% compared to the L-M method only. To further test the effectiveness of the model
and the identification algorithm, the identified model parameters were substituted into the
second battery test data. It can be concluded that (1) the proposed scheme describes the
nonlinear characteristics of the battery cell under the excitation of high dynamic driving
conditions, (2) the model reflects the real physical-chemical processes inside the battery
to a certain extent. To test the real-time performance of the proposed method, a hardware
implementation platform for the real-time quantitative characterization of the polarization
voltage of lithium-ion batteries was built, and the model parameters were calibrated and
fitted using an offline method. The hardware platform was capable of realizing the basic
function of quantitative polarization voltage characterization, and the update frequency of
relevant parameters was 1 Hz, with good real-time performance. It has the potential for
further development for BMS applications.
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Nomenclature
Acronyms
AC Alternating current
BMS Battery management system
CC-CV Constant current Constant voltage
CCV Closed-circuit voltage
DC Direct current
DOP Degree of Polarization
DRT Distribution of Relaxation Times
GA Genetic Algorithm
GITT Galvanostatic intermittent titration technique
GS-EIS Galvanostatic electrochemical impedance spectroscopy
LDM Lumped diffusion model
L-M method Levenberg-Marquardt method
Pseudo-2D Pseudo 2 dimensional
PSO Particle swarm optimization
PVDF Ferroelectric polyvinylidene difluoride
QOCV Quasi-open-circuit voltage
SOC State of Charge
SOH State of Health
SPM Single particle model
Symbols
an Coefficients of polynomial describing SOC-OCV curve
c1 Local learning factor
c2 Global learning factor
dim Randomly picked dimension among three dimensions
EOCP Open-circuit voltage
Ecell Battery terminal voltage
e Voltage error
F Faraday constant
f Fitness function of PSO algorithm
G Maximum iteration number
gbest =

[
gτ , ginvJ0, gηIR,1C

] ∈ S, global optimum particle
I1C Applied current taken at 1C rate
I Applied current under discrete time domain
i Instantaneous current
iSOC Local SOC in electrode particle
J0 Dimensionless charge exchange current
Jk Jacobian matrix
k1, k2 Learning factor gain
kmax Maximum iteration number
k Current iteration number
LBv Lower velocity bound
LBx Lower position bound
L Identity matrix
Nshape Dimension number of the particle

pbestp =
[

pp,τ , pp,invJ0, pp,ηIR,1C

]
∈ S, history optimum for the pth particle
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P Population size
Qn Battery capacity
R Molar gas constant
Rohm Ohmic resistance
rand1, rand2, r1, r2 Random numbers uniformly distributed in (0,1)
SOCave Average SOC of electrode particle
SOCsur f Surface SOC of electrode particle
SOC0 SOC at initial time point
S Search space
T Reference temperature
t0 Initial time
t Current time
UBv Upper velocity bound
UBx Upper position bound
û Model output voltage
u Real world terminal voltage
vp =

[
vp,τ , vp,invJ0, vp,ηIR,1C

] ∈ S, velocity vector for the pth particle
xp =

[
xp,τ , xp,invJ0, xp,ηIR,1C

] ∈ S, position vector for the pth particle
X Dimensionless space variable in particle size scale
Greek symbols
α Charge transfer coefficient
ε Tolerance
ηact Activation polarization overpotential
ηcon Concentration polarization overpotential
ηohm Ohmic polarization overpotential
θ Parameter vector in the L-M method
τ Diffusion time constant
ωmax Maximum inertia weight
ωmin Minimum inertia weight
ω Inertia weight
Subscripts/Superscripts
+ Positive electrode
− Negative electrode
p The pth particle
kg Iteration number
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Abstract: Blades in strong wind conditions are prone to various failures and damage that is due to the
action of random variable amplitude loads. In this study, we analyze the failure of 1.5 MW horizontal
axis wind turbine blades. The computational fluid dynamics unsteady calculation method is used
to simulate the aerodynamic load distribution on the blade. Fluid–structure coupling methods are
applied to calculate the blade stress. The results show that the equivalent stress of the blade is the
largest when the azimuth angle is 30◦, and the maximum equivalent stress is 20.60 MPa. There are
obvious stress peaks in six sections, such as r/R = 0.10 (the span length of blade/the full length of
the blade = 0.10). The frequency of damage that is caused by the stress in each area of the blade is
determined based on the blade damage. The frequency of gel coat cracking in the blade tips and
leaves is 77.78% and 22.22%, respectively, and the frequency of crack occurrence is 87.75%, 10.20%
and 2.05%, respectively. By combining the stress concentration area and the damage results, the cause
of blade damage is determined, which can replace the traditional inspection methods and improve
the inspection efficiency.

Keywords: wind turbine blade; fluid–solid coupling; azimuth; stress concentration; failure location;
failure damage evaluation

1. Introduction

During the operation of a wind turbine, the blades are subjected to alternating effects
of aerodynamic, centrifugal, and gravity loads. Wind turbines that have been operating
for nearly 20 years are generally at the end of their service; the blades are prone to various
failures and damage that is due to the action of random variable amplitude loads. Especially
in strong wind conditions, a variety of damage can occur in the blades, such as in the leading
edge of the blades. This includes paint peeling, multi-directional cracks on the trailing
edge, and blade spanwise damage. Wind turbine blades are more prone to damage under
strong wind conditions. Therefore, studying the force acting on the wind turbine blades
during strong winds has important guiding significance for the analysis of failure locations
and failure modes during the entire life cycle of the turbine.

Scholars worldwide have explored the load characteristics, stress, and displace-
ment of the wind turbine blades under strong winds. Santo et al. [1] used the transient
fluid–structure coupling method to consider the influence of strong winds with wind
speeds that are greater than 18 m/s on the dynamic load characteristics of the wind turbine.
Zhu and his colleagues [2] analyzed the stress and deformation characteristics of the 1.5 MW
horizontal axis wind turbine blades under the ultimate load. In addition, they analyzed
the vibration shape of the blades to design the structure of large wind turbine blades in
order to provide a certain reference value. Scholars such as Fernandez [3] introduced
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an automated program to calculate the overall and local stress on wind turbine blades
under different wind conditions. The accurate estimation of wind load depends on the
deformation of the blades achieving good consistency. A stress–strain test system was
proposed by Jiang et al. [4] to test the strain and dynamic response of the wind turbine
blades during operation; this system provided real-time load monitoring and a means to
diagnose damages in wind turbines. Kim et al. [5] proposed a real-time shape prediction
technology that is based on a multi-point strain measurement. Under high wind speeds,
the deformation of the blades was captured by a stereo pattern recognition system that
consisted of eight cameras. At the same time, a finite element model of the blade was
established to describe the relationship between the displacement and the stress of the
blade. Through comparison, it was determined that the simulation results are in good
agreement with the experimental results. Zhang et al. [6] calculated the equivalent stress
and displacement response of the blade under strong winds based on a numerical simula-
tion method that relies on fluid–structure coupling for large offshore wind turbine blades.
Cheng et al. [7] used co-simulation technology to monitor the multi-parameters of the
coupling structure of large wind turbine blades; they analyzed the response under different
working conditions. The fluid–solid coupling method was adopted to analyze the action of
the wind shear and blades. Zhang et al. [8] used finite element analysis software to calculate
the blade displacement and stress distribution under strong winds. The results show that
the amplitude of the entire blade along the span shows a nonlinear growth trend. When
the tip amplitude is the largest, the maximum stress appears in the middle of the blade.
A three-dimensional parametric finite element model was proposed by Zhou et al. [9] to
explore the influence of the web on the blade; they studied the stress distribution under
different web offsets. By performing orthogonal experiments, the most important factors
that affect the stress distribution were determined; the results have a certain guiding sig-
nificance for the design and manufacturing of blades. Choudhury et al. [10] explored
the influence of aeroelasticity on the output power, and a method to reduce the stress
coupling was discovered. Dimitrov et al. [11] explored the fatigue characteristics of the
wind turbine blades under strong winds. The results show that the reduction of the wind
shear index is beneficial to reduce the fatigue damage equivalent load of the wind turbine
blades. Mesfin et al. [12] took NREL(National Renewable Energy Laboratory) 5 MW blades
as their research object; they designed the ply and explored the effects of the methods
on the results of the blade stress and displacement based on the calculation methods of
applying one-way fluid–solid coupling and fluid–solid coupling. The study noted that
under the action of strong winds, the fluid–solid coupling can solve the stress distribution
of the blade more accurately. Zhu et al. [13] used Workbench to calculate the fluid–structure
interaction of the blade under rated and extreme wind loads; they analyzed the force
and strength characteristics of the blade under strong winds. Bae et al. [14] established a
complete fluid-structure coupling model of a 2 MW horizontal axis wind turbine blade
and calculated the structural strength and load characteristics of the blade under various
loads. Ullah et al. [15] generated a three-dimensional (3D) surface model of the wind
turbine blades and analyzed the structural response of composite blades under extreme
loads by using the software program ANSYS (American ANSYS, Pittsburgh, Pennsylvania).
By optimizing the blade structure, the overall power characteristics of the wind turbine
were improved.

Shen et al. [16] studied the cyclical unsteady characteristics of the wind shear and
determined that fatigue loads can cause local damage to the wind turbine blades and
ultimately lead to failure. Fu et al. [17] numerically calculated the dynamic response of the
wind turbine that is based on the actual wind load; thus, they could easily obtain the relia-
bility of the structure under random loads. Guo et al. [18] established a 5 MW large-scale
wind turbine finite element model to analyze the displacement response and vibration
frequency of the wind turbine blades under random wind loads. Wang et al. [19] systemati-
cally analyzed the aerodynamic load and dynamic response of large-scale wind turbines
at different stages of a typhoon. In addition, they obtained the vibration characteristics
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of the wind turbines at different stages of the typhoon. Boujleben et al. [20] constructed a
3D model of the flexible NREL 5 MW wind turbine blades and performed highly iterative
calculations through fluid–structure coupling. From this, they accurately calculated the
aerodynamic load distribution on the blades and analyzed the aerodynamic load of the
wind turbine blades. The fatigued state and stress distribution law of the model was used
to verify the validity of the calculation model. According to the magnitude of the wind
load, Mathijs and his team [21] applied equal tension to 43 m long wind turbine blades to
conduct bending experiments; they compared the stress and displacement characteristics
of the blades. Relying only on numerical simulation to analyze the dynamic response of
large wind turbine blades cannot meet the actual needs of the project. It is necessary to
supplement the effectiveness of the actual application in the project with a more practical
experimental research method.

Herein, in order to explore the stress distribution law of the wind turbine blades
under strong wind loads and the damage of the blades after applying a force, this study
focuses on 1.5 MW horizontal axis wind turbine blades. This investigation applies the
fluid–solid coupling calculation method and it analyzes the wind turbine under strong
wind conditions. The equipment stress of the blade is analyzed, the stress distribution law
during the operation of the blade is explored and the failure area of the wind turbine blade
is explored. By combining the results of the numerical simulation with the observational
experiments, this study defines the typical failure areas. According to the frequency of the
damage in the various parts of the wind turbine blade, the damage rules of the blade are
explored and the failure mode of each area of the blade is finally determined.

2. Materials and Methods

2.1. Theories
2.1.1. Fluid–Solid Coupling Control Equation

Wind turbine blades have a large windward area and the wind turbine flow field
environment is very complex. Therefore, the fluid–solid coupling method is adopted and
the weak coupling method and sequential solution method are used for the fluid–solid
coupling. Fluid–solid coupling follows the most basic principles of conservation. Thus, the
fluid and solid stress τ, displacement d, heat flow q, temperature T, and other variables
should be equal or conserved [22].

τf n f = τsns (1)

d f = ds (2)

q f = qs (3)

Tf = Ts (4)

2.1.2. Theoretical Basis of the Turbulence Model

The shear stress transport model is referred to as the SST k-ω model, and they are
used to represent the wind flowing through the blades. The governing equation is as
follows [23]:

∂

∂t
(ρk) +

∂

∂xi
(ρkut) =

∂

∂xi
(Γk

∂k
∂xj

) + Gk − Yk (5)

∂

∂t
(ρω) +

∂

∂xi
(ρωut) =

∂

∂xj
(Γk

∂ω

∂xj
) + Gω − Yω + Dω (6)

where Gω is the turbulent kinetic energy generation term that is caused by the velocity
gradient, Γk and Γω are the convection terms of and ω, k is turbulent kinetic energy, ω is
specific dissipation rate, and Yk and Yω are the effective diffusion terms of k and ω that are
caused by the turbulence.
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2.1.3. Sliding Mesh Theory

The basic principle of the sliding mesh is to divide the geometric model mesh into
several regions; the meshes on both sides of the interface slide against each other [24]. The
number of grid nodes on both sides of the interfaces should not be too different, and the
fluxes on both sides should be equal, as shown in Figure 1.

Figure 1. Schematic diagram of the sliding grid principle [24].

For the generalized scalar Φ in any control body V with a moving boundary, the
integral conservation equation [24] is written as follows:

d
dt

∫
V

ΦdV +
∫

∂V
Φ(v − vg)dA =

∫
∂V

Γ � ΦdA+
∫

V
SdV (7)

where ∂V is the boundary of the control body V, and Vg is the mesh velocity vector.

2.2. Physical Model and Numerical Settings
2.2.1. Physical Model

Our research object is the 1.5 MW horizontal axis wind turbine and data about the
1.5 MW wind turbine comes from Guoshui Group Huade Wind Power Co., Ltd. The main
parameters are shown in Table 1.

Table 1. Parameters of the 1.5 MW wind turbine.

Name Specifications Name Specifications

Airfoil Provided by
manufacturer Rated power P/MW 1.5

Number of blades /N 3 Rated speed n/rpm 19.8
Hub center height H/m 65 Rated wind speed v/m·s−1 12

Hub diameter d/m 2 Rated tip speed ratio λ 8.5
Wind wheel diameter D/m 77 Cut-in wind speed v/m·s−1 3

Wind wheel quality m/t 30.1 Cut-out wind speed v/m·s−1 25

Herein, considering the structure of the 1.5 MW wind turbine blades and using the
ACP (ANSYS Composite PrepPost) module (American ANSYS, Pittsburgh, Pennsylvania),
the 1.5 MW wind turbine blade layering design is divided into five areas, as shown in
Figure 2 made by ANSYS. Based on the layering method offered by reference [25] of the
wind turbine blade, we adjusted the layering parameters appropriately. The blade is
subjected to shear, bending moment, and torque. The force characteristic is that it decreases
from the root to the tip of the blade. Therefore, in terms of the number of material layers,
the thickness of the blade root material should be greater than that of the middle blade.
Moreover, it is larger than that of the blade tip; thus, the layering shows a descending trend
along the blade length. The blade layer material is considered to be composite material glass
fiber reinforced plastic (FRP) with density ρ = 2100 kg/m3. The other material parameters
are presented in Table 2.
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Figure 2. Layering design of the 1.5 MW wind turbine blade used in this study.

Table 2. Material properties.

Material
Elastic Modulus/MPa Poisson’s Ratio Shear Modulus/MPa

E11 E22 E33 v12 v23 v13 G12 G23 G13

FRP 39,000 8600 8600 0.28 0.47 0.28 3800 2930 3800

As shown in Figure 3, a suitable cuboid calculation domain is established according to
the model size, which is 150 m high, 150 m wide, and 300 m long. A physical model that
had a 1:1 scale with the actual wind wheel was constructed. The hub center is 65 m from the
inlet and 235 m from the outlet. It is also 65 m from the ground; the center of the rotation
domain coincides with the center of the wind wheel, and the domain diameter is 82 m. The
computational domain uses unstructured tetrahedral grids, and through grid independence
verification, the total number of divided grids was determined to be 15.8 million. The non-
steady-state calculation method of the sliding grid was used to simulate the aerodynamic
performance of the wind turbines. This method solves the problem of the grid mismatch
on both sides of the interface between the flow field and the rotation field [24].

Figure 3. Computational domain mesh comprising unstructured tetrahedral grids to construct the
physical model of the wind wheel.

The geometric center of the wind wheel along the center of gravity of the rotation axis
is defined as the coordinate origin O point, the direction of the incoming flow parallel to
the ground is the positive direction of the Y-axis, and the Z-axis is vertically upward. The
model outlet is set as a pressure outlet, the domain wall is set as a symmetrical boundary,
and the wind wheel is set as a non-slip wall. In this study, the SST k-ω turbulence model
is selected as it takes into account the influence of the turbulent shear stress; it can better
simulate the gas flow and blade pressure distribution [23].

As for the structural model of the wind turbine, due to the irregular aerodynamic
shape of the wind turbine blade, based on the Transient Structural module of ANSYS
Workbench 19.2, the unstructured tetrahedral grid is used to divide the solid model, and
the grid is properly encrypted to ensure the accuracy of subsequent fluid-structure coupling
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data transmission. The structural model and meshing of the blade are referred to [25]. Here,
the wind turbine startup wind speed of 3.6 m/s, shutdown wind speed of 21.1 m/s and
strong wind speed of 19 m/s are selected to verify the grid independence of the CFD model.
The grid independence verification about the CFD model is as follows in Table 3.

Table 3. Grid independence verification about CFD model.

Wind Speed Grid Numbers/Ten Thousand

3.6 m/s 340 430 520 620 700 850 900 1070
Maximum pressure/Pa 164 165 167 169 172 175 175 175

19 m/s 340 430 520 620 700 850 900 1070
Maximum pressure/Pa 1573 1587 1604 1624 1646 1674 1674 1674

21.1 m/s 340 430 520 620 700 850 900 1070
Maximum pressure/Pa 1618 1643 1668 1694 1720 1743 1743 1743

According to the calculation, it was found that when the grid number exceeds
8.5 million, the maximum pressure of the blade under three working conditions no longer
changes, and the value is highly consistent with the results calculated by Wang, Quant, and
Kolios [22], so the grid independence verification is accurate and effective, and the total
number of grids divided is 8.5 million.

Unstructured tetrahedral meshes were adopted in the solid structure model. The
grid independence verification of the structural solid model is shown in Table 4. After the
analysis, the grid number of the blade model is suitable at 1.09 million.

Table 4. Grid independence verification about CFD model.

Wind Speed Grid Numbers/Ten Thousand

19 m/s 75 81 90 98 105 109 109 109
Maximum

Equivalent stress
/Mpa

19.2 19.5 19.7 20.3 20.6 20.6 20.6 20.6

Maximum displacement/m 0.56 0.58 0.59 0.61 0.63 0.63 0.63 0.63

2.2.2. Boundary Conditions

The wind speed distribution of the Huade Wind Farm of the Inner Mongolia Guoshui
Group was considered for this study. We used the exponential wind shear function to
describe the distribution. This study integrated calculations that are based on the measured
data of the 65 m high wind measurement tower in the wind field; the incoming wind speed
can be determined by applying the following equation:

v = vre f

(
Z

Zre f

)α

(8)

where v is the wind speed at height z, m/s; vref is the known wind speed at Zref, m/s; Zref
is the height at the center of the hub, m; α is the wind shear coefficient, which is fitted
according to the measured data and is 0.2.

Because the influence of strong wind load on the structural strength of wind turbine
blades can not be ignored and combined with the local strong wind conditions of the
wind farm, it is necessary to analyze the unsteady stress characteristics of wind turbine
blades under strong wind conditions. According to the literature, it is necessary to define
strong winds. According to the reference [26], winds with instantaneous wind speeds of
17 m/s or more (or visually estimated winds of eight or more) are strong winds. Therefore,
vref is 19 m/s, Zref is 65 m, and the blade pitch angle is 28.04◦. From this, the UDF (User
Defined Function) of the shear wind at the entrance of the calculation domain is compiled
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to simulate the shear and flow of the wind turbine blade during operation. By combining
the observations in Figure 4 and Equation 8, the maximum and minimum heights during
the blade tip rotation are 103.5 m and 26.5 m, respectively. This corresponds to wind speeds
of 20.84 m/s and 15.88 m/s. Based on the meteorological parameters of the wind field in
December 2018, the air density is 1.147 kg/m3, the ambient temperature is 256.45 K, the
atmospheric pressure is 86.4 KPa, and the turbulence is 0.07.

Figure 4. Inflow wind speed profile.

This investigation selected the Fluent double precision and SIMPLE algorithm for
performing the calculations. The residual value is 10−4, and the difference method is a
second-order upwind. The calculation selects a strong wind with a wind condition of
19 m/s. When the wind speed is greater than the rated wind speed and less than the
maximum wind speed, the wind wheel rotates at the rated speed; then, the set speed
is 19.8 rpm, and it takes 3.029 s for each rotation of the wind wheel. The calculation is
performed every time the blade rotates 30◦, and the corresponding transient calculation
time step is 0.252 s. The wind wheel is set to rotate for 20 cycles. When the torque coefficient
is stable, the 16th cycle aerodynamic load is introduced into the transient structure field, and
the fluid–solid coupling method is used to solve the blade surface stress distribution. The
consistency of the coupling solution is ensured by keeping the step length and total time of
the transient structural field consistent with the calculation time of the fluent flow field.

3. Results and Discussion

3.1. Analysis of the Blade Equivalent Stress under Different Azimuth Angles

The vertical upwards of the blade tip is defined as an azimuth angle of 0◦, and the
clockwise direction is considered to be the positive direction of the rotation. The rotation
period is equally divided into 12 parts, where each part represents 30◦. After the calculation
is completed, the equivalent stress cloud diagram and the maximum equivalent stress
periodic change are extracted.

It can be observed from Figure 5 that under the same rotation period, the maximum
equivalent stresses on the windward and leeward sides at an azimuth angle of 30◦ are
20.60 MPa and 8.09 MPa, respectively. The maximum equivalent stresses on the windward
and leeward sides have an azimuth angle of 240◦ and they are 19.20 MPa and 7.23 MPa.
The equivalent stress value of the first half cycle is generally greater than the second half
cycle. Because of the shear flow, the stress increases with an increase in height; gravity
does positive work in the first half cycle and negative work in the second half cycle. The
equivalent stress on the windward surface is concentrated near the root and the middle of
the blade; this concentration is caused by the force characteristics of the windward surface
and the structure of the blade. The equivalent stress on the leeward surface appears in the
transition zone at each layer section, which is due to the stress concentration and layering
that is caused by the segmented position.
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Figure 5. Equivalent stress distribution during one cycle.

This study set the wind speed as v, the centrifugal force load as q, gravity as G, the
spanwise component of gravity as Gz, and gravity along the blade rotation direction as
Gx. The blade load distribution is shown in Figure 6. The wind speed v and Gx at a certain
point ri (r/R = 0.5) of the monitoring blade are plotted in Figure 7, and the two change
in the form of sine and cosine. When the blade rotates to the azimuth angle θ, the wind
speed slowly decreases from 0◦ to 45◦. Gx increases rapidly from 0◦ to 45◦ and reaches
the maximum at 45◦. The blade receives the largest force at 30◦, which is reflected in the
maximum equivalent stress of the blade at an azimuth angle of 30◦, which is the largest.
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Figure 6. Spanwise load distribution.

Figure 7. Distribution of the gravity and wind speed at ri.

3.2. Load Analysis of a Typical Blade Failure Area

The blade is susceptible to fatigue due to large aerodynamic loads on the windward
side of the leading edge and weak tail edge. Therefore, it is important to explore the
distribution of equivalent stress on the leading edge and the trailing edge of the blade.
Under the condition of a 19 m/s wind speed, this study first carried out a spanwise
equivalent stress analysis on the leading edge and trailing edge of the blade under an
azimuth angle of 30◦ to find the typical stress concentration section.

It can be observed from Figure 8 that the equivalent stress at the trailing edge line of
the blade is generally greater than the leading edge line. The span length of the blade/the
full length of the blade is set to r/R. The equivalent stress at the trailing edge of the blade
is generally higher than that at the leading edge, and it includes an r/R = 0.10 section,
an r/R = 0.28 section, an r/R = 0.53 section, and r/R = 0.88 at the blade layer section. The
abrupt peak value of the equivalent stress is due to the sharp change in the number of
layers at the blade layer section, and the poor structural stability of the section, which
makes the position more prone to stress concentration and damage that is attributed to
sudden changes in the stress. At the same time, there are also stress mutation peaks in the
r/R = 0.16 section and r/R = 60 section, which is due to the special aerodynamic shape of
the blade. This leads to the distribution of the blade spanwise stress.
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Figure 8. Equivalent stress distribution when it is spanwise at a 30◦ azimuth angle.

There are obvious equivalent stress peaks in the aforementioned six sections. In order
to further explore the chordal distribution of the equivalent stress, the chordal equivalent
stress analysis under one rotation cycle is performed on the six sections, as shown in
Figure 9.

Figure 9. Stress of a typical failure section at different azimuth angles.
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It can be observed from Figure 9 that each section has the maximum equivalent stress
at an azimuth angle of 30◦, and the changing trend of the equivalent stress along the chord
direction of each section first increases and then decreases. The r/R = 0.10, 0.28, 0.53, and
0.88 sections are located in the pavement section, the number of plies has a sharp transition,
and the superimposition of the multiple loads results in stress concentration peak in four
sections. The equivalent stress at the section position is too concentrated, and the curve
has a sudden peak. In particular, the r/R = 0.16 section is located in the transition area that
is between the blade root circle and the blade root airfoil. The relatively large transition
of the relative thickness results in large equivalent stress in the middle of the airfoil chord
and near the trailing edge; the curve has two obvious peaks. The equivalent stress value
of the r/R = 0.60 section is larger than the other five sections. The aerodynamic shape and
structural characteristics of the blade at this position indicate that the section bears a large
load and is prone to failure. According to the graph, six typical failure locations can be
found in Table 5.

Table 5. Failure location and stress.

Location
Failure

Location
Max Equivalent

Stress/MPa
Azimuth Angle of the Maximum

Equivalent Stress

Location 1 r/R = 0.10
x/C = 0.53 10.60 Around 30◦

Location 2 r/R = 0.16
x/C = 0.52 17.10 Around 30◦

Location 3 r/R = 0.16
x/C = 0.88 15.80 Around 30◦

Location 4 r/R = 0.28
x/C = 0.44 9.36 Around 30◦

Location 5 r/R = 0.53
x/C = 0.41 9.74 Around 30◦

Location 6 r/R = 0.60
x/C = 0.30 20.60 Around 30◦

Location 7 r/R = 0.88
x/C = 0.32 5.28 Around 30◦

From Figure 10 and Table 5, it can be observed that the load when the blade rotates to
different positions is quite different. The maximum value of the equivalent stress at each
failure location is around a 30◦ azimuth angle, and the maximum equivalent stress value at
Location 6 is 20.60 MPa. Compared with the incoming positive wind, under the action of
a strong wind, when the blade runs from 0–60◦ and 300–360◦, not only is the equivalent
stress value large but the influence of the shear stress and normal stress cannot be ignored.
Considering this, we explored the typical shear stress and normal stress distribution of
the section.

Figure 10. Stress distribution at a typical position.
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By analyzing the relationship between the positive and shear stress in Figure 11, it
was determined that during the transition from the root to the tip, the normal stress shows
a gradual decrease, whereas the change in the shear stress is relatively stable. The normal
stress at r/R = 0.16 section near the blade root circle and the transition area of the airfoil is
the maximum at 4.85 MPa. The normal stress at r/R = 0.88 is rapidly reduced to 0.35 MPa,
and the maximum shear stress is 2.60 MPa, which is 7.5 times the maximum normal stress
of the section. Based on the aforementioned analysis, it can be observed that excessive
shear stress is an important factor that leads to the failure of blade roots and blade tips.

Figure 11. Stress under a 30◦ azimuth angle.

The composite material that is used for the blade is glass fiber reinforced plastic, and
the strength of the blade ensures that the equivalent stress of the blade under a load cannot
exceed the material damage limit [21].

σmax ≤ [σ] =
σs

γ
(9)

When the safety factor γ is 3, σmax is the maximum stress of the blade; (σ) is the
allowable stress of the blade, in which the value is 73.33 MPa; and σs is the yield stress of
the blade, in which the value is 220 MPa.

According to Equation (9), the strength of the wind turbine blade is checked based on
the maximum stress criterion. The results of the evaluation are shown in Table 6.

Table 6. Strength check of the blade.

Location σmax

(σ)

Location 1 14.45%
Location 2 23.32%
Location 3 21.55%
Location 4 12.76%
Location 5 13.28%
Location 6 28.09%
Location 7 7.20%

According to the calculated data in Table 6, it can be determined that under strong
wind conditions where the speed is 19 m/s, the maximum blade stress value is 28.09% of
the allowable stress. It can be observed that the wind turbine blades that are used in this
study are theoretically safe and reliable.

3.3. Research and Investigations of Failure and Damage of the Typical Area Outside the Blade

There are so many techniques for wind turbine damage detection, such as based
on strain measurement, vibration, thermography, etc. However, Strain and vibration
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measurements rely on sticking strain gauges to the blades, and the operation is difficult and
dangerous for operators. Although thermal imaging technology has the advantage of not
contacting wind turbine blades, it is vulnerable to environmental interference [27–29]. So
the method of UAV(Unmanned aerial vehicle) damage detection is more safe and efficient.

When the wind turbine is in a shutdown state, an unmanned aerial vehicle is used to
inspect the blades of the wind turbine in service, and the typical external problems of the
blades are highlighted through image processing technology. The experimental wind farm
is the Huade wind farm that belongs to the Guoshui Group. The farm is located in Ulanqab
City in the Inner Mongolia Autonomous Region. All wind turbine models consisted of
WGTS1500A, and there were a total of 132 wind turbines. The total capacity of the fourth
phase is 200 MW. The scale of each phase is 33 × 1.5 MW. The terrain of the site consists of
low mountain hills, gentle slope hills, and there are a few buildings and trees at the site. By
taking the first phase as an example, the layout of the wind turbines in the wind farm is
shown in Figure 12.

Figure 12. Schematic diagram of the layout of the wind turbine units.

As shown in Figure 12, it is significant that most wind turbines are distributed in
places with a high wind power density. Before the experiment, the wind turbines that were
to be tested were shut down, and the 132 wind turbines that consist of the WTGS1500(Wind
turbine generator system1500) model and belong to the wind farm were inspected by
drones. When the wind turbine is in a shutdown state, an unmanned aerial vehicle is used
to inspect the blades of the wind turbine in service, and the typical external problems of
the blades are highlighted through image processing technology. Finally, a series of blade
damage pictures were collected. By combining the results of the blade stress concentration
area that were obtained by a numerical simulation analysis and comparing the damage
results that were observed on-site, we can comprehensively determine the cause of the
blade damage, and provide guidance for the maintenance of the blade.

As shown in Figure 13, according to the distribution of the failure locations, this
investigation divides the wind turbine blade into three regions along the span direction,
namely the root region r/R = 0.00–0.16, the middle region r/R = 0.28–0.60, and the tip region
r/R = 0.88–1.00. By taking a wind farm in western Inner Mongolia as a research sample,
this study used an unmanned aerial vehicle that was equipped with a 60-megapixel lens.
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The blades of 132 wind turbines were inspected sequentially, and the common failure and
damage forms in each area of the wind turbine blades at strong winds were summarized.

Figure 13. Common damage and failure of the blades.

After inspecting a total of 396 blades from the 132 wind turbines in this wind farm,
the failure damage was assessed. Figure 13 is the cloud diagram of the equivalent stress
distribution of the wind turbine blade at 30◦ azimuth calculated by the fluid-structure
coupling numerical simulation, which is compared and correlated with the actual damaged
area of the blade. The types of failure damage that appear in order from light to heavy
are: paint peeling, oil pollution, scratching injuries, bulges, cracks, cracks in the gel coat,
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and lightning damage. The afore-mentioned damages are the most common and frequent
failure damage modes for this type of 1.5 MW wind turbine blade in this wind farm.

The types of blade damage and the common types of wind turbine blade damage are
summarized. In this batch of wind turbine blade inspections, a total of 8917 images were
taken, which include 2180 blade damage images and 6737 images without blade damage.
According to the calculations, damaged images account for 24.45% of the total number of
images (most of them were paint peeling and oil stains, etc.), which contain 1988 images,
that account for 22.29% of the total number of images; the rest are scratches, cracks, gel
coat cracking, lightning strikes, and bulges, which consist of 192 images. Among them, the
damage that is caused by stress includes cracks and gel coat cracking in about 58 images,
which accounts for 0.65% of the total number of images.

Based on the stress distribution of the wind turbine blades in the previous subsection,
after identifying and classifying the captured damage images, the damage of the blade
that is caused by stress includes cracks, gel coat cracks; the various types of damage that
were counted. Figure 14 shows the gel coat cracking phenomenon that is caused by stress;
Figure 15 displays the crack image of the blade that is caused by stress.

Figure 14. Cracking of the gel coat caused by stress.

Among them, the frequency of the various types of damage = the number of various
types of damage/the total number of damage. The frequency for a certain type of damage
in each area = the number of certain types of damage in each area/the total number of
damage for a certain type. The failure conditions are shown in Tables 7 and 8.

It can be observed from Table 7 that by screening the damage images of the wind
turbine blade failure that is due to stress, the most frequent failure type are cracks. The
number of images is 49, which accounts for 84.48% of the damage that is caused by stress.
The gel coat crack is another form of failure caused by stress. The number of images is nine,
which accounts for 15.52% of the damage that is caused by stress.
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Figure 15. Cracks caused by stress.

Table 7. Failures of the blade caused by stress.

Damage Types Caused by Stress Gel Coat Cracking Cracks

Damage numbers 58
Damage type numbers 9 49

Frequency 15.52% 84.48%

Table 8. Frequency of most common types of failurs of blades.

Damage Types Gel Coat Cracking Cracks

Typical area Number Frequency Number Frequency
Blade root

r/R = 0.00–0.16 0 0.00% 43 87.75%

Blade middle
r/R = 0.28–0.60 2 22.22% 5 10.20%

Blade tip
r/R = 0.28–0.60 7 77.78% 1 2.05%

According to the classification of the typical areas, we can summarize the frequency of
the main failure damage that is caused by the stress in each area, and this is summarized
in Table 8. There were nine cases of gel coat cracking; seven times, it occurred along the
tip of the blade, and the frequency was 77.78%. It occurred two times along the middle of
the blade with a frequency of 22.22%; however, no gel coat cracking occurred at the root
of the blade. A total of 49 cracks appeared in the root of the blade, and the number and
frequency were 43 times and 87.75%, respectively. There were three cracks in the blade,
and the frequency of occurrence was 10.20%. The number of cracks appeared less at the
tip of the blade, in which the frequency was once, and the probability was 2.05%. It can be
observed that the main failure mode of the blade tip area is gel coat cracking, the root area
of the blade is the main failure mode, and gel coat cracking and cracking in the blade area
occur, but the frequency is low.
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According to the image statistics, when considering all the failure types that are caused
by stress, the frequency of cracks in the root area (r/R = 0.00–0.16) is as high as 87.75%.
However, the cracks in this area are relatively slight and they mostly exist in the surface
layer of the trailing edge of the blade root area. These cracks are insufficient to bring
destructive hazards to the wind turbine blade. Regular repairs for this crack type can
maintain the normal operation of the wind turbine, the maintenance is convenient, and the
cost is low. However, the frequency of cracks in the mid-blade area (r/R = 0.28–0.60) also
reached 10.20%. According to the results of the field survey, once a chordal crack in the
mid-blade area appears, it may be fatal to the blade and the whole machine. Because of the
damage, the maintenance is inconvenient and high-cost.

This investigation compared the results of the blade stress concentration area that
was obtained by the numerical simulation analysis with the blade damaged area that was
obtained from the field observation. It was determined that the actual damage position of
the blade is mostly near the stress concentration area that is calculated by the numerical
simulation. In addition, the damage failure mode can confirm the blade force characteristics.
The results can guide drone inspections.

4. Conclusions

This paper discusses the fluid–structure coupling calculation method in order to
explore the stress distribution of a 1.5 MW wind turbine during strong winds. By com-
bining the numerical simulation results and the UAV observation experiments, we can
comprehensively determine the failure area and failure mode of the blade and draw the
following conclusions:

1. The maximum stress of the blade near a 30◦ azimuth angle is 20.6 MPa. This is because
the resultant force on the blade is the largest when the azimuth angle is 30◦. By having
an azimuth angle of 30◦ there are obvious equivalent stress peaks in the six sections
of the blade, and the most vulnerable position is r/R = 0.60 and x/C = 0.30. The
maximum stress value of the blade under strong wind conditions is 28.09% of the
allowable stress. Theoretically, the blade structure is safe.

2. When considering the UAV’s inspection of 132 wind turbines in the wind farm,
2145 failure images of the blades were collected. The damaged images account for
24.45% of the total number of images (i.e., paint peeling and oil pollution are the
most frequent failure types at the end of the wind farm’s service, which appear
1988 times and account for 22.29% of the total number of image samples). The rest
include scratches, cracks, bulges, gel coat cracks and so on, which resulted in a total
of 192 photos.

3. Cracks appeared 49 times in total, with more occurrences at the root of the blade,
43 times with a frequency of 87.75%, respectively. There were three occurrences along
the middle of the blade, with a frequency of 10.20%; and there were fewer occurrences
at the tip of the blade, which occurred only once and the probability was 2.05%.
Therefore, the main failure mode of the blade tip is gel coat cracking, the root of the
blade is mainly cracked, and gel coat cracking and cracking in the blade occur, but the
frequency is low.

4. It was determined that the actual damage position of the blade is mostly near the
stress concentration area that is calculated by the numerical simulation. The damage
failure mode can confirm the force characteristics of the blade. These results can
provide guidance for drone inspections.
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Abbreviations

ACP ANSYS Composite PrepPost
α the wind shear coefficient
E Elastic Modulus
FRP Fiber-reinforced plastic
G Shear modulus
G Gravity
x Chord length along chordwise
C Chord length
r Blade length along spanwise
R Blade length
UDF User-Defined Function
v Poisson’s ratio
v Wind speed
Gz Spanwise component of gravity
Gx Gravity along the blade rotation direction
vref Known wind speed at Zref
Zref Height at the center of the hub
q Centrifugal force load
θ Azimuth angle
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Abstract: For dual active bridge (DAB) converters, integrating the phase-shifting inductance (PSI)
in the medium-frequency transformer (MFT) is an effective way to improve the overall power
density. Different from the existing leakage-inductance-integrated (LII) structure, a concentric-
winding (CW) enhanced leakage-inductance-integrated (ELII) structure, which includes an additional
core, is proposed in this paper. In order to explain the operating mode of CW ELII MFT, a magnetic
circuit model is established, and the analysis is carried out under the typical DAB excitation. The
total leakage inductance of CW ELII MFT is divided into the winding leakage inductance and the
additional leakage inductance for calculation. The integrated structure makes the heat dissipation of
the MFT challenging. Therefore, the air–water combined cooling method is adopted in the design. A
thermal resistance model is built for the winding air channel under forced convection. On this basis,
MFT designs with different integration structures for different leakage inductance requirements are
compared. Finally, a 200 kW/4 kHz/200 μH MFT prototype was designed and manufactured, which
achieved the power density of 5.16 kW/dm3 and the efficiency of 99.30%. The prototype was tested
in a DAB converter, which is a module of a 2 MW modular multilevel converter-bidirectional DC–DC
converter (MMC-BDC).

Keywords: medium-frequency transformer; inductor integration; DAB converter; optimal design

1. Introduction

In recent years, benefiting from advances in switching devices, magnetic materials,
and control methods, power conversion systems based on MFTs have gradually increased.
With the increase of operating frequency, the volume and weight of the transformer can be
reduced, thus improving the power density of the converter. Therefore, the MFT has broad
application prospects in many fields—such as flexible DC transmission, renewable energy
grid connection, and electrified transportation [1–3]. A typical application occasion is
vessel integrated power system (IPS) [4], and a modular multi-level converter-bidirectional
DC/DC converter (MMC-BDC) for IPS is shown in Figure 1 [5]. The converter adopts
multiple DAB converters to realize DC/DC energy conversion and bidirectional flow,
which can serve DC loads or energy storage elements.

In the topology of DAB, MFT provides voltage matching and galvanic isolation. The
phase-shifting inductance (PSI) is determined by the power capacity of the DAB converter
and provides the instantaneous energy storage in the conversion process [6]. In the reported
high-power DAB prototypes, an auxiliary inductor and an MFT is usually used. The
volume and weight of the auxiliary inductor may even be close to the MFT [3]. In [7], the
integrated/non-integrated MFT designs are compared. Although the integrated design
has obvious advantages in power density, the non-integrated design is finally chosen for
the sake of heat dissipation and installation flexibility. In [8–10], the design method for
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leakage-inductance-integrated (LII) MFT has been investigated. However, in order to
achieve a larger leakage inductance, the LII MFT requires more winding turns or a greater
primary-secondary distance, and the unconstrained leakage flux will cause additional
losses in tape wound cores. Therefore, it is hard for the LII MFT to meet the requirements
of the high inductance and the high power.

Figure 1. The modular multilevel converter–bidirectional DC–DC converter.

Thermal performance is one of the decisive factors for the success of MFT design.
Natural air cooling is the most common heat dissipation method for MFTs. In [11] and [12],
the thermal network modeling method for natural air-cooled MFT is comprehensively
described. In order to increase power density, water cooling is adopted in [13] and [14],
and forced air cooling is adopted in [3,15]. In [3], the forced convection formula for circular
tubes is adopted for thermal modeling without considering the structural characteristics of
the winding air channel.

Many achievements have emerged in the optimal design of MFT in recent years, which
further pushes the MFT to large-scale industrial applications. In [16,17], the brute force
grid search method is adopted to optimize the design of a 100 kW/10 kHz shell-type
MFT. The sensitivity analysis of design parameters is carried out based on the large-scaled
calculation data. In [18], the researchers attempt to establish a unified mathematical model
for transformer/inductor optimal design based on existing classical parameter models
and carried out the optimal design with the goal of minimum core and minimum loss. A
200 kVA/10 kHz shell-type MFT is designed based on the genetic algorithm in [10], and
the optimal design of the heat sink is embedded in the design process. The above work is
carried out for typical core-type or shell-type MFT. The design of inductor-integrated MFT
is more challenging due to the parameter coupling and the integration structure.

Compared with the previous work, the main contributions of the work in this paper
include the following: (1) Different from the conventional leakage-inductance-integrated
(LII) MFT, a concentric-winding enhanced leakage-inductance-integrated (CW ELII) MFT,
which includes an additional core, is proposed in this paper. Moreover, a developed
example of 200 kW, 4 kHz, 200 μH MFT with CW ELII structure is presented specifically.
(2) The air channel in the forced air-cooled winding is simplified to the parallel-plate
structure, and the thermal resistance model is established based on classic models. (3) For
different leakage inductance requirements, the power density of the CW LII and CW ELII
solutions are quantitatively compared.

This paper is organized as follows. Section 2 discusses different integration structures
and focuses on the magnetic circuit analysis of the CW ELII MFT in DAB. Section 3 intro-
duces the calculation method of the loss and the leakage inductance. Section 4 presents
the thermal modeling method of air–water combined cooled MFT. In Section 5, the design
method and quantitative comparison of the CW LII and CW ELII MFT are presented. The
developed 200 kW, 4 kHz, 200 μH MFT prototype, and experimental results are also pre-
sented in Section 5. Finally, Section 6 lays out the conclusions and future work possibilities.
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2. Integration Structures and Operating Mode

2.1. Integration Structures

The inductor-integrated MFT can be divided into three categories: detached-inductor
integrated (DII), leakage-inductance-integrated (LII), and enhanced leakage-inductance-
integrated (ELII) MFT. The characteristic of DII MFT is that it has independent inductor
windings. The inductor core and the transformer core are integrated or just packaged
together. The DII MFT will not be focused on in this paper.

LII MFT features no additional winding or core. The target leakage inductance is
achieved only through the design of the winding structure. Figure 2a, b show typical
separate-winding (SW) and concentric-winding (CW) structures. It is usually easier to
achieve a greater leakage inductance by the SW structure [3]. However, since the magnetic
motive force (MMF) on the core limb of the SW MFT is unbalanced, the leakage flux is
widely distributed in the external space, which may lead to eddy losses in the adjacent metal
structure. Therefore, the SW MFT should be used in compact high-power converters with
caution. No matter the SW or the CW structure, part of the leakage flux will pass through
the core tape vertically and cause apparent eddy current loss of the wound core [19].

Figure 2. Comparison of different integration structures. (a) SW LII, (b) CW LII, (c) SW ELII, (d) CW ELII.

The characteristic of ELII MFT is that the additional core is used instead of the air
in the leakage flux path of the LII MFT. Due to the higher equivalent permeability of the
additional core, it is possible to achieve a higher power density. Figure 2c shows the SW
ELII structure, which will cause the external leakage flux like the SW LII structure. The flux
from the main core to the additional core limb will pass through the core tape vertically,
which will cause local additional core loss [19]. Figure 2d shows the CW ELII structure, in
which the additional independent core restricts the flow path of the leakage flux. Therefore,
the CW ELII structure may be more suitable for the requirements of the high power and
high inductance.

2.2. CW ELII MFT Operating Mode in DAB

The circuit topology of DAB is shown in Figure 3. The MFT is excited by H-bridges
on both sides simultaneously, and the operating condition is determined by the duty cycle
and the phase-shifting duty of the two bridges. In order to analyze the operating mode of
the CW ELII MFT under typical DAB excitation, the magnetic circuit model is established.
As shown in Figure 4, the voltage excitations up and us at the primary and the secondary
sides work as flux sources Φp and Φs in the same direction in the magnetic circuit.

{
NpΦp(t) =

∫
up(t)dt

NsΦs(t) =
∫

us(t)dt
(1)

where Np and Ns are the number of turns of the primary and secondary windings.
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Figure 3. DAB circuit topology.

Figure 4. Magnetic circuit model of CW ELII MFT.

In Figure 4, Rm-cl and Rm-cy are respectively the reluctance of the core limb and core
yoke; Rm-σp and Rm-σs are respectively the air leakage reluctance of the primary winding
and the secondary winding; Rm-σa is the reluctance of the additional core. The magnetic
circuit equation is given as⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ΦσaRm−σa − 2ΦσpRm−σp + ΦcRm−cy = 0
ΦσaRm−σa − 2ΦcRm−cl + 2ΦσsRm−σs − ΦcRm−cy = 0
Φσa + Φσp + Φc = Φp

Φσs + Φc = Φs

(2)

According to the reluctances, the additional leakage inductance Lσa, primary leakage
inductance Lσp, and secondary leakage inductance L’σs (in primary) can be defined as

⎧⎪⎪⎨
⎪⎪⎩

Lσa = N2
p/Rm−σa

Lσp = N2
p/2Rm−σp

L′
σs = N2

p/2Rm−σs

(3)

Since the main core is without air gaps, the reluctances Rm-cl and Rm-cy are much
smaller than those of the air or the additional core and can be assumed to be zero. Thus,
according to (1) and (2), the magnetic fluxes can be obtained.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Φc =
L′
σsΦp+(Lσp+Lσa)Φs

L′
σs+Lσp+Lσa

Φσa =
Lσa(Φp−Φs)

L′
σs+Lσp+Lσa

Φσp =
Lσp(Φp−Φs)
L′
σs+Lσp+Lσa

Φσs =
−L′

σs(Φp−Φs)
L′
σs+Lσp+Lσa

(4)
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Take typical DAB excitation as an example: the duty of two H-bridges Dh = 0.5; phase-
shifting duty 0 < Ds < 0.5. Then the voltage excitations of MFT, up and us, are given as

up(t) =

{
Ud1, [0, 0.5T]

−Ud1, [0.5T, T]

us(t) =
Ud2
Ud1

up(t − DsT)

(5)

where Ud1 is the DC bus voltage of the primary side, and Ud2 is the DC bus voltage of the
secondary side.

The induced electromotive force ec(t) of the main core and eσa(t) of the additional core
can be calculated according to Equations (1), (4), and (5).

− ec(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

L′
σs−Lσp−Lσa

L′
σs+Lσp+Lσa

Ud1, [0, DsT]

Ud1, [DsT, 0.5T]
−L′

σs+Lσp+Lσa
L′
σs+Lσp+Lσa

Ud1, [0.5T, (0.5 + Ds)T]

−Ud1, [(0.5 + Ds)T, T]

(6)

− eσa(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

2Lσa
L′
σs+Lσp+Lσa

Ud1, [0, DsT]

0, [DsT, 0.5T]

− 2Lσa
L′
σs+Lσp+Lσa

Ud1, [0.5T, (0.5 + Ds)T]

0, [(0.5 + Ds)T, T]

(7)

For example, the turns ratio of the MFT satisfies Np:Ns = Ud1:Ud2, and the leakage
inductances satisfies Lσa + Lσp + L’σs = 5Lσp = 5L’σs. Then the voltage and flux waveforms
with the phase-shifting duty of 0 and 0.25 are shown in Figure 5.

Figure 5. Voltage, induced electromotive force, and flux waveforms of CW ELII MFT under typical
DAB excitation. (a) Dh = 0.5, Ds = 0; (b) Dh = 0.5, Ds = 0.25.
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3. Loss and Leakage Inductance Calculation

Loss and inductance are important electrical parameters of MFT. In view of the struc-
ture particularity of the CW ELII MFT, this section discusses the calculation methods of the
loss and the leakage inductance based on the magnetic circuit analysis above.

3.1. Core Loss of CW ELII MFT

The core loss of CW ELII MFT contains the main core loss and the additional core loss.
Core loss under non-sinusoidal excitation can be calculated by the improved generalized
Steinmetz equation (iGSE) [20], in which the peak value and the differential of the flux density
are needed. Based on the magnetic circuit analysis and the assumption that Lσp = L’σs, the
peak value and the differential of the flux densities can be derived from (6) and (7) as

Bm =
Ud1

2Np f Acv

[
1
2
− Lσw

Lint
Ds

]
(8)

Bma =
Ud1

Np f Aacv

Lσa

Lint
Ds (9)

∣∣∣∣dBm

dt

∣∣∣∣ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Lσa
Lint

Ud1
Np Acv

, [0, DsT]
Ud1

Np Acv
, [DsT, 0.5T]

Lσa
Lint

Ud1
Np Acv

, [0.5T, (0.5 + Ds)T]
Ud1

Np Acv
, [(0.5 + Ds)T, T]

(10)

∣∣∣∣dBma

dt

∣∣∣∣ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2Lσa
Lint

Ud1
Np Aacv

, [0, DsT]

0, [DsT, 0.5T]
2Lσa
Lint

Ud1
Np Aacv

, [0.5T, (0.5 + Ds)T]

0, [(0.5 + Ds)T, T]

(11)

Based on the iGSE model [20], the engineering calculation model for the core losses
under DAB excitation (Dh =0.5) is given as

Pc = Mcki f α−β

(
Ud1

Np Acv

)β(1
2
− LσwDs

Lint

)β−α[
1 + 2Ds

(
Lα
σa

Lα
int

− 1
)]

(12)

Pca = Macki2β+1 f α−β

(
Ud1

Np Aacv

Lσa

Lint

)β

D1−α+β
s (13)

ki =
k

(2π)α−1 ∫ 2π
0 |cos θ|α2β−αdθ

(14)

where Pc is the loss of the main core; Pca is the loss of the additional core; Mc is the effective
weight of the main core; Mac is the effective weight of the additional core; f is frequency,
ki is the iGSE coefficient. k, α, and β are Steinmetz coefficients, which are extracted from
sinusoidal measurement data of a gapped nanocrystalline core sample, which is shown in
Figure 6.

The experiment is carried out with the core sample, and the calculated value and the
measured value are compared in Figure 6, verifying the effectiveness of the model.

288



Energies 2022, 15, 1361

Figure 6. Comparison of experimental and calculated losses of the main core (Dh = 0.5, Ds = 0).

3.2. Winding Loss

In order to calculate the winding losses under non-sinusoidal excitation, the current is
usually decomposed by Fourier transform, and the winding loss is given as

PCu =
∞

∑
i=1

I2
RMS−iRAC−i =

∞

∑
i=1

I2
RMS−iFR−iRDC (15)

where IRMS-i is the ith harmonic components of the load current; the ac resistance coefficient
FR can be obtained by the Dowell model [21] as

FR = Δ

[
sin h2Δ + sin 2Δ
cos h2Δ − cos 2Δ

+
2
(
m2 − 1

)
3

sin hΔ − sin Δ
cos hΔ + cos Δ

]
(16)

Δ = dc

√
π f σμ0

nhc

hwd
(17)

where, m is the number of winding layers, dc is the thickness of conductor, hc is the height of
single conductor, Δ is the ratio of conductor thickness to penetrated depth; σ is conductivity,
f is frequency, μ0 is the vacuum permeability, n is the number of conductors per layer, and
hwd is the window height.

3.3. Leakage Inductance of CW ELII MFT

Figure 7 shows the simplified magnetic field distribution of CW ELII MFT. The inte-
grated leakage inductance of CW ELII MFT consists of additional leakage inductance Lσa,
primary leakage inductance Lσp, and secondary leakage inductance Lσs. Since the leakage
inductance of the primary winding and secondary winding are difficult to be separated
physically, the two are usually combined as the winding leakage inductance Lσw, so the
total leakage inductance of the transformer is given as

Lσ = Lσa + Lσp + L′
σs = Lσa + Lσw (18)

The Rogowski model and Dowell model are classical calculation methods for trans-
former leakage inductance. The Rogowski model is a 2D static model in which the internal
characteristics of the winding (for example, conductor thickness and inter-turn distance)
and the effect of eddy current in the conductor are ignored. The Dowell model is a 1D
dynamic model, and describes the influence of the eddy current on the leakage inductance
based on the assumption of parallel flux and uniform arrangement of conductors [21]. The
Dowell model is suitable for cases with eddy current effects but has an obvious error in
cases with low utilization of the core window height [22]. Researchers introduced Rogowski
coefficient into the Dowell model, making up for the deficiency of Dowell model [22,23].
The hybrid model is given as [22]
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Lσw−H =
N2μ0lw

heq

[
dcsms

3
Fsw +

dcpmp

3
Fpw + dd +

dis(ms − 1)(2ms − 1)
6ms

+
dip

(
mp − 1

)(
2mp − 1

)
6mp

]
(19)

Fw =

[
(4m2 − 1) sin h2Δ−sin 2Δ

cosh 2Δ−cos 2Δ −2(m2 − 1) sinhΔ−sin Δ
cosh Δ−cos Δ

]
2m2Δ

(20)

Δ = dc

√
μ0π f σ

nhc

hwd
(21)

heq =
hw

KR
(22)

KR = 1 − 1 − e−πhw/dw

πhw/dw
(23)

where N is the turns of the winding; lw is the average length of turns; mp and ms are
respectively the numbers of primary and secondary winding layers; Δ is the ratio of
conductor thickness to skin depth; σ is conductivity; f is frequency; μ0 is the vacuum
permeability; n is the number of conductors per layer; KR is Rogowski coefficient; and heq
is the corrected magnetic circuit length. As shown in Figure 8, dd is the main insulation
distance; dwp, dws, and dw, are respectively the width of the primary, secondary, and the
entire winding; hw is the height of winding; hwd is the window height; dip and dis are
inter-layer distances; dcp and dcs are the widths of single conductors; hcp or hcs are the
heights of conductors.

Figure 7. Simplified magnetic field distribution of CW ELII MFT.

Figure 8. Winding parameters.

According to the assumption of the Dowell model, the main insulation layer has the same
width dd in the perimeter direction; conductor layers are arranged uniformly with the same
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inter-layer distance, i.e., dis and dip. As shown in Figure 7, the width of the main insulation in
the CW ELII MFT is not equal in the circumference direction. In addition, when there is an
internal air channel in the winding, the inter-layer distance will not be equal. Therefore, the
original model needs to be improved to enable it to be used in the CW ELII MFT.

Assuming that the cross-sectional area of the main insulation layer is Sd, the inductance
of the main insulation layer can be obtained based on the magnetic field energy

Ld =
N2Sdμ0

heq
(24)

Assuming that conductor layers are arranged non-uniformly with the inter-layer
distances di-1, di-2, . . . , di-q, . . . , di-(m−1), then the inter-layer inductance is given as

Li =
μ0N2lw
heqm2

p

q=m−1

∑
q=1

q2di−q (25)

Replace the static terms in (19) by (24) and (25), and the mean length of turns of the
primary and secondary windings, lwp and lws, are used to calculate the leakage inductance.
The improved hybrid model is given as

Lσw−HI =
N2μ0

heq

[
lwpdcpmp

3
Fwp +

lwsdcsms

3
Fws + Sd +

lwp

m2
p

q=mp−1

∑
q=1

q2dip−q +
lws

m2
s

r=ms−1

∑
r=1

r2dis−r

]
(26)

where, dip-q and dis-r refer to the width of the qth and rth inter-layer distance of the primary
and secondary winding from the outside to the inside.

A winding model with a non-uniform arrangement of conductors is shown in Figure 9.
The model parameters are: 18 turns of the primary winding, 11 turns of the secondary,
the width of the main insulating layer is 8 mm, the thickness of the copper foil is 1 mm,
the height is 220 mm, the height of the window is 245 mm. An 8 mm-wide air channel is
located between the q layer and the q + 1 layer in the primary, and the other turns of the
insulating layer have a width of 0.2 mm.

Figure 9. Winding model with non-uniform arrangement of conductor layers.

As shown in Figure 10, different models and FEM are used to calculate the leakage
inductance of the example winding with different air channel locations. In the original and
hybrid models, the average inter-layer width is used for the calculation. Both the FEM
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results and the calculation results of the proposed model increase as the position of the
channel gradually approaches the main insulating layer, while the original model and the
hybrid model cannot reflect the influence of the air channel on the leakage inductance.
Based on the FEM results, the average error of the proposed model is 1.9%, and the
maximum error is 2.4%, both smaller than the other two models; when q = 10–12, the errors
of the three models are relatively close, all less than 5%.

Figure 10. Comparison of FEM and analytical calculation results. (a) Comparison of results, (b) Com-
parison of errors.

The additional leakage inductance is composed of multiple air-gap inductances. In [24],
an empirical formula is provided for calculating the inductance of the lumped air-gap
inductor. In [25], the 2D expressions of air-gap reluctance are derived based on the Schwarz–
Christoffel transformation.

A simplified air gap is shown in Figure 11, and its reluctance is composed of the internal
reluctance Rin and the fringing reluctance Rfr in parallel. The expressions are given as [26]

Rin =
dg

μ0 Aac
(27)

Rfr =
π

μ0C ln
(

2h+dg
dg

) (28)

Rg−i = Rfr
∣∣∣∣Rin (29)

where di is the height of the air gap, Aac is the cross-sectional area of the core, μ0 is air
permeability, and C is the perimeter of the cross-section.

Figure 11. Simplified model of the air gap.

Thus, the additional leakage inductance is given as

Lσa =
N2

∑ Rg−i
(30)

where N is the number of turns of the winding.
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The FEM simulation is carried out to verify the calculation method for the additional
leakage inductance, and the model and parameters are shown in Figure 12a. As shown
in Figure 12b, as the air gap height increases, the inductance value is greatly reduced.
Therefore, in the MFT design process, the height and number of the air gap are used to
adjust the inductance value.

Figure 12. Calculation and simulation of the additional leakage inductance. (a) FEM model (b)
comparison of the calculated and simulated values.

4. Thermal Modeling and Analysis

For the design of the air–water combined cooling MFT, a thermal model is necessary.
The steady-state thermal model mainly includes the heat source, thermal resistance, and
network topology. The heat source, namely the core and winding losses, has been discussed
above. Therefore, this section mainly discusses the modeling of thermal resistance and
network topology.

4.1. Convective Thermal Resistance of the Air Channel

The air channel is an important heat dissipation structure of transformer windings.
The air channel can be simplified as a parallel-plate channel for thermal modeling. As
shown in Figure 13, the length of the air channel is L, the cross-section is W×S, and W >> S.
The hydraulic diameter is given as [27]

dh =
4A
P

=
4WS

2(W + S)
≈ 2S (31)

where A is the cross-section area and P is the inner perimeter.

Figure 13. Parallel-plate air channel.

Since the convection model of the parallel-plate channel in literature is not complete, a
combination of the laminar-flow model [28] for the parallel-plate channel and a turbulent-
flow model [28] for the non-circular tube is adopted in this paper. At the same time, linear
interpolation is used in the transition period between laminar flow and turbulent flow. The
Nusselt number calculation formula of the parallel-plate air channel is given as

Nu =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[
N3

1 + N2
3 + N3

3
]1/3, (Re ≤ 2300)(

fr
8

)
RePr

[
1+

(
dh
L

)2/3
](

Tf
Tw

)0.45

1+12.7
√

fr
8 (P2/3

r −1)
,
(

Re ≥ 104)
(1 − r)Nu2300 + rNu10000,

(
2300 < Re < 104)

(32)
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Re =
ρvindh

η
(33)

N1 = 7.541 (34)

N2 = 1.841(RePrdh/L)1/3 (35)

N3 =

(
2

1 + 22Pr

)1/6

(RePrdh/L)1/2 (36)

fr =
(
1.8 log10 Re − 1.5

)−2 (37)

Pr =
cpη

λf
(38)

Tf =
Ti + To

2
(39)

r =
Re − 2300
104 − 2300

(40)

where Re is the Reynolds number; N1, N2, and N3 are the laminar flow model coefficients;
Pr is the Prandtl number; Tf is the average fluid temperature; Ti is the inlet temperature,
which is equal to the ambient environment temperature Tam; To is the outlet temperature;
Tw is the wall temperature; f r is the friction coefficient; r is the interpolation coefficient in
the transition period; ρ is the fluid density; η is dynamic viscosity; cp is fluid specific heat
capacity; and λf is fluid thermal conductivity.

After the Nusselt number is obtained, the surface heat transfer coefficient is given as

h =
λfNu

dh
(41)

The FEM simulation is carried out to verify the accuracy of the above calculation meth-
ods. Figure 14 shows the temperature distribution inside the air channel under different wind
velocities. The simulated and calculated results are compared in Figure 15. As shown in
Figure 15a, the average heat transfer coefficient increases with the higher wind velocity. The
reason is that the higher wind velocity reduces the thickness of the boundary layer. As shown
in Figure 15b, the shorter channel can achieve higher average heat transfer coefficients. The
reason is that the thickness of the boundary layer increases with the channel length. The error
between the calculated and simulated result is less than 10%.

Figure 14. Temperature distribution of the air channel under different wind velocities.

294



Energies 2022, 15, 1361

Figure 15. Comparison of the simulated and calculated heat transfer coefficients. (a) Different wind
velocities; (b) different channel lengths.

After obtaining the heat transfer coefficient, the convective thermal resistance can be
obtained according to the Newton cooling formula of the internal convection.

Q = hA
(

Tw − Ti + To

2

)
=

(Tw − Tf)

R′
inconv

(42)

In (42), the temperature difference is between the surface temperature Tw and the fluid
temperature Tf. As the fluid temperature Tf is related to the internal convection process,
the thermal resistance R’inconv defined by (42) cannot be directly connected to the external
environment nodes in the thermal network. Therefore, transform (42) as

Q =
hA

(
Tw − Ti+To

2

)
(Tw − Ti)

(Tw − Ti) =
(Tw − Ti)

Rinconv
(43)

The thermal resistance Rinconv defined by (43) can be directly connected to the external
environment nodes for the temperature difference is between surface temperature Tw and
inlet temperature Ti. The proposed thermal resistance definition for the internal convection
is more convenient for thermal network modeling.

4.2. Conduction and Radiation Thermal Resistance

Conduction: for a uniform cuboid with length l, thermal conductivity λ, and cross-
sectional area A, the thermal resistance is given as [27]

Rcond =
l

λA
(44)

Radiation: for a surface with the area Asur, the surface temperature Tsur, and the
ambient temperature Tam, the thermal radiation resistance is given as [27]

Rrad =
Tsur − Tam

εiσAsur(T4
sur − T4

am)
(45)

where σ is Boltzmann constant and εi is emissivity factor.

4.3. Thermal Network Topology

The structure of the air–water cooled CW ELII MFT is shown in Figure 16. As shown
in Figure 16b, to reduce the eddy current loss caused by the fringing flux, the tooth-slot
structure is adopted in water-cooling plates adjacent to the additional core.
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Figure 16. The structure of CW ELII MFT. (a) Cores; (b) water-cooling system; (c) windings; (d)
packaging and fans.

As shown in Figure 17, the thermal network model has ten nodes. N1~N3 denote
the upper yoke, the limb, and the lower yoke of the main core, respectively. N4 repre-
sents the secondary winding. N5 represents the primary winding. N6~N8 represent the
upper yoke, the limb, and the lower yoke of the additional core. N9 represents the ex-
ternal air. N10 represents the water-cooling plate. The additional nodes n1~n8 represent
the convection and radiation surfaces of nodes N1~N8 and are used to provide the wall
temperature for convection and radiant thermal resistance calculations. Q1–Q8 represent
the losses of each node, respectively; Tam and Tco represent the temperature of the envi-
ronment and the water-cooling plate. In the above model, the internal forced convection
process of the water-cooling plate is ignored. The implication of Rxy-Cond/Conv/Rad is con-
duction/convection/radiation thermal resistance from node x to node y. In a steady-state,
the governing equation is given as [12]

0 = AT + BU (46)

where A describes the thermal resistance network of internal nodes; B describes the thermal
resistance network between the internal nodes and the external nodes (air and water-cooling
plates); T is the node temperature vector; U is the external excitation vector.

Figure 17. Thermal network model of the CW ELII MFT.

5. Optimal Design, Analysis, and Example

The MFT design is a non-linear, non-convex, and non-continuous problem. The
optimization design and the comparative evaluation of the inductor-integrated MFT is
presented in this section.

5.1. Design Method

The critical factors of optimal design include: design inputs, constraints, and optimiza-
tion objectives.
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5.1.1. Design Inputs

As shown in Figure 18, there are many variables in the optimal design of MFT, and
it is unrealistic to optimize all variables. Therefore, seven free variables are selected in
this paper, including the flux density of main core Bm, the flux density of additional core
Bma, turns of the primary winding Np, the height of foils hc, the thickness of primary foils
dcp, the thickness of secondary foils dcs, and the width of core tape Dcs. The free variables
constitute the input vector of the optimization design as

x = [Bm, Bma, Np, hc, dcp, dcs, Dcs] (47)

Figure 18. Sketch of the CW ELII MFT structure.

In addition, inputs design includes many fixed parameters about operating conditions
and material properties, such as the DC voltage Udc1 and Udc2, the turns ratio of the
transformer kPS, frequency f, and electrical and thermal properties of materials.

5.1.2. Constraints

The design constraints include temperature rise ΔTmax, leakage inductance error eLmax,
and the spatial size Hmax, Wmax, Dmax.

s.t.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ΔT < ΔTmax
H < Hmax
W < Wmax
D < Dmax∣∣∣ Lσ−Lσt

Lσt

∣∣∣ < eLmax

(48)

where ΔT is the temperature increase; H, W, and D are spatial sizes; and Lσt is the target
leakage inductance.

5.1.3. Objectives

In general, efficiency and power density are the main parameters for evaluating the
design results.

f1(x) = max η(x) = max
(

Pout
Pout+PFe+PCu

)
f2(x) = max Pd(x) = max

(
Pout
V

) (49)

where η is efficiency, Pout is the output power, PFe is the core loss, PCu is the winding loss,
V is the volume of MFT (ignoring structural components and terminals).
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The design procedures of inductor-integrated MFT are shown in Figure 19. The brute
force grid search method, which is extremely robust, is adopted on the premise that the
calculation time is acceptable. According to the free parameters of the design input, a
design space is constructed, which contains all possible designs. Designs in the space are
calculated, and the results are saved. According to the constraints, the qualified designs
are obtained. The Pareto front is solved according to the optimization objectives, and the
designer can determine the final design according to the front.

Figure 19. Design procedures of the CW ELII MFT.

5.2. Design Results and Comparative Analysis

The 4 kHz, 200 kW, 200 μH inductor-integrated MFT for a DAB converter is taken as an
example of optimal design, and the main parameters and constraints are shown in Table 1.

Table 1. Parameters and constraints.

Parameters Description Value

P rated power 200 kW
Ud1/Ud2 MV/LV DC voltage 1.6 kV/1 kV

kPS turns ratio 1.6
Dh H-bridge duty 0.5
Ds phase-shifting duty 0.0875
f fundamental frequency 4 kHz

Lσt target leakage inductance 200 μH
eLmax max leakage error 5%

Hmax × Wmax × Dmax space limit 0.4 × 0.4 × 0.4 m

The optimal designs of the CW LII MFT and the CW ELII MFT are carried out,
respectively. The CW LII MFT is also combined air–water cooling, the difference is that
the CW LII structure has no additional core, and the target leakage inductance is achieved
by adjusting the width of the main insulation layer. The SW LII structure and the SW ELII
structure are not discussed in this paper due to the inevitable external leakage flux.

Figure 20 shows the comparison of qualified designs of the two integration structures.
The designs with the maximum power density in the CW LII and the CW ELII qualified
solutions are shown in Table 2, and only the transformer body and internal cooling plates
are considered in the power density specification. The CW ELII design has a lower core

298



Energies 2022, 15, 1361

loss, but the eddy current of the water-cooling plate makes the efficiency of the CW ELII
solution 0.09% lower than that of the CW LII solution. The volume power density of the
CW LII solution is 2.24 kW/dm3, and that of the CW ELII solution is 5.16 kW/dm3, which
is about 130% higher. Meanwhile, the weight power density of the CW ELII solution is only
9.9% higher than that of the CW LII solution, indicating that the main advantage of the
CW ELII structure is the more compact structure. Considering the core material and wire
material, the unit cost of the CW ELII design is 7.7% lower than that of the CW LII design.

Figure 20. Comparison of CW LII and CW ELII qualified designs. (a) CW LII qualified designs;
(b) CW ELII qualified designs.

Table 2. Comparison of CW LII and CW ELII solutions.

Parameters CW LII CW ELII

Power (kW) 200 200
Leakage inductance (μH) 200 200

Winding

Turns 32/20 36/22
Foil size (mm) 0.4 × 200 0.4 × 200

Air channel width (mm) 86.3 12
Winding loss (W) 913.7 916.8

Main core
Flux density (T) 0.65 0.65

No-load core loss (W) 305.4 200.9

Additional core
Flux density (T) / 0.4

Load core loss (W) / 56.8
Cooling plate loss (W) / 244

Temperature rise (K) 66 64.1
Efficiency (%) 99.39 99.30

Unit cost (RMB/kW) 78 72
Power density (kW/kg) 2.63 2.88

Power density (kW/dm3) 2.24 5.16

In order to make a more comprehensive comparison of the two structures, the optimal
designs for different leakage inductance values are carried out. It should be noted that
other design inputs remain unchanged among the designs. The comparison of the Pareto
fronts is shown in Figure 21. As shown in Figure 21a, when the leakage inductance is 10%
p.u. (40 μH), the Pareto fronts of the CW LII solutions and the CW ELII solutions are very
close. However, with the increase of leakage inductance, the power density of CW LII
decreases continuously, while the CW ELII has not changed significantly.
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Figure 21. Pareto fronts of CW LII and CW ELII solutions with different leakage inductances.
(a–h) leakage inductance: 10% p.u. to 80% p.u. (40 μH to 320 μH).

Based on Figure 21, the CW LII and CW ELII solutions with the highest power density
in each group are selected for comparison, as shown in Figure 22. As shown in Figure 22a,
the power density of the CW LII solution decreases with larger leakage inductance, and
the maximum power density is 6.2 kW/dm3 at 10% p.u. (40 μH). The CW ELII solution
achieves the maximum power density of 5.8 kW/dm3 at 20% p.u. (80 μH). When the
leakage inductance per unit value exceeds 20% (p.u.), the CW ELII solution can achieve a
higher power density than the CW LII solution. It becomes more evident as the leakage
inductance increases. As shown in Figure 22b, as the leakage inductance increases, the
efficiency of the two solutions is gradually reduced. When the leakage inductance per unit
value is greater than 40% (p.u.), the CW ELII solution has advantages.

While keeping other parameters unchanged, the rated current in the design input is
changed to analyze the influence of the power on the design result. In all groups, the leakage
inductance in per-unit is 50%. Figure 23 shows the comparison of the Pareto fronts of CW
ELII MFT designs with different power requirements. As the power increases, it is easier to
achieve higher power densities. A possible reason is that the insulation distance in the MFT
is a fixed parameter under the same insulation requirement. A possible reason is that the
insulation distance in the MFT is a fixed parameter under the same insulation requirement.
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With the increase of rated current (80 kW to 280 kW), the proportion of windings in the core
window increases and the proportion of insulating space decreases, which makes the MFT
power density increase. When the rated current is large enough (280 kW and 320 kW), the
proportion of insulating space is small, and this effect is no longer obvious.

Figure 22. Comparison of solutions for different inductance requirements. (a) Max power density;
(b) efficiencies.

Figure 23. Comparison of Pareto fronts of CW ELII MFT designs under different power requirements
(different current amplitudes; same leakage inductance in per unit, 50%).

5.3. Prototype and Experimental Verification

According to the final design of the CW ELII MFT, a prototype was manufactured and
tested in a 200 kW DAB converter, which is a module of a 2 MW MMC-BDC. The MFT
prototype and the experimental platform are shown in Figure 24.

Figure 24. Experimental platform and the MFT prototype.

Figure 25 shows the waveforms of the no-load voltage and current under LV side
excitation. The voltage was measured by Tek P5210A voltage probe (bandwidth 50 MHz),
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and the current was measured by Tek TCP303 + TCPA300 current probe (bandwidth
15 MHz). The no-load loss can be calculated by the no-load voltage and current.

Figure 25. Voltage and current waveforms of the no-load condition.

Figure 26 shows the voltage and current waveforms under the load condition with an
output power of 200 kW, in which the DC voltages is 1.6 kV/1 kV and the phase-shifting
duty is 0.0875. The temperature rise experiment was carried out under this condition,
where the inlet water temperature was 35.5 ◦C, the ambient temperature was 39 ◦C, and
the average inlet wind speed was 1.0 m/s (measured by KIMO VT110). Figure 27 shows
the MFT surface temperature distribution in thermal steady state. Contact sensors were
placed on the core surface to monitor the core temperature. At the same time, to avoid the
influence of internal wind on winding temperature measurement, the resistance method
was used to measure the average winding temperature.

Figure 26. Voltage and current waveforms of the load condition.

Figure 27. Temperature distribution measured by the infrared thermal camera.

The experimental results are summarized as in Table 3. The experimental results of the
inductance, no-load loss, and temperature increase are basically consistent with the calculated
values, verifying the validity of the parameter models and the optimization design method.
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Table 3. Experimental results.

Parameters Calculated Measured Error

Leakage inductance@4 kHz (μH) 200 209 4.5%
No-load loss (W) 200.9 208.1 3.5%

Temperature
(oC)

Primary winding 93.7 92 1.8%
Secondary winding 103.1 108.5 5.0%

Main core 81.3 78.2 4.0%
Additional core 95.9 96.8 0.9%

6. Conclusions

The design and analysis of the inductor-integrated MFT is a challenging multi-physical
problem. Facing the application requirements of the DAB converter, the research on the
inductor-integrated MFT is carried out. The main conclusions are drawn as follows:

(1) By comparing different integration structures, the CW ELII structure is adopted.
The operating mode of CW ELII MFT under typical DAB excitation is analyzed based
on the magnetic circuit model, then obtaining the magnetic flux expressions at different
phase-shifting duties. Aiming at the characteristics of the irregular cross-section of the
main insulation layer and the non-uniform arrangement of conductor layers, the leakage
inductance model is improved. The results show that the maximum error of the proposed
model is 2.4%, and that of the classical model is 15.0% for the cases with the non-uniform
arrangement of conductor layers.

(2) The thermal network model of air–water combined cooled CW ELII MFT is estab-
lished. Based on the combination of classical models, the thermal resistance model for the
winding air channel under forced convection is proposed, and the relative error with FEM
results is less than 10%. The analysis shows that a higher average heat transfer coefficient
can be obtained using a higher wind speed or a shorter channel.

(3) The 200 kW, 4 kHz, 200 μH MFT for DAB converter is chosen as an example,
and the optimal design is carried out using two structures of CW LII and CW ELII. The
volume power density of the CW ELII solution is about 130% higher than that of the CW
LII solution with the similar efficiency and cost. The weight power density is 9.9% higher.
A CW ELII MFT prototype was manufactured with the power density of 5.16 kW/dm3 and
the efficiency of 99.30%. The prototype was tested in a 2 MW DC MMC-BDC prototype
verifying the electrical and thermal performance.

(4) According to a more extensive comparison and analysis, the power density of the
CW LII solution decreases with the increase of the leakage inductance. In contrast, the
CW ELII solution achieves a max power density of 5.8 kW/dm3 when leakage inductance
is 20% (p.u.). The CW ELII solution can achieve a higher power density when the per
unit value of leakage inductance exceeds 20% (p.u.). Both structures achieve the highest
efficiency when the leakage inductance is the smallest. The CW ELII solution has an
efficiency advantage when the leakage inductance exceeds 40% (p.u.).

There are still some limitations in this work, which is also the direction of the future
research. In this work, the operating frequency of the research object is relatively low.
With the popularization of SiC devices, the operating frequency of MFT is also gradually
increasing. Therefore, it is necessary to further develop research of the inductor-integrated
MFT with higher operating frequency, focusing on the high-frequency winding loss and
the fringing flux loss of the additional core. In this work, only the optimization design of
the MFT body is carried out; however, parameters of the converter will significantly affect
the MFT design. Therefore, it is necessary to further carry out the system-level optimal
design of the converter. The modeling and design method of the CW ELII MFT presented
in this paper lays a foundation for further research.
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Abstract: Battery management is the key technical link for electric vehicles. A good battery man-
agement system can realize the balanced charge and discharge of batteries, reducing the capacity
degradation and the loss of health caused by battery overcharge and discharge, which all depend on
the real-time and accurate estimation of the battery’s state of charge (SOC). However, the battery’s
SOC has highly complex nonlinear time-varying characteristics related to the complex chemical and
physical state and dynamic environmental conditions, which are difficult to measure directly, and this
has become a difficulty in design and research. According to the characteristics of ternary lithium-ion
batteries of electric vehicles, a battery SOC dual estimation algorithm based on the Variable Forgetting
Factor Recursive Least Square (VFFRLS) and Multi-Innovation Unscented Kalman Filter (MIUKF) is
proposed in this paper. The VFFRLS algorithm is used to estimate battery model parameters, and the
MIUKF algorithm is used to estimate the battery’s SOC in real time. The two algorithms are coupled
to update battery model parameters and estimate the SOC. The experiment results show that the
algorithm has high accuracy and stability.

Keywords: equivalent circuit model; multi-innovation; Unscented Kalman Filter; variable forgetting
factor recursive least square; SOC online estimation; battery management system

1. Introduction

With the reduction in fossil energy reserves and the intensification of environmental
pollution, in order to achieve the goal of “carbon neutralization” and optimize the industrial
structure and energy structure, countries all over the world have increased their investment
in the new energy industry. Among these new technologies, research on electric vehicles is
one of the main directions of study. In many aspects of electric vehicles’ battery technology,
battery management technology is extremely important. A good battery management
system can prevent the battery from overcharging and discharging and realize balanced
management. Accurate battery SOC estimation is the basis of battery management system
design, but a battery’s SOC comprises highly complex nonlinear time-varying characteris-
tics, which are difficult to measure directly. Therefore, it has become the focus of design
and research.

At present, SOC estimation methods mainly include the ampere hour integration
method, the open circuit voltage method, and machine learning-based algorithms such as
the neural network algorithm [1], Kalman filter (KF) and its extension based on parameter
estimation model and system identification.
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The estimation accuracy of the ampere hour integration method mainly depends on
the initial SOC value and sensor error accumulation—the initial SOC value is difficult to
determine, and the errors will accumulate when the online estimation time is long, resulting
in low accuracy. The open circuit voltage method uses the functional mapping relationship
between the battery open circuit voltage (OCV) and the SOC to estimate the SOC. The error
of this method is large when it is used for real-time estimation, because the determined
functional relationship requires the battery to be at rest for a long time. The algorithm
based on machine learning needs a large number of labeled sample data. Benchmark SOC,
which is necessary for use as labeling data, is difficult to obtain through online metrics [2,3],
while the cost of obtaining a large number of labeled data in the experimental environment
is high, meaning that the research and applications are limited at present. KF uses the
recursive method of “prediction-actual measurement-correction”, which is more suitable
for the dynamic system state estimation such as battery SOC estimation. By establishing
the battery models and estimating the parameters, the prior state probability determined
by the system model parameters is updated according to the measured a posteriori state
probability. Therefore, it has been widely used and has become the mainstream research
direction in the field of SOC estimation in recent years.

The KF algorithm assumes that the system is a linear system, but the SOC estimation
of the battery is the state estimation of a typical nonlinear time-varying system, so the KF
algorithm will introduce linear errors. To solve this problem, many improved methods
have been proposed, mainly extending and expanding within the framework of the KF
algorithm. Among them, the extended Kalman filter (EKF) and Unscented Kalman Filter
(UKF) are widely used. The EKF linearizes the nonlinear system through Taylor series
expansion. After ignoring the second-order and higher-order terms, it is transformed into
the KF algorithm. The EKF algorithm involves the heavy calculation workload of the
Jacobian matrix and ignores the high-order terms. It is suitable for systems with weak
nonlinearity because it is easy to cause filter divergence to systems with strong nonlinear
systems in addition to introducing linear errors [4–6]. For a strong nonlinear system, based
on the idea that the probability density function distribution of the approximate nonlinear
function is easier to obtain than the approximate nonlinear function, the UKF algorithm is
proposed. This algorithm analyzes the probability density of the functional relationship
in the battery model and obtains the set of sampling points around the estimated value
through unscented transformation. The statistical characteristics of the variables to be
estimated are approximated by a series of sampling points, which avoids the complex
operation of Jacobian matrix and considers the influence of higher-order terms on the
matrix [7–9]. Related research shows that the accuracy of the UKF reaches the second-order
Taylor series at least and is higher than the approximate linearization of EKF.

At the same time, the KF algorithm framework assumes that the system is a Markov
process, and the process has no memory—that is, the state at the current time is only
affected by the state at the previous time—and has nothing to do with the state before
the previous time—that is, the system is a complete information system at any time—but
the battery’s nonlinear time-varying characteristics, dynamic environments and working
conditions determine that the SOC estimation cannot strictly meet this assumption. In
order to further improve the performance of the estimation algorithm and break through
the boundary assumptions of the KF framework, the multi-innovation (MI) identification
theory is proposed. When the algorithm updates the parameters, the errors of multiple
historical moments are introduced, and the performance is further improved [10].

The KF algorithm framework and its extension are based on the battery model to
estimate the a priori probability of SOC. The a priori probability determined by the system
model parameters is then updated by the measured a posteriori probability. The variation
of the battery model’s parameters is one of the main characteristics of the nonlinear time-
varying characteristics of battery SOC estimation. Therefore, the accurate and real-time
identification of model parameters is the key to the success of the algorithm. Most of the
early research used the offline parameter identification method. Offline parameter identifi-
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cation refers to identifying the parameters of the battery model in advance in the laboratory.
During the operation of the battery, the corresponding model parameters are transferred for
SOC estimation according to the dynamic working state or working environment [11,12].
Offline parameter identification struggles to cover all of the dynamic characteristics in
different environments and working conditions, such as the changes in temperature, the
health condition of the battery and other factors. In order to solve this problem, an online
parameter identification method is proposed. This method identifies the parameters of the
battery model in real time and synchronously with the SOC online estimation through the
online parameter identification algorithm according to the characteristic parameters such
as current, voltage and temperature collected by the sensor during the working process of
the battery system. Online parameter identification needs to adapt to the changing envi-
ronment and operating state and has high requirements for real-time performance [13,14].
Generally, the amount of data used is smaller than offline parameter identification, which
may result in lower accuracy. However, due to its ability to better adapt to the characteris-
tics of a nonlinear time-varying battery, it has become the mainstream research direction in
recent years. Among various online identification algorithms for battery model parameters,
recursive least square (RLS) and its extended algorithm have become the mainstream
online identification algorithms due to their advantages of small storage space, a small
amount of computation and being suitable for real-time control [15]. There is an important
forgetting factor parameter in the RLS algorithm, which is used to determine the influence
weight of the previous time on the identification result of the current time. The selection of
this parameter has a great impact on the convergence speed and accuracy of the battery’s
parameters. In the early stage, the trial-and-error method was mainly used to obtain a
fixed value. Later, the Variable Forgetting Factor RLS (VFFRLS) algorithm was proposed,
which associated the forgetting factor with the algorithm estimation error in the current
time window and realized the design of the dynamic forgetting factor [16].

At present, extensive and in-depth research on the SOC estimation algorithm and
the battery model parameter identification algorithm has been conducted based on KF
framework and its extension, but most of the research is focused on one aspect, and there
is less research on dual or joint estimation algorithms integrating SOC estimation and
parameter identification. Recently, a multi-scale EKF joint estimation SOC algorithm [17]
and a UKF and VFFRLS joint estimation algorithm [18] were proposed, but there is no
dual or joint estimation method that further integrates MI, UKF and VFFRLS. This paper
attempts to integrate advantageous algorithms of MI, UKF and VFFRLS and creatively
realize the dual estimation experiment of MIUKF + VFFRLS. The experiment results show
that the algorithm has obvious advantages in accuracy and stability compared with offline
parameter + EKF, offline parameter + UKF and offline parameter + MIUKF. Compared with
UKF + VFFRLS, it has advantages in convergence speed, accuracy and stability. The overall
performance of the fused algorithm is outstanding.

2. Battery Model Establishment and Parameter Identification

2.1. Battery Model Establishment

There are two kinds of battery models: the electrochemical model and equivalent
circuit model. The electrochemical model abstracts the complex physical and chemical
reaction process inside the battery to describe the dynamic characteristics of the battery.
Due to the fundamental process experiment, the accuracy of the model is high, but the
model is complex, and the amount of calculation is large, which is difficult to meet the
requirements of real-time tasks. The equivalent circuit model uses circuit elements such as
resistance, capacitance and power supply to form a circuit network to describe the dynamic
characteristics of the battery. It can clearly reflect the electrical characteristics of the battery,
and the model is relatively simple, meaning that it is suitable and widely used for tasks
requiring real-time calculation such as SOC.

A common equivalent circuit model is the n*RC circuit model. The dynamic char-
acteristics of the battery are simulated by N groups of circuits connected in parallel and
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then connected in series. It can be divided into zero-order, first-order, second-order and
multi-order models according to the number of resistance and capacitor groups. The
zero-order equivalent circuit network model is also called the Rint model, which is only
composed of a voltage source and a resistor in series. The Rint model can only represent the
static process of the battery and cannot describe the dynamic characteristics of the battery.
The first-order equivalent circuit network model is also called the Thevenin model [19].
This model consists of a group of capacitors and resistors in a parallel circuit, a voltage
source and a resistor which are connected in series. The resistance in series simulates ohmic
internal resistance, and the combination of capacitors and resistors in parallel simulates
polarization internal resistance. The second-order equivalent circuit network, also known
as the DP model [20], is composed of two sets of capacitor resistance parallel circuits, one
voltage source and one resistance which are connected in series. The series resistance
simulates ohmic internal resistance. The two sets of capacitor resistance parallel circuits
are used to describe the short-term electrochemical polarization effect and long-term con-
centration polarization effect of the battery, respectively, which can describe the dynamic
characteristics more accurately.

With the increase in model order, the accuracy of the model will increase, but the
complexity of the model will also increase. Considering the balance of accuracy and
calculation, the DP model is adopted in this paper, and its circuit structure is shown in
Figure 1.

C

R
R

U U

i
C

R

Figure 1. DP equivalent circuit model.

It can be seen from the figure that the DP model is composed of a voltage source,
ohmic internal resistance and RC networks. Uocv is the battery open circuit voltage. R0
is the battery ohmic internal resistance. Ut is the battery terminal voltage. The parallel
network constructed by R1 and C1 is used to reflect the gradual change in the battery
terminal voltage, and its time constant is relatively large, which is used to describe the
long-term concentration polarization effect. The parallel network constructed by R2 and C2
is used to reflect the sudden change in the battery terminal voltage, and its time constant is
small, which is used to describe the short-term electrochemical polarization effect.

According to Kirchhoff’s law, the output voltage relation of the DP model is as follows:

⎧⎪⎨
⎪⎩

Ut = Uocv − IR0 − U1 − U2.
U1 = − 1

C1R1
U1 +

1
C1

I
.

U2 = − 1
C2R2

U2 +
1

C2
I

(1)

where
.

U1 and
.

U2 are the derivatives of U1 and U2 with respect to time, respectively.

2.2. Open Circuit Voltage Parameter Identification of Battery Model

The open circuit voltage Uocv is an ideal power supply in the battery model. It is not
affected by the resistance capacitance parameters of the battery. It can be measured by
the terminal voltage when the battery discharge current is close to zero, and the internal
chemical reaction is stable because when the chemical reaction is stable, the dynamic
characteristics of the reaction are close to zero. According to Formula (1), Uocv is equal
to Ut.
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There is a relatively stable functional relationship between the open circuit voltage Uocv
and SOC. The functional relationship between SOC and Uocv can be obtained by function
fitting (generally polynomial fitting) of SOC and Uocv measured at different SOC value
points after sufficiently long relaxation.

This functional relationship can be used in battery resistance capacitance parameter
identification and SOC estimation.

2.3. Resistance Capacitance Parameter Identification of Battery Mode

Offline parameter identification and online parameter identification can be adopted
in the resistance capacitance parameter identification of the battery model. The principles
are to use the resistance capacitance parameters of the battery to fit the terminal voltage
curve measured in the dynamic charge and discharge process and to optimize the error
between the fitting curve and the measured curve through the adjustment of the resistance
capacitance parameters. Offline parameter identification is limited by the experimental
conditions and cannot cover all situations such as different temperatures, different charge
and discharge currents, etc. A large amount of data can be collected for fitting because the
real-time performance is not required in the experimental environment, which generally
brings high accuracy under the corresponding experimental conditions but may bring
sharply dropping accuracy under different conditions. On the contrary, online parameter
identification can be dynamically identified according to the real-time operating conditions,
but the real-time requirements limit the data amount for fitting, which generally causes
lower accuracy, meaning that proper algorithm design is critical. The online parameter
identification method is generally modified and innovated based on the RLS method.

2.3.1. Recursive Least Squares Parameter Identification

The RLS algorithm is developed from the least square (LS) algorithm, and the basic
principle is as follows [15].

For discrete linear systems

yk+1 = θkΦθ
k+1 + eθ

k+1 (2)

where yk+1 is the output vector of the system, and θk is the model parameter vector to be
identified; Φθ

k+1 is the input data matrix of the system, and eθ
k+1 is the error vector.

The optimal value estimated by minimizing the sum of squares of eθ
k errors is the

LS algorithm. The resource consumption of the algorithm will continue to rise until the
resources are exhausted if all data sequences are used for the estimation of the length of
Φθ

k+1. RLS is proposed to solve this problem, in which the identification results of the
current time and the system input of the next time are used to recursively obtain the system
parameter value of the next time. The specific methods are as follows:

⎧⎪⎪⎨
⎪⎪⎩

Kθ
k+1 =

Pθ
k Φθ

k+1

λ+(Φθ
k+1)

T Pθ
k Φθ

k+1

θk+1 = θk + Kθ
k+1eθ

k+1

Pθ
k+1 = λ−1Pθ

k − λ−1Kθ
k+1(Φ

θ
k+1)

T Pθ
k

(3)

where K is the algorithm gain, and P is the error covariance matrix of the identification
parameters. The λ is the forgetting factor, which represents the forgetting degree to the
previous identification result and determines the confidence comparison between the old
and new sampling data. Its value range is between 0 and 1. When the forgetting factor is
1, it means that the algorithm has no forgetting function, and all data points are used in
parameter identification; then, the RLS algorithm degenerates to the LS algorithm. When
the forgetting factor is 0, it means that the algorithm will forget all the previous identification
results and only use the data of the current time for parameter identification. The selection
of forgetting factor has a great impact on the accuracy of parameter identification results.
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In the RLS method, the parameter needs to be preset as a fixed value, which has a poor
effect in the battery parameter identification with complex working conditions.

2.3.2. Parameter Identification of Variable Forgetting Factor Recursive Least
Square Method

The VFFRLS method is an improved algorithm based on the recursive least square
method (RLS) used to find the optimal value of the forgetting factor adaptively according
to the estimation error in the process of parameter identification [16].

The calculation formula of the variable forgetting factor is as follows.⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ek+1 = yk+1 − ŷk+1

L(k + 1) = −ρ

k+1
∑

i=k−S+2
eieT

i

S
λ = λmin + (λmax − λmin)2L(k+1)

(4)

where ek+1 is the estimation error at k + 1 time, λ is the forgetting factor, and λmin and
λmax are the minimum and maximum forgetting factors, respectively. The larger the λ
is, the smaller the influence of the system fluctuation on the estimation accuracy of the
algorithm; the smaller the λ is, the stronger the tracking ability and convergence ability of
the algorithm. ρ is the sensitivity factor, and S is the window size. In this paper, we set the
value of λmin as 0.9, the value of λmax as 0.995 [18], the value of ρ as 200, and the value of S
as 22.

3. Battery State of Charge Estimation based on Multi-Innovation and Kalman Filter
Framework Algorithm

3.1. Definition and Characteristics of a Battery’s State of Charge

SOC refers to the ratio of the remaining charge margin in the battery to the rated
charge capacity of the battery. The calculation formula is as follows.

SOC = SOC0 − 1
QN

∫ τ=t

τ=t0

μIdτ (5)

where SOC0 is the initial SOC value, QN is the maximum discharge capacity, μ represents
coulomb efficiency and generally is set to 1, and I is the load current, and its discharge is
specified as positive.

SOC can only be estimated through indirect methods with, e.g., voltage and current as
inputs, which is related to resistance capacitance parameters and working conditions, and
so the estimation is related to the ohmic internal resistance, polarization internal resistance,
the temperature and health state of the battery, etc. The system has highly complex
nonlinear characteristics, and so the estimation error is large if only using the measurement
method. If the data of the two dimensions—system state estimation and measurement
results—can be used at the same time, the state of the system model over time can be
used as an a priori estimation value, the measured value is updated as an a posteriori
estimate, and the algorithm should have a very efficient performance improvement in
theory. A Bayesian filter has such characteristics. A Bayesian filter can be derived from the
Bayesian full probability formula without any omission of the nonlinear characteristics of
the system, but it is difficult to obtain the prior probability distribution of the system in
practical use, and the calculation is also too complex. In order to facilitate calculation, in
practical application, it is generally assumed that the probability distribution is normally
distributed, and the system is a complete information system—that is, the state of the next
time is only related to the current time. In this case, the algorithm is simplified to the
KF algorithm.

KF and its extended algorithm adopt the recursive filtering algorithm, which has the
characteristics of simple calculation. At the same time, the algorithm uses the data of
two relatively independent dimensions—state equation and measurement equation—for
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verification and updating, which can effectively improve the accuracy of the algorithm.
Therefore, it is widely used in SOC estimation.

3.2. Kalman Filter

The basic formula of KF is as follows:

xk+1 = Ak+1xk + Bk+1uk+1 + ωk+1 (6)

yk+1 = Hk+1xk+1 + υk+1 (7)

where Equation (6) is called the state equation, and Equation (7) is called the measurement
equation. xk is the state vector at time k, xk+1 is the state vector at time k + 1, yk+1 is the
observation vector at time k + 1, uk+1 is the system input vector at time k + 1, A is the state
transition parameter matrix, B is the input control parameter matrix, H is the observation
parameter matrix, ωk+1 ∼ N(0, Qk+1) is the system noise vector, and υk+1 ∼ N(0, Rk+1) is
the measurement noise vector. ωk+1 and υk+1 are independent of each other.

The recursive process of the algorithm is as follows.

(1) Predict the system state at the next time.

x̂(−)
k+1 = Ak+1 x̂(+)

k + Bk+1uk+1 (8)

(2) Predict the system covariance at the next time.

P(−)
k+1 = Ak+1P(+)

k Ak+1
T + Qk+1 (9)

(3) Calculate the Kalman gain of the measurement update.

Kk+1 =
P(−)

k+1 Hk+1
T

Hk+1P(−)
k+1 Hk+1

T + Rk+1

(10)

(4) Update the system status by the measured values.

x̂(+)
k+1 = x̂(−)

k+1 + Kk+1(yk+1 − Hk+1 x̂(−)
k+1) (11)

(5) Update system covariance by the measured values.

P(+)
k+1 = (I − Kk+1Hk+1)P(+)

k+1 (12)

where x̂(−)
k+1 represents an a priori estimate of x at time k + 1, x̂(+)

k+1 represents an a

posteriori estimate of x at time k + 1, x̂(+)
k represents an a posteriori estimate of x at time

k, P(−)
k+1 represents an a priori estimate of P at time k + 1, P(+)

k+1 represents an a posteriori

estimate of P at time k + 1, and P(+)
k represents an a posteriori estimate of P at time k. Kk+1

represents the Kalman gain at time k + 1.
KF requires that the state equation and measurement equation of the system are linear,

which is difficult to apply to nonlinear tasks such as the battery state of charge. Instead, the
EKF and UKF algorithms are generally used in such tasks.

3.3. Extended Kalman Filter Algorithm

The EKF algorithm is transformed into the KF algorithm by expanding the Taylor
series of state and measurement functions and ignoring the second-order and higher-order
terms. The basic formula is as follows:

xk+1 = f (xk, uk, k, ωk) (13)
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yk+1 = h(xk+1 , k) + υk+1 (14)

where uk is the system input vector at time k, ωk ∼ N(0, Qk) is the system noise vector, and
υk ∼ N(0, Rk) is the measurement noise vector. ωk and υk are independent of each other.

The recursive process of the algorithm is as follows.

(1) Predict the system state at the next time.

x̂(−)
k+1 = f (x̂k, uk, k) (15)

(2) Predict the system covariance at the next time.

Let

Fk =
∂ f
∂x

∣∣∣∣xk=x̂(+)
k

(16)

Get
P(−)

k+1 = FkP(+)
k Fk

T + Qk (17)

(3) Calculate the Kalman gain of the measurement update.

Let

Hk+1 =
∂h
∂x

∣∣∣∣xk+1=x̂(−)
k+1

(18)

Get

Kk+1 =
P(−)

k+1 Hk+1
T

Hk+1P(−)
k+1 Hk+1

T + Rk+1

(19)

(4) Update the system status by the measured values.

x̂(+)
k+1 = x̂(−)

k+1 + Kk+1

{
yk+1 − h

[
x̂(−)

k+1, k + 1
]}

(20)

(5) Update system covariance by the measured values.

P(+)
k+1 = P(−)

k+1 − Kk+1

[
Hk+1P(−)

k+1 HT
k+1 + Rk+1

]
(21)

where x̂(−)
k+1 represents an a priori estimate, and x̂(+)

k+1 represents an a posteriori estimate

of x at time k + 1; x̂(+)
k represents an a posteriori estimate of x at time k; P(−)

k+1 represents

an a priori estimate of P at time k + 1; P(+)
k+1 represents an a posteriori estimate of P at

time k + 1, and P(+)
k represents an a posteriori estimate of P at time k. Kk+1 represents

the Kalman gain at time k + 1.

The EKF algorithm omits the influence of second-order and higher-order terms and
is only applicable to the case of weak nonlinearity. For the case of heavy nonlinearity, the
error is large, and more complex nonlinear filtering algorithms are often required, such as
the UKF.

3.4. Unscented Kalman Filter Algorithm

The UKF takes the KF as the basic framework—the basic formula is consistent with
that of the EKF, and unscented transformation is applied to realize nonlinear application
scenarios. The recursive algorithm flow is as follows.

(1) Let the a posteriori state estimation and covariance at time k be x(+)
k and P(+)

k , respectively.
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(2) Calculate sampling points.

⎧⎪⎨
⎪⎩

χ0
k = x(+)

k
χi

k = x(+)
k +

√
(L + η)Pxx, i = 1, 2 . . . L

χi
k = x(+)

k −√
(L + η)Pxx, i = L + 1, L + 2, . . . 2L

(22)

where L is the length of the state vector, and the weight value is calculated as follows:⎧⎪⎨
⎪⎩

η = α2(L + ki)− L
W0

m = η
L+η , Wi

m = 1
2(L+η)

, i = 1, 2 . . . 2L
W0

c = η
L+η + 1 − α2 + β, Wi

c =
1

2(L+η)
, i = 1, 2 . . . 2L

(23)

where subscript c represents the weight of covariance; subscript m represents the
weight of mean square deviation; η represents the scaling ratio, and α represents the
distribution state of sampling points—when α is large, it indicates a greater weight
of sigma points at the average value. β is a weight, which is used to combine the
dynamic differences of higher-order terms in the equation. In this paper, we set L = 3,
α = 0.01, ki = 0, β = 2.

(1) Update the a priori state value x(−)
k+1 and a priori variance value P(−)

k+1.

χi
k+1

= f (χi
k
, uk, k) (24)

x(−)
k+1 =

2L

∑
i=0

Wi
mχi

k+1 (25)

P(−)
k+1 =

2L

∑
i=0

(Wi
c(χ

i
k − x(−)

k+1)(χ
i
k − x(−)

k+1)
T
) + Qk+1 (26)

where Qk is the system noise covariance matrix; in this paper, we set Qk= 0.00000001 ∗⎡
⎣ 1 0 0

0 1 0
0 0 1

⎤
⎦.

(2) Calculate the observation estimation value ŷk+1, observation variance prediction
value Pyy

k+1 and estimated covariance difference Pxy
k+1.

yi
k+1 = h(χi

k+1, k + 1) (27)

ŷk+1 =
2L

∑
i=0

Wi
myi

k+1 (28)

Pyy
k+1 =

2L

∑
i=0

(Wi
c(y

i
k+1 − ŷk+1)(yi

k+1 − ŷk+1)
T
+ Rk+1 (29)

Pxy
k+1 =

2L

∑
i=0

Wi
c(χ

i
k+1 − x̂(−)

k+1)(y
i
k+1 − ŷk+1)

T
(30)

where Rk is the measurement noise covariance matrix; in this paper, we set Rk = 1.
(3) Update the a posteriori state value x(+)

k+1 and a posteriori state error covariance P(+)
k

using the measured value yk+1.

Kk+1 =
Pxy

k+1

Pyy
k+1

(31)

x(+)
k+1 = x(−)

k+1 + Kk+1(yk+1 − ŷk+1) (32)
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P(+)
k+1 = P(−)

k+1 − Kk+1Pyy
k+1Kk+1 (33)

where Kk+1 represents Kalman gain at time k + 1.
Compared with the EKF algorithm, the UKF can adapt to systems with stronger

nonlinearity and can achieve third-order approximation accuracy in the case of Gaussian
distribution and second-order approximation accuracy in the case of non-Gaussian distri-
bution; the UKF does not need to calculate the Jacobian matrix, but the number of sampling
points is 2n + 1, and the overall amount of calculation is larger than the EKF algorithm.

3.5. Application of Multi-Innovation in Kalman Filter Framework Algorithm

In the traditional KF framework algorithm, only the error of the current time is used
to update the state of the next time. The model is simple and easy to calculate, but it also
brings problems. For highly complex nonlinear time-varying battery operating conditions,
the state of the next time is likely to be related not only to the current time but also to
several times before the current time, resulting in a decline in accuracy. In order to solve the
problem and further improve the estimation progress, the multi-innovation identification
theory is introduced into the measurement equation. The calculation formula of multi-
innovation identification is as follows.

Expand a single innovation ek into an innovation matrix ep,k.

ep,k =

⎡
⎢⎢⎢⎢⎢⎣

ek
ek−1
ek−2
...
ek−p+1

⎤
⎥⎥⎥⎥⎥⎦ (34)

At the same time, the gain kk is extended to the gain matrix kp,k

kp,k =
[
kk, kk−1, · · · , kk−p+1

]
(35)

Therefore, the status measurement update needs to be modified as follows:

yk = ŷk +
[
kk, kk−1, · · · kk−p+1

]
ep,k (36)

Namely,

yk = ŷk +
p

∑
i=0

γiki,kek−i (37)

where {
γ1 = 1
γ2 = γ3 = · · · γp = a

M−1 , 0 ≤ a ≤ 1, M ≥ 2
(38)

where M is the innovation length and a is the adjustable coefficient. This paper takes M as
22and takes a as 0.5. A detailed discussion about the selection of the two parameters will
be conducted in Section 5.3.1.

4. Dual Estimation of VFFRLS Battery Model Parameters and MIUKF Battery SOC

4.1. Union of Basic Equations

It can be obtained from Equations (2) and (14) that

θkΦθ
k+1 + ep,k+1 = h(x(−)

k+1, k + 1) + υk+1 (39)

Then, it can be obtained from Equation (13) that

θkΦθ
k+1 + ep,k+1 = h( f (x(+)

k , uk, ωk, k)) + υk+1 (40)
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Finding partial derivatives on both sides of the equation,

Φθ
k+1 +

∂

∂θk
ep,k+1 =

∂

∂θk

(
h( f (x(+)

k , uk, ωk, k)
)
+

∂

∂θk
υk+1 (41)

where ep,k,ωk−1, and υk are defined as being independent of θk. Equation (42) can be
simplified to

Φθ
k+1 =

∂

∂θk

(
h( f (x(+)

k , uk, k)
)

(42)

Thus, the basic equations of VFFRLS battery model parameter estimation and MIUKF
SOC estimation are combined.

4.2. Setting of Estimation Period

Compared with the time-varying characteristics of SOC, the time-varying charac-
teristics of battery parameters are relatively flat, and the time interval for updating the
estimation can be relatively long. In the dual estimation, the SOC estimation is carried
out for each sampling period while the estimation of battery parameters adopts multiple
sampling intervals as Tθ , which is taken as 60 in this paper.

4.3. Battery Parameters Transmission

Every time the battery parameters are updated, the VFFRLS part of the algorithm
passes the current battery parameters to the SOC estimation and starts the timer. Before
reaching the sampling interval set by the timer, the battery parameters remain unchanged—
that is, if the update time parameter is θk, the subsequent parameters θk+1, θk+2 . . . θk+Tθ−1
are equal to θk.

4.4. Forgetting factor Transmission

The timer starts after the battery parameter is updated. When the sampling interval
set by the timer is reached, the battery parameter will be updated again. At this time, the
SOC estimation part of the algorithm transmits the error in the previous M sampling cycle
time window to the VFFRLS part of the algorithm to calculate the forgetting factor λ, which
can then be substituted into the parameter in the equation.

4.5. Algorithm Flow

The algorithm flow is shown in Figures 2–4.
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Figure 2. Overall block diagram of algorithm.
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Figure 3. The algorithm flow of VFFRLS part.
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Figure 4. The algorithm flow of MIUKF part.

5. Analysis of Experiment Results

5.1. Data Sources and Tools

The battery used in this paper is a 32 Ah/3.7 V square ternary material lithium power
battery produced by Ningde Times. The test platform consists of a battery cell, a power
battery test system and a high- and low-temperature damp heat alternating test chamber. In
this paper, the effectiveness of the algorithm is verified by using the Urban Dynamometer
Driving Schedule (UDDS) [21] cycle test data. The test conditions are set to 25 ◦C. After the
battery is fully charged and left to stand for half an hour, it is discharged for 13 UDDS cycle
cycles, the SOC is reduced from 100% to 1.2%, the voltage is reduced from 4.18 V to 3.21 V,
the experimental data acquisition interval is set as 1 s, and a total of 20,000 data samples
are collected. The algorithm is simulated by MATLAB R2019b based on the collected data.
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5.2. Model Substitution

Let
[
Uk

1, Uk
2, SOCk

]T
be the basic form of the state vector xk and the observation

vector yk at time k, and the battery parameter matrix θk = [Rk
0, Rk

1, Ck
1, Rk

2, Ck
2]

T
is em-

bedded into the state equation as an intermediate variable through the functional rela-

tionship with Uk
1, Uk

2, SOCk and Ik. The initial setting value of xk =
[
Uk

1, Uk
2, SOCk

]T

is [0, 0, 0.8]T , and the initial value of θk is obtained from offline identified parameters,
that is [0.002, 0.0012, 7.23e + 04, 0.0011, 4.49e + 04]T , while the initial variance of θk is set as
P0 = [0.0001, 0.0001, 10000, 0.0001, 10000]T .

The measured data are a matrix composed of vectors
[
k, Ik, Uk

t , Sock
r

]T
. Ik is substituted

into the measurement equation as the input vector at time k. Uk
t is substituted into the

measurement equation through the functional relationship with Uk
1, Uk

2 and Uk
ocv, and the

functional relationship between Uk
ocv and Sock. The data provided by the original factory

for fitting the functional relationship between SOC and OCV are shown in Table 1.

Table 1. Relationship data between SOC and OCV.

Uocv 3.423 3.521 3.596 3.644 3.696 3.784 3.88 3.948 4.02 4.075 4.181

SOC 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Under the experimental condition, one discharge cycle is tested, so there are no long-
term cumulative error problems. Then, Sock

r , which is obtained from the ampere hour
integral method, has high accuracy and can be used as the benchmark for the comparison
of the algorithm results.

The data are then substituted into the Kalman filter framework algorithm. The essence
of the error is the difference between the a priori state terminal voltage determined by
the battery resistance capacitance parameter and the measured terminal voltage, which is
characterized by the difference between the a priori state value and the measured value.
The task of this paper is to update the resistance capacitance parameters and Kalman filter
parameters through the iterative process of the VFFRLS + MIUKF algorithm to minimize
the terminal voltage error.

5.3. Experiment Result
5.3.1. Experiment Results of Different Parameters of MI

According to Formula (38), the parameters M and a are the key parameters affecting
the multi-innovation model, and their value and influence need to be analyzed. In the
following, nine parameters are selected for an interval 20 of M ∈ [2162], and eleven
parameters are selected for an interval 0.1 of a ∈ [0,1] for combined analysis. When a = 0,
the multi-innovation model does not work. At this time, MIUKF + VFFRLS degenerates
into the UKF + VFFRLS algorithm. Therefore, the comparison of the two algorithms can be
transformed into the comparison of algorithms when a is non-zero and a is zero.

The nine values of M are classified, and different values of a are taken in each clas-
sification, substituted into the model, and the final SOC error is calculated to draw a
three-dimensional diagram (in order to ensure the image display effect, the data at 41 to
20,000 time points are intercepted in t dimension). The results are shown in Figure 5.

At the same time, the average and standard deviation of the absolute value of SOC
error under different parameter values are calculated. Among them, the average value of
the absolute value of SOC error under different parameter values is shown in Table 2.
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Figure 5. Variation of SOC error with time under different value combinations of M and a.

Table 2. Average value of the absolute value of SOC error under different parameter values.

M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162

a = 0 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247%

a = 0.1 0.230% 0.229% 0.228% 0.227% 0.226% 0.224% 0.223% 0.221% 0.220%

a = 0.2 0.224% 0.223% 0.222% 0.220% 0.218% 0.216% 0.214% 0.212% 0.210%

a = 0.3 0.223% 0.221% 0.220% 0.218% 0.216% 0.214% 0.211% 0.209% 0.207%

a = 0.4 0.223% 0.222% 0.221% 0.219% 0.217% 0.215% 0.213% 0.211% 0.209%

a = 0.5 0.226% 0.225% 0.224% 0.223% 0.221% 0.219% 0.217% 0.215% 0.213%

a = 0.6 0.231% 0.230% 0.229% 0.227% 0.225% 0.223% 0.221% 0.220% 0.218%

a = 0.7 0.235% 0.234% 0.234% 0.232% 0.230% 0.228% 0.226% 0.225% 0.223%

a = 0.8 0.240% 0.239% 0.239% 0.237% 0.235% 0.233% 0.231% 0.230% 0.229%

a = 0.9 0.245% 0.244% 0.244% 0.242% 0.240% 0.238% 0.236% 0.235% 0.234%

a = 1 0.250% 0.249% 0.248% 0.248% 0.246% 0.243% 0.242% 0.240% 0.240%

The standard deviation of absolute value of SOC error under different parameter
values is shown in Table 3.

Table 3. Standard deviation of the absolute value of SOC error under different parameter.

M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162

a = 0 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735%

a = 0.1 0.716% 0.716% 0.715% 0.714% 0.712% 0.711% 0.710% 0.710% 0.710%

a = 0.2 0.700% 0.700% 0.699% 0.696% 0.693% 0.691% 0.690% 0.690% 0.690%

a = 0.3 0.686% 0.687% 0.685% 0.682% 0.678% 0.675% 0.674% 0.674% 0.674%

a = 0.4 0.674% 0.676% 0.675% 0.671% 0.665% 0.662% 0.660% 0.660% 0.661%

a = 0.5 0.664% 0.667% 0.666% 0.662% 0.655% 0.651% 0.649% 0.650% 0.651%

a = 0.6 0.655% 0.659% 0.659% 0.655% 0.647% 0.642% 0.640% 0.641% 0.642%

a = 0.7 0.648% 0.653% 0.653% 0.649% 0.641% 0.634% 0.632% 0.633% 0.635%

a = 0.8 0.641% 0.647% 0.649% 0.645% 0.635% 0.628% 0.625% 0.626% 0.629%

a = 0.9 0.636% 0.643% 0.645% 0.642% 0.631% 0.623% 0.620% 0.621% 0.624%

a = 1 0.631% 0.639% 0.642% 0.640% 0.629% 0.619% 0.615% 0.616% 0.619%
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It can be seen from Tables 2 and 3 that MIUKF + VFFRLS has advantages over the
UKF + VFFRLS algorithm in a wide range of parameters. Nevertheless, it is still necessary
to consider setting reasonable parameters to make the algorithm reach the state-of-the-art.

It also can be seen from Figure 5, Tables 2 and 3 that, as the value of a increases, the
standard deviation of the absolute value of SOC error decreases, but the average value of the
absolute value of SOC error fluctuates from large to small and then to large. The fluctuation
from large to small in the first part is characterized by the curve becoming more smooth in
the figure, while the fluctuation from small to large in the second partis characterized by
the curve becoming less smooth in the figure. Comparing the three-dimensional diagrams
with different pitch angles when M = 162, as shown in Figure 6, it can be seen that the curve
is less smooth when a = 1 than when a = 0, and there is obvious jitter at the time point close
to convergence.

Figure 6. Three-dimensional SOC error diagrams with different pitch angles when M = 162.

The selection of MI model parameters is needed to improve the accuracy and stability
of the algorithm as much as possible in order to reduce the mean and standard deviation of
the estimated absolute error value. At the same time, it also needs to consider reducing the
consumption of algorithm resources in order to reduce the value of M, which represents
the time sliding window length. Considering the data comprehensively, a = 0.5 and M = 22
are selected in this paper.

5.3.2. Experiment Results of VFFRLS + MIUKF

(1) Current condition

The dynamic characteristics of the UUDS cycle are very strong, and the current changes
almost every second. In the experimental process, the discharge is set at a positive number,
the maximum discharge current is 62 A, and the maximum charging current is 41 A. The
curve of the current over time is shown in Figure 7.

(2) Comparison between measured and estimated terminal voltage

The estimated terminal voltage of battery parameters is close to the measured terminal
voltage, and the gap at the end of battery discharge is slightly enlarged, which is also
consistent with the intuitive feeling that the internal polarization reaction of the battery
tends to be intense at the end of battery discharge, resulting in the enhancement of nonlinear
characteristics. The maximum error of terminal voltage is 20.3%, the minimum value is
−7.87%, and the average value of the absolute error is 0.57%. The time-varying terminal
voltage curve of the measured value and estimated value and the time-varying curve of
the terminal voltage error are shown in Figures 8 and 9, respectively.
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Figure 7. Discharge current over time.

Figure 8. Curve of measured and estimated terminal voltage values over time.

Figure 9. Curve of terminal voltage error over time.

(3) Identification results of battery resistance and capacitance parameters

The parameters related to the resistance and capacitance of the battery identified by
the algorithm are shown in the Figure 10.
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Figure 10. Identification results of battery resistance and capacitance parameters.: (a) R0 result, (b) R1
result, (c) C1 result, (d) R2 result, (e) C2 result, (f) T1 and T2 results.

R0 represents ohmic internal resistance, and its size depends on the activation degree
of the electrode and active material which decreases with the decrease in SOC. Therefore,
generally speaking, R0 shows a gradual increase trend with the passage of discharge
time—that is, it gradually increases with the decrease in SOC. The identified R0 parameters
conform to this physical characteristic.

R1 and C1 are represented as slow reaction polarization phenomena in the model, and
R2 and C2 are represented as fast reaction polarization phenomena in the model. Their
respective products are called time constants, which should conform to R1 * C1 > R2 * C2,
and the identified parameters also conform to this physical feature.

It is worth noting that, similarly to R0, R1 and R2 generally increase gradually with
the decrease in SOC. The parameters identified in this paper are inconsistent with this.
Considering that this goal is not present in the model, and the inconsistency here does not
cause significant deviation from the preset objectives of the model, the identification results
are still successful.

(4) SOC estimate vs. baseline

The maximum value of SOC error is 19%, the minimum value is −0.44%, and the
average value of absolute value is 0.225%. The SOC estimation value of the algorithm
can quickly adjust the gap with the reference value. After 114 sampling cycles—that is,
114 s—the error of the algorithm decreases from 19% to less than 5%, and after 416 s, it
decreases to less than 1%, after which it remains below 1%.

The time-varying curves of SOC estimated value and reference value and the time-
varying curves of error are shown in Figures 11 and 12, respectively.

5.3.3. Comparison of Algorithm Experiment Results

Based on the same data, the online parameter estimation algorithm VFFRLS + UKF
and the offline parameter estimation algorithm MIUKF, the UKF and EKF, are used for
the experiment. The comparison between the online and offline algorithms is based on
similar cost baselines, as it is difficult to compare them in other aspects, so the same offline
resistance and capacitance parameters are used as initial value for online parameters,
and the same system and measurement noise covariance matrix are used as well. The
comparison results show that the online parameter estimation has obvious advantages in
accuracy and stability—the average value of the absolute value of the error is small, and
the error curve is stable and close to zero over time. Compared with the VFFRLS + UKF
algorithm of the estimation of the same online parameter, VFFRLS + MIUKF is superior in
convergence speed, accuracy and stability, which shows that the error converges to zero
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faster, and the average absolute value of the error and the standard deviation of the error
are small.

Figure 11. Curve of SOC estimated value and reference value over time.

 

Figure 12. Curve of SOC estimation error over time.

The index statistics related to the stability, accuracy and convergence speed of the SOC
prediction error results of each algorithm are shown in Table 4.

Table 4. The index statistics related to the stability, accuracy and convergence speed of the SOC
prediction error results of each algorithm.

Algorithm
Maximum
Error Value

Minimum
Error Value

Average
Absolute

Values of Error

Standard
Deviation of
Error Value

The First Time
When the

Absolute Value of
the Error Starts to
Be Less than the
Average Value

The Second Time
When the

Absolute Value of
the Error Begins to

Be Greater than
the Average Value

VFFRLS +
MIUKF 19.00% −0.44% 0.23% 0.67% 1138 s 6012 s

VFFRLS + UKF 19.00% −0.34% 0.25% 0.74% 1835 s 6014 s

MIUKF 19.00% −1.14% 0.78% 1.22% 408 s 3331 s

UKF 19.00% −1.92% 1.02% 0.88% 25 s 3310 s

EKF 19.00% −2.65% 1.20% 0.49% 7 s 158 s
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The curve of the SOC predicted value and reference value of each algorithm over time
is shown in Figure 13.

Figure 13. The curve of the SOC predicted value and reference value of each algorithm over time.

The time-varying curve of the SOC prediction error of each algorithm is shown in
Figure 14.

Figure 14. The time-varying curve of SOC prediction error of each algorithm.

6. Conclusions

Accurate and real-time SOC estimation is the basis and key to realizing balanced
battery management, which can reduce battery internal resistance loss and the possibility
of battery overcharge and discharge. Due to the complex internal chemical and physical re-
actions and dynamic environmental conditions, the SOC of a battery has obvious nonlinear
and time-varying characteristics, which has always been the focus of and main difficulty in
battery management system research.

In this paper, a joint SOC estimation algorithm based on online parameter identification
and a second-order RC equivalent circuit model is proposed, which innovatively realizes
the dual estimation of MIUKF + VFFRLS. The experimental results based on UDDS test
data show that the algorithm has obvious advantages in stability and accuracy compared
with offline parameter + EKF, offline parameter + UKF and offline parameter +MIUKF;
compared with UKF + VFFRLS, it has advantages in convergence speed, accuracy and
stability. The overall performance of the fused algorithm is outstanding.
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Through the above research work, the SOC estimation accuracy can be effectively
improved, the battery consistency management ability can be improved, and the theoretical
value and practical value can be reflected, but there are still limitations and deficiencies.

The tuning of the KF is critical to the SOC estimation results, and optimization methods
can be further discussed. The accuracy of RLS algorithm is very sensitive to measurement
noise, and the associated noise-compensation methods can be further studied. The model-
based SOC estimation also depends on accurate estimation of the battery capacity, and
data-based capacity estimation can be further studied.

The applicability of the algorithm is also related to the efficiency of the algorithm.
The calculation time of the algorithm is not compared in this experiment because the
calculation time is strongly related to factors such as the type of program language and the
method of coding. The battery type used in the algorithm is a ternary lithium battery with
a relatively strong linear relationship between the Uocv and the SOC curve. The duration
of experimental data is short. The factors of battery capacity attenuation and temperature
change are not considered.

The follow-up research can work in the following directions: making noise-compensated
methods research [22,23], optimizing the tuning of the KF [24], considering the factors of
battery capacity attenuation [25] and temperature change, designing an analogous algo-
rithm efficiency model to compare the calculation time of different types of SOC estimation
algorithms, performing experiments to collect data for a longer time or to seek a larger
public dataset, further verifying the effectiveness of the algorithm based on larger datasets
with different batteries, further studying the effectiveness of intelligent algorithms such as
neural networks and the algorithm proposed by this paper in large data sets and exploring
more efficient SOC estimation methods suitable for more scenarios.
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Abstract: Accurate estimation of the state of charge (SOC) of zinc–nickel single-flow batteries (ZNBs)
is an important problem in battery management systems (BMSs). A nonideal electromagnetic
environment will usually cause the measured signal to contain nonnegligible noise and bias. At
the same time, due to the influence of battery ageing, environmental temperature changes, and a
complex reaction mechanism, it is difficult to establish a very accurate system model that can be
applied to various complex working conditions. The unscented Kalman filter (UKF) is a widely used
SOC estimation algorithm, but the UKF will reduce the estimation accuracy and divergence under
the influence of inaccurate model and sensor errors. To improve the performance of the UKF, a robust
desensitized unscented Kalman filter (RDUKF) is proposed to realize an accurate SOC estimation
of batteries in the context of different disturbances. Then, the proposed method is applied to cases
of error interference, such as Gaussian noise, voltage sensor drift, an unknown initial state, and
inaccurate model parameters. The simulation and experimental results show that compared with the
standard UKF algorithm, the proposed estimation algorithm can effectively suppress the influence of
various errors and disturbances and achieve higher accuracy and robustness.

Keywords: real-time estimation; robust desensitized unscented Kalman filter; state of charge;
zinc–nickel single-flow batteries

1. Introduction

Renewable energy has been considered an alternative to coal-fired energy because its
use can result in reduced pollution and greenhouse gas emissions. However, the fluctuation
caused by the wide application of intermittent renewable energy, such as wind energy
and solar energy, will increase the burden of the power grid. Integrating rechargeable
batteries into the power grid as an energy storage system can effectively improve power
quality and system reliability [1]. Redox flow batteries (RFBs) have become one of the
most promising grid-connected energy storage technologies on the market because of
their long life cycle, good scalability, high efficiency, and low spatial requirements [2,3].
The main difference between a typical RFB and other types of batteries is that the active
materials of its positive and negative electrodes are stored in an external electrolyte storage
tank in the form of electrolytes and circulated into the battery stack chamber by two
independent auxiliary pumps. The RFB separates the two electrolytes through the ion
exchange membrane to prevent the mixing of redox substances and to maintain the electrical
neutrality of the energy storage system [4,5]. Since the concept of RFBs was put forward,
different kinds of RFBs have rapidly been developed, but the high cost of ion exchange
membranes and the interference of electrolyte cross pollution are still the main bottlenecks
hindering the development of RFBs. A novel RFB structure was proposed in [6]. This
battery dissolves zincate in high-concentration potassium hydroxide as the electrolyte. As
only one electrolyte is used, there is no need for an expensive ion exchange membrane in
the system design, and cross pollution of the electrolyte is avoided. At the same time, this
RFB has a high open-loop voltage and energy density, is nontoxic, has a simple structure,
and is low-cost [7–9]. This makes its commercialization easier.
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Zinc–nickel single-flow batteries (ZNBs) have been developed rapidly since they
were first proposed. However, there are still some important problems to be solved
in their practical engineering. State of charge (SOC), an important state monitored in
battery management systems (BMSs), is very important to consider in attempting to avoid
overcharging and/or overdischarging. At present, SOC estimation has three main research
directions: the Coulomb counting method, the machine learning method, and the state
observer method [10]. The Coulomb counting method is an open-loop method that is simple
to implement and has a low calculation cost. However, its accuracy is greatly affected by
the sensor accuracy and initial errors; thus, it is necessary to periodically use the charge–
discharge cut-off voltage or open-circuit voltage to correct the estimated value [11–13].
Machine learning methods do not need to understand the internal electrochemical or
external circuit characteristics of a battery. They estimate the SOC by fitting the nonlinear
relationship between relevant factors such as the current, voltage, temperature, and SOC.
The support vector machine (SVM) [14], neural network (NN) [15], fuzzy logic (FL) [16], and
long short-term memory (LSTM) network [17] have been implemented for SOC estimation.
If the appropriate training dataset is given, the machine learning method can estimate
the SOC of a battery more accurately. When the training data and test data correspond
to different working conditions, the robustness of the state estimation algorithm will
worsen, and machine learning will require a longer training time and higher computing
cost, which restricts the wide application of machine learning in actual SOC estimation.
The observer method usually assumes that the battery is a dynamic system. The battery
model is established to describe the change in battery state, and various filter algorithms
are introduced to estimate the state variables. Among the different types of observers,
the Kalman filter is the most widely used. The extended Kalman filter (EKF) was first
used to solve the problem of battery state estimation. However, as the battery state space
model is usually a nonlinear model and the EKF uses first-order Taylor series expansion
to linearize a nonlinear model, there are large errors in estimating battery SOC using the
EKF; in contrast, using the unscented Kalman filter (UKF) to estimate battery SOC results
in higher robustness and accuracy [18,19].

The Kalman filter algorithm is based on a basic premise: that the established model is
accurate enough to accurately track the change in battery terminal voltage under dynamic
current conditions. This assumption is usually difficult to fully satisfy because the actual
parameters of the model will change in accordance with the change in ambient temperature
and battery life, and it is very difficult to establish a model considering all influencing
factors. In [20], the error sources of SOC estimation are systematically analyzed from
the perspectives of the measurement signal, model error, and state estimation algorithm.
In [21], the model-based SOC estimation algorithm was shown to be more affected by
voltage measurement errors and model errors than by current measurement errors and
initial errors. To improve the accuracy of SOC estimation under different error sources,
many different improved algorithms have been proposed.

In [22], the bias term of the model error was taken as a new state vector, which was
jointly estimated with the SOC through an estimation algorithm to solve the problems of
open-circuit voltage drift and voltage sensor drift [23]; a proportional integral (PI) state
observer and a current integrator were used to estimate the SOC of the battery; and a drift
current corrector was used to suppress the influence of the drift current. For the situation
in which the battery model parameters are uncertain due to battery ageing and there is
instrument measurement noise, [24] proposed a smooth variable structure filter (SVSF)
to estimate the SOC and health state of lithium batteries. Compared with the EKF, the
SVSF can produce more accurate SOC estimation results. In [25], the extended Kalman
smoothing variable structure filter was proposed, which is a new algorithm combining the
EKF and SVSF technologies. The experimental results showed that it has strong robustness
with respect to inaccurate models and can improve the accuracy of SOC estimation. In [26],
an observer with multiple feedback gains was designed to estimate the SOC. In the case
of inaccurate modeling and current sensor drift, the SOC of the battery can be estimated
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robustly, and the amount of calculation is low. In [27], an algorithm combining the strong
tracking UKF and adaptive UKF was proposed, and the uncertainty of the model was iden-
tified through statistical information, which can effectively suppress the state estimation
error caused by sensor drift. In [28], the observability of the second-order RC nonlinear
model was analyzed, and it was proposed that accurate voltage measurement is more
important for SOC estimation than current measurement accuracy, which is consistent with
the conclusion of [21]. At the same time, Zhao et al. [28] proposed using the extended
model to address the reduction in the accuracy of SOC estimation when errors occur in
sensors and pointed out that when errors occur in voltage and current sensors, the method
used may not accurately estimate the SOC and bias at the same time. In [29,30], the state
estimation problem was studied when noise and bias occur in voltage sensors or current
sensors. The DEKF was used to estimate the battery SOC, and the results showed that the
proposed estimation method has good convergence and robustness. The two-layer state
estimator proposed in [31] estimated the SOC of a battery, limiting the state estimation
error to ±4% when the model is inaccurate and current deviation exists.

In summary, although voltage offset and model error are the main factors affecting
the reduction in SOC estimation accuracy, few studies have considered the SOC estimation
problem when voltage offset or model error exists. Moreover, the BMS is affected by external
electromagnetic interference in harsh operating environments. The signals received from
voltage and current sensors are usually polluted by random noise, which reduces the SOC
estimation accuracy. To solve the above problems, a robust UKF algorithm is proposed to
improve the robustness of the SOC estimation of ZNBs under Gaussian noise, inaccurate
modeling, or voltage sensor drift. The proposed method has the following advantages:
(1) it can suppress the influence of Gaussian measurement noise in a sensor, (2) it has good
robustness to model parameter uncertainty, and (3) it improves the accuracy of battery SOC
estimation in the presence of voltage sensor drift.

The structure of the paper is as follows: In Section 2, the equivalent circuit model of a
ZNB is introduced. In Section 3, the application of the proposed robust UKF algorithm in
battery SOC estimation is introduced. In Section 4, the estimation results of a robust UKF
in the presence of model parameter disturbance or voltage bias are verified and compared
with those of a UKF. Section 5 offers the main conclusions of the paper.

2. Equivalent Circuit Model

The SOC of ZNBs can be defined as the ratio of residual capacity to maximum capacity,
which can be expressed by (1). SOCt and SOC0 are the initial SOC at time t and at the
beginning of estimation, respectively, Qn is the maximum capacity of the battery, and i(τ)
is the load current. It is assumed that the current is positive when the battery is discharged.

SOCt = SOC0 − 1
Qn

∫ t

0
i(τ)dτ (1)

At present, the commonly used battery models mainly include neural network models,
electrochemical models, and equivalent circuit models (ECMs). Among the electrochem-
ical models, the one-dimensional (1D) model [32] and pseudo-two-dimensional (P2D)
model [33,34] are widely used. As the electrochemical model is the first-principles model
and has clear physical significance, it can not only describe the relationship between current
and voltage at the macroscale but also analyze the concentration, current and potential
distribution of reaction products in the electrode and electrolyte at the microscale. However,
the complex coupled nonlinear partial differential equations and the model parameters
that are difficult to measure directly cause the electrochemical model to have high require-
ments regarding the amount of calculation. The neural network model is the opposite
of the electrochemical model. This model does not consider the mechanism of a battery
and uses only the data-driven method to approximate the dynamic characteristics of the
battery. Compared with other models, it requires more data to train the network model.
ECM uses circuit elements such as resistance, capacitance, and voltage source to build

331



Energies 2022, 15, 1537

a circuit network to simulate the dynamic response of voltage under different working
conditions. The commonly used equivalent circuit models include the Thevenin model and
second-order RC equivalent circuit model, which adds a group of RC networks. Therefore,
the polarization and diffusion characteristics inside the battery can be better simulated.

A typical second-order-equivalent circuit model is shown in Figure 1. R1 and R2
represent the polarization resistance, and C1 and C2 represent the polarization capacitance.
The equivalent circuit model uses parallel RC branches to characterize the electrochemical
polarization and concentration polarization of ZNBs during charge and discharge. VOCV
represents the open-circuit voltage of the battery, which is the difference in the equilibrium
electrode potential between the positive and negative electrodes when the battery is in
a reversible equilibrium state during the open-circuit period. R0 is the ohmic resistance,
which is used to characterize the energy loss caused by the resistance between the battery
electrode and electrolyte. The terminal voltage and current of the battery are expressed as
Vt and I, respectively, and the current during discharge is defined as a positive number.
According to Kirchhoff’s law and (1), the discrete state space equation of a dynamic battery
can be easily deduced, as shown in (2) and (3). It is worth noting that for a ZNB, because
the open-circuit voltage, polarization capacitance, and polarization resistance are functions
related to the SOC, the state equation and output equation of this state space equation are
nonlinear equations.

⎡
⎣ SOC(k)

U1(k)
U2(k)

⎤
⎦ =

⎡
⎣ 1 0 0

0 exp(−Δt/R1/C1) 0
0 0 exp(−Δt/R2/C2)

⎤
⎦
⎡
⎣ SOC(k − 1)

U1(k − 1)
U2(k − 1)

⎤
⎦

+

⎡
⎣ −η Δt

Qn
[1 − exp(−Δt/τ1)]R1
[1 − exp(−Δt/τ2)]R2

⎤
⎦I(k − 1)

(2)

Vt(k) = VOCV(SOC(k))− U1(k)− U2(k)− R0 I(k) (3)

Figure 1. Schematic diagram of the two-order RC ECM.

To simplify the model, the parameters are assumed to be related only to the SOC, but
in fact, the model parameters are also affected by the ambient temperature, current, and
battery ageing state. Ignoring these factors in modeling reduces the accuracy of the model
in a complex working state and affects the accuracy of the algorithm when used to estimate
the SOC.

3. Robust Unscented Kalman Filter

For nonlinear systems such as ZNBs, the corresponding discrete state space represen-
tation is as follows:

xk = f (xk−1, uk−1) + wk−1 (4)

yk = h(xk, uk) + vk (5)
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where xk = [SOC U1 U2]
T is the state at time k, and uk and yk are the input current and

output voltage at time k, respectively. f (xk−1, uk−1) is the state transfer function, h(xk, uk)
is the measurement function, and wk−1 and vk are the process noise and the measurement
noise, which are usually assumed to be zero-mean white noise with covariance matrices Q
and R, respectively.

Unlike the EKF, which uses only Taylor series expansion to approximate the nonlinear
state space model [35], the UKF uses a traceless transformation (UT) to determine the
sampling points near the estimation points and uses these sample points to approximately
represent the random distribution of the nonlinear function [36]; thus, the UKF algorithm
does not need to calculate the Jacobian matrix of the system model (compared with the
EKF). At the same time, there is no need for random sampling (compared with the particle
filter (PF) algorithm); therefore, the UKF can be regarded as a compromise between the
EKF and PF. The SOC estimation process of a ZNB based on the UKF can be summarized
as follows:

(1) Initialize the value of the state variable and the covariance:

{
x0 = E(x0)

P0 = E[(x0 − x0)(x0 − x0)
T ]

(6)

where E (·) is the expected mean value.

(2) Generate 2n + 1 sigma vectors and corresponding weights at the k − 1 step, where n
is the dimension of the state variable:

⎧⎪⎪⎨
⎪⎪⎩

χ̂0,k−1 = x̂k−1

χ̂i,k−1 = x̂k−1 +
(√

(n + λ)Pk−1

)
i
i = 1, 2, . . . , n

χ̂i,k−1 = x̂k−1 −
(√

(n + λ)Pk−1

)
i
i = n + 1, . . . , 2n

(7)

⎧⎪⎪⎨
⎪⎪⎩

ωm
0 = λ

(n+λ)

ωc
0 = λ

(n+λ)
+

(
1 + β − α2)

ωm
j = ωc

j =
1

2(n+λ)
, j = 1, 2, . . . , 2n

(8)

Here, λ is a scaling parameter, which can be expressed as λ = α2(n + h)− n, and α
determines the spread of the sigma points around x̂k−1 and is usually set to a small positive
value. ωm and ωc are covariance weights, and β is a parameter that is used to incorporate
prior knowledge of the distribution of the state variable. For Gaussian distributions, one
can assume β = 2.

(3) State prediction

Update the sample point and calculate the propagated mean:

χj,k = f
(

χ̂j,k−1, uk−1

)
, j = 0, 1, . . . , 2n (9)

xk = ∑2n
j=0 ω

(m)
j χj,k (10)

Update the priori error covariance of state:

Pk = ∑2n
j=0 ω

(c)
j [χx

j,k − xk][χ
x
j,k − xk]

T + Qk (11)

where Qk is the covariance of system process noise.

(4) Measurement update
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Predict the measurement from the propagated sigma points and estimate the mean of
the predicted measurement.

Yj,k = h
(

χj,k, uk

)
, j = 0, . . . , 2L (12)

yk = ∑2n
j=0 ω

(m)
j Yj,k (13)

Calculate the covariance of the measured variables and associated covariance matrices,
where Rk is the covariance of measurement noise.

Pyy,k = ∑2n
j=0 ω

(c)
j

[
Yj,k − yk

][
Yj,k − yk

]T
+ Rk (14)

Pxy,k = ∑2n
j=0 ω

(c)
j

[
χj,k − xk

][
Yj,k − yk

]T
(15)

Calculate the posterior estimate and the covariance:

x̂k = xk + Kk(yk − yk) (16)

P̂k = Pk − Pxy,kKT
k − KkPT

xy,k + KkPyy,kKT
k (17)

where Kk is the Kalman gain, which can be expressed as Kk = Pxy,kP−1
yy,k.

The standard UKF has been successfully applied to battery SOC estimation [37,38].
It is easy to prove that the UKF is an unbiased state estimator when all system model
parameters and noise statistics are accurately known. However, when the parameters of
the system model are uncertain, the theoretical behavior and actual behavior of the filter
will be inconsistent. Compared with the actual state value, the state estimation value will
have a large deviation and even a serious divergence problem. Therefore, the RDUKF
is then applied to the SOC estimation of ZNBs [39] to obtain a more robust SOC state
estimation scheme.

Before using the RDUKF to estimate the battery SOC, the state equation and observa-
tion equation need to be changed to the following form:

xk = f (xk−1, uk−1, α) + wk−1 (18)

yk = h(xk, uk, α) + vk (19)

where α is the uncertainty parameter in the established model.
The influence of model disturbance parameters on the accuracy of state estimation is

measured by the sensitivity matrix of the state estimation error relative to the disturbance
parameters. Therefore, (20) is used to evaluate the influence of uncertain parameters
on a priori estimation and a posteriori estimation in the UKF algorithm, and αi is the I
component of uncertain parameters.

σik =
∂xk
∂αi

, σ̂ik =
∂x̂k
∂αi

(20)

The sensitivity matrix can be generated by calculating the partial derivatives of the
parameters in (10) and (16), where l is the number of uncertain parameters.

σik = ∑2L
j=0 ω

(m)
j

∂χj,k

∂αi
, i = 1, . . . , � (21)

σik = σik − Kk
∂yk
∂αi

, i = 1, . . . , � (22)

Corresponding to the UKF algorithm, the calculation of the sensitivity of the RDUKF
can be divided into four steps:
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(1) Calculate the sensitivities of the sigma points for each uncertain parameter.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂χ̂0,k−1
∂αi

= σ̂T
ik−1

∂χ̂j,k−1
∂αi

= σ̂T
ik−1

+
√
(n + λ)

(
∂
√

P̂k−1
∂αi

)
j
, j = 1, 2, . . . , n

∂χ̂j,k−1
∂αi

= σ̂T
ik−1

+
√
(n + λ)

(
∂
√

P̂k−1
∂αi

)
j
, j = 1, 2, . . . , n

(23)

(2) State prediction

Calculate the sensitivities of the sigma points with the state equation and evaluate the
sensitivity of the a priori state estimation and a priori covariance matrix.

∂χj,k

∂αi
=

∂ f
(

χ̂j,k−1, uk−1, α
)

∂αi
+

∂ f
(

χ̂j,k−1, uk−1, α
)

∂χ̂j,k−1

∂χ̂j,k−1

∂αi
, j = 0, . . . , 2L (24)

σik =
∂xk
∂αi

= ∑2L
j=0 ω

(m)
j

∂χj,k

∂αi
(25)

∂Pk
∂αi

= ∑2L
j=0 ω

(c)
j

{[
∂χj,k
∂αi

− σik

][
χj,k − xk

]T
+
[
χj,k − xk

][
∂χj,k
∂αi

− σik

]T}
, i = 1, . . . , � (26)

(3) Measurement update

Calculate the sensitivity of the sigma points with the observation equation and the
sensitivity of the predicted measurement.

∂Yj,k
∂αi

=
∂h(χj,k ,uk ,α)

∂αi
+

∂h(χj,k ,uk ,α,)
∂χj,k

∂χj,k
∂αi

, j = 0, . . . , 2L (27)

∂yk
∂αi

= ∑2L
j=0 ω

(m)
j

∂Yj,k

∂αi
(28)

Calculate the sensitivity of the innovation covariance matrix and the cross-covariance
matrix.

∂Pyy,k
∂αi

= ∑2L
j=0 ω

(c)
j

{[
∂Yj,k
∂αi

− ∂yk
∂αi

][
Yj,k − yk

]T

+
[
Yj,k − yk

][∂Yj,k

∂αi
− ∂yk

∂αi

]T}
,= 1, . . . , � (29)

∂Pxy,k
∂αi

= ∑2L
j=0 ω

(c)
j

{[
∂χj,k
∂αi

− σik

][
Yj,k − yk

]T
+
[
χj,k − xk

][
∂Yj,k
∂αi

− ∂yk
∂αi

]T
}

, i = 1, . . . , � (30)

Calculate the Kalman gain and sensitivity of posterior covariance of the posterior
state estimation.

KkP̀yy,k + ∑�

i=1 Wik Kkγik γT
ik = P̀xy,k + ∑�

i=1 Wik σik γT
ik (31)

Here, γik = ∂yk/∂αi:

∂P̂k
∂αi

=
∂Pk
∂αi

− ∂Pxy,k

∂αi
KT

k − Kk
∂PT

xy,k

∂αi
+ Kk

∂Pyy,k

∂αi
KT

k , i = 1, . . . , � (32)

σ̂ik = σik − Kk
∂yk
∂αi

, i = 1, . . . , � (33)

Similar to the standard UKF, the trace minimizing the error covariance is used to
define the cost function, and the RDUKF uses the trace of the sensitivity matrix product
of all disturbance parameters to measure the impact of disturbance parameters on the
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accuracy of state estimation. Therefore, a new cost function (34) is constructed. The Kalman
gain can be set as ∂Jk/∂Kk = 0 with (17) and (33) and is obtained by algebraically solving
linear equations.

Jk = min
Kk

tr
(

P̂k
)
+ ∑�

i=1 σ̂T
ik Wik σ̂ik (34)

The sensitivity of the root square matrix
√

P̂k needs to be calculated when the sensi-
tivities of the sigma points are calculated. ∂P̂k/∂αi can be obtained by taking the partial

derivative of P̂k =
√

P̂k

√
P̂k.

∂P̂k
∂αi

=
∂
√

P̂k

∂αi

√
P̂k +

√
P̂k

∂
√

P̂k

∂αi
(35)

Thus, ∂
√

P̂k/∂αi can be calculated using (36):

vec
(

∂
√

P̂k
∂αi

)
=

(√
P̂k

T
⊗ I + I ⊗

√
P̂k

)−1

× vec
(

∂P̂k
∂αi

)
, i = 1, . . . , l (36)

where vec (·) and ⊗ are the column straightening operator and Kronecker product operator,
respectively, and I is the identity matrix. The RDUKF approach is summarized in Table 1.

Table 1. Summary of the RDUKF approach for SOC estimation.

Initialization

Initial state x0; covariance matrix P0; sensitivity parameters σ̂0; and ∂P0/∂αi, i = 1, . . . , l

For k = 1, 2, . . .
Time update

1. Generate sigma points via (7) and their sensitivities via (23).

2. Propagate the sigma points and their sensitivities via (9) and (24).

3. Compute the mean and covariance of the predicted state via (10) and (11).

4. Compute the sensitivities of the prior estimate using (26) and the prior sensitivity
using (25).

5. Measurement update

6. Propagate the sigma points of the measurement and their sensitivities via (12) and (27).

7. Calculate the predicted measurements and their sensitivities using (13) and (28).

8. Estimate the covariance of the measurement and the sensitivities using (14) and (29).

9. Estimate the cross-covariance and the sensitivities using (15) and (30).

10. Compute the Kalman gain via (31).

11. Update the posterior mean of the state and the sensitivities by (16) and (33).

12. Calculate the posterior covariance matrix and the sensitivities using (17) and (32). k = k + 1.

4. Experimental Results and Discussion

In this section, the experimental verification method is used to further evaluate the
robustness of the proposed state estimation algorithm when the model parameters are
inaccurate and there is voltage sensor bias.

In this study, a prototype of ZNBs was fabricated and tested. The nominal capacity
was 56 Ah, and the charging cut-off voltage and discharging cut-off voltage were 2.1 V
and 1.2 V, respectively. The test platform was a BTS-3000 programmable battery test
system produced by Neware (Shenzhen, China). All experimental data (including current,
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voltage, and charge–discharge capacity) were collected at a sampling frequency of 1 Hz.
As the experiment was completed in a laboratory environment with precise and accurate
equipment, noise sequences with a random normal distribution and zero mean whose
variance equals 0.36 A2 and 0.004 V2 were added to the collected voltage and current data
to simulate the influence of a harsh electromagnetic environment. The voltage and current
with noise under the dynamic stress test (DST) cycle are shown in Figure 2.

Figure 2. (a) Voltage with noise; (b) current with noise.

As the laboratory current sensor has high accuracy, after the initial SOC was deter-
mined by the open-circuit voltage, the SOC calculated by using the Coulomb count was
taken as the accurate value to verify the state estimation performance of the different
algorithms. The MAE and RMSE were used to evaluate the error of deviation between the
estimated value and true value and are defined by (37) and (38), where K is the data length.

MAE =
1
K ∑K

k=1

∣∣x̂k − xture,k
∣∣ (37)

RMSE =

√
1
K ∑K

k=1(x̂k − xture,k)
2 (38)

337



Energies 2022, 15, 1537

In practical engineering applications, the BMS may not be able to obtain an accurate
initial SOC. To verify the sensitivity and accuracy of different algorithms relative to the
initial error, we set the initial SOC to 50% and the actual value to 90%. The estimation
results and errors are shown in Figure 3. Both the UKF and RDUKF can still converge to
the real SOC without knowing the real initial SOC. The RMSE and MAE obtained from
the experiment are shown in Table 2. The RDUKF can more accurately track the real
SOC changes.

Voltage drift may occur when the sensor is affected by drastic changes in ambient
temperature or electromagnetic interference. As the Kalman filter algorithm relies on the
feedback of the measured data to correct the state estimation value, the sensor drift will
reduce the estimation accuracy. To evaluate the influence of voltage sensor drift on the UKF
and RDUKF algorithms, in addition to setting the initial SOC error to 40%, the maximum
drift voltage was set to ±10 mV. The SOC estimation results and errors of the two methods
are shown in Figure 4. To clarify the differences between the different algorithms, the
figures display only the SOC changes that occur after 100 s. Due to the influence of sensor
drift, the SOC value estimated by the UKF algorithm gradually deviates from the real value
with the increase in the number of measured values. Although the estimation error of the
RDUKF algorithm is larger than that without sensor drift, it still converges to a fixed value.
The MAE and RMSE values obtained by the two methods under different drift voltages are
shown in Figure 5. With increasing drift voltage, the MAE and RMSE of the two algorithms
tend to increase. Under the same bias voltage, except when the voltage drift is +2 mV, the
MAE and RMSE values of the method based on the RDUKF are smaller; thus, this method
is more robust.

It is difficult to establish a battery model that covers the entire life cycle. Affected by
ageing and ambient temperature, the established model has difficulty tracking the real
voltage change, and the mismatched model usually causes divergence of the Kalman filter.
To test the accuracy of the UKF and RDUKF algorithms under incorrect model parameters,
it is also necessary to set the initial SOC to an incorrect value, i.e., a ± 50% deviation is
added to the real model parameters. Compared with R2, C2, and C1, when R1 and R0
change, the terminal voltage of the model undergoes greater changes under the same
working conditions. Therefore, only the two models in which only R1 is changed and only
R0 is changed are considered. It is worth noting that these two assumptions are used only
to analyze the robustness of the state estimation algorithm and may not reflect practical
applications. Figure 6 shows the SOC estimation results and errors of the two methods,
when R1 has a deviation of ±50%. Similarly, only the change in SOC after 100 s is shown.
Compared with the RDUKF, the UKF algorithm exhibits obvious divergence. The MAE
and RMSE values obtained by the two methods under different model errors are shown in
Figure 7. The RDUKF algorithm is obviously more robust.

Table 2. Estimated error under the DST.

MAE RMSE

RDUKF 0.0009 0.0029
UKF 0.0044 0.0056
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Figure 3. (a) SOC of the estimation results; (b) SOC errors of the estimation results.

Figure 4. Cont.
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Figure 4. (a) SOC estimation results under different drift voltages; (b) SOC errors of the estimation
results under different drift voltages.

Figure 5. (a) MAE under different drift voltages; (b) RMSE under different drift voltages.
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Figure 8 shows the SOC estimation results and errors of the two methods, when R0
undergoes a deviation of ±50% after 100 s. The UKF algorithm also diverges. The MAE
and RMSE values obtained by the two methods under different model errors are shown
in Figure 9. The RDUKF algorithm has a higher estimation accuracy, but under the same
deviation ratio, it can be seen that the RDUKF is affected to a greater extent by the R0
model parameters.

Figure 6. (a) SOC estimation results according to deviations in R1; (b) SOC error according to
deviations in R1.
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Figure 7. (a) RMSE according to deviations in R1; (b) MAE according to deviations in R1.
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Figure 8. (a) SOC estimation results according to deviations in R0; (b) SOC error according to
deviations in R0.
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Figure 9. (a) MAE according to deviations in R0; (b) RMSE according to deviations in R0.

5. Conclusions

As a commonly used SOC estimation algorithm, the UKF has high accuracy in an ideal
working environment, but over a complete life cycle, it is difficult to fully grasp the impacts
of battery ambient temperature, ageing degree, and working conditions on the battery
model and sensor drift, which makes it difficult for the UKF to accurately estimate the
battery SOC. To improve the estimation accuracy of the SOC in complex environments, this
paper discusses the application of the RDUKF to battery state estimation. By comparing the
accuracy of the UKF and RDUKF state estimation under different assumptions, it is verified
that the proposed method has high robustness in the presence of model uncertainty and
sensor voltage drift. For changing parameters or ±10% voltage deviation, the estimation
accuracy can be maintained in the error range of ±1.5%. Although the RDUKF has good
robustness, it still requires accurate information on the statistical characteristics of system
noise. Therefore, the future research goal is to study an estimation algorithm that can
accurately estimate the SOC when both a priori noise is statistically unknown and model
uncertainty exists.
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Abstract: The increasing push for renewable penetration into electricity grids will inevitably lead to
an increased requirement for grid-scale energy storage at multiple time scales. It will, necessarily, lead
to a higher proportion of the total energy consumed having been passed through storage. Offshore
wind is a key technology for renewable penetration, and the co-location of energy storage with this
wind power provides significant benefits. A novel generation-integrated energy storage system is
described here in the form of a wind-driven air compressor feeding underwater compressed air
energy storage. A direct drive compressor would require very high intake swept volumes. To
overcome this difficulty, some prior compression is introduced. This paper discusses the constituent
technologies for this concept, as well as the various configurations that it might take and the logic
behind operating it. Special consideration has been given to the differences resulting from utilising
a near-isothermal wind-driven compressor versus a near-adiabatic one. Multiple iterations of the
system have been simulated. This has been done using a price-matching algorithm to optimise the
system operation and using volumetric air flow rates to calculate exergy flow. Simulated operation
has been performed for a year of real wind and electricity price data. This work has been performed
in order to clarify the relationships between several key parameters in the system, including pressure
and work ratios, volumetric flowrates, storage costs and profit rates. An additional objective of this
paper was to determine whether the system has the potential for economic viability in some future
energy grid, especially when compared with alternative wind and energy storage solutions. The
results of the simulation indicated that, with proper sizing, the system might perform competitively
with these alternatives. Maximum one-year return on investment values of 9.8% for the isothermal
case and 13% for the adiabatic case were found. These maxima were reached with ~15–20 h of
output storage. In all cases, it was found that maximising the power of the wind-driven compressor
compared with the initial compressor was favourable.

Keywords: generation integrated energy storage; wind-integrated energy storage; compressed air
energy storage; underwater compressed air energy storage; wind-driven air compression; intake
swept volumes; capture value; alternative wind technology; wind system simulation; optimal
operation of energy stores

1. Introduction

Large-scale energy storage will likely play a significant role in any future energy
system that wishes to implement high levels of renewable penetration [1]. This is due
to its ability to provide much-needed flexibility in grids whose generation portfolio will
become increasingly inflexible as a result of the natural variability of renewable sources.
This widely accepted notion has led to a surge in the number and scope of energy storage
technologies, both proposed and implemented.

Most of the work done in the energy storage sector has focused on standalone storage
systems, which absorb electricity and convert to and from some other storable form of
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exergy before re-supplying (a proportion of) the electricity at a later time. Standalone
storage can be developed and implemented entirely separately from the generation, en-
abling traditional renewable energy technologies to be used for generation. There are
also non-grid applications for energy storage, such as the use of Li-ion batteries in electric
vehicles, that are, by definition, standalone.

In contrast to standalone storage, generation-integrated energy storage (GIES) tech-
nologies store energy before it is converted to electricity [2]. Figure 1 contrasts the energy
conversions seen in GIES systems with those in standalone storage.

Figure 1. Comparison of energy conversions between (A) standalone and (B) generation-integrated
energy storage configurations. From [2].

GIES systems minimise the conversions between the primary energy collected and the
consumed output electricity for any energy that passes through storage. A familiar example
of a GIES system is natural hydro, where the energy from flowing water is converted into
a storable form (gravitational potential via damming) before it is ever passed through
turbines to generate electricity. Although pure transmission efficiencies (that is, the output
exergy divided by the input exergy for exergy that does not pass through storage) may be
slightly lower than in conventional generation systems, GIES systems have the potential
to achieve significantly higher efficiencies for energy that has passed through storage.
Such GIES systems may therefore achieve higher overall throughput efficiencies than
systems with independent generation and storage, if a sufficient proportion of the total
output energy is required to pass through storage, as represented in Figure 2 (from [2]).
GIES systems therefore have the potential to be relatively cheap forms of energy storage.
Additional examples of well-established GIES technologies include many concentrated
solar plants [3,4]. GIES systems have also been proposed for wind [5–8] and nuclear
power [9,10].
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Figure 2. Overall throughput efficiency against fraction of output energy that passed through storage
for standalone and GIES stores. From [2].

An offshore wind-driven GIES system that exercises multiple stages of air compression,
with integrated compressed air energy storage, is proposed in [11]. This paper clarifies
and expands upon that idea. In Section 2, the technologies that constitute the system
are explained and examples of other systems utilising them are given. In Section 3, the
system from [11] is described, with particular note to possible alternative configurations.
Section 4 describes simulations of the system that were performed in order to understand
the relationships between parameters such as storage size and pressure ratio. The economic
benefits of such a system are then discussed, along with the barriers impeding it.

2. Constituent Technologies

2.1. Isothermal and Adiabatic Compressed Air Energy Storage

Compressed air energy storage (CAES) is a set of thermomechanical energy storage
technologies. In CAES, work is done on ambient air in order to compress it to a higher
pressure, at which point it is stored (at near-ambient temperature) for some period of time
before being expanded back to ambient conditions to generate electricity. Two grid-scale
CAES plants in Huntorf, Germany, and Alabama, USA, are diabatic (D-CAES), meaning that
the heat from compression is discarded and the air is stored cool, before being reheated prior
to expansion. In these cases, the pre-heating of air is done through the burning of natural
gas. For several reasons, not least of which is the desire not to use fossil fuels in energy
storage, modern CAES proposals tend towards Isothermal (I-CAES) or Adiabatic (A-CAES)
configurations, which do not consume any combustible fuel, although CAES systems that
use some carbon-neutral fuel (such as green hydrogen) have also been posited [12–14].

In I-CAES systems, air is compressed and expanded near-isothermally with the use of
effective heat transfer. In a successful implementation, almost no exergy is lost, because
any heat taken from the air is close to ambient temperature and therefore has negligible
exergetic content. Assuming ideal gas behaviours, the work done on a volume of gas
compressed isothermally is given by:

WISO = p1V1 ln
(

p2

p1

)
=: p1V1 ln(r), (1)

where p is the gas pressure, V is the gas volume and subscripts 1 and 2 denote inlet and
outlet, respectively.
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Conversely, A-CAES systems purposely minimise the heat transfer between the air
and its surroundings. In A-CAES, the heat is stripped from the air after compression and is
then stored in thermal energy stores. For adiabatic compression, the work done on a gas is:

WADIA = p1V1

(
r((γ−1)/γ) − 1

)
((γ − 1)/γ)

=: p1V1
(rχ − 1)

χ
, (2)

where γ = 1.4 for diatomic gases. As before, r represents the pressure ratio p2/p1.

2.2. Wind-Driven Energy Storage

Integrating energy storage into wind power generation has been proposed in various
formats. The simplest form of this is the co-location of a conventional energy store with
wind turbines, used to smooth the intermittency of renewable generation [15–17]. If
sufficiently inexpensive, this has some economic advantages for the operator, as electricity
can be supplied to the grid during periods of higher value. There is also a benefit to the
grid by reducing transmission losses. However, such systems cannot be described as GIES.
Wind farms providing energy in the form of electricity to some co-located energy store
could be described as “wind-powered”.

By contrast, “wind-driven” systems are defined here as those that initially convert the
energy provided by the wind into a form of energy other than electricity. The majority of
wind-driven GIES systems in the literature involve some form of gas compression, although
the use of induction or other forms of direct heating have also been suggested [18].

Of the systems utilising gas compression, D-CAES [5], adiabatic compression [6]
and offshore I-CAES [19] configurations have been proposed. In all cases, the gearbox of
a conventional geared wind turbine—a source of considerable capital and maintenance
cost—is removed, and the generator is relocated close to the energy stores at ground- or
sea-level [20–22]. This leaves the nacelle of the wind turbine relatively free for compression
machinery. In [19], a liquid piston compressor is used, with seawater performing the duty
of the liquid and also acting as an excellent heat sink. Liquid piston technology is also
used in [6], but is designed to perform near-adiabatically, with a radial piston configu-
ration employing multiple stages to minimise the temperature gradients and therefore
heat transfer.

2.3. Direct Drive Air Compression and the Problem of Intake Swept Volumes

The wind-driven CAES systems mentioned are direct drive, meaning that the com-
pressor runs synchronous with the wind turbine itself. For most modern turbines, the
tip-speed ratio (TSR) relates the tangential speed of the blade tips (uTIP) to the oncoming
wind speed (u):

TSR =
uTIP

u
=

ωD
2u

, (3)

where ω is the rotational speed and D is the diameter of the turbine’s swept area. The
rotational frequency of the rotor, f, is:

f =
ω

2π
=

uTSR
πD

. (4)

The parameters ω and f have rated values for any wind speed at or above the turbine’s
rated wind speed uR (and below its maximum wind speed). In this paper, the MHI
Vestas V164-8.0 MW turbine will be used as the reference turbine. Data for this turbine is
summarised in Table 1.
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Table 1. Data for reference turbine used in this paper. From [23].

MHI Vestas V164-8.0 MW Turbine

Name of Parameter Parameter Value Units

Swept Diameter D 164 m

Tip-speed - 104 m/s

Rated windspeed uR 13 m/s

Cut-in speed - 4 m/s

Cut-out speed - 25 m/s

Tip-speed ratio TSR 8 -

Rotational speed ω 1.27 rad/s

Rotational frequency f 0.20 rotations/s

For wind-driven compression, it is useful to find the intake swept volume of air,
Vswept, that must be absorbed by the compressor in each rotation. This can be done by
rearranging Equations (1) and (2), using the fact that the work done per rotation is equal to
the rated power of the turbine Pturbine divided by its rotational frequency. For isothermal
compression, this gives:

Vswept,ISO =
Pturbine

f p1 ln(r)
, (5)

and for adiabatic compression:

Vswept,ADIA =
Pturbineχ

f p1(rχ − 1)
. (6)

For a set upper pressure p2 = p1r, a minimum swept volume is found in an isothermal
compressor when r = e ≈ 2.7182 and in an adiabatic compressor when r = 1.41/χ ≈ 3.2467.
For pressure ratios above these optima, swept volumes increase much more slowly than
for pressure ratios below these values (with Vswept tending to infinity as r → 1).

For illustration, if air were to be compressed by the reference turbine from ambient
pressure to 74 bar, the upper pressure of the D-CAES plant at Huntorf, an adiabatic com-
pressor would need to intake 47.2 m3 of air per revolution and an isothermal compressor
would need to intake 92.9 m3. It should be noted that the swept volume is relatively
insensitive to the upper pressure. It has also been assumed here that the adiabatic com-
pression would take place over a single stage (with regard to heat transfer). A multi-stage
compressor might be used in a scenario where the upper temperature would be too high
for conventional materials.

To estimate the acceptable swept volume for a compressor housed in a wind turbine, con-
sider that the volume of both the gearbox and generator is freed up in a wind-driven system.

Assuming the use of a radial piston compressor design similar to that described in [6],
the machine can be split into two distinct parts: here defined as the “displacer” and the
“converter”. The displacer houses a camshaft and radial pistons and the converter contains
the compression cylinders. It is therefore reasonable to make the approximation that the
displacer replaces the gearbox and the converter replaces the generator in the turbine
nacelle. The nacelle dimensions of the reference turbine are 24 × 12 × 7.5 m and the
generator takes up approximately 1/8th of the total volume, or ~270 m3. A prototype
compressor utilising the technology described in [6], in development at the University of
Nottingham, has a ratio between the inlet swept volume and overall converter volume
of roughly 0.004. Scaling up to the reference nacelle size, this relates to an intake swept
volume of ~1.1 m3. Accounting for slightly larger allowable nacelles, as well as more
optimised compressor geometries and nacelle layouts, it is likely that intake swept volumes
of ~5–15 m3 might be achievable in the reference turbine. Even at the upper end of this
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estimate, a turbine compressing to 74 bar would have a power of 2.54 MW (adiabatic) or
1.29 MW (isothermal)—only a fraction of the 8 MW reference turbine power.

The problem of large intake swept volumes is therefore significant for all direct drive
systems. The I-CAES system in [19] solves this problem by moving the liquid piston to
sea-level and instead utilising a variable displacement hydraulic pump in the nacelle. This
combines well with the use of seawater as the liquid piston (thereby not requiring seawater
to be pumped up to the nacelle). By contrast, Ref. [6] solves the problem of intake swept
volumes by increasing the inlet air pressure p1. Rather than a CAES system, Ref. [6] is
a pumped thermal energy storage system, wherein all exergy stored is in the form of
high-grade heat (or coolth) that is stripped from the compressed gas [24]. This involves
a closed gas loop, meaning that the inlet and outlet pressures for the compressor can be
freely set.

2.4. Underwater Compressed Air Energy Storage

Underground caverns are often considered the default method of air storage when
discussing CAES plants. The CAES plants in Huntorf and Alabama both use this method
of storage, as do many other CAES proposals.

Such storage is generally isochoric (constant volume), meaning that emptying a pro-
portion of the air in the store reduces the pressure of the remaining air. Expanders used
in an isochoric CAES system must therefore run over a series of pressures, limiting their
efficiency, as they cannot be optimised for a single pressure. As there will be a pressure
below which an expander cannot run at an acceptable efficiency, this also significantly
limits the proportion of the store that can be flexed. Cavern stability also limits operational
pressure ranges, as a certain volume of “cushion gas” is required to ensure that the caverns
do not collapse.

In contrast, isobaric (constant pressure) storage allows for the flexing of the entire
storage volume, at a single pressure for which the expander can be optimised. Isobaric
storage can be achieved in combined hydro-CAES plants where a water reservoir is used
to keep constant pressure [25]. However, most isobaric storage designs revolve around
the store being placed deep underwater, in a lake or ocean. This is known as underwater
compressed air energy storage (UWCAES). In UWCAES, each 10 metres of water depth
provides approximately 1 bar of additional pressure on the store. By filling the store with
air of equivalent pressure to the hydrostatic pressure supplied by the water, the store itself
does not need to provide any confining force. A UWCAES system utilising flexible canvas
bags (energy bags) is described in [26,27] and expects storage capacity costs in the region
of 25 $/kWh (dependent on the storage depth). A representation of this design can be seen
in Figure 3.

The components comprising an energy bag system are anchoring ballast (AB), tension
cables (TC) and the canvas surface area itself (SU). The role of the tension cables is to
counteract the buoyant force created by the air volume. The cables are therefore the sole
structural element of the energy bag. It is explained in [26] that the cost of the anchoring
ballast is proportional to the buoyancy force created by the energy bag volume and is
therefore proportional to the cube of the characteristic dimension (the diameter, D) of the
energy bag:

CAB ∝ D3. (7)

The tension cable cost is proportional to the product of its length L and tension force
FT, which is also proportional to the buoyancy force:

CTC ∝ LFT ∝ D4. (8)

The cost of the canvas is clearly proportional D2 and so the total energy bag cost can
be written as:

CBAG = CAB + CTC + CSU = aD4 + bD2 + cD3, (9)
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where a, b and c are constants. By noting that the energy stored in the bag, E, is equal to
another constant, k, multiplied by the energy bag volume,

CBAG
E

=
aD4 + bD2 + cD3

kD3 . (10)

Figure 3. Energy bag underwater compressed air energy storage (UWCAES) system. Shown without
pipework for simplicity.

Differentiating this to find the optimum and substituting into Equation (9) then shows
that the optimum diameter is achieved when CSU is equal to CTC. Multiple energy bags of
this optimal diameter would therefore be better value for money than a single energy bag
of equivalent volume. The use of multiple smaller bags also has the benefit of reducing the
proportion of storage that is out of service if damage to a single bag occurs. Assuming that
any storage system employs multiple optimally sized energy bags (with the volumetric
capacity of Vopt), the total cost of the system is the number of energy bags used multiplied by
the cost of a single bag. Therefore, for a system with a volumetric capacity of nVopt, where
n is an integer, the total cost of the storage system is directly proportional to its volume.

The technologies discussed in this section have a clear synergy. The use of UWCAES
specifically for the balancing of wind energy has been investigated previously [28,29].
However, iterations of this concept assume a conventional wind turbine with standalone
UWCAES. Thus far, no literature has discussed the combination of wind-driven air com-
pression with UWCAES. The possibility of utilising UWCAES in a GIES-type system is
unexplored. The concept of wind-integrated energy storage itself (beyond the co-location
of standalone energy storage) is underexplored.

Furthermore, no wind-driven air compression system attempts to solve the problem
of large swept volumes with a prior stage of electrically driven air compression. It may
initially seem counterintuitive to add electrically driven air compression to a wind-driven
system. However, there is significant advantage to be had by removing the wind turbine
gearbox and allowing direct drive air compression. There are also potential grid-balancing
advantages to such a system, discussed later in this paper.

The system described in the remainder of this paper is not intended as a catch-all
solution to the problem of inflexible wind generation. Indeed, it is a complimentary
technology that might be used in tandem with a grid utilising any subset of systems
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previously mentioned, conventional wind turbines, and large-scale standalone storage (for
example, in the form of CAES or green hydrogen).

3. System Overview

3.1. Description

The system described in [11] is named Wi-DACIS, standing for wind-driven air com-
pression and isobaric storage. It utilises the technologies previously mentioned in Section 2.
A wind-driven, direct drive air compressor replaces the gearbox system in a conventional
geared offshore wind turbine. The high-pressure air exhausted from the compressor can
either be immediately expanded to generate electricity or passed into an energy bag air stor-
age system. This provides flexibility to the otherwise intermittent renewable energy supply
from the turbine. Because primary energy from the wind is used directly to compress air
before it is ever converted into electricity, this constitutes a GIES system.

Being direct drive, the problem of intake swept volume must be considered. In a
similar manner to the pumped heat system described in [6], the solution is to supply air to
the primary compressor at a pressure higher than ambient. However, instead of the closed
loop utilised by [6], Wi-DACIS employs a prior stage of compression, which absorbs air
from the environment, compressing it from ambient conditions to a suitable pressure for
the wind-driven compressor.

In [11], the Wi-DACIS system was originally described with two pressures of air store:
a high-pressure store fed by the wind-driven compressor, and an additional medium-
pressure store fed by the first stage compressor. While the authors believe that there could
be significant merit to the additional flexibility provided by the medium-pressure store,
the full cost/benefit analysis of such a store is beyond the scope of this paper and will be
addressed in future work.

The classification of Wi-DACIS as a purely GIES system is dependent on the form
that the first stage of compression takes. If it is driven by electricity from the grid, as is
assumed for the analysis in Section 4, then it acts as a hybridisation of standalone and GIES
systems, as some fraction of the energy in storage has been absorbed from the grid. The
ratio of standalone to GIES utility is then dependent on the relative powers of the two
compressor stages.

However, if the first stage of compression is run by some non-grid method (i.e., one in
which electricity from the grid is not required, such as solar or wave power), then Wi-DACIS
performs as a wholly GIES system. The possibility of using a form of trompe compressor
as a method of offshore first-stage compression is also discussed in [11], using the water
head created by wave heights to push volumes of water to a depth, pressurising the air
entrained within that water.

Figure 4 shows the Wi-DACIS system in its hybrid GIES-standalone configuration,
utilising a single high-pressure air store.

Important components and parameters for the Wi-DACIS system are:

• COMG—the grid-connected first stage of compression.
• COMW—the main stage, wind-driven compressor, which can be either isothermal or

adiabatic (discussed in Section 3.2).
• HPEB—the high-pressure energy bag system (shown as a single bag for simplicity).
• EXP—the expander/generator set.
• HXU/TES—the heat-exchanger unit and thermal energy stores, relevant only if the

main stage compressor is adiabatic.
• r1 and r2—the pressure ratios of COMG and COMW. The pressure of the high-pressure

store is r1r2.
• PG and PW—the powers of COMG and COMW. PEXP is the expander power.
• V1, V2, V3—the volumetric flowrate into COMG, out of COMG/into COMW and out

of COMW/into EXP. p1, p2, p3 are the respective pressures.
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Figure 4. The Wi-DACIS system in an adiabatic main stage configuration. In an isothermal configura-
tion, HXU and TES are not present.

3.2. Possible Configurations

An important consideration in a Wi-DACIS system is whether the main stage compres-
sor is adiabatic or isothermal. This decision dictates several system parameters, including
the relative powers (or relative pressure ratios, depending on which values are set) of the
two compressors. Because the product of p and V remains constant throughout isothermal
compression, if the main stage compressor is isothermal, the relative powers of the two
stages can be described as:

PG
PW

=
ln(r1)

ln(r2)
. (11)

By comparison, if the main stage compressor is adiabatic, the relative powers can be
described as:

PG
PW

=
χ ln(r1)

(r2)
χ − 1

. (12)

Figure 5 shows that, for a set upper pressure r1r2, an adiabatic main stage will result
in a smaller grid-powered compressor. Given that the Wi-DACIS system intends the main-
stage compressor to have a reasonably high power compared to the first-stage compressor
(certainly PG/PW < 1), this limits the acceptable relative pressure ratios. In the example
given in Figure 5, where r1r2 = 200, r2 would therefore need to be greater than 9 for an
adiabatic main stage or greater than 14 for an isothermal one.
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Figure 5. Power ratios for an isothermal and an adiabatic main stage of compression, where the
upper pressure, r1r2, is set.

The choice between isothermal and adiabatic compression also affects the required
inlet swept volume, as is described in Section 2.3. For any given intake pressure and
pressure ratio, an adiabatic compressor will require a lower intake swept volume than an
isothermal one. This is due to the additional work done in adiabatic compression to heat the
gas. As previously mentioned, the upper temperature is a limiting factor in the adiabatic
case, but multi-stage compression is possible to keep this temperature within reasonable
limits (by taking heat from the air at several points during the compression process).

With both of these effects taken into consideration, an adiabatic main stage appears to
be the clear choice. However, this is also dependent on the relative costs of the compressors.
Regardless of whether the main stage compressor is isothermal or adiabatic, heat exchange
of some kind will be required, either in the form of inter-stage cooling, or to strip the heat
from the air for storage. Assuming, then, that the isothermal and adiabatic compressors and
heat exchangers are of similar costs, an important measure of the viability of adiabatic main
stage compression is whether the thermal energy storage (TES) required by an adiabatic
compressor is cost-competitive with the high-pressure energy bag system. Given that the
costs calculations for the energy bags in Section 2.4 only include material costs, the same
will be applied to the TES.

4. System Analysis

4.1. Simulation Data and Assumptions

Simulations of the Wi-DACIS system have been run for both the isothermal and adia-
batic main-stage compressor configurations. These will provide insight into the relationship
between various Wi-DACIS parameters, as well as providing a reasonable minimum size
for the energy store and some sense of the profitability of such a system.

Wind speed data for 2015 were obtained from the UK Met Office Integrated Data
Archive System (MIDAS) [30]. This took the form of sea-level wind speed data, which were
converted to wind speed at turbine-height with:

u(z) =
u∗
κ

[
ln
(

z
z0

)]
, (13)

where u(z) is the wind speed at altitude z, u* is the friction velocity, κ is the Von Kármán
constant (~0.4) and z0 is the roughness length (~0.0002 m for open sea) [31,32].
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Hourly data from 12 locations were used (Figure 6). These sites were chosen due
to the availability of sufficient wind speed data over the given period. Several of these
sites would not necessarily be suitable for a Wi-DACIS system, due to their location on
the continental shelf implying relatively shallow water. However, the data at these sites
are sufficiently representative of generic offshore wind data to be suitable in the analysis.
Figure 6 includes the approximate outline of the continental shelf, showing the closeness of
the sites to relatively deep water. Figure 7 shows the worldwide water depth map. It is
clear that a depth of 2000 m is closely accessible for much of the world’s coastline.

Figure 6. Map of the 12 wind data point locations. Letters used to differentiate between sites. Adapted
from [33] (Map Data: ©2022 Google, GeoBasis-DE/BKG ©2009).

Figure 7. Map of worldwide water depth. Adapted from [34].

The wind speed data were converted to energy generation data using the real power
curve of the reference turbine, shown in Figure 8 [23]. The energy generation data could
then be used in the simulation to calculate the energy flow in the system via air volumetric
flow rates.
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Figure 8. Power curve for reference wind turbine. Adapted from [23].

UK day-ahead electricity price data over the same 2015 time period were taken
from [35]. It is assumed that the system operates with a merchant contract, using the
hourly day-ahead electricity prices as a basis for decision-making. This is in contrast
to many UK wind farms, which operate on the Contracts for Difference (CfD) scheme,
wherein a single price is agreed upon per unit of electricity supplied to the grid, regardless
of instantaneous electricity value. The revenue of a conventional wind turbine on the CfD
scheme will also be considered for the sake of comparison.

The simulation assumes that the Wi-DACIS wind-driven compressor is capable of
performing at part-load to the same extent as the conventional reference turbine. Optimal
part-load performance would be made possible with a compressor design similar to the
one described in [6], which allows individual compression cylinders to be deactivated via
automated active valve control. It is expected that these operations could be performed at
much shorter timescales than is required for the turbine blades to adjust pitch, meaning
that overall part-load performance should not be affected.

The grid-powered isothermal compressor is assumed to be of sufficient power to
provide the necessary volumetric flowrate to the main stage compressor at its nameplate
capacity. It is also assumed to have no variation in efficiency at partial load.

In order to gain some measure of the cost of each iteration, unit costs were applied to
each element of the system. Reasonable values for a, b and c from Equation (9) were found
that satisfied the condition of a single optimum at D ≈ 20 m and gave a cost of roughly
50 £/m3, indicated by [26]. The total energy bag storage was calculated as multiples of
these optimal bags, with an additional smaller bag (if necessary) at a less optimal cost. It is
assumed that each energy bag can store a parcel of air for as long as is required between
the charging and discharging cycles. This is a reasonable assumption given the store sizes
considered (<200 h).

4.2. Methodology

The initial inputs for the simulation can be split into system parameters and unit costs.
The system parameters tested in the simulation are presented in Table 2.
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Table 2. System parameters for Wi-DACIS simulations.

Name of Parameter Parameter Value(s) Units

Main compressor swept volume Vswept ~5–15 m3/rev

Maximum pressure p2 200 bar

High-pressure store size - 1–200 hours

For each combination of store capacity and swept volume, the system powers, inlet
and outlet volumetric flowrates, pressure ratios and energy bag sizes were calculated, both
for the isothermal and adiabatic configurations. The initial state of charge (SoC) assumed
for the store was 50% of the maximum charge. Operation over the year time period was
then simulated for each system and at each site.

The simulation was performed assuming perfect knowledge of a year of day-ahead
electricity prices and wind availability. A modified version of the price-matching algorithm
found in [36] was used to find the optimal store and compressor power usage at each hour
time interval.

The income (revenue) was calculated as a summation of the hour-wise multiplication
of instantaneous electricity price and instantaneous expander power. Similarly, the expen-
diture was calculated as a summation of the hour-wise multiplication of instantaneous
electricity price and the instantaneous power of the first-stage, grid-powered compressor.

For the configuration where the wind-driven stage is adiabatic, the required capacity
of the thermal energy store was calculated using the work done by the adiabatic compressor
from Equation (2), and the temperature was found by:

Tstore = Tre f r2
χ, (14)

where Tref is the ambient temperature of the air. In a packed gravel bed TES, using a
thermal medium (quartzite) with a specific heat capacity of 850 J/kg·K, the required mass
was found:

mquartzite =
WHeat

850·
(

Tstore − Tre f

) . (15)

The thermal medium was given a material cost of 0.1 GBP/kg [37]. A mass overrating
factor of 2 was then applied.

An estimate of the steel required for the thermal store was obtained using a random
sphere packing density ~0.64, quartzite and steel densities of 2700 kg/m3 and 8000 kg/m3,
respectively, and assuming a TES store with a height to diameter aspect ratio of 2 and
20 mm thick walls (considered to be very conservative):

Vstore =
mquartz

0.64 × 2700
, (16)

msteel ≈ 0.646
(
mquartz

)2/3. (17)

The cost of worked steel for wind turbines is in the order of 2 GBP/kg, based on asser-
tions made by Henrik Stiesdal on several occasions, including at Floating Offshore Wind UK
(30 October 2018) and the EWEA Floating Wind Power Debate (18 November 2015). Steel
was therefore costed at 2 GBP/kg. The capital costs per unit power for the compressors
and expanders were chosen partly from values in [2,13,38–40] and partly on the idea that a
conventional wind turbine costs ~1 GBP/W and replacing the expensive gearbox element
with an expensive compressor element will not change that value too significantly. These
costs are summarised in Table 3. It should be noted that the cost (GBP/kW) for compressor
and expander machinery is dependent on several factors, including its rated power—larger
machines generally cost less per unit power [39–41]. In order to take advantage of the
scalability in the Wi-DACIS system, it is likely that several turbines would be fed by a single
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grid-powered compressor and would feed into a single expander. Although a single turbine
has been simulated, this scalability has been accounted for in the capital costs chosen.

Table 3. Per-unit power capital costs for the compressor/expander machinery. Based on values
in [2,13,38–40].

Machine Cost Range (Nominal Value) (GBP/kW)

COMG 200–400 (300)

COMW 800–1200 (1000)

EXP 300–700 (500)

To reasonably account for losses in the system, the efficiencies shown in Table 4 were
applied in the simulation. As with cost, the efficiency of machinery can be affected by its
rated power [42,43]. The large scale of the machines used in Wi-DACIS means that the
upper range of efficiencies is certainly accessible.

Table 4. Efficiencies of the system machinery used. Based on values in [44–48].

Machine Efficiency Range, η (Nominal Value)

COMG 0.8–1.0 (0.9)

COMW 1 *

EXP 0.8–1.0 (0.9)

HPEB 0.98
* The efficiency value of the main stage compressor is given as 1 because it is a relative efficiency, which will
be used to compare with alternative wind + storage systems in Section 4.5. The result of applying the COMG
efficiency is that the pure transmission efficiency of the Wi-DACIS system will be 90% of the transmission efficiency
of a conventional turbine.

The range of cost and efficiency values shown were used in data validation testing,
whereas the nominal values were used in the main simulation.

The efficiency losses in the grid-powered compressor and the expander were accounted
for by increasing the expenditure and decreasing the income by a factor of η, while keeping
the actual exergy absorbed/sold the same.

Efficiency losses in the energy bags are expected to be extremely small. In this paper,
a representative value of 0.98 was chosen. This was applied by increasing the cost of the
stores by this factor.

The outputs of the simulations were: instantaneous compressor and expander powers
over time, state of charge for the store over time, capital costs, revenue and expenditure (the
difference of which is the profit), a one-year return on investment and potentially limiting
parameters such as TES temperature and ratio of PG/PW.

4.3. Results and Discussion

Each of the 12 sites used in the simulation exhibited the same behaviours, although
the exact values were slightly different due to local wind data. The averaged results of the
12 sites are used in the following figures. Maximum and minimum values given in the text
cover all 12 sites.

The primary effect of increasing the inlet swept volume is that the main stage compres-
sor, COMW, becomes a larger proportion of the total system power; alternatively, COMG
becomes a smaller proportion. This is caused by the increased ratio r2/r1, seen in Figure 9.
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Figure 9. The relationship between the relative power of the main-stage and first-stage compressors
and the intake swept volume, in the form of pressure ratio r2/r1.

Increasing the proportional power of COMW in this way serves to significantly im-
prove the yearly profit (income minus expenditure) of the system, in all iterations. This can
be seen in Figure 10, which highlights the improvement of the system with increased Vswept
(and reduced proportional power of COMG).

Figure 10. Cont.
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Figure 10. Income, expenditure and profit for representative isothermal (above) and adiabatic (below)
systems with 200 h of storage. Also shown on the upper x-axes is the proportional power of COMG
compared with COMW. Decreasing this ratio improves financial performance.

While the income of the system is reduced by increasing Vswept—a function of the
total system power reducing as the proportional power of COMW, which is set at 8 MW,
increases—the expenditure of the system decreases more quickly, resulting in greater profit.
The expenditure is further reduced in the adiabatic case compared with the isothermal case,
due to the further increase in the ratio between COMW and COMG powers, a result of the
work of Equations (1) and (2).

Due to the effect the swept volume has on the system powers and pressure (and
therefore costs), it is useful to show a breakdown of the cost elements with changing Vswept
for both the isothermal and adiabatic cases. Figure 11 shows a breakdown of the cost
elements for a system with 200 h of storage. Figure 12 normalises these costs by the power
of the system at each value of Vswept.

For the adiabatic case, the reduction in the cost of the thermal energy store with
increasing Vswept is due to the increasing pressure ratio of COMW. This results in a higher
outlet air temperature; the thermal mass is therefore used more effectively. Likewise, the
reduction in the cost of the air store is due to a larger proportion of the exergy being stored
as heat, as Vswept increases.

Given that system capital costs are reduced and profits increased with increased Vswept,
it is clear that the one-year return on investment (ROI) is significantly affected by increasing
the inlet swept volume of the system. This can be seen in Figure 13, using a system with
200 h of storage for demonstration.
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Figure 11. Breakdown of capital costs for an isothermal (above) and adiabatic (below) system with
200 h of storage.
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Figure 12. Breakdown of capital costs shown in Figure 10, normalised by the total discharge power
of the system. Isothermal (above) and adiabatic (below) configurations shown.
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Figure 13. The relationship between one-year return on investment and inlet swept volume for a
representative system with 200 h of storage.

It is therefore desirable for the profitability of the Wi-DACIS system to maximise Vswept
to its upper practical limit.

It is important to determine whether there is an optimal energy storage capacity for the
system. Figure 14 shows the ROI of a system with a constant swept volume and changing
store size, from 1 to 200 h.

Figure 14. The relationship between one-year return on investment and storage capacity for a system
with the maximum allowable inlet swept volume.
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In fact, a maximum ROI for the system is reached in all cases. At the highest value of
Vswept (shown in Figure 14), this occurs at ~20 h for the isothermal case and ~15 h for the
adiabatic case. Before this point, there is very little value provided by the stores, despite the
increased cost of the system compared with a conventional turbine (through the addition
of the first-stage compressor and the expander). After this maximum, the increased value
offered by the store does not make up for the climbing costs of such a system at present.
This is summarised in Figures 15 and 16.

Figure 15. The relationship between profit and storage capacity for a representative system with the
maximum allowable inlet swept volume.

Figure 16. The relationship between total system cost and storage capacity for a representative system
with the maximum allowable inlet swept volume.
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For the isothermal case, the maximum ROI at each site ranged from 6.4% to 9.8%.
For the adiabatic case, the maximum ROI ranged from 8.1% to 13.0%. At all sites, this
maximum occurred at the highest value of swept volume, with the optimal store size
varying only slightly.

The lowest ROI values (between 0.8% and 1% for the isothermal case and between
1.8% and 2.4% for the adiabatic case) are found when the swept volume is at its lowest
and the storage capacity is close to zero, due to the high system costs and minimal benefit
provided by the store.

In the adiabatic case, at higher values of swept volume, the air reaches temperatures
nearing the limits of sensible heat storage capabilities (~900 K). This could be accounted for
with multi-stage adiabatic compression utilising inter-stage cooling.

Using the method and values described in this paper, it seems likely that an adiabatic
wind-driven compressor is significantly financially favourable over an isothermal one for
the Wi-DACIS system. It is advantageous to design the system such that the wind-driven
compressor performs the majority of the total work, achieved by designing for maximum
swept volume and adiabatic operation. The existence of an optimal store size in each case
is also of interest, as it creates a clear system design goal for store size—something that is
not seen to be the case for standalone storage in Section 4.5.

4.4. Validation

In addition to the real wind and electricity price data used in this paper, and the
nominal costs and efficiencies based on prior literature, data validation was performed
in the form of a Monte Carlo simulation. The ranges of cost and efficiency shown in
Tables 3 and 4 were used to create triangular probability distributions for each parameter.
For each iteration of the Wi-DACIS system (characterised by the values of Vswept and store
size), random weighted samplings of these distributions were created, and the cost, income,
expenditure, profit and ROI values of that iteration were adjusted accordingly. With
105 runs in each iteration, a normal distribution was then fit to the result, and the coefficient
of variation (that is, the standard deviation normalised by the mean and presented as a
percentage) of the ROI was found, as shown in Figure 17.

The coefficient of variation is considerably higher at low values of Vswept. At its highest,
it reaches 141% in the isothermal case and 51% in the adiabatic case. This is due to the low
mean ROI values and higher proportional power of COMG at the minimum swept volume.
For some values of cost and efficiency, the ROI at these low Vswept iterations can be negative,
a result of the losses in the system outweighing the benefits of absorbing and storing the
electricity. Clearly a system with such parameters would not be economically viable.

However, at middling and higher values of Vswept, the coefficient of variation quickly
becomes tolerable, plateauing at around 10–15% for the isothermal case and 7–10% for the
adiabatic case. As with the effects of Vswept on the variability, the isothermal case is more
variable due to the larger proportional power of COMG, resulting in lower profit margins
and more chance for an expensive compressor to impact the ROI of the system.

Given that the iterations that have been shown to be more favourable are those with
higher values of Vswept, the variability calculated due to possible variations in the input
parameters is considered to be acceptable.

4.5. Comparison with Other Systems

Comparing the ROI and capital costs of the Wi-DACIS system with alternative wind–
storage options is useful in determining whether the system described here has a potential
place in the energy grid.

A conventional 8 MW wind turbine (capital cost ~£8 M) on the CfD scheme with a
strike price of 40 GBP/MWh has a maximum ROI of 22% using the same wind and price
data. Approximately the same maximum ROI was found for a free-market wind turbine
over the same time period. The difference in the ROI between these turbines and the
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Wi-DACIS system supports the generally held belief that it is much more expensive to store
a unit of energy than it is to generate it.

Figure 17. Results of data validation for isothermal (above) and adiabatic (below) systems, presented
as the coefficient of variation of the ROI for each iteration.

However, given the necessity for large-scale storage in future energy grids, regardless
of its relative profitability, it is useful to compare like-for-like. Therefore, two other wind–
storage systems have been simulated, using the same initial logic: a wind turbine with
co-located Li-ion battery storage, and a wind turbine connected to both a compressed air
energy store (CAES) and the grid.

The efficiencies and costs assumed for these systems are summarised in Table 5.

368



Energies 2022, 15, 2142

Table 5. Efficiencies and costs of the other wind–storage systems. Costs estimated from [49,50].

Name of Parameter Li-Ion Store
CAES
Store

Units

Efficiency 0.9 0.65 -

Cost (capacity) 150 20 £/kWh

Scale (capacity) 8–1600 8–1600 MWh

Cost (power) 1500 300 £/kW

The efficiencies were applied in a similar approach as the Wi-DACIS simulation.
During costing, the store was considered larger by a factor

√
η (to apply the same efficiency

loss to the beginning and the end of the process), and during revenue calculations, income
was reduced by the same factor.

The wind turbine was considered to be acting on the free market in both cases, and
the same algorithm (based on [36]) was used to decide whether to sell or store energy,
where possible. The power costs provided in Table 5 are the total costs for charging and
discharging power. As with the Wi-DACIS system, the storage capacity was calculated in
hours, from 1 to 200. Figure 18 shows the representative ROI curves for the two systems.

Figure 18. The relationship between one-year return on investment and storage capacity for the
Li-ion and CAES simulations.

For a set storage capacity, the Li-ion system achieves higher revenue in all cases (due,
obviously, to the only simulated difference in the income of the two systems being their
efficiencies). However, the CAES system achieves significantly higher ROI values. The
maximum ROI values for CAES were between 9.7% and 14.3% and were between 4.9%
and 8.4% for Li-ion. These all occur during the lowest possible store size. Comparing
Figures 14 and 18, it appears as though the Wi-DACIS system is extremely competitive
with alternative storage systems, especially at higher storage capacities. Section 4.6 dis-
cusses an interesting quirk of Wi-DACIS that may give it further viability, from a whole
grid perspective.

4.6. Capture Value

The capture value (CV) of a wind turbine is a measure of how effectively the turbine
can achieve the average electricity value over a given time period. Wind power generally
has a negative correlation with electricity price—during times of high wind, the wind
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fleet of a grid is generating more electricity, increasing supply, and thereby reducing the
electricity price. Capture value is calculated as:

CV =
∑n

i=1 outputi × pricei

price × ∑n
i=1 outputi

, (18)

where output and price are the wind electricity output and electricity price at time i, and
price is the average electricity price over the time period [51].

The average capture values are expected to decrease in the future, due to significantly
increased wind generation capacity. This is a concern for wind farm operators, due to the
uncertainty it creates [51,52]. Less certainty in wind farm output may result in reduced
investment in wind farms in the future.

Any system that stores exergy prior to sending electricity to the grid has the potential
to lessen the negative impact of this capture value, both for itself (by only selling during
times of high electricity price) and for the whole grid (by reducing the wind supply during
times of high wind). Wi-DACIS is an example of such a system, but so is any co-located
wind–storage system. What sets Wi-DACIS apart is that it also draws electricity from
the grid when the wind turbine is working, via its grid-powered compressor. Because
the instantaneous power of this compressor is directly proportional to the instantaneous
wind resource, Wi-DACIS would serve to draw electricity mainly at times of high wind.
When this coincides with times of low electricity value (which will occur increasingly
more frequently), Wi-DACIS will store this energy. Through this mechanism, Wi-DACIS
further lessens the capture value problem. This improved capture value could reduce
uncertainty in future wind farm investments. However, any system intending to make
a significant impact on the capture value of a whole grid would need to account for a
significant proportion of the wind generation capacity of that grid.

5. Summary

The wind-driven GIES system described in this paper has the potential to offer signifi-
cant generation flexibility to wind power generation. Further costing work must be done
before the economic case is fully made. By including some electrically driven compression
prior to supplying air to the wind-driven compressor, a solution is found to the problem
that large intake swept volumes would otherwise be needed. This allows direct drive
machinery to replace the expensive gearbox system in a conventional turbine.

The use of underwater compressed air energy storage in the form of flexible energy
bags has natural synergy with floating offshore wind turbines, which may be situated over
extremely deep water. It has been shown in a previous paper that these energy bags have
an optimum diameter, which was suggested to be approximately 20 m. Any energy store
utilising these bags should therefore employ multiple optimally sized bags.

For multiple configurations of the system, simulations were run for both an adiabatic
and an isothermal wind-driven compressor. For a set wind turbine and upper pressure, as
the allowable volumetric swept intake of the main stage compressor increases:

• The pressure ratio of the grid-powered compressor reduces and the pressure ratio of
the wind-driven compressor increases;

• The power ratio between the wind-driven and grid-powered compressors increases; and
• The one-year return on investment of the system increases.

It is therefore desirable to accommodate the maximum possible swept volume.
It was also found that the adiabatic main stage compressor achieved higher ROI values

than the isothermal configuration. This is partly due to the relatively cheap thermal energy
storage used in the adiabatic case. The adiabatic case also results in a more favourable ratio
of wind-driven to grid-powered compressor powers, resulting in a configuration closer to
a pure generation-integrated energy storage system.

There is an optimum value of store size for ROI with the Wi-DACIS system, which is
generally between 10 and 20 h of rated output. With proper design and sizing, ROI values
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in the region of 10–15% are certainly possible. A Monte Carlo simulation validated the
assumed costs of the system by showing low variability (in the order of 10%) at higher
values of Vswept, where these ROI values were found.

With the wind data used in this paper, a conventional wind turbine achieves higher
ROI values than the Wi-DACIS system. However, under the same assumptions, the other
wind–storage systems simulated also achieved lower ROI values than the conventional
turbine, and the optimum values for these systems were found at the minimum storage
capacity, which most closely resembles a standalone wind turbine. The Wi-DACIS system
performed as well as or better than the alternative storage solutions, especially at higher
storage capacities.

The addition of a medium-pressure store may serve to add flexibility to the system,
reducing the expenditure by allowing Wi-DACIS to draw energy from the grid at times of
lower electricity value. This additional store should be analysed in future work.

Further analysis should also be performed on the relative costs of the system elements,
as these will dictate proper sizing. The effect that the power ratio between the two compres-
sors has on the overall efficiency of the system is of interest, as an iteration that is closer to
standalone storage than GIES may result in a less efficient system. The benefit of overrating
of the expander, allowing for quicker discharge of the high-pressure store, should also
be investigated.

In this paper, the efficiency of the wind-driven compressor was given in relative terms,
with the assumption being that it would be as efficient as a traditional wind turbine trans-
mission system. This should be verified as the development of the adiabatic compressor
in [6] continues.

With a sufficient grid presence, Wi-DACIS may also act as a capture value balancer,
due to its dual mechanisms of storing energy during times of low electricity price (which
will increasingly frequently occur during times of high wind) and drawing electricity
from the grid during times of high wind availability, thereby increasing demand. With a
significant market share of the wind generation capacity of a grid, Wi-DACIS could greatly
reduce the uncertainty surrounding capture value in wind farms. Further work should
be done to determine the value of the Wi-DACIS and similar wind-driven systems in an
expected future energy network, as the negative correlation between electricity price and
wind availability becomes more pronounced in the coming years. This negative correlation
may heavily impact conventional wind farms that lack co-located energy storage, at which
point systems such as Wi-DACIS may have an extremely promising economic case.
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Nomenclature
C cost [GBP]
D diameter [m]
E energy [J]
f frequency [1/s]
F force [N]
L length [m]
m mass [kg]
p pressure [bar]
P power [W]
r ratio of pressures
T temperature [K]
u (wind) speed [m/s]
V volume [m3]
W work [J]
z altitude [m]
γ ratio of specific heats
η efficiency
κ Von Kármán constant
ω rotational speed [rad/s]
Subscripts and Superscripts

0 roughness length
1 inlet stage 1 (pressure, volume)
2 outlet stage 1/inlet stage 2 (pressure, volume)
3 outlet stage 2 (pressure, volume)
ADIA adiabatic
G grid (pressure ratio)
Heat heat (energy)
ISO isothermal
opt optimal (volume)
quartz quartz (mass)
ref reference (temperature)
steel steel (mass)
store thermal store (temperature, volume)
swept swept (volume) per rev
T tension (force)
TIP wind turbine blade tip (speed)
turbine turbine (power)
W wind (pressure ratio)
* friction velocity
Abbreviations

AB anchoring ballast
A-CAES adiabatic compressed air energy storage
CAES compressed air energy storage
CfD contracts for difference
COMG compressor (grid-driven)
COMW compressor (wind-driven)
CV capture value
D-CAES diabatic compressed air energy storage
EXP expander
GIES generation-integrated energy storage
HPEB high-pressure energy bag
HXU heat exchanger unit
I-CAES isothermal compressed air energy storage
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MIDAS Met Office Integrated Data Archive System
ROI return on investment
SoC state of charge
SU canvas surface
TC tension cables
TES thermal energy storage
TSR tip-speed ratio
UWCAES underwater compressed air energy storage
Wi-DACIS wind-driven air compression and isobaric storage
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Abstract: Grid-scale electrical energy storage (EES) is a key component in cost-effective transition
scenarios to renewable energy sources. The requirement of scalability favors EES approaches such as
pumped-storage hydroelectricity (PSH) or compressed-air energy storage (CAES), which utilize the
cheap and abundant storage materials water and air, respectively. To overcome the site restriction
and low volumetric energy densities attributed to PSH and CAES, liquid-air energy storage (LAES)
has been devised; however, it suffers from a rather small round-trip efficiency (RTE) and challenging
storage conditions. Aiming to overcome these drawbacks, a novel system for EES is developed
using solidified air (i.e., clathrate hydrate of air) as the storable phase of air. A reference plant for
solidified-air energy storage (SAES) is conceptualized and modeled thermodynamically using the
software CoolProp for water and air as well as empirical data and first-order approximations for the
solidified air (SA). The reference plant exhibits a RTE of 52% and a volumetric storage density of
47 kWh per m3 of SA. While this energy density relates to only one half of that in LAES plants, the
modeled RTE of SAES is comparable already. Since improved thermal management and the use of
thermodynamic promoters can further increase the RTEs in SAES, the technical potential of SAES
is in place already. Yet, for a successful implementation of the concept—in addition to economic
aspects—questions regarding the stability of SA must be first clarified and challenges related to the
processing of SA resolved.

Keywords: electrical energy storage; thermal energy storage; air energy storage; air clathrate hydrate

1. Introduction

With the increasing expansion of renewable energy sources for power generation,
the integration of their volatile production capacity into the electrical grid infrastructure
is becoming an ever greater challenge. To address this challenge, a variety of flexibility
measures and electrical energy storage (EES) have been discussed in the literature. See,
e.g., the review of Zehrran et al. [1], the discussions about storage demands by Sterner
and Stadler [2], as well as recent simulation results from Child et al. [3] and Schill et al. [4].
In general, for low-to-medium (up to 70%) penetration of renewable energy into the
electricity supply mix, flexibility measures such as demand-side management and flexible
power plants appear most cost effective. However, in a 100% renewable energy system,
EES with storage periods of some hours up to a day play a major role.

In this respect, a plethora of solutions for EES have been developed, deployed, or are
at the demonstration stage (see the reviews by Chen et al. [5], Gür [6], and Hameer and
van Niekerk [7]). All of them aim to meet one or more of the following requirements:
high (volumetric) storage density, low storage losses, fast charge and discharge rates,
cheap to build, cheap to operate, and cheap to scale. While there are a few solutions
that can meet several of these requirements, none of them perform well in all of these
aspects. The requirement of scalability is particularly hard to meet, as it demands the
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utilization of materials which are both cheap and sufficiently abundant on Earth. Next
to an increasing number of materials which are discussed as solutions, particularly for
thermo- and electrochemical energy storage systems (see the comprehensive review by
Gür [6]), these two criteria are also prominently met by (1) water and (2) air.

(1) Water is predominantly used as an easy-to-transport carrier of potential energy in
pumped-storage hydroelectricity (PSH) plants which exhibit superior cost-effectiveness
and the highest round-trip efficiency (RTE), between roughly 70% and 80% [8]. As the
technology for PSH is now over a hundred years old, mature, and well-tested, PSH provides
the largest capacity for grid-scale energy storage to date [8]. However, the expansion of PSH
capacity is becoming ever more challenging as the number of sites which are technically
and economically feasible for PSH is reducing, as Rehman et al. [8], Kucukali et al. [9], and
Lu et al. [10] report independently.

(2) Air, on the other hand, is a ubiquitous gas which serves as the storage medium
for internal energy in compressed air energy storage (CAES) systems (see the reviews by
Budt et al. [11] and Chen et al. [12]). Excess electricity is used to compress the air and raise
its internal energy which can be converted back to electricity by expanding the air in a gas
turbine. Due to the low volumetric energy density of CAES (0.5 kWh to 25 kWh per m3 of
compressed air storage [11]), storage is done most cost-effectively underground in large
salt caverns. This implies that here, too, suitable geological structures are required for large
scale EES, hence limiting the deployment of the technology to a small number of sites, such
as the Huntdorf and the McIntosh plant, both described in detail by Budt et al. [11] and
Chen et al. [12].

One way to get around the geographic dependence while still benefiting from the
advantages of the ubiquity of air is liquid-air energy storage (LAES), a cryogenic energy
storage (CES) technology, which has recently been implemented for the first time in a
pilot-scale demonstration plant [13]. The idea is to simply liquefy the air and store it in the
liquid instead of the compressed state. The 600 volumes of air at standard temperature and
pressure (STP) which are contained within one volume of liquid can eventually be used
to drive a gas turbine when the liquid is evaporated using low temperature heat. As the
liquid air can be readily stored in well-insulated cryogenic containers which minimize the
boil-off losses, LAES is free from geological constraints. Moreover, almost all processes and
components in an LAES plant are well-known from cryotechnology (e.g., the liquefaction of
air), making the design and operation of the plant calculable and low-risk for the operators.
Yet, the liquefaction of air is a heat-intensive process which results in only mediocre
RTEs of less than about 50%, even when the heat is stored and recycled. This follows
from independent thermodynamic analyses of idealized and simplified plants [13–16]. In
practice, though, RTEs can also be significantly lower. For instance, Ameel et al. [14] and
Borri et al. [17] report RTEs of only 20% and 10%, respectively. This is in part because of the
extremely low temperature of the liquid air (<77 K) which makes the storage and recovery
of cold energy prone to large losses, particularly for extended periods of storage (e.g., many
hours to several days).

To overcome the drawbacks of site restrictions and low round-trip efficiencies at-
tributed to CAES and LAES, respectively, this work introduces a novel concept for the
large-scale storage of electrical energy using solidified air as the storage medium. Solidified
air, i.e., the clathrate hydrate of air, or air hydrate for short (see Koh et al. [18] for a general
overview on clathrate hydrates and Miller [19], Pauer et al. [20], and Shoji et al. [21] for
details on naturally occurring air hydrate), is an inclusion compound of water and air in
which around 170 volumes of air at STP can be stored in one volume of the solid. This
makes up a molecular storage tank for compressed air with an achievable air-based volu-
metric storage density of about one-quarter that of LAES systems. While the utilization of
hydrogen-bonded water cavities as the high-pressure containment for air allows for cheap
and scalable storage, the disadvantage of a slightly lower storage density could be set off
by milder storage conditions. Together this could yield a CES system which alleviates the
heat storage-loss problem of LAES but retains and extends its advantages.
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Although clathrate hydrates of natural gas, also termed solidified natural gas (SNG) by
Linga and coworkers [22–24], are widely discussed as alternative solutions for the storage
of chemical energy in the form of natural gas, the usage of air hydrates or solidified air
(here used in analogy to SNG) in a CES system has not been considered so far. Based on
equilibrium thermodynamics and a well justified assumption, the utilization of solidified
air (SA) for EES seems feasible on first thought. Yet, due to the complexity of the phase
diagram and a few unknowns with respect to the kinetics and thermodynamics of SA,
careful evaluation of the new approach to CES is needed.

Therefore, in this paper, the concept for a SAES system is laid out for the first time,
examined, and compared with the state of the art of LAES using a thermodynamic analysis.
While the main goal of our analysis is to clarify whether the concept of SAES is technically
feasible at all, it is additionally used to provide an initial recommendation as to whether the
concept is worth developing further and—if so—where future research must be directed at.

2. Conception

The principle idea behind SAES is to use excess electricity, water, and air, to form SA
and store it in heaps or skips on or in ground, respectively. In periods of high electricity
demand, the SA is dissociated to recover the water and air, which, similar to LAES, is used
to drive a turbine and generate electricity.

The term SA refers to air hydrate [19], an inclusion compound in which the molecules
of the air (predominantly N2 and O2) occupy cavities formed by a hydrogen-bonded
network of water molecules (see Figure 1a for an illustration). The composition of SA
is nonstoiciometric, i.e., not all cavities of the structure need to be occupied. However,
the maximum occupancy is 5.75 mol of water per mole of air. That relates to approximately
170 volumes of air at STP per volume of hydrate, which is about one-quarter the air storage
capacity of liquefied air (600 vol/vol), but relates to approximately 17 MPa, a pressure
much larger than that applied in CAES (typically <10 MPa [11,12]).

Figure 1. (a) Artistic illustration of the molecular structure of SA, i.e., air hydrate. The large grey balls
denote air molecules (N2 and O2), the red balls denote the oxygen atoms of water molecules which
form a hydrogen-bonded network of cavities around the air molecules. (b) Hydrate–liquid–vapor
equilibrium data for pure air hydrate (data from Mohammadi et al. [25]) and for hydrates of air with
the growth-promoting substances Tetrahydrofuran (THF), Cyclopentane (CP), Tetrabutylammonium
bromide (TBAB) (data from Yang et al. [26]). The solid grey lines fit the data and denote the phase
boundary above which the hydrate is thermodynamically stable (also see Lipenkov and Istomin [27]
and Mohammadi and Richon [28] for a discussion of the phase diagram).

Due to its water-rich composition, many of the SA’s properties, such as its appearance
or density (approx. 1 g/cm3 [29]), resemble those of ice. Likewise, the heat of their
dissociation is comparable to the heat of fusion of ice (334 kJ/kg [30]). While due to their
large heat of fusion, both ice and gas hydrates can be utilized for thermal energy storage
(see the reviews by Saito [31] for ice and Wang et al. [32] for gas hydrate thermal energy
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storage), gas hydrates can additionally be used to store electrical energy if their ability
to act as molecular storage vessel for gases is exploited. SA can be formed by bringing
together liquid water and air at conditions above the hydrate–liquid–vapor equilibrium
curve (the solid gray lines in Figure 1b), which means at moderately low temperatures but
high pressures. It can be dissociated by exposing it to conditions below that curve, that is,
by superheating or underpressurizing with respect to stability conditions. The equilibrium
curve and its variation with temperature is very important in the context of this paper,
because, by varying the temperature, the SA formation and dissociation pressure can be
modified drastically. For instance, one could form SA at low temperature/pressure and
dissociate it at higher temperature/pressure to minimize the work of compression while
maximizing that of turbine expansion. Furthermore, as shown in Figure 1b, the addition
of small amounts of stability-promoting substances such as THF, CP, and TBAB, can have
a dramatic effect on the equilibrium curve and thus on both formation and dissociation
conditions [26]. Although promoters and their effects must be addressed because of their
potential to improve the RTE of a future SAES plant, for ease of understanding, stability-
promoting substances are left out in our analysis of a very first reference case.

A key aspect of our concept for SAES is the storage of the synthesized SA at the
most cost-efficient conditions, i.e., preferably at ambient conditions. Yet, as can be seen
from the phase diagram in Figure 1b, SA is far from thermodynamic stability at ambient
conditions. Therefore, storage in the stable form is unsuitable for our purposes. However,
a kinetic anomaly termed “self-preservation” (SP) [33], which results in very low rates of
dissociation at conditions far outside the stability region, is likely to allow for a medium-
term (days to weeks) storage of SA at ambient pressure and temperatures just below 273 K
with minute amounts of “boil-off” losses. While SP has been reported numerous times
for hydrates of CH4 [34,35] and CO2 [36,37], little is known for hydrates of air, probably
because it seemed not relevant enough to this date. However, several reports [38–40] of SP
for O2 and N2—the major constituents of air—render the occurrence of SP in SA plausible.
In case SP in SA is similarly effective as in hydrates of CH4, SA could be stored at subzero
temperatures and ambient pressure for months with losses of only a few percent [41].
Additionally, due to the strongly endothermic transition, every dissociation of SA cools
down the environment. Therefore, when the stored SA is thermally well insulated, it does
not have to be actively cooled.

For the rest of this work we build on the assumption of pronounced SP with the full
knowledge that its refutation will render the whole concept purely theoretical. Even then,
though, this work can still be regarded a long-missing potential application needed to
stimulate research on SP in hydrates of air.

3. Materials and Methods

In this section, a theoretical process for SAES is outlined before a thermodynamic
model for the steady-state operation of a reference plant is developed. Besides, performance
parameters are defined to allow for comparisons with competing EES technologies.

3.1. Plant Description

The SAES plant is conceptualized in the process scheme in Figure 2.
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Figure 2. Simplified process scheme of a reference plant for SAES. Solid black lines denote pathways
for media transport. Dashed red lines are used to indicate heat transport. Short green arrows are
used to label energy flows. In the state labeling, consecutive numbers are used according to a “energy
charging → energy storage → energy discharging” order. Superscripts “a”, “w”, and “h” denote air,
water and hydrate (i.e., SA), respectively.

Similar to CAES and LAES, electrical energy is used to compress air (1a to 2a). However,
instead of storing the pressurized air directly, like in CAES, or liquefying the air, as in
LAES, SA is formed from the pressurized air and water (3 to 4). Before entering the reactor,
air and water are brought to formation conditions (1 to 3.2). After its formation in the
reactor, the SA is extracted and pelletized (as described by, e.g., Rehder et al. [42]) for ease
of transport. Note that this step is neither shown in the process scheme nor taken into
account in the calculation. Other options for SA processing, such as in a slurry or via “dry
water” [43], complicate the process scheme and are therefore not considered for now. The
pelletized SA is cooled below 0 ◦C and the pressure is released (4h to 6h). At this state, i.e.,
at ambient pressure and moderately below 0 ◦C, the SA reaches SP conditions and can be
stored in the SA storage. During discharge, the process is reversed. To this end, the SA is
first pressurized by a high-density solids pump, e.g., a single or two-cylinder piston pump
(6 to 7). The dissociation of the SA to air and water takes place in the dissociation reactor
(7 to 8). Eventually, the air is heated (8a to 9a) and expanded in a turbine (9a to 10a) to
recover electricity.

Both processes, the compression/expansion of air, as well as the formation/dissocia-
tion of SA, are heat intensive. Therefore, three thermal energy storage (TES) units are
integrated: a sensible heat storage, which is charged by the hot air after the compressor (2a

to 3.1a) and discharged by the cool air before the turbine (8a to 9a); a latent heat storage,
which is charged during the exothermic SA formation (3 to 4) and discharged during the
endothermic SA dissociation (7 to 8); and a water tank, to reuse the cold water exiting the
dissociation reactor (8w) in the next cycle. Water losses are compensated by mixing with
water at ambient conditions (1w to 2w). Where no heat integration is possible, refrigeration
machines and heat pumps are used. To account for minimum temperature difference
constraints as well as heat losses in the storage units, two refrigeration machines are
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integrated for air and water, to ensure the attainability of the formation conditions (3.1
to 3.2). Another refrigeration machine is used to cool the SA after formation (4 to 5) to
the storage temperature. A heat pump, integrated between the formation reactor and the
latent heat storage unit, is operated only in case the minimum temperature difference
constraint cannot be met for charging the latent heat storage unit. During discharge, no
further refrigeration machines or heat pumps are used. When the heat stored in the latent
heat storage unit is not sufficient to completely dissociate the SA, low-temperature ambient
heat can be used in addition. The sensible heat storage unit enables the reuse of the heat of
compression and determines the inlet temperature at the turbine.

In this very first analysis of SAES, one-stage compression and expansion are assumed
for the air. This leads to unrealistically high temperatures and compression rates. It is
believed, though, that this approach still allows for valuable insights into the SAES concept.
Clearly, upon further developing the idea, multistep compression and expansion have to
be considered.

3.2. Plant Modeling

A few simplifications had to be made in the thermodynamic modeling of the SA due
to lack of better data. While there are thermodynamic models and simulations available for
the prediction of the hydrate–liquid–vapor curve (see the compilation by Khan et al. [44]),
accurate predictions of enthalpy changes due to combinations of both phase transition
and change of state are still missing. Therefore, the specific enthalpy change Δhtr of
phase transition (formation and dissociation) is modeled using the available data of the
hydrate–liquid–vapor equilibrium (cf. Figure 1) and the Clapeyron equation

Δhtr = TΔv(dp/dT). (1)

The exact procedure is described in great detail by Anderson [45,46]. The change of enthalpy
caused by a change of state without phase transition can be described by

dh =

(
∂h
∂T

)
p
dT +

(
∂h
∂p

)
T

dp = cp dT +

[
v − T

(
∂v
∂T

)
p

]
dp. (2)

Both the variation of cp [29] as well as the thermal expansivity [47] are small over the
range of temperatures considered. Further, SA is nearly incompressible [48]. Consequently,
Equation (2) simplifies to

dh ≈ cp dT + v dp, (3)

where both cp = 2.1 kJ/kg/K [29] and v = 1.07 cm3/g [49] are assumed to be constant for
all conditions considered.

The modeling of air and water does not require such simplifications and is done
using the Python wrapper to the software CoolProp [50], an open-source database for
fluid and humid air properties. The discrepancy between the simplifications necessary
in the modeling of SA and the accurate modeling of water and air naturally results in
uncertainties with respect to both the thermodynamic states and the energy balances.
In view of other unknowns of much larger magnitude (e.g., the degree of SP, losses due to
technical challenges in the handling of SA, etc.) these can be neglected, though.

The modeling of the plant components is done using enthalpy balances according to
the parameters listed in Table 1.

Except for the storage units, heat losses are generally neglected. Compressors, pumps,
and turbines are described via the isentropic efficiencies ηcomp, ηpump, and ηturb, respec-
tively. For ease of comparison, the isentropic efficiencies are chosen in agreement with
those used for the modeling of an LAES plant [13]. The expansion valve is assumed to be
isenthalpic. The refrigeration machines and heat pumps are calculated with fixed coeffi-
cients of performance βrm and βhp, respectively. Heat exchangers are modeled isobarically
with fixed minimum temperature differences ΔTsensible and ΔTlatent for the sensible and the
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latent heat transfer, respectively. The heat losses of the sensible and the latent heat storage
are modeled using the storage efficiencies ηsensible and ηlatent. hlatent and csensible denote the
specific phase change enthalpy for the latent heat storage and the specific heat capacity for
the sensible heat storage, respectively. The storage efficiencies and volumetric capacities
are loosely calibrated to gravel beds for the sensible heat storage and to paraffin for the
latent heat storage (see ref. [2] for typical values). In general, a pronounced degree of SP for
the storage of SA is assumed, but some “boil-off” losses due to an intake of heat cannot be
avoided. These losses are modeled by the hydrate storage efficiency ηhs. The hydration
number efficiency ηhn allows deviations from the stoichiometric hydration number to be
accounted for and reduces the air storage capacity of the SA. The void fraction ηvs is used
to model the fraction of air-filled void space in the SA pellet with respect to its volume.

Table 1. Plant parameters of reference case.

Parameter Value Parameter Value Parameter Value

Tenv 298 K Tform 278 K Tdiss 274 K
Tstorage 273 K ΔTsensible 20 K ΔTlatent 2 K
penv 0.1 MPa pform 25.3 MPa pdiss 16.6 MPa
pstorage 0.1 MPa
ηcomp 0.85 ηpump 0.90 ηturb 0.85
ηhs 0.975 ηhn 1.0 ηvs 0.2
ηsensible 0.80 ηlatent 0.95 βa

rm 7
βw

rm 6 βh
rm 6 βlatent

hp 8
hlatent 154 MJ m−3 csensible 1.5 MJ m−3 K−1

In the simulations of SAES plant operation, all parameters listed in Table 1 can be
selected within physically acceptable ranges, while all other states are derived from the
enthalpy balances as described above. Typically, efficiencies are fixed before the start
of the simulation and the input parameters environment temperature Tenv, formation
temperature Tform, dissociation temperature Tdiss, and SA storage temperature Tstorage are
varied to find optimal conditions of operation.

3.3. Key Indicators

One of the most important indicators of an energy-storage system is the RTE. For the
SAES system, the RTE is calculated by

ηrt =
Wout

Win
=

Wa
turb − Wh

pump

Wa
comp + Ww

pump + Wa
rm + Ww

rm + Wh
rm + Wlatent

hp

. (4)

This relates the net electricity Wout, obtained upon discharging, to the electricity that had to
be used for charging.

Another important parameter for characterizing stationary EES systems is the vol-
umetric energy density which expresses the amount of energy stored per unit volume.
Considering only the air stored in the SA, the volumetric (solidified) air-based energy
density is given by

wa
v =

Wout

Vstorageh
. (5)

To account for the size of the TES system, which is a crucial part of any energy-storage
system in which a gas is compressed and expanded, the total energy density

wtot
v =

Wout

Vstorageh + Vsensiblea + Vlatenth + Vstoragew
(6)

is defined in addition.
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4. Results and Discussion

This section provides a thermodynamic analysis of the SAES reference plant, followed
by the determination of optimal operating conditions and a sensitivity analysis.

4.1. Thermodynamic Analysis

The SAES plant outlined above is modeled using the reference parameters provided
in Table 1. As the following analysis will show, these parameters optimize the RTE of the
reference plant. An overview of the corresponding states of air, water, and SA is provided
in Table 2 for all components of the plant. Key indicators are summarized and compared to
a LAES plant in Table 3.

While the RTEs are fairly similar, there is a significant difference in the energy densities.
That is mainly because of the more than three-fold density of air in the liquid state compared
to SA. The total energy density of LAES including TES has not yet been reported, though,
a similar reduction with respect to the air-based value seems reasonable. The big difference
between wa

v and wtot
v already indicates the importance of TES in the SAES plant. This

is highlighted even more by the following figures: To generate a net electricity Wout of
1.000 kWh, roughly 1.754 kWh and 2.205 kWh of heat have to be stored in the sensible and
latent heat storage unit, respectively. For comparison, the compressor (Wa

comp) and turbine
work (Wa

turb) are 1.729 kWh and 1.107 kWh , respectively.

Table 2. States for the reference case.

State 1 2 3.1 3.2 4 5 6 7 8 9 10

Ta/K 298 1474 314 278 - - - - 274 1243 468
pa/MPa 0.1 25.3 25.3 25.3 - - - - 16.6 16.6 0.1

Tw/K 298 278 278 278 - - - - 274 278 278
pw/MPa 0.1 0.1 25.3 25.3 - - - - 16.6 0.1 0.1

Th/K - - - - 278 261 273 273 - - -
ph/MPa - - - - 25.3 25.3 0.1 16.6 - - -

Table 3. Key indicators for the reference case of SAES and for LAES.

Indicator SAES LAES [15]

Round trip efficiency ηrt 52 % 54 %
Energy density wh

m 0.047 kWh kg−1 0.12 kWh kg−1

Air-based energy density wa
v 47 kWh m−3 104 kWh m−3

Total energy density wtot
v 19 kWh m−3 -

To better illustrate these relations, Figure 3 shows a detailed analysis of the works
during charging and discharging, again normalized to a net work output of 1.000 kWh.

While Wa
comp and Wa

turb dominate the picture, the works necessary for the compression
of water (Ww

pump) and SA (Wh
pump) stand out as well. As together they sum up to about 25%

of the net work output, potential improvements of the RTE are possible by either storing at
high pressures instead of the two expansions in the system or by using a water turbine in
the expansion process. The arrow in the storage stage termed “different losses” is used to
close the enthalpy balance. It combines all heat and storage losses, but also all other losses
associated with the various processes executed during charging.
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Figure 3. Sankey diagram to illustrate the relation between works (normalized to Wout) occurring in
the SAES reference case.

4.2. Optimum Operating Conditions

A further analysis of the SAES plant aims at exploring the RTE of the plant while
varying the main operational parameters. Figure 4a displays the RTE at different formation
and dissociation temperatures.

Figure 4. (a) Heat map of the RTE as a function of the formation and dissociation temperature. Bright
spots indicate a high efficiency, dark spots a low efficiency. (b) Sum of process works, normalized to a
net work output of 1.000 kWh, as a function of formation temperature. The dissociation temperature
is kept constant at 274 K. Note that Wa

rm and Ww
rm are negligible on the scale of the graph and omitted

for better readability.

The highest RTE is attained at the lowest possible dissociation temperature of 274 K
and a formation temperature of 278 K, i.e., conditions also used in the reference case. This
indicates that lower formation/dissociation temperatures and thus lower pressures are,
in general, favorable. The sudden increase in RTE along a diagonal step can be explained
with the help of Figure 4b. Therein, all energies to be expended are displayed as a function
of formation temperature while the dissociation temperature is kept constant at 274 K. This
can be interpreted as a line plot from the leftmost lower corner in Figure 4a to the top.
Following this line, the RTE jumps abruptly as soon as a formation temperature of 278 K is
reached. This is because at 278 K the latent heat pump (Wlatent

hp ) is no longer needed to ensure
heat flow from the formation to the dissociation reactor. Consequently, the expended energy
drops and the RTE increases. According to this observation, the dissociation pressure is best
kept below the formation pressure to obtain high RTE. This is in contrast to the naive idea
to use higher pressures at the turbine inlet than at the compressor outlet to both decrease
compressor work and increase turbine work for maximal efficiency, an idea that the authors
of this paper also initially fell for. According to the phase diagram in Figure 1, this would
imply a higher dissociation than formation temperature. When a latent heat pump is to be
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avoided for enhanced efficiency, this is only possible with an external heat supply for the
dissociation, an option not further followed in this paper.

4.3. Sensitivity Analysis

In addition to the effect of different temperatures, the sensitivity of the RTE to heat
storage and other parameters is investigated in Figure 5a,b, respectively.

Figure 5. Sensitivity of the RTE to (a) heat storage and (b) other parameters with respect to a deviation
from the reference case. The reference case (red cross) corresponds to the parameters of Table 1.

The parameters are varied by reducing/increasing them by fractions in the range of
−20 % to 20 % with respect to the reference case values of Table 1 (indicated by a red cross).
Note that to avoid unphysical values, some parameters do not extend over the full x-axis
range. For example, all efficiency parameter lines were plotted only up to an efficiency of
100 %. From Figure 5a it becomes apparent that an efficient sensible heat storage system
is crucial for the attainment of high RTE. As this holds in general for any storage system
which includes the compression and expansion of gases, this observation is to be expected.
Conversely, as can be seen from the influence of ΔTsensible, the heat transfer in the sensible
storage unit is of only minor importance. Similarly, ηlatent, the efficiency of latent heat
storage, exhibits hardly any effect on the RTE. That is because in the simulations, ambient
heat (at Tenv � Tdiss) is used to provide the missing heat of dissociation.

Regarding the performance parameters in Figure 5b, special attention has to be paid
to the insentropic turbine efficiency ηturb. Its reduction impairs the RTE significantly. Not
as dramatic as the effect of ηturb, but still important for an efficient plant operation, are
the parameters ηhn and ηhs. These imply the importance of the degree of SP as well as
of the air capacity of the SA structure. Remarkably, the slope of ηhs changes distinctly at
around −17 %. Naturally, a decrease in ηhs results in a decrease in RTE, because the mass
flow through the turbine decreases. At the same time, though, the sensible heat storage
can heat the air to a higher temperature resulting in a higher Wa

turb. Yet, beyond a certain
point (at around −17 % in Figure 5b), the temperature of the air cannot be increased any
further (even though the required amount of heat would be available) because at this point,
the minimum temperature difference ΔTsensible becomes the limiting factor. As the effect
of ηvs is negligible, the additional work because of the void space in and between the SA
pellets is of no particular interest. The influence of ηcomp, though minor, is more interesting
because its variation affects the RTE in two opposite directions. On the one hand, with a
poorer isentropic efficiency, more work is needed for compression. On the other hand,
a poorer efficiency also leads to more heat being released. This additional heat can be
used to heat the air to higher temperatures before expansion, which in turn results in a
larger turbine work. Ultimately, this can almost compensate the additional work needed
for compression. Yet, from a technical point of view, it is to be doubted if this additional
heat can be fully utilized. Hence, in a more realistic scenario, the influence of ηcomp on the
RTE will most likely be larger than here.
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5. Conclusions

Aiming for the development of a novel CES system which overcomes the drawbacks
of low RTE and extremely low temperatures in LAES, the most popular CES system to
date, a concept for EES in SA, i.e., the clathrate hydrate of air, has been developed and
thermodynamically analyzed. Here, the SA acts as a water-based molecular storage vessel
for compressed air, which, when released upon dissociation of the SA, drives a gas turbine.

Similar to LAES plants and due to the large heat of SA formation/dissociation and
the heat generated during compression, the storage and recovery of heat is crucial for
an efficient operation of an SAES plant. Assuming high rates of heat recovery but no
utilization of waste heat from external processes, an RTE of 52% is calculated. While this
reference case value is already comparable to the maximum RTE envisaged for mature
large-scale LAES plants [13], the achievable energy density (47 kWh per m3 of solidified
air) is only half of that of the LAES plants. This is mainly due to a more than three-fold
density of air in the liquid, when compared to that in SA.

Nevertheless, as the only components of SA are water and air, the concept of SAES
is very friendly to the environment. Moreover, as practically all water can be recycled,
water usage is negligible. Additionally, SAES offers some advantages which have the
potential to become decisive in a comparison between SAES and LAES. Due to the possible
reuse of the water, the addition of thermodynamic promoters is harmless but allows for
the careful design of operating conditions. This means that conditions can be adapted to
the environmental conditions at the site of the plant or to the conditions needed for the
integration of SAES in a larger process. Both options are likely to enable the achievement of
significantly higher RTE. Moreover, under the assumption of a pronounced degree of SP, the
SA can be readily stored in huge heaps or skips. Therefore, storage tanks are unnecessary
and capital expenditures can be reduced.

Though the concept for SAES is well substantiated, for now, the whole concept is
purely theoretical. Before proofing the concept in a pilot plant, several questions have to be
answered. With respect to the fundamentals, the phenomenon of SP in air hydrates has
to be investigated and thoroughly ascertained. The practical goal is to find a route of SA
processing which results in the most effective inhibition of SA dissociation at the conditions
of storage. Similarly, fast routes for SA formation and dissociation have to be established for
typical conditions in an SAES plant. With respect to process engineering, methods for the
efficient transport, compression, and expansion of SA have to be studied. These analyses
must include the options of processing in a slurry, in pellets, or in dry water hydrate. To
better represent a real SAES plant, future models will also need to include multistage
compression and expansion of the air, as well as more detailed heat transfer analyses.

In summary, SAES has the potential to compete with its closest competitor LAES, at
least in terms of RTEs. This follows from our thermodynamic analysis and potentially
milder storage conditions in the case of SAES, of course, given a pronounced degree
of SP can be established for hydrates of air. The option to optimize RTEs by adjusting
process parameters to the conditions at the plant’s site further adds to the appeal of the
concept. One particularly interesting option is the idea of combining subsea SAES with off-
shore wind power generation. There, water and air are abundant. Additionally, hydrostatic
pressure aids in compression and allows for storage at thermodynamically stable conditions.
Moreover, SA can be readily stored at the seafloor because the buoyancy of SA in water is
close to zero.

However, since at the moment the concept is purely theoretical, technical difficulties
associated with the processing and storage of SA are hard to foresee. Even if the assumption
of a pronounced degree of SP holds, it will be technically very challenging to implement
SAES on a large scale. In terms of economics, it will be similarly challenging to even compete
with LAES, which has yet to prove itself. Nevertheless, as engineering developments
favoring LAES will likely also favor SAES, it seems to early to ultimately decide on the
future of SAES. To enable the decision-making on solid grounds, at least the most pressing
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open question, namely, that regarding the existence of a pronounced degree of SP in air
hydrate, must be clarified first.

Author Contributions: Conceptualization, C.H., B.H. and S.A.; methodology, C.H., B.H., S.H.
and S.A.; software, S.H. and S.A.; validation, S.H., B.H. and S.A.; formal analysis, S.H. and S.A.;
investigation, S.A.; resources, S.A.; data curation, S.H.; writing—original draft preparation, S.H. and
S.A.; writing—review and editing, S.H., B.H. and S.A.; visualization, S.H. and S.A.; supervision,
S.A.; project administration, S.A. All authors have read and agreed to the published version of
the manuscript.

Funding: The funding from the illwerke vkw Endowed Professorship for Energy Efficiency as well as
the Open Access Funding by the Vorarlberg University of Applied Sciences are greatly acknowledged.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

CAES Compressed-air energy storage
CES Cryogenic energy storage
CP Cyclopentane
EES Electrical energy storage
LAES Liquid-air energy storage
PSH Pumped-storage hydroelectricity
RTE Round-trip efficiency
SA Solidified air
SAES Solidified-air energy storage
SNG Solidified natural gas
SP Self-preservation
STP Standard temperature and pressure
TBAB Tetrabutylammonium bromide
THF Tetrahydrofuran
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Abstract: As a part of the worldwide efforts to substantially reduce CO2 emissions, power-to-fuel
technologies offer a promising path to make the transport sector CO2-free, complementing the
electrification of vehicles. This study focused on the coupling of Fischer–Tropsch synthesis for the
production of synthetic diesel and kerosene with a high-temperature electrolysis unit. For this
purpose, a process model was set up consisting of several modules including a high-temperature
co-electrolyzer and a steam electrolyzer, both of which were based on solid oxide electrolysis cell
technology, Fischer–Tropsch synthesis, a hydrocracker, and a carrier steam distillation. The integration
of the fuel synthesis reduced the electrical energy demand of the co-electrolysis process by more
than 20%. The results from the process simulations indicated a power-to-fuel efficiency that varied
between 46% and 67%, with a decisive share of the energy consumption of the co-electrolysis process
within the energy balance. Moreover, the utilization of excess heat can substantially to completely
cover the energy demand for CO2 separation. The economic analysis suggests production costs of
1.85 €/lDE for the base case and the potential to cut the costs to 0.94 €/lDE in the best case scenario.
These results underline the huge potential of the developed power-to-fuel technology.

Keywords: CO2 electrolysis; co-electrolysis; electrofuels; power-to-fuel; power-to-liquid; solid oxide
electrolysis; synthetic diesel; synthetic kerosene; water electrolysis

1. Introduction

In order to mitigate anthropogenic climate change, a considerable reduction in the
emission of climate-damaging emissions is necessary. For this purpose, it is essential to
either electrify sectors or convert them to the use of alternative fuels in order to minimize
dependence on fossil fuels. As a result of the introduction of various sustainable tech-
nologies, the energy and household sectors, for example, have seen the first reductions in
greenhouse gas emissions [1]. The reduction of emissions in the transport sector, however,
presents a bigger challenge. Heavy haulage, ship, and air traffic, in particular, can only be
converted to electrified drivetrains to a limited extent. As a result, it can be expected that
the demand for liquid fuels with high energy densities will remain high in the future [2].
One way of achieving CO2-neutrality for the transport sector involves the power-to-liquid
concept. ‘Power-to-liquid’ is a collective term for various technologies employed in the
production of liquid energy carriers through the use of renewable electrical energy with
the addition of carbon dioxide (CO2) [3]. The energy carriers produced in this way can be
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converted back into electricity and thus function as electricity storage systems that can be
used for other applications. In the event that the energy sources are used as fuels in the
transport sector, this is referred to as ‘power-to-fuel’. If both the required electrical energy
and CO2 are obtained from renewable sources, fuels can be produced in a CO2-neutral
manner using power-to-fuel processes. Thus, these represent a possibility for effectively
defossilizing the transport sector [4]. Various power-to-fuel concepts already exist. On
one hand, the production of alternative fuels such as methanol or dimethyl ether (DME)
is a focus of research [5]. However, on the other hand, researchers are also exploring the
synthesis of traditional fuels such as gasoline, kerosene, and diesel, as the existing infras-
tructure and greater applicability of these represent an advantage over alternatives [6]. For
the structured processing of these tasks, this paper was divided into the following sections:

• Section 2 provides some insights into the motivation to apply power-to-fuel processes.
An overview of already implemented and future planned power-to-liquid or power-
to-fuel projects is given.

• Section 3 explains the basics of the individual components used in the developed
power-to-fuel process. At the end, the degree of technological maturity of the individ-
ual components of the developed fuel synthesis is examined.

• The topic of Section 4 is the development and design of the selected power-to-fuel
process. For this purpose, the more precise framework conditions and resulting
structure of the fuel synthesis are presented first. Then, the modeling and simulation
of the process in Aspen Plus is explored.

• Section 5 presents and discusses the results of the process analysis simulations. First,
it is determined whether the fuels produced meet all of the requirements and then the
material and energy balance of the process is examined. Finally, based on the efficiency,
an energetic comparison between the developed fuel synthesis and alternative power-
to-liquid processes is carried out.

• Section 6 analyzes the economic aspects of the developed power-to-fuel process. First,
the manufacturing costs of the fuels produced are determined. Then, the influence
of various factors on the production costs is examined through a sensitivity analysis.
Finally, the production costs of the developed fuel synthesis route are compared with
those of alternative power-to-liquid processes.

• In Section 7, the results of the work are summarized and an outlook on the main
research areas are given.

2. Background

In 2012, the German transport sector consumed 2772 PJ (≈770 TWh) of energy. Around
26.9% of this energy requirement was accounted for by gasoline, 51% by diesel, and 15.7%
by aviation fuels [7].

On one hand, as vehicles with alternative drivetrains such as battery- or fuel cell-based
ones are increasingly being used, it is expected that gasoline will lose its importance in the
long term. On the other hand, due to the lack of alternatives in freight and air traffic, it
can be assumed that the fuels diesel and kerosene will also be of great importance over the
longer term [2].

Accordingly, the production of renewable diesel and kerosene is of both academic and
industrial interest. A major advantage of synthetically-produced diesel and kerosene is that
they are compatible with existing infrastructures and can be used in current vehicles [4].
The prerequisite for use is the fulfillment of the fuel specifications, which are set out in the
relevant standards. Synthetically-produced diesel must comply with EN 15940 in Europe.
ASTM 7566 applies to Jet A-1 kerosene used in civil aviation. This allows conventionally-
produced Jet A-1 to be mixed with up to 50% synthetically-produced kerosene, depending
on the synthesis route [8]. This synthetic kerosene is called synthesized paraffinic kerosene
(SPK). An extract of the most important parameters for diesel (class A) according to EN
15940 and for SPK produced via a Fischer–Tropsch synthesis according to ASTM 7566 is
discussed in more detail in Section 5.1. Class A describes diesel with an increased cetane
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number, which is a characteristic value of the ignitability of diesel fuels. The higher the
cetane number, the more readily ignitable the diesel fuel [9].

One possibility of producing renewable, synthetic fuels is via the power-to-fuel con-
cept. Schemme et al. [10] discussed the power-to-fuel concept as a solution to the present
challenges of the transport sector in terms of the energy transition by coupling the energy
and transport sectors. According to this concept, renewable electricity is used to produce
hydrogen via water electrolysis, offering a storage possibility for volatile renewable energy
sources. In the following synthesis step, renewable fuels are synthesized in a reaction or
a series of reactions and further treatment steps combining the produced hydrogen with
carbon dioxide from various possible sources. Different electrolysis technologies can be
utilized for the generation of hydrogen.

In 2014, Sunfire GmbH commissioned the “Fuel 1” demonstration plant in Dresden,
Germany. At this facility, high-temperature water electrolysis (SOEC) is used to provide
hydrogen. The hydrogen is then mixed with carbon monoxide, which is generated in a
reverse water–gas shift reactor and converted into so-called blue crude by means of Fischer–
Tropsch synthesis. Blue crude is a renewable crude oil that can be further processed in a
conventional refinery into synthetic gasoline, kerosene, or diesel, for example [11]. The
plant was run for 1500 h [12] and produced one barrel (159 L) of blue crude per day [13].

In 2017, the VTT Technical Research Center of Finland and the Lappeenranta Univer-
sity of Technology operated a demonstration plant in Lappeenranta (Finland) for around
300 operating hours as part of the “SOLETAIR” project [14]. Fischer–Tropsch synthesis was
also used in this system. CO2 was obtained through direct air capture and converted into
carbon monoxide in a reverse water–gas shift reactor. The hydrogen was provided via PEM
electrolysis [15].

As part of the Kopernikus project “Power-to-X”, funded by the Federal Ministry
of Education and Research, the so-called SUNFIRE-SYNLINK was put into operation
in Karlsruhe (Germany) in 2019 [16]. A co-electrolysis system from Sunfire GmbH was
used to produce synthesis gas. This was combined with a Fischer–Tropsch reactor from
INERATEC and a hydrocracker unit from the Karlsruhe Institute of Technology to produce
synthetic fuels. The CO2 required was obtained using Climeworks’ direct air capture (DAC)
technology. The co-electrolysis currently in use has an output of 10 kW, but Sunfire plans
to upscale the process to an industrial scale [17].

An industrial-scale plant is being planned by the Norwegian company, Nordic Electro-
fuel (formerly Nordic Blue Crude). The plant is to be built and commissioned in Herøya
Industripark (Norway) by 2022. The use of high-pressure alkaline electrolysis is planned
and the plant is set to achieve an initial production capacity of 10 million liters per year.
The required CO2 is to be supplied from both industrial sources and via DAC technology.
Originally, the use of a co-electrolysis unit from Sunfire GmbH was planned for the plant
planned by Nordic Electrofuel [17]. However, the business partners separated in 2020
and Sunfire GmbH founded the industrial consortium, Norsk e-Fuel [18,19], together with
Climeworks, Paul Wurth (SMS Group), and Valinor. Norsk e-Fuel also plans to build a plant
capable of producing 10 million liters of synthetic kerosene per year at Herøya Industrial
Park (Norway). This facility is scheduled to be commissioned in 2023 and expanded to a
production capacity of 100 million liters of renewable fuels by 2026 [20]. Amongst other
things, the co-electrolysis technology from Sunfire GmbH and the DAC technology from
Climeworks are to be used in it [18,20].

In Rotterdam, the Hague Airport announced a study in 2019 in which, in collaboration
with several European partners, a demonstration plant for the production of aviation fuel
was to be developed. The plant is expected to produce around 1000 L of renewable fuel, but
there has not yet been a specific date for its commissioning [21]. Based on this study, the
two startups Synkero and Zenid were presented on 8 February 2021 [22,23]. Both of these
plan to build a plant for the production of synthetic kerosene, but each is pursuing different
concepts for providing the required CO2. Although Zenid’s goal is a plant that obtains
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the CO2 exclusively by means of DAC technology [24], Synkero also considers other CO2
sources such as industrial exhaust gases or biogenic sources [25].

Figure 1 illustrates a special power-to-fuel concept for the production of synthetic fuels,
which is to be examined in more detail within the scope of this work. Initially, synthesis
gas consisting of hydrogen (H2) and carbon monoxide (CO) is produced from water and
CO2 using renewable electrical energy. The resulting synthesis gas is then converted into
liquid fuels.

Figure 1. Schematic of a power-to-fuel process with co-electrolysis.

What is special about the power-to-fuel concept shown in Figure 1 is that the synthesis
feed gas is produced using what is known as co-electrolysis. This allows for the production
of synthesis gas in a single step, and so there is no need to produce hydrogen and carbon
monoxide separately. In addition, co-electrolysis offers some energetic advantages over
other synthesis gas production routes. For example, it is possible to substitute some of the
electrical energy required for electrolysis with excess thermal energy from fuel synthesis.
Therefore, the combination of co-electrolysis with Fischer–Tropsch synthesis represents an
interesting basis for power-to-fuel processes. In this route, synthesis gas is converted into
hydrocarbons by means of strongly exothermic reactions, which are then processed into
fuels such as gasoline, diesel, or kerosene. The heat of reactions that occur during Fischer–
Tropsch synthesis can be used to operate co-electrolysis, which opens up the possibility of
improving the overall efficiency of power-to-fuel processes.

The aim of this work was to develop a power-to-fuel process based on co-electrolysis,
in combination with a Fischer–Tropsch synthesis, and to model and simulate the process in
the Aspen Plus program. The entire process chain, starting with CO2 and water through to
fuel, should be considered. Then, the developed power-to-fuel process should be techno-
economically analyzed and compared to alternative power-to-fuel processes.

3. Basic Process Units of PtF System Design

The following section presents the technical basics of the most important components
of the modeled power-to-fuel process. The power-to-fuel system developed within the
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scope of this work consists of a water electrolysis, co-electrolysis, Fischer–Tropsch synthesis,
hydrocracker, reformer, and carrier steam distillation. This section deals with the basics of
these system components.

3.1. Electrolysis and Co-Electrolysis

Depending on the electrolyte or ionic charge carrier used, a distinction is made between
three different electrolysis methods. Alkaline electrolysis and PEM electrolysis are already
available on the megawatt scale, and hydrogen thus produced can achieve high purities of
over 99% [6,26]. In addition, alkaline and PEM electrolysis can be operated under pressures
of 60 to 80 bar, thus reducing the need for compressor power for downstream processes [6].

In contrast, the solid oxide electrolyzer cell (SOEC) is not yet commercially available
in the megawatt range. Operation under pressure is also still in the development phase.
However, due to their high operating temperature, SOECs offer thermodynamic advan-
tages over other electrolysis types. Therefore, it is theoretically possible to achieve electrical
efficiencies of over 100% based on the calorific value of the products [6]. Typical operating
temperatures of a SOEC are 800–1000 ◦C [27] or 700–1000 ◦C [28], depending on the litera-
ture source. In addition, due to its high operating temperature, it has improved kinetics [29]
and can be operated as a so-called co-electrolysis unit [30]. In co-electrolysis, not only
water, but also CO2 is broken down. This electrolysis process is especially interesting for
power-to-liquid (PtL) and power-to-fuel (PtF) processes as it makes it possible to produce
synthesis gas consisting of hydrogen and carbon monoxide in a single process step [6,30].

The electrochemical reactions that take place at the cathode and anode are as fol-
lows. Cathode:

H2O + 2e− → H2 + O2− (1)

CO2 + 2e− → CO + O2− (2)

Anode:
2O2− → O2 + 4e− (3)

The minimum energy expenditure for the decomposition of water or CO2 corresponds
to the enthalpy of reaction ΔHR, which in the case of the usual operating conditions of co-
electrolysis (860 ◦C, 1 bar) is 249 kJ/mol for water and 283 kJ/mol for CO2 [30]. According
to the second law of thermodynamics, the reaction enthalpy is composed of the free Gibbs
energy ΔGR and the reaction entropy ΔSR, multiplied by the temperature T as follows [31]:

ΔHR = ΔGR + T·ΔSR (4)

Here, ΔGR is the part of the reaction enthalpy that must be provided in the form of
electricity during electrolysis, whereas T·ΔSR can be supplied to the reaction in the form of
heat [32]. An advantage of high-temperature electrolysis compared to other electrolysis
types is that if the water evaporates outside the electrolysis cell, this energy must no longer
be introduced into the cell in the form of electricity [29]. After evaporation with increasing
temperature, the total energy requirement of the reaction remains almost constant, but the
amount of electrical energy that is absolutely necessary significantly decreases. On the basis
of these two facts, valuable electrical energy can be saved with high-temperature electrolysis
in comparison to, for example, PEM electrolysis. Considering the thermal energy that is
exchanged, the internal thermal losses are of particular importance in electrolysis, as
they can be used to provide the heat of the reaction. The case in which the thermal
losses correspond precisely to the heat of the reaction is referred to as the thermoneutral
operating point, and the electrical voltage applied to the SOEC at this operating point
is correspondingly referred to as the thermoneutral voltage [3]. At the thermoneutral
operating point, the entire electrical energy Eel supplied to the electrolysis cell is converted
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into chemical potential energy and the following applies to cell efficiency at thermoneutral
point ηcell,TN [31]:

ηcell,TN =
ΔHR
Eel

= 1 (5)

Due to the simultaneous presence of H2O, CO2, H2, and CO at the cathode of the SOEC
and the high operating temperatures, in addition to the reactions listed in Equations (1)–(3),
the so-called water–gas shift reaction (WGS) or reverse water–gas shift reaction (RWGS)
must also be considered in the co-electrolysis [33]. The reverse water–gas shift reaction is
favored at the high operating temperatures of a SOEC [34].

CO + H2O ↔ CO2 + H2 (6)

In addition, methanation reactions (Equations (7) and (8)) can occur at the cathode of
a SOEC [33]:

CO + 3H2 ↔ CH4 + H2O (7)

CO2 + 4H2 ↔ CH4 + 2H2O (8)

Finally, the Boudouard reaction (Equation (9)) must be taken into account, and can
lead to the precipitation of solid carbon under certain operating conditions of a SOEC [33]:

2CO ↔ CO2 + C(s) (9)

According to Equation (5) the efficiency of co-electrolysis at the thermo-neutral oper-
ating point corresponds to 100%. According to Peters et al. [22], however, SOECs are not
usually operated with an exactly thermoneutral voltage, so the heat must be either added
or removed. In addition, the efficiency of the entire system is influenced by other factors
such as the power required for the compression and storage of the products or the losses
of the voltage converter to rectify the alternating current. Therefore, in order to assess the
efficiency of the overall system (ηSOEC), the degree of efficiency is usually defined through
the calorific value of the product (Mass flow rate of product mproduct multiplied by its lower
heating value H0

u) in relation to the electrical (Eel,total) and thermal energy (Eth,total) used [22]:

ηSOEC =
mproduct·H0

u

Eel,total + Eth,total
(10)

3.2. Fischer–Tropsch Synthesis

Fischer–Tropsch synthesis is a process in which a synthesis gas consisting of hydrogen
and carbon monoxide is converted into liquid hydrocarbons [9]. This results in a wide
range of hydrocarbon chains of different lengths with chain length n, according to the
following equation [33]:

(2n + 1)·H2 + n·CO → CnH2n+2 + n·H2O (11)

Another reaction that occurs in the Fischer–Tropsch synthesis process is the water–gas shift
reaction already described in Equation (6). The methanation reactions (Equations (7) and (8))
and the Boudouard reaction described in Equation (9) can also occur [35]. Which reactions take
place to which extent during the Fischer–Tropsch synthesis and also the product distribution of
it are determined by the process parameters [35].

A distinction is made between high-temperature Fischer–Tropsch synthesis (HTFT) and
low-temperature Fischer–Tropsch synthesis (LTFT) [36]. High temperatures (300–350 ◦C),
with iron as a catalyst, favor short chain lengths and therefore shift the product distribution
in the direction of (liquid) gases (n = 1–4) and synthetic gasoline (n = 5–12) [6,35]. Lower
temperatures (200–240 ◦C) in combination with iron or cobalt catalysts, in contrast, fa-
vor the formation of longer hydrocarbon chains (i.e., middle distillates such as kerosene
(n = 8–16) [37] and diesel (n = 10–23) as well as long-chain ones (n > 22)) [6,35]. In addition,
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cobalt catalysts suppress the water–gas shift reaction, and low temperatures reduce the
formation of methane and solid carbon. The operating pressure also has a direct influence
on the product distribution [35]. Typical operating pressures in Fischer–Tropsch synthesis
are between 1 and 40 bar, with higher pressures resulting in longer average hydrocarbon
chain lengths [35]. Another influencing factor on Fischer–Tropsch synthesis is the ratio of
H2 to CO. Typically, H2/CO ratios of around two are used, with the average chain length
of the product decreasing with higher ratios and increasing with lower ones [33].

The product distribution can be approximately determined using the Anderson–
Schulz–Flory distribution [36]. With this, both the mass fractions wn (Equation (12)) and
molar fractions xn (Equation (13)) of the respective hydrocarbon chains with chain length n
can be determined [35]:

wn = αn−1·(1 − α)2·n (12)

xn = αn−1·(1 − α) (13)

Here, α stands for the chain growth probability, which is determined by reactor design
and operating conditions. The chain growth probability can be either determined empirically
or taken from the literature. The influence of chain growth probability on the product distribu-
tion is discussed further in Appendix A. In Vervloet et al. [38], the approach in Equation (14)
was given for α for the low-temperature Fischer–Tropsch synthesis assumed in this work
and the use of a cobalt catalyst. In this model, the chain growth probability is determined
through the ratio between the chain growth rate and chain growth termination rate:

α =
1

1 + kα

(
cH2
cCO

)β
exp

(
ΔEα

R

(
1

493.15 − 1
T

)) (14)

where

kα is the ratio of the speeds of the chain growth rate and chain growth termination rate
(kα = 0.0567);
cH2 is the hydrogen concentration in mol/m3;
cCO is the carbon monoxide concentration in mol/m3;
β is the exponential parameter for selectivity (β = 1.76);
ΔEα is the difference of activation energies for chain growth and chain growth termination
(ΔEα = 120.4 kJ

mol );
R is the ideal gas constant (R = 8.314 J

mol ); and
T is the reactor temperature in K.

The influence of the chain growth probability on the product distribution is illustrated
in (Figure A1 in Appendix A, which shows the product distribution of a Fischer–Tropsch
synthesis for α = 0.88 and α = 0.92 for C1 to C60.

3.3. Hydrocrackers

Hydrocracking refers to a chemical process in which long-chain, higher-molecular
hydrocarbon chains are split into shorter ones through the addition of hydrogen. The
distribution of the chain lengths of the products is strongly influenced by the catalyst
used and the selected process conditions. Therefore, these must always be adapted to
the respective application [39,40]. For power-to-fuel processes, chain lengths in the range
from n = 5 to n = 20 are of great importance, as these hydrocarbon chains are required
for the production of synthetic gasoline, kerosene, and diesel [36]. One possibility for
maximizing these fractions in the product of the hydrocracker is the use of so-called “ideal
hydrocracking” [41,42]. As a power-to-fuel process is to be modeled and simulated within
the scope of this work, the focus in the following was on ideal hydrocracking.

The most important properties of ideal hydrocracking are defined as follows, draw-
ing on Bouchy et al. [41]. If Cn-molecules are cracked, the selectivity to all C4- to Cn−4
hydrocarbons is identical, the selectivity to C3 and Cn−3 is half of that, and C1, C2, Cn−1
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and Cn−2 cannot be formed. Furthermore, only primary cracking occurs. Exclusively
primary hydrocracking means that the shorter hydrocarbons that are created after a longer
hydrocarbon chain has been cracked cannot be cracked any further [39]. In the case of
non-ideal hydrocracking, the proportion of middle distillates is significantly lower than in
ideal hydrocracking. In addition, a large peak of the C3 to C5 hydrocarbons was identified
by Wegener [43]. This course is due to the occurrence of secondary cracking, which cracks
the middle distillates, with the proportion of short-chain hydrocarbons increasing.

According to Bouchy et al., ideal bifunctional catalysts with a hydrogenation/dehy-
drogenation function and an acid function can be used, whereby it must be ensured that
the reaction taking place at the acid function is the limiting one [41]. In addition, it is
important to ensure that the pore structure of the catalyst is correct, so that no undesired
increased cracking occurs at the ends of the hydrocarbon chains, which can lead to the
stronger formation of short-chain gases [41,44].

As already described, the operating conditions also have a major influence on the
product distribution of a hydrocracker. Conventional hydrocracking, depending on the
literature source, is carried out at temperatures ranging from 350–430 ◦C and pressures of
100–200 bar [41], or in the upper range of 290–445 ◦C and 10–200 bar [40]. Ideal hydroc-
racking takes place under significantly milder process conditions, with temperatures in the
range of 324–372 ◦C and pressures of 35–70 bar [41].

In addition, in order to suppress soot formation and catalyst deactivation, it must be
ensured that the proportion of H2 in the feed stream is high enough [39]. In the literature,
values of 6–15% by weight are recommended [45]. With hydrocracking, conversions of
up to 99% can be theoretically achieved [39]. However, according to Bouchy et al. [41],
conversions that are too high for ideal hydrocracking become problematic, as secondary
cracking inevitably occurs, even with ideal hydrocracking at very high conversions.

3.4. Reformers–Steam Reforming and Partial Oxidation

Reformers make it possible to convert hydrocarbons into synthesis gas. Various
reactions and side reactions take place simultaneously in a reformer, with steam reforming
and partial oxidation playing the greatest role [4].

In steam reforming, hydrocarbons are converted into carbon monoxide and hydrogen
with the addition of steam. The general reaction equation for steam reforming is as follows:

CnH2n+2 + n·H2O → n·CO + (2n + 1)·H2 (15)

This is a strongly endothermic reaction which, with the exception of methane (n = 1),
can be regarded as irreversible at the normal operating temperatures of over 500 ◦C for
reformers [46]. The partial oxidation of hydrocarbons is an exothermic reaction with the
general reaction equation:

CnH2n+2 +
n
2
·O2 → n·CO + (n + 1)·H2 (16)

If the supply of oxygen is regulated, the degree of reaction of the partial oxidation can
also be adjusted. Accordingly, if both reactions are carried out at the same time, the required
heat of reaction for the steam reforming can be provided via partial oxidation. A reformer
can be operated endothermically, exothermically, or autothermically through the oxygen
supply in the overall balance [46]. As already noted, numerous side reactions occur in a
reformer. Due to the high operating temperatures and the simultaneous presence of water,
hydrogen, carbon monoxide, and CO2, the water–gas shift reaction (Equation (6)) takes
place [46]. In addition, soot can form due to various reaction mechanisms. These reactions
are, in particular, the Boudouard reaction (Equation (9)), methane splitting (Equation (17)),
and CO or CO2 hydrogenation (Equations (18) and (19)) [46]. These soot formation reactions
are undesirable during operation of the reformer, and can be suppressed by means of a
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suitable starting material composition. According to Rostrup-Nielsen [47], H2O/C rates of
0.6 are suitable for this:

CH4 ↔ H2 + C(s) (17)

CO + H2 ↔ H2O + C(s) (18)

CO2 + 2H2 ↔ 2H2O + C(s) (19)

3.5. Carrier Steam Distillation

In the petrochemical industry, what is known as carrier steam distillation is usually
used to separate hydrocarbon mixtures. Carrier steam distillation constitutes a special
case of distillation that enables mixtures to be gently separated. It uses the addition of the
vapor pressures of immiscible liquids. The mixture to be separated is evaporated with a
low-boiling entrainer (often water) so that the boiling temperature is reduced. The desired
fractions can then be drawn off from the carrier steam distillation column via side draws,
and the entrainer can then be separated off again [48].

At this point, it should be noted that the petrochemical products are rarely specific
chemicals, but are usually mixtures of different components with different properties. To
characterize these mixtures and design separation processes, therefore, boiling point ranges
or specific temperatures along these boiling curves are generally used. The temperature at
which the mixture begins to evaporate is referred to as the initial boiling point (IBP), and
the temperature at which the mixture has completely evaporated is called the final boiling
point (FBP). The temperature at which a certain volume, for example, 10% of the liquid has
evaporated is called the 10% point or T10. More information on the characteristic points is
presented by Wegener [43] concerning the boiling curve of jet A-1 aircraft fuel [48].

3.6. Technology Readiness Level

In this section, the well-known technology readiness level (TRL) method is used to
evaluate the power-to-fuel process developed in this paper. The TRL method indicates the
maturity of a technology on a scale from 1 to 9. The method was originally developed by
NASA [49] and is now used with adapted definitions in various areas [50]. In this work,
the definitions established by the European Commission for the renewable energy sector
are employed [51].

The TRLs of CO2 capture technologies range from medium to very high. According
to Schmidt et al. [8], for example, CO2 separation from industrial waste gases by means
of amine scrubbing (MEA) is already in use and has a TRL of 9. The separation of CO2
from the air, however, is still at an earlier stage of development and assigned a TRL
of 6 [8]. As described in Section 3.1, high-temperature electrolysis was used as part of
“Fuel 1” by Sunfire GmbH in a larger demonstration plant and therefore assigned a TRL
of 5 [13]. High-temperature co-electrolysis has only just started its test phase using the
SUNFIRE-SYNLINK technology in 2019, and accordingly has not yet reached the same
level of maturity as high-temperature water electrolysis. The remaining technologies used
as part of the developed power-to-fuel process are highly developed technologies that are
already in use on an industrial scale. The TRLs of these are correspondingly high. There
are no specific statements regarding the values for the TRL of carrier steam distillations
and reformers, but Luyben [48] describes the industrial use of carrier steam distillations
and, it is well known that reformers are used in large-scale processes.

The TRLs of the individual components of the power-to-fuel process considered in
this work are, with the exception of high-temperature electrolysis and CO2 separation from
the ambient air, very high. However, according to Schmidt et al. [8] and Marchese et al. [33],
the TRL of a power-to-fuel process automatically falls to the lowest TRL in the process
chain. According to this, the TRL of the developed power-to-fuel process in this work was
assessed as 3 due to the low TRL level of the co-electrolysis step.
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4. Modeling and Simulation in ASPEN PLUS

This section is dedicated to the modeling of the power-to-fuel process in Aspen Plus.
For this purpose, the material data and property data models used are first presented. Then,
the procedural design of the individual process components as well as the respective se-
lected operating conditions are explained in more detail. For the sake of clarity, the relevant
sections of the process flow diagram created in Aspen Plus are shown in Sections 4.2–4.6.
When modeling the process, care is taken to ensure that the simulation is suitable for any
mass flows.

4.1. Material Property Data and Material Property Data Models

As part of the power-to-fuel process developed, a low-temperature Fischer–Tropsch
synthesis was used. Hence, with respect to de Klerk [36,52] and Dry [53], only straight-
chain, unbranched alkanes with the empirical formula Cn H2n+2 were considered. The
material data of the hydrocarbons C1 to C29 were obtained from the database integrated
in Aspen Plus. Based on Schemme [54], the C30+-hydrocarbons were viewed as three
groups of pseudo-components, with the C30−35-, the C36−47-, and C48+-hydrocarbons
grouped together. A representative molecular structure was selected for each of the three
pseudo-components. The American Petroleum Institute (API) method, with the data
given in Table 1, was used to calculate the thermodynamic properties of the pseudo-
components. The Aspen Plus database was used for the material data of components H2,
H2O, CO, and CO2. The material data models used were selected on the basis of the general
recommendations of Carlson [55] and other application-specific literature. A total of four
different material data models were used to simulate the process.

Table 1. Properties of the pseudo-components [56].

Pseudo-Components
C30−35 C36−47 C48+

Representative molecular structure C32H66 C41H84 C61H124
Molar mass in g/mol 454.9 572.2 861.7

Relative density at 60 ◦F (≈15.6 ◦C) 0.818 0.827 0.839
Boiling point at 1 atm in ◦C 469.3 528.1 624.0

The equation of state of Soave–Redlich–Kwong is widely used in the field of gas
processing. In the context of this work, the equation of state with reference to March-
ese et al. [33] was used as a material data model for the modeled electrolysis types. In order
to be able to more precisely calculate the phase equilibrium between gas and liquid in the
presence of hydrocarbons and light gases such as CO2 and H2 in the supercritical range,
the Soave–Redlich–Kwong equation of state can be extended to the RKS–BM material data
model with the Boston–Mathias alpha function. Drawing on Schemme [54], this model
was used to calculate the reformer and the parts of the product separation with very low
proportions of pseudo-components. The material model Braun K-10 was used to calculate
the material flows with higher proportions of pseudo-components. This material data
model was especially developed for calculating hydrocarbon mixtures with both real and
pseudo-components, and was used in simulations for the Fischer–Tropsch reactor and
hydrocracker. The NRTL model enables the description of gas–liquid equilibria as well
as liquid–liquid equilibria of strongly non-ideal mixtures. The activity coefficients of the
liquid phases are calculated on the basis of experimentally-determined binary interaction
parameters. The calculation of CO, CO2, and H2 also takes Henry’s law into account. In
the simulation, the NRTL–RK material data model was used to calculate the carrier steam
distillation. In general, the calculation of the gas phase is by default carried out using ideal
gas law. In this work, the Redlich–Kwong equation of state was used instead to describe
the gas phase. The NRTL–RK material data model was also used for heat exchangers in
which a large proportion of water is in liquid form.
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4.2. Co-Electrolysis and Water Electrolysis

As Aspen Plus does not have a stored model for the simulation of high-temperature
electrolysis, a combination of different Aspen Plus blocks, also known as “Unit Operations”,
must be used to calculate co- and water electrolysis. In addition, so-called design specs are
employed to establish the required process conditions. Similar configurations for simulating
high-temperature electrolysis have already been used by Cinti et al. and Marchese et al. [31,33].
The simulation flow diagram for co-electrolysis is shown in Figure 2. It should be noted that
not all heat flows of the process can be seen directly in the flow diagram. Various operating
resources were used in the simulation to provide the required heating or cooling capacity. For
instance, W-5 is an air cooler and W-6 a water cooler, each of which uses the corresponding
operating media “air” and “cooling water”. The balancing of the resources used was carried
out through the “utilities” function integrated in Aspen Plus and is discussed in greater detail
in Section 5 The same applies to all of the following flow diagrams.

Figure 2. Excerpt from the process flow diagram: co-electrolysis.

First, the mixture of CO2 and water, which is present at 1 bar, is warmed up over
several stages in a heat exchanger and the water is evaporated. For this purpose, both the
waste heat from co-electrolysis and the product flow of the Fischer–Tropsch synthesis as
well as part of the waste heat from the Fischer–Tropsch reactor itself, was used. In addition,
an electric heater was used with W-2, which ensured that the feed stream reached the
electrolysis inlet temperature of 780 ◦C. The hot gas stream consisting of water vapor and
CO2 then enters the electrolysis cell. As already described, the electrolysis cell consisted of
several unit operations with which the cathode (RG-1, RS-1, RG-2), the electrolyte (S-1), and
anode (GW-1, W-3) were modeled. The feed stream was combined with a recycling stream
and passed into a first equilibrium reactor (RG-1). Taking into account the equilibrium
reactions that occur (WGS or RWGS: Equation (6), methanation: Equations (8) and (9)), this
determines the composition of the gas flow by minimizing the Gibbs energy. Due to the high
temperatures, it was assumed that the reaction equilibrium would be reached quickly (see
Sun, et al. [57]). The Boudouard reaction (Equation (9)) was not taken into account in the
simulation because, according to Sun, Chen, Jensen, Ebbesen, Graves and Mogensen [57],
there is no deposition of solid carbon under the selected operating conditions of 800 ◦C
and 1 bar. In the next step, the gas flow passes into the stoichiometric reactor RS-1, in
which the electrolysis reactions (Equations (1)–(3)) take place. The conversion of RS-1 was
automatically set with a design spec so that the total conversion of the electrolysis cell
reactant utilization (RU) corresponded to the specified RU (see Equation (20) [33]). The
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total turnover was set at 70% with reference to Sun, Chen, Jensen, Ebbesen, Graves and
Mogensen [57] and Marchese, Giglio, Santarelli and Lanzini [33]:

RU =

.
nreact, in − .

nreact, out
.
nreact, in

(20)

The electrolyte was modeled as a simple separator block (S-1), which separates the
oxygen produced by the electrolysis reactions. The composition of the synthesis gas was
then adjusted in parallel to RG-1 in a further equilibrium reactor (RG-2). While most of
the synthesis gas then leaves the electrolysis segment, a portion of the stream is fed back.
The size of the returned portion was set using a design spec so that the H2 concentration
in the feed of the electrolysis was at least 10 mol% in order to avoid oxidation of the
nickel-based cathode [27,58]. Synthesis gas leaving the electrolysis cell is gradually cooled
down for improved energetic utilization, and the unconverted water is condensed out. The
synthesis gas is then compressed to 30 bar by a multi-stage compressor and merged with
the reformed synthesis gas (see Section 4.6). Thereby, the H2/CO ratio required for the
Fischer–Tropsch synthesis was available after mixing of the synthesis gas streams and a
further design spec was used that adjusts the ratio of water to CO2 in the feed stream of the
co-electrolysis system accordingly.

MW-1 and MW-2 represent multi-component counter-flow heat exchangers, which
were used to recover the process heat for educt conditioning. W-1 is a heater used for
further educt conditioning. V-1 represents a compressor. The separator block B-1 is used to
separate the vapor phase and the liquid phase at equilibrium.

The oxygen stream separated by the separator block functioning as an electrolyte
was mixed with an air stream on the anode side of the electrolytic cell. According to
Cinti et al. [31], it is common practice to carry the oxygen through a stream of air in order to
prevent the cell performance from being negatively influenced by a high concentration of
the oxygen. The amount of air flow was set by a design spec so that the partial pressure of
the oxygen after mixing with the air was 0.5 bar [31]. The air flow was warmed up as much
as possible using a counter flow heat exchanger (GW-1) before it entered the electrolysis cell.
As the cell temperature of 800 ◦C was not reached as a result, a heat exchanger block (W-3)
was used to take into account the additional heating output that must be provided by the
electrolysis cell. The air flow was then cooled in two steps and left the system air-enriched
with oxygen.

A simplified flow chart of the water electrolysis for hydrogen provision for the hydro-
cracker is displayed in Figure 3. Its structure corresponded to that of co-electrolysis, but
with the simplification that no equilibrium reactors were used. These were not required,
as there was no CO2 or CO present in the water electrolysis segment. Another difference
is that the hydrogen was compressed to the operating pressure of the hydrocracker of
50 bar. Using the same logic as in the previous figure, W-7 and W-8 were heaters for
steam generation, assisting the multi-component counter-flow heat exchanger MW-3. RS-3
was the stoichiometric reactor representing the water electrolysis. The separator block S-2
divided the products to anode and cathode sections. W-9 and W-10 were used to cool the
product mixtures of the water electrolysis, GW-2 was a counter-flow heat exchanger used
for pre-heating air feed, and V-2 was used to compress the produced hydrogen.

For the techno-economic analysis of the power-to-fuel process, it is necessary to
determine the performance of the co- and water-electrolysis processes. For this purpose,
the calorific value of the product flows could be output via Aspen Plus and the electrolysis
output could then be calculated using a specified efficiency (see Equation (10)).
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Figure 3. Excerpt from the process flow diagram: water electrolysis.

4.3. Fischer–Tropsch Synthesis and Product Separation

The flow chart of the Fischer–Tropsch synthesis and the subsequent product separation
is shown in Figure 4. The synthesis gas from the co-electrolysis was mixed with the
synthesis gas from the reformer and fed into the Fischer–Tropsch reactor (RS-2). This
was modeled as an isothermal bubble column reactor with a pressure of 30 bar and a
temperature of 210 ◦C. A stoichiometric reactor was used for modeling, in which the
reaction equations for 32 parallel reactions according to Equation (11) were stored (for
n = 1 to n = 29 and the pseudo components corresponded to n = 32, n = 41 and n = 61).
The conversions of the various reactions were determined using a calculator block with
an integrated Excel file, based on the ASF distribution (Equation (12)), with the chain
growth probability α calculated using Equation (14). The modeling was therefore suitable
for calculations with variable H2/CO ratios; however, a ratio of 1.8 was chosen in the
context of this work in order to maximize the proportion of middle distillates in the product
of the Fischer–Tropsch synthesis. Under the selected operating conditions and the set
H2/CO ratio, there was a chain growth probability of approximately 0.92. According to de
Klerk [36], this value is in the range of typical industrial low-temperature Fischer–Tropsch
syntheses. The total conversion of carbon monoxide was set at 80%, reflecting the work of
Becker, et al. [59], Trippe [35], and Schemme [54].

As the stoichiometric reactor used only had one product stream, in a first step (B-2) the
product from the Fischer–Tropsch reactor was divided isothermally and isobarically into
gas and liquid phases. The liquid phase, which consisted mainly of C20+-hydrocarbons,
was fed to the hydrocracker, while the gas phase was cooled isobarically in several steps to
40 ◦C, with part of the waste heat being used in the co-electrolysis process. After cooling,
the light gases were separated from the middle distillates in the next container (B-3). Almost
all of the C8+ hydrocarbons that could be used for kerosene and diesel were sent to the
carrier steam distillation, and the short-chain hydrocarbons were sent to the reformer. In
addition, the differences in density and polarity of the water and hydrocarbons in both
tanks were used to separate the water produced by the Fischer–Tropsch synthesis. In
order to avoid soot formation in the reformer, some of the separated water was fed into
the reformer. The proportion fed into the reformer was determined with a design spec
corresponding to the selected H2O/C ratio (see Section 4.6).

401



Processes 2022, 10, 699

Figure 4. Excerpt from the process flow diagram: Fischer–Tropsch synthesis and product separation.

4.4. Hydrocracker

Figure 5 displays the modeled hydrocracker. The long-chain hydrocarbons were brought
together with several re-circulations in which the required hydrogen was also added. The
hydrogen was produced using water electrolysis and the total amount adjusted so that the
mass fraction of hydrogen after mixing was around 8% (mass). This value was chosen as a
compromise between the suppression of both soot formation and catalyst deactivation (see
Section 3.3) and minimization of the required additional electrolysis performance.

Figure 5. Excerpt from the process flow diagram: hydrocracker.
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The mixed material flow was preheated and fed into the hydrocracker. The hydroc-
racker was modeled as a two-stage isothermal fixed bed reactor, whereby the two fixed
beds were each modeled by a RYield block (i.e., a yield reactor). To ensure ideal hydroc-
racking, an operating pressure of 50 bar and a temperature of 350 ◦C were selected and a
conversion per bed of 60% assumed. The yields of the respective cracking products were
calculated in calculator blocks connected to Excel files, based on the uniform distribution
of the cracking products of the ideal hydrocracking, which is described in more detail in
Section 3.3 The heat required for the cracking process was provided by the exothermic
reformer (see Section 4.6). The product stream was then separated into gas and liquid
phases, and the long-chain hydrocarbons that had not been cracked were returned to
increase the conversion of the hydrocracker. The gas stream was cooled in several stages for
better energy utilization and the middle distillates were separated off, expanded to 30 bar,
and passed to the carrier steam distillation. The gas stream separated in B-5 consisted
mainly of hydrogen and C7−-hydrocarbons, H2O and CO2, and was partly returned to
the hydrocracker in order to reduce the need for fresh hydrogen and thus the required
performance of the water electrolysis system. A purge flow of 10% was expanded to 30 bar
and fed to the reformer to prevent CO2 and short-chain hydrocarbons from accumulating
in the hydrocracker.

4.5. Carrier Steam Distillation

The feed streams of the carrier steam distillation, which can be seen in Figure 6 were
the product stream of the hydrocracker unit and the separated middle distillates from the
product separation following the Fischer–Tropsch synthesis (see Figure 4). As the NRTL–
RK material data model was to be used in the distillation column, which is not suitable
for calculating mixtures with pseudo components, the remaining pseudo components
(approximately 0.6% by weight) were assigned to the real component C29H60. A RYield
block (RY-3) was used for this. In the next step, the feed was directed into a so-called
pre-flash drum (B-6), in which part of the material flow was evaporated by releasing
it to 1 bar. The use of a pre-flash drum is recommended in the literature [48] for the
separation of some of the gases and thus simplify product separation in the column. In
the simulation, almost all of the remaining CO2, hydrogen, and methane as well as most
of the C2- to C5-hydrocarbons were separated by the flash evaporation. The liquid phase
was preheated by heat integration and fed to the vaporizer (furnace) of the column, which
was modeled with a Petrofrac block (K-1). The energy required to evaporate the feed
was provided by the exothermic reformer (see Section 4.6). Steam was fed to the column
via the sump, which reduced the partial pressure of the hydrocarbons and thus lowered
the boiling temperatures. The column had two strippers with four stages and their own
steam supplies, each for kerosene and diesel. There was no need for a side exhaust for
gasoline, which is common in industrial applications. The number of stages in the column
as well as the position of the feed and the side draws were determined using a sensitivity
analysis in such a way that as much kerosene and diesel as possible was produced, but
the requirements of the standards (see Table 2 were still met. The requirements of the
standards were taken into account in two design specs through which the specified T50
temperature of the respective product flow was set by automatically varying the amount of
kerosene or diesel withdrawn. At this point, it should also be noted that the use of pump-
arounds was dispensed with. Pump-arounds, through the recirculation of material flows
within the column, represent a possibility for recovering thermal energy and reducing the
column’s energy requirement [48]. In the simulation, however, the use of pump-arounds
led to considerable convergence problems. The bottom product, consisting of long-chain
hydrocarbons, was returned to the hydrocracker, and the top product, together with the
gas flow from the pre-flash drum, was compressed to 30 bar and sent to the reformer. A
detailed analysis of the fuels produced is presented in Section 5.1.
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Figure 6. Excerpt from the process flow diagram: carrier steam distillation.

Table 2. Characteristic values of the synthetic kerosene and diesel produced.

Characteristic Value Unit
Kerosene FT-SPK

(ASTM 7566)
Syn. Kerosene
(Simulation)

Diesel Class A
(EN 15940)

Syn. Diesel
(Simulation)

T10 ◦C ≤205 157 - -
T95 ◦C - - ≤360 356

T90–T10 K ≥22 70 - -
FBP ◦C ≤300 274 - -

Density @ 15 ◦C kg/m3 730–770 738 765–800 779
Cetane number - - - ≥70 120 1

Freezing point ◦C ≤−40 n/a - -
Heating value (LHV) MJ/kg - 44.17 - 43.85

1 Probably overrated; for an explanation see text.

4.6. Reformer

The reformer was used to convert the unusable gases into synthesis gas and thus to
recycle them. The corresponding section of the simulation flow diagram is shown in Figure 7.
The gas streams available at 30 bar from the distillation column, the hydrocracker and the
product separation were combined with the addition of water. The amount of water added
was automatically set using a design spec so that there was an H2O/C ratio of 0.6 after mixing.
The feed stream was then heated to 900 ◦C with the waste heat from the product stream
and passed into the reformer. The reformer was modeled with an RGibbs block (i.e., an
equilibrium reactor). Due to the high operating temperature, the short residence time and
gas phase reaction, the kinetics can be neglected [54] and the product composition can be
determined by minimizing the Gibbs energy. The addition of oxygen was automatically
controlled by a design spec so that a product temperature of 950 ◦C results. The reformer
was exothermically-operated in order to provide the high-temperature heat required for the
hydrocracker and the distillation column through the waste heat. The additional heat to be
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produced was taken into account by a cooling capacity imposed on the reformer from the
outside. The reformed synthesis gas was cooled and then mixed with the synthesis gas from
the co-electrolysis unit and fed into the Fischer–Tropsch reactor.

Figure 7. Excerpt from the process flow diagram: reformer.

5. Results from Process Analysis

In this section, the simulation results of the power-to-fuel process presented in
Sections 3 and 4 are presented. First, it was determined whether the diesel and kerosene
fuels produced met the requirements of the relevant standard. The composition of the fuels
was considered, the boiling curves were calculated and compared with the real boiling
curves of kerosene and diesel, and finally the fuel property data were checked. Then, the
process balance was considered and the PtL efficiency of the process established. The next
step was to examine the extent to which heat extraction for the provision of thermal energy
for CO2 separation is possible and useful. Finally, the developed process was compared
with other power-to-fuel or PtL processes.

5.1. Fuel Property Analysis

The mass fractions of the various carbon chains in the kerosene and diesel produced
as well as the mass-related average molecules of the respective fuels are shown in Figure 8.
The kerosene withdrawn from the carrier steam distillation column contained almost no
C1- to C7-hydrocarbons and approximately 8.3% by weight of C8-hydrocarbons. The mass
fraction of C9 to C11 is between 18 and 19% by weight and the fraction of C12 is around
16.5% by weight. The proportion of longer hydrocarbons steadily decreased, with C13 being
contained in kerosene at approximately 11.6% by weight, C14 at approximately 5.4% by
weight, and C15 at approximately 1.8% by weight. Carbons with a chain length of 16 and
longer are only contained in kerosene to a very small extent, with a total of around 0.7%
by weight. The mass average chain length of the hydrocarbons in kerosene is 10.9. The
diesel fuel produced consisted of approximately 0.7% by weight of carbons with a chain
length of eleven or less. The mass fraction of longer hydrocarbon chains increased steadily
from C12 at about 2% by weight, to C15 at 11.5% by weight. The curve of the mass fractions
then flattened out and the C16- to C20-hydrocarbons were each contained in the diesel fuel
at approximately 12.2% by weight. The mass fraction of longer hydrocarbons initially
dropped sharply at 2.1% by weight for C21, and then dropped uniformly with increasing
chain lengths to approximately 0.3% by weight of C28 hydrocarbons. The proportion of
C29-hydrocarbons was around 1.2% by weight. The mass-related average chain length of
diesel fuel was 17.5.
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Figure 8. Product distribution of the produced kerosene and diesel fraction.

In the literature, chain lengths of between 8 and 16 carbon atoms were assigned to
the kerosene fraction [37]. Carbons with these chain lengths made up more than 99.5% by
weight of the kerosene produced in the simulation. The product distribution of synthetic
kerosene was therefore in the range of typical aircraft fuels. The sharp drop in the mass
fractions from C20 to C21 in the diesel produced can be explained by the fact that the
proportion of C21+-hydrocarbons in the feed of the distillation column was also low. This
was, in turn, due to the majority of the C21+ hydrocarbons produced in the Fischer–Tropsch
reactor being fed directly to the hydrocracker and cracked there. The comparatively high
proportion of C29 can be attributed to the fact that, as described in Section 4.4, the pseudo-
components were combined with the C29 hydrocarbons. Therefore, the 1.2 wt.% not only
consisted of C29 hydrocarbons, but also contained all of the hydrocarbons with a chain
length of 30 or more. Which hydrocarbon chains are assigned to diesel varies with the
literature source. For example, Trippe [35] only counted the C13 to C20 hydrocarbons in the
diesel fraction, whereas Bacha, et al. [60] and Dieterich et al. [6] assigned hydrocarbons with
chain lengths of 10 to 22 or 23 to the diesel fraction. The synthetic diesel fuel produced in
the simulated power-to-fuel process consisted of approximately 86.8% by weight of C13 to
C20 and approximately 95% by weight of C13 to C23. Accordingly, the product composition
of the diesel produced fell within the range of typical diesel fuels. Both the product
composition of the synthetic kerosene and that of the synthetic diesel were therefore within
the acceptable range.

In the next step, the boiling curves of the fuels produced in the simulation were
calculated and compared with the real boiling curves of kerosene Jet A-1 and diesel (see
Figures 9 and 10). The boiling curves were calculated using the D86CRV method inte-
grated in Aspen Plus, which calculates the boiling curve of a mixture of substances at
atmospheric pressure.
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Figure 9. Boiling curves of jet fuel in comparison to Jet A-1 (boiling curve according to Edwards [61]).

Figure 10. Boiling curves of diesel in comparison (boiling curve of “typical diesel fuel” according to
Bacha et al. [4]).

The calculated boiling curve of synthetic kerosene and that of Jet A-1, according to
Edwards [61], are shown in Figure 9. Both curves were almost identical, with the most
noticeable difference being that the IBP of the synthetic kerosene of the simulation (137 ◦C)
was below that of the reference kerosene of type Jet A-1 of approximately 150 ◦C. The T5
points of the boiling curves deviated by approximately 7 K at 155 ◦C for the calculated
value and approximately 162 ◦C for the reference. With the exception of the T90 point,
the boiling curves deviated from each other by less than 3 K in the area from T10 to the
FBP, the deviation at the T90 point being approximately 5 K. Overall, it can be concluded
that the boiling behavior of the kerosene produced in the simulated power-to-fuel process
corresponded well to that of jet A-1 kerosene.
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Figure 10 shows the calculated boiling curve of the synthetic diesel fuel produced and
the boiling curve of a “typical” diesel fuel according to Bacha et al. [60]. A comparatively
large difference could be seen between the IBP of the two boiling curves. The IBP of the
reference diesel was around 140 ◦C, whereas that of the diesel fuel produced was around
228 ◦C; about 88 K higher. The boiling curves converged as the proportion of evaporated
volume increased. The T10 points were about 55 K apart at about 210 ◦C for the reference
diesel and 265 ◦C for the calculated boiling curve, whereas the T50 points differed by about
16 K at approximately 283 ◦C and 299 ◦C.

As the proportion of evaporated fuel increased, the boiling curves further converged.
The FBP of the reference diesel was around 390 ◦C and that of the calculated boiling curve
was around 400 ◦C. Overall, the deviations between the boiling curves of the reference and
synthetic diesels were greater than those between the boiling curves of kerosene. Larger
deviations could be found, especially in the area spanning the IBP to the T50 point. When
comparing the compositions of the two diesel fuels, however, it was noticeable that the
reference diesel according to Bacha et al. [60] had a comparatively higher proportion of
short-chain light hydrocarbons. The average chain length of the hydrocarbons of the
reference diesel was approximately 16, and accordingly, below the average chain length of
the diesel fuel produced of 17.9. The deviations in the boiling curve can be explained by
the correspondingly different compositions of diesel fuels. In order to determine whether
the kerosene and diesel fraction produced is suitable for use as fuels, the requirements of
the respective standards were checked in the next step. Table 2 compares the requirements
of the standards and corresponding characteristic values of the fuels calculated in the
simulation. In addition, the calorific values of synthetic kerosene and diesel are given, which
were calculated using the Aspen Plus component properties (property sets) QVALNET.

The T10, T95, and T90 temperatures as well as the FBP of the synthetic kerosene
were read from the boiling curves and were in the required range for both the synthetic
kerosene and synthetic diesel. The densities of the two fuels were determined by the
Aspen Plus component property RHOLSTD. The density of the FT SPK (738 kg/m3) was
at the lower end of the permitted range, but still met the requirements of ASTM 7566.
The density of the synthetic diesel was also within the required range at 779 kg/m3.
The Aspen Plus component property CETANENO was used to determine the cetane
number of synthetic diesel. This yielded a cetane number of 109.2 for pure n-hexadecane
(C16H34). According to Dry [53], however, the actual cetane number of n-hexadecane is 100.
Accordingly, it can be assumed that the actual cetane number of synthetic diesel is below
the calculated value of 120. The freezing point of kerosene cannot be calculated using
Aspen Plus. Due to the very high proportion of n-alkanes in the product of the Fischer–
Tropsch synthesis [9], and therefore a very high proportion of n-alkanes in kerosene, there
is the possibility that an after-treatment of the kerosene is necessary in order to improve
the low-temperature properties. One possibility would be isomerization, as isoalkanes
have a significantly lower freezing point [62]. On the basis of this sub-section, it should
be noted that both of the synthetic fuels produced, namely kerosene and diesel, met the
requirements of the respective standards. However, if the synthetic kerosene is to be used
as a mixture component for Jet A-1, an after-treatment may be necessary to improve the
low-temperature properties.

The following section deals with the balance of the process and presents the amount
of energy and material required to produce the synthetic fuels.

5.2. Balancing the Power-to-Fuel Process

The simulation of the PtF process created in Aspen Plus is essentially suitable for cal-
culating any mass flows. The process balance based on the production output is discussed
in the following section. For this purpose, the unit liter diesel equivalent lDE was defined
as 35.9 MJ. First, the materials required for the production of synthetic fuels are discussed.
Then, the process balance is considered from an energetic point of view, whereby the
balance of the equipment used is also presented. The material balance is shown in Figure 11
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as an overview. It should be noted that not all process-internal heat flows are shown in
the figure. The heat flows shown in Figure 11 are those that have a major influence on
the overall process, and are discussed in more detail below. If 1 lDE is produced in the
simulation, this liter consists of 38.9% synthetic kerosene and 61.1% synthetic diesel. A total
of 3.99 kg of water per liter of diesel equivalent produced is required as a feed for the water
and co-electrolysis as a material for the production of the fuels, of which approximately
0.18 kg of water is used for pure water electrolysis. In addition, CO2 is required for the
co-electrolysis process. The required amount is approximately 2.54 kg CO2/lDE. In addition
to water and CO2, the power-to-fuel process requires oxygen to operate the reformer. For
each liter of diesel equivalent produced, around 0.34 kg of oxygen is required. Due to
internal returns and recycling streams in the process, the only waste streams that arise are
oxygen-enriched air streams from electrolysis and separated water. An overview of the
material balance of the process is presented in Table A1 (Appendix B). In the developed
power-to-fuel process, there are various heat sinks and heat sources. In order to minimize
the energy requirement, an energy integration was carried out. Heat sinks and sources
were partially coupled to each other via direct heat exchange between material flows, and
the required heating or cooling capacity was partially provided by operating equipment.

Figure 11. Energy-specific material balance of the developed fuel synthesis.

The low- and medium-pressure saturated steam were used as both a heating medium
and coolant by generating the corresponding steam. For example, the Fischer–Tropsch
reactor was cooled by generating medium-pressure saturated steam with the waste heat
from the reaction. In addition, it was assumed that low-pressure saturated steam was
used as an entrainer for the operation of the carrier steam distillation column, and this
consumption was correspondingly taken into account in the balance. Electricity is required
to operate the compressors and pumps as well as the two electrical heaters W-2 (see Figure 2)
and W-8 (see Figure 3). An isentropic efficiency of 76% was assumed for the compressors
and of 60% for the pumps. The electricity demand for water and co-electrolysis was
considered separately.

Table A3 in Appendix B shows that the demand for both low-pressure and medium-
pressure steam can not only be covered within the process, but there is even usable thermal
energy left over. As displayed in Figure 11, this thermal energy can be discharged from
the process and used, for instance, for carbon capture. This heat coupling is examined
in greater detail in Section 6.3. The table does not include the heating power required to
operate the carrier steam distillation column and the hydrocracker of 0.39 MJ/IDE and
0.41 MJ/IDE, respectively. As both the distillation column and hydrocracker are operated at
over 300 ◦C, it is not possible to provide this heat demand using low- or medium-pressure
steam. In order that no valuable electrical energy must be used to provide heating power,
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the reformer was operated exothermically instead of autothermically, as is common in
many industrial applications [46]. The heat made available in this way can, as Figure 11
indicates, be used to operate the hydrocracker and distillation column. Thermal oils can be
used for heat transfer as they enable heat transfer at temperatures of up to 400 ◦C [63]. As a
result, with the exception of the high-temperature heat required to operate the water and
co-electrolysis, all of the required process heat can be provided via internal heat integration.
As described in Section 3.1, the electrical power required for the electrolysis can be calcu-
lated using the calorific value of the electrolysis products and determining the efficiency.
The calorific value and output of the products can, in parallel to the calorific value of
synthetic fuels, be determined using the Aspen Plus component property, QVALNET. For
the electrical efficiency of high-temperature electrolysis, values from 60% to over 100% can
be found in the literature, depending on the mode of operation of the SOEC and how the
balance space of the electrolysis system is selected [64]. If, for example, the required heat
is not included in the calculation, if this is potentially available free of charge as waste
heat from another process, the efficiency of the electrolysis system improves accordingly.
In the developed power-to-fuel process, the low-temperature heat for the evaporation of
the water is provided through heat integration and therefore does not need to be taken
into account when determining the electrolysis efficiency. However, the required high-
temperature heat cannot be provided through heat integration but must be supplied to
the system in the form of electrical energy. Therefore, it must be taken into account in
the efficiency calculation. In this case, Peters et al. [64] specified an electrolysis efficiency
ηSOEC of approximately 80% for approximately thermo-neutral operation. At this degree of
efficiency, however, compression work for storing the electrolysis products is also included.
Although this type of compression was not carried out in the developed power-to-fuel
process, an electrolysis efficiency of 80% was selected to be on the safe side, in order not to
underestimate the required electrical power of the electrolyzers. The amount of synthesis
gas or hydrogen calculated in Aspen Plus and the specified efficiency result in the electri-
cal energy required to operate the electrolyzers of approximately 3.09 MJ/lDE for water
electrolysis and 58.78 MJ/lDE for co-electrolysis. One of the greatest advantages of energy
integration, which is made possible by a combination of high-temperature electrolysis and
Fischer–Tropsch synthesis, can also be made clear on the basis of these values. As shown
in simplified form in Figure 12, the feed stream of the co-electrolysis is evaporated and
preheated in a heat exchanger section (see Figure 2). About 16.4 MJ/lDE of thermal energy
was added to the feed stream. For this purpose, the waste heat from the Fischer–Tropsch
synthesis was used, amongst other things, via the energy integration. Without energy inte-
gration, this amount of energy would need to be added to the high-temperature electrolysis.
Conversely, this means that the energy requirement for co-electrolysis is reduced by more
than 20% through the energy integration, and that excess thermal energy is also available
and can be used for CO2 separation (see Section 5.3).

Figure 12. Simplified balance for co-electrolysis.
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Once the power-to-fuel process has been fully balanced, the overall efficiency of the
process, referred to as the PtF or PtL efficiency, can be determined. As the fuel synthesis
does not need to be supplied with external thermal energy, the efficiency is calculated on
the basis of the production output and electrical energy requirement. The electrical energy
requirement was made up of the energy requirement of 58.78 MJ/lDE for co-electrolysis,
the energy requirement of 3.09 MJ/lDE for water electrolysis, and the energy requirement
for operating all other system components of 6.89 MJ/lDE (see Table A3). It should be noted
that CO2 separation is not yet taken into account at this point. The following section deals
with the influence of CO2 separation on the PtL efficiency. This results in a power-to-fuel
efficiency for fuel synthesis of:

ηPTL =
35.9 MJ

lDE

6.89 MJ
lDE

+ 3.09 MJ
lDE

+ 58.78 MJ
lDE

= 52.21% (21)

It becomes clear that the electrical power required for high-temperature electrolysis
and so the electrolysis efficiency exerts the greatest influence on the power-to-fuel efficiency.
To take a closer look at this effect, Figure 13 displays the overall efficiency of the process
versus that of high-temperature electrolysis. The overall efficiency of the process is linearly
dependent on the electrolysis efficiency. For an ηSOEC of 60%, the ηPTL drops to 40%.
However, according to Peters et al. [64], electrolysis efficiencies of less than 70% only
occur when the low-temperature heat for evaporation of the water must be provided
by electrical energy. As this heat is available in the developed power-to-fuel process
via the energy integration, an electrolysis efficiency of 70% was assumed for the worst
case. Accordingly, the lowest possible power-to-fuel efficiency was around 46.26%. In the
event that high-temperature heat is available and correspondingly does not need to be
provided by electrical energy, electrolysis efficiencies of 100% and higher are possible. If
the developed power-to-fuel process is to be built, for instance, in a network location where
such high-temperature heat is available, a power-to-fuel efficiency of 63.67% is theoretically
possible with an electrolysis efficiency of 100%. At this point, it should be noted that the
assumed lower limit of the efficiency of 70% and also the 80% chosen for the base case
represent conservative assumptions. Due to the energy integration carried out and the fact
that in the developed fuel synthesis no compression of the electrolysis products for storage
was carried out, the electrolysis efficiency tended to be in the range above 80%, rather than
in that from 70% to 80% [64].

Figure 13. Power-to-fuel efficiency as a function of electrolysis efficiency.
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5.3. Heat Recuperation and CO2 Separation

The possibility of energy integration is often mentioned in the literature as a great
advantage of PtL processes based on Fischer–Tropsch synthesis. Energy integration has
already been carried out for the developed process in order to provide the required process
heat. However, the values listed in Table A3 in Appendix B demonstrate that there are still
large amounts of excess heat available that can be removed from the process in the form of
low- and medium-pressure steam. In the following, it should be determined whether this
heat can be used for CO2 separation in order to provide the CO2 required for co-electrolysis.
In addition, the influence of such a process coupling on the efficiency of the entire process
chain from CO2 separation to synthetic fuel was examined. For the separation of CO2 from
biogases and from industrial exhaust gases, heat is required at a temperature level [65,66]
that exceeds that of the excess low-pressure steam. Therefore, only the excess medium-
pressure steam is considered in the following. For every liter of diesel-equivalent produced,
the power-to-fuel process produces 9.191 MJ of medium-pressure steam. This energy can
then be converted into the amount of energy released per unit of CO2 consumed.

9.191 MJ
lDE

2.54 kgCO2
lDE

= 3.619
MJ

kgCO2
= 1.005

MWh
tCO2

(22)

Accordingly, in the developed power-to-fuel process, 1.005 MWh of thermal energy
was generated per ton of CO2 consumed, which can in turn be used for CO2 separation.
The resulting thermal coverage for the separation of CO2 from the CO2 sources of biogas,
industrial waste gas (cement works), and ambient air are given in Table 3. For the sake of
completeness, the thermal and electrical energy requirements are also listed.

Table 3. Thermal coverage for CO2 separation from various CO2 sources.

CO2 Source
Electricity Demand

[MWh/tCO2]
Heat Demand
[MWh/tCO2]

Thermal
Coveragee

Biogas (amine washing) [66] 0.011 0.631 159%
Ambient air (direct air capture) [65] 0.5 1.5 67%

Cement production
(amine washing) [66] 0.2 1.03 97.6%

The heat required to separate a ton of CO2 from biogases is comparatively low, at
0.631 MWh, and so the entire thermal energy requirement can be covered by the excess
medium-pressure steam and even remaining, unused medium-pressure steam. The sep-
aration of CO2 from the ambient air requires the largest amount of thermal energy with
1.5 MWh per ton of CO2. About 67% of this can be provided through the excess medium-
pressure steam. As an example of the separation of CO2 from industrial waste gases,
separation from the waste gases of a cement plant by means of amine scrubbing was
selected at this point. This technology requires 1.03 MWh of thermal energy to separate one
ton of CO2. Accordingly, 97.6% of this thermal energy can be provided through waste heat
from the developed power-to-fuel process. The degrees of coverage listed in Table 3 make
it clear that the developed PtF process can be coupled with CO2 separation in order to
provide the thermal energy required for CO2 separation. In order to examine the influence
of such a coupling in greater detail, Figure 14 shows the efficiencies of the entire process
chain for the case of the coupling of CO2 capture and the PtF process, and for the case that
both processes are operated separately.
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Figure 14. Coupling of the modeled synthesis with CO2 capture technologies.

If the separation of CO2 from biogas is conducted independently of the modeled PtF
process, the efficiency of the process chain is approximately 48.1%. If both technologies
are coupled, the entire thermal energy requirement can be provided by the fuel synthesis,
so that the overall efficiency is 52.1% (i.e., almost the efficiency of the PtF process without
taking CO2 separation into account). The remaining difference in results from the electrical
energy requirement for CO2 separation are listed in Table 3. The efficiency of the entire
process chain with CO2 separation from ambient air was lower due to the high thermal
and electrical expenditure of the technology (see Figure 14).

Nevertheless, by coupling the technologies, the efficiency can be increased from
41.3% to 46.1% (i.e., 4.8 percentage points). The greatest increase in efficiency can be seen
in the coupling of the developed fuel synthesis with CO2 separation from the exhaust
gases of a cement works. By coupling the technologies, the efficiency can be increased
by 5.8 percentage points, from 44.9% to 50.7%. Overall, it can be said that a coupling
of the developed fuel synthesis with CO2 separation technologies is both possible and
advantageous. The excess heat incurred by the Fischer–Tropsch synthesis can be discharged
from the process in the form of medium-pressure steam and used to operate various CO2
separation technologies. This makes it possible to increase the efficiency of the entire process
chain, from CO2 to synthetic fuel, by up to around 4.87 percentage points, depending on
the CO2 source used.

5.4. Comparison to a Related Analysis for E-Fuels Based on Low-Temperature Electrolysis

In order to be able to better assess the calculated power-to-fuel efficiency of the
developed fuel synthesis, it was compared with the efficiencies of alternative PtF or PtL
processes. Three PtL processes developed and examined by Schemme [54] were considered.
The comparison is possible, as Schemme [54] assumed the same boundary conditions
and efficiencies for ancillary units as in this work. In two of the processes considered,
alternative fuels were the target product, with methanol being produced in the first process
and dimethyl ether (DME) in the second. In the third process considered, synthetic kerosene
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and synthetic diesel were also produced through a Fischer–Tropsch synthesis, with the
synthesis gas for the Fischer–Tropsch reaction being generated via a reverse water–gas
shift reactor. The hydrogen supply for all three processes was provided through PEM
electrolysis, for which an electrolysis efficiency of 70% was assumed. The PtL efficiencies of
the three processes are compared in Figure 15 with the PtL efficiencies of the fuel synthesis
developed herein for different electrolysis efficiencies. It should be noted that efficiencies
are only really comparable if all of the reference points for determining them are known [67].

Figure 15. Comparison of the PtL efficiency of the developed fuel synthesis with those of alternative
PtL processes (ηPTl of methanol, DME, and FT with the RWGS process according to Schemme [54]).

Therefore, the following comparison should not serve as a precise quantitative as-
sessment of the processes, but represents a qualitative classification of the developed fuel
synthesis. The efficiencies shown in Figure 15 are the PtL efficiencies for the case that
the processes are coupled with CO2 separation from industrial exhaust gases. With the
three efficiencies according to Schemme [54], CO2 separation from industrial exhaust gases
was also assumed, but with the difference that only an electrical energy requirement of
0.333 MWh per ton of CO2 was taken into account, and the thermal energy requirement
was not. Accordingly, it can be assumed that the actual PtL efficiencies of the processes
from Schemme [54], taking into account the thermal energy requirement, are below the
specified values. The efficiencies of the methanol and DME processes in particular were
probably overestimated, as significantly less excess heat is produced in these processes than
in those that employ a Fischer–Tropsch synthesis (see Schemme [54]). The PtF efficiency of
the developed fuel synthesis is shown in Figure 15 for two different cases. For the standard
configuration shown in blue, the PtL efficiency of around 45% for an ηSOEC of 70% was
below the efficiencies of all reference processes. With an electrolysis efficiency of 80%, the
PtL efficiency of the developed fuel synthesis corresponded to that of the Fischer–Tropsch
process with a RWGS reactor at around 51.1%. With increasing electrolysis efficiency, the
PtL efficiency also further increased. With an ηSOEC of 100%, the PtL efficiency of the
developed fuel synthesis was approximately 61.4% and above the power-to-liquid efficien-
cies of the methanol and DME syntheses of 57.6% and 60%, respectively. The conclusion
for this is that co-electrolysis only achieves the same PtL efficiency with a 10 percentage
point higher efficiency than the process configuration of PEM electrolysis, RWGS reactor,
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and Fischer–Tropsch synthesis, as assumed by Schemme [54]. However, the specified
efficiencies for high-temperature electrolysis described by Peters et al. [64] partially take
into account a compression of the electrolysis products to 70 bar for storage, which was
not carried out in the developed fuel synthesis. Accordingly, it can be assumed that the
required electrolysis power was overestimated and therefore the PtF efficiency was under-
estimated. To compensate for this effect, the PtF efficiency was recalculated, neglecting
the compression of the synthesis gas to 30 bar by V-1 (cf. Figure 2). The resulting PtF
efficiencies are highlighted in green in Figure 15. With an efficiency of the high-temperature
electrolysis of 70%, the ηPTL was around 48.2% at a similar level to the Fischer–Tropsch
process investigated by Schemme [54], with a PEM electrolysis efficiency of 70%. The PtF
efficiency of the fuel synthesis developed in this work, neglecting V-1, further increased
with ηSOEC, with a PtF efficiency of approximately 67.4% being calculated for an ηSOEC of
100%. Figure 15 thus shows the great potential of PtF processes based on co-electrolysis,
and thus also the potential of the developed fuel synthesis. With an electrolysis efficiency
of 70%, the high-temperature electrolysis-based process achieved similar efficiencies as the
PEM electrolysis-based process. However, with high-temperature electrolysis, there is the
possibility of substituting electrical energy with thermal energy and thus achieving very
high electrolysis efficiencies and therefore also very high PtF efficiencies.

6. Techno-Economic Analysis

This section is dedicated to the analysis of the economic aspects of the developed
PtF process. As the developed model is suitable for calculation with any feed stream, it is
necessary to determine an order of magnitude for the process for investigation. According
to a report by the Intergovernmental Panel on Climate Change [68], the cement industry
emits around 932 megatons of CO2 annually. For the number of cement works of 1175 given
in the same source, assuming 8000 annual operating hours, this approximately corresponds
to an average CO2 production of 99.15 tons per hour and plant. Based on this value, a
CO2 feed stream of 100 tons per hour are defined for the techno-economic analysis in this
work. This corresponds to a total production capacity of around 39,400 lDE per hour of
synthetic kerosene and diesel, with a total energy consumption of around 750 MW. In the
following, the methodology described by Schemme et al. and Peters et al. [69,70] was used
to calculate the costs of manufacturing, whereby the investment costs for the system as well
as the material and personnel costs for operating it, were first determined. The cost of the
product was then determined on the basis of the specific costs. A sensitivity analysis was
carried out in order to examine the influence of various cost factors on the production costs
in greater detail. Finally, the calculated production costs of the developed fuel synthesis
were compared with alternative PtF or PtL processes. The cost of product to be expected
for the reference year 2030 was also calculated as part of the economic analysis, with all
costs being converted to 2019 equivalents. Accordingly, all cost information below relates
to the year 2019, unless stated otherwise.

6.1. Investment Cost

The first step in calculating the cost of the product was to determine the system’s
investment costs. The calculation of the component costs, with the exception of the reactors
and electrolysis, was conducted with the Turton method using the CAPCOST Excel tool;
the methodology is explained in Schemme [54]. The investment costs for the reactors and
electrolysis are calculated separately. Due to the large number of components required,
the investment costs for each of the system components are not discussed individually
below. A detailed breakdown of the investment costs is presented in Table 4. To calculate
the component costs using the Excel tool CAPCOST, the material, operating pressure, and
component-specific size parameters Z must be specified. In the cost accounting, it was
assumed that all system components were made of stainless steel. The operating pressures
were taken from the Aspen Plus simulation, whereby an additional safety factor of 1.5 was
taken into account for all pressures. The size parameters Z were determined depending on
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the component group. For the pumps, compressors, and drives, the respective nominal
capacities are required as size parameters for CAPCOST. These can be taken directly from
Aspen Plus, taking the efficiency into account. For the cost calculation of the distillation
column and the two strippers, the diameters and heights of the respective apparatuses
are required. The Aspen Plus Tray sizing function was used to determine the diameter,
assuming sieve trays with a distance of approximately 0.6 m (2 feet) from one another.
The heights of the columns and strippers were calculated using the number of trays and
the distance between them. An additional distance between the top floor and head or the
lowest floor and the sump of 1.5 m was taken into account—a so-called disengagement
space. The size parameter for calculating the heat exchanger corresponded to the heat
transfer area of the respective heat exchanger.

Table 4. Investment costs for the modeled power-to-fuel process.

Component (-Group) Investment Cost [Mil.-€] Share [%]

Pumps 0.146 0.02%
Compressor 122.238 12.87%

Drives 1.680 1.12%
Columns & stripper 1.252 0.13%

Heat exchanger 135.524 14.27%
Vessels 3.593 0.38%

FT reactor 87.185 9.18%
Hydrocracker 70.186 7.38%

Reformer 1.862 0.20%
High-temperature water electrolyzer 25.809 2.72%

High-temperature co-electrolyzer 491.420 51.73%

Sum 949.896 100%

In the next step, the investment costs for the three reactors were determined using the
corresponding equations published Baliban et al. [71]. The calculation method presented
here requires the capacities of the Fischer–Tropsch reactor, the hydrocracker, and the
reformer. These can be read from the Aspen Plus simulation and are listed in Table A4 in
Appendix B. It should be noted that the capacity of the Fischer–Tropsch reactor was above
the permitted smax value and that two Fischer-Tropsch reactors were therefore operated in
parallel. The determined investment costs for the reactors are shown in Table 4.

To calculate the investment costs for high-temperature electrolysis, the electrical per-
formance of the water and co-electrolysis processes must be determined. For this purpose,
as in Section 5.2, an electrolysis efficiency was calculated and the required electrolysis
output determined through the calorific value of the electrolysis products. An electrolysis
efficiency of 80% was assumed for the “base case.” This resulted in an output of approxi-
mately 643.4 MW for the co-electrolysis and of about 33.8 MW for the water electrolysis.
Table 4 gives the forecasts for the investment costs for high-temperature electrolysis for the
year 2030. As part of this cost calculation, the data from Brynolf, et al. [72] was employed,
as these also expressly apply to SOECs in co-electrolysis operation. The reference case was
based on Brynolf et al. [72], given a mean value of €764 (=̂700 € 2015) per kilowatt assumed
for the investment costs for high-temperature electrolysis. The sum of the investment costs
for the system components resulted in investment costs of around €949.9 mil. for the entire
system. It can clearly be seen that the investment costs for the high-temperature electrolysis,
totaling around €517 million and thus with a share of over 50%, made up by far the largest
share of the total investment costs. Next up were the investment costs for the heat exchang-
ers and compressors at around 14% and 13%, respectively. Costs for the Fischer–Tropsch
reactor and hydrocracker made up a considerable part of the total investment costs at
around 9% and 7%, respectively, whereas the costs for the remaining system components
only played a subordinate role, at less than 2%. Due to the high share of investment costs
for high-temperature electrolysis, the influence of the electrolysis efficiency and investment
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costs for the electrolysis against the cost of the product is discussed in greater depth in
Section 6.4.3.

6.2. Material and Personnel Costs

The material costs were derived from the costs of the raw materials required for
production and those for the required resources. The amounts of the respective materials
can either be taken directly from the Aspen simulation or determined using the data shown
in Figure 11. If the required quantities for raw materials and operating resources are known,
the annual material costs are determined using a specific price for the respective material.
An annual operating time of 8000 h was assumed for calculation of the costs. The calculated
material costs for the raw materials are presented in Table 5. For the CO2 price, the base
case was assumed to be €70 per ton. This is the lowest price that can be expected in the
short- to medium-term for CO2 that is separated from the exhaust gases of a cement plant
(see Schemme [54]). Overall, it can be seen that the costs for CO2 make up the largest part
of the raw material costs, at €56 million out of a total of around €64 million. The influence
of the costs of CO2 on the production costs was considered in the sensitivity analysis.

Table 5. Raw material costs for the PtF process.

Raw Material Demand Spec. Costs Material Cost

Carbon dioxide 100.0 t/h 70.0 €/t 1 56,000,000 €/a
Oxygen 13.4 t/h 70.0 €/t 2 7,491,344 €/a

Process water 157.2 t/h 0.1 €/t 3 125,753 €/a

CR - - 63,617,097 €/a
1 Brynolf et al. [72]. 2 Cheaper also in the literature: Fraunhofer-Institut [73]. 70 €/t was chosen to not underestimate
the costs. 3 Cheaper also in the literature: INTRATEC [74]. 0.1 €/t was chosen to not underestimate the costs.

The annual material costs for the required equipment are presented in Table 6. For the
base case of the cost calculation, an electricity price of €40 per MWh was assumed, which
was the approximate average electricity exchange price in Germany for 2019 according to
the ‘energy charts’ provided by the Fraunhofer Institute [75]. Table 6 shows that electricity
costs made up the majority of operating costs. Therefore, Section 6.4.1 examines in greater
detail how the price of electricity influences the cost of the product.

Table 6. Operating costs for the power-to-fuel process.

Raw Material Consumption Specific Costs Material Costs

Cooling water 3324.6 t/h 0.1 €/t 1 2,659,653 €/a
Cooling air 42,800.8 t/h - -
Electricity 752.65 MW 40 €/MWh 2 240,848,000 €/a

CB - - 243,507,653 €/a
1 Cheaper also in the literature: INTRATEC [74]. 0.1 €/t was chosen not to underestimate costs. 2 ‘Energy charts’ [75].

To calculate the annual personnel costs Cp using Equation (23), the number of work
steps with particulate solids P and the number of system components to be monitored or
controlled NNP must be determined. In the developed power-to-fuel process, no work
steps were carried out with particulate solids, and P was accordingly zero. The number of
system components to be monitored and the total NNP were as follows: 65 compressors,
one column, 181 heat exchangers, three reactors, and 14 electrolyzers.

The high number of compressors and heat exchangers compared to the modeling
resulted from the fact that in the Excel tool CAPCOST, the highest possible compressor
output of a single compressor was limited to 3000 kW, and the largest possible heat
exchanger surface of a single heat exchanger to 1000 m2. The required electrolysis power
for the base case was determined to be approximately 643.4 MW for the co-electrolysis and
33.8 MW for the water electrolysis processes. According to Brynolf et al. [59], the maximum
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output by an SOEC to be expected by 2030 is 50 MW. Accordingly, a total of 14 SOEC units
are required for the power-to-fuel process. This results in a value of 264 for NNP. The
average annual gross salary of a full-time employee in the chemical industry in Germany in
2019 was €58,896; see [76]. Taking into account the non-wage labor costs of approximately
23% (see [77]), the annual personnel costs can be calculated using Equation (23), whereby
PAYROLL is determined as €76,488 according to [76,77].

CP = 5.38·
√

6.29 + 31.7·P2 + 0.23·NNP·PAYROLL
= 5.38·√6.29 + 31.7·02 + 0.23·264·76, 488€
≈ 3, 365, 561€

(23)

6.3. Product Cost

Using Equation (24), annual production costs were calculated. However, a depreciation
period t and an interest rate i must first be specified in order to determine the annuity.
According to Brynolf et al. [59], lifetimes of between 10 and 20 years are to be expected
for SOEC systems and maximum lifetimes of less than 90,000 operating hours for SOEC
stacks. According to Schmidt et al. [78], for SOEC stacks, maximum operating times of over
100,000 h or, according to one of the experts questioned, of just 30,000 h, can be expected.
A depreciation period of 12 years was assumed for the base case of the cost calculation,
which corresponded to a total of approximately 96,000 operating hours with an annual
operating time of 8000 h. Different values can be found for the interest rate in the literature
for power-to-fuel processes such as an interest rate of 4% in Schmidt, et al. [79] and 8%
in Buddenberg et al. [80]. An interest rate of 5% was selected for the base case of cost
accounting. The influence of the selected depreciation period and selected interest rate was
examined as part of the sensitivity analysis. If the depreciation period and interest rate are
selected, the annual production costs can be calculated according to Equation (24):

COM = 0.151·FCI + 2.284·CP + 1.031·(CR + CB)

+FCI·( i·(1+i)t

(1+i)t−1
+ i·0.15)

= 582.1 Mil.€

(24)

With:

Investment costs FCI = €949.9 million, see Table 4;
Personnel costs Cp = €3.37 million, see Equation (23);
Raw material costs CR = €63.6 million, see Table 6;
Operating costs CB = €243.5 million, see Table 6;
Depreciation period t = 12;
Interest rate i = 0.05.

For the specified feed stream of 100 tons of CO2 per hour, the production output of the
power-to-fuel process totaled around 39,400 L of diesel equivalent per hour. The specific
production costs result from Equation (25):

com =
582.1·106 €

a

39400 lDE
h ·8000 h

a

≈ 1.85
€

lDE
(25)

Table 7 shows the cost allocation based on Otto [81]. As a result, the base case under
consideration resulted in fuel production costs of around €1.85 per liter of diesel equivalent.
Several important influencing factors on the cost of product could also be identified. At
almost 42%, the operating resources made up the largest share of fuel production costs. It
can be seen in Table 6 that the majority of operating costs were caused by electricity costs,
and therefore the electricity price exerts a strong influence on the cost of the product.
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Table 7. Distribution of the fuel production costs according to Otto [81].

Cost Component Specific Production Cost [€/lDE] Share [%]

Raw materials 0.20 10.9
Resources 0.77 41.9

Overhead: transportation, storage, etc. 0.12 6.3
Manufacturing personnel 0.01 0.6

Surveillance and office staff <0.01 0.1
Maintenance and repair work 0.19 9.8

Auxiliary materials 0.03 1.5
Laboratory costs <0.01 0.1

Patent and license fees 0.04 2.4
Taxes and insurance 0.10 5.2
Administrative costs 0.03 1.6

Annuity 0.36 19.6

Total 1.85 100

The annuity accounted for the second largest share of fuel production costs, the amount
of which depends on the selected interest rate and the selected depreciation period as well
as on the investment costs FCI. In addition, the FCI have, according to the cost allocation by
Otto [81], a direct impact on several other cost components such as maintenance and repair
work. Over 50% of the total investment costs are made up by those for high-temperature
electrolysis. Accordingly, it can be assumed that the investment costs for the electrolysis
have a major influence on fuel production costs. The investment costs for high-temperature
electrolysis depend, on one hand, on the specific investment costs per kilowatt of power
and, on the other, on the efficiency of the high-temperature electrolysis. The last important
cost factor can be identified as the CO2 costs, as these account for almost 90% of the raw
material costs (see Table 2) and so almost 10% of the total cost of the product. Overall, the
electricity price, efficiency of high-temperature electrolysis, specific investment costs for
high-temperature electrolysis, depreciation period, and interest rate as well as the price of
CO2 are identified as important cost items. The influence of these factors is examined in
more detail in the following section.

6.4. Sensitivity Analysis

A sensitivity analysis is presented in this section to examine the influence of the cost
factors identified in Sections 6.1–6.3. For this purpose, the assumptions for the electricity
price, electrolysis efficiency, specific investment costs for the electrolysis, depreciation
period, and interest rate as well as the CO2 costs were varied and the fuel production costs
calculated. The other cost factors were left at the values assumed for the base case (see
Table 8). Finally, the influences of the respective cost factors were compared in the form of
a so-called tornado diagram.

Table 8. Assumptions for the base case.

Cost Parameter Assumption

Electricity price 40 €/MWh
ηSOEC 80%

Spec. investment electrolysis 764 €/kW
Depreciation period

Interest rate
12 years

5%
CO2 cost 70 €/t

6.4.1. Influence of the Electricity Price

Figure 16 displays the production costs in relation to the assumed electricity price. For
the sake of clarity, the cost components “production staff”, “monitoring and office staff”,
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“auxiliary materials”, “laboratory costs”, and “patent and license fees” were combined into
“other production costs” in this and the following figures.

Figure 16. Production costs depending on the electricity price.

The electricity price was varied based on the €40 per megawatt hour assumed for
the base case plus or minus 50%. For €20 per megawatt hour, the cost of the product
was approximately €1.5/lDE, and for €60 per megawatt hour, it was around €2.2/lDE. The
operating costs, which mainly consisted of electricity, made up around 25% at €20/MWh
and over 50% of the cost of the product at €60/MWh. The share of electricity costs in
the production costs and, accordingly, their influence on the production costs, was very
high. Thus, the local electricity price should be considered as an important criterion when
choosing locations.

6.4.2. Influence of Electrolysis Efficiency

Figure 17shows the fuel production costs as a function of the electrolysis efficiency.
In Section 6.2, it was noted that electrolysis efficiencies of less than 70% are not to be
expected for the developed fuel synthesis. Therefore, the efficiency of high-temperature
electrolysis was varied from 70% to 100% for the sensitivity analysis. For an efficiency
ηSOEC of 70%, the cost of product was around €2.0/lDE. The levelized costs of the product
decreased with increasing electrolysis efficiency, and for an efficiency ηSOEC of 100%, the
levelized costs of the product were around €1.6/lDE. It can be seen in Figure 17 that with
increasing electrolysis efficiency, both the operating material costs and cost items that are
dependent on the investment costs for the system fell. This was due to the fact that the
required electrolysis power decreased with increasing electrolysis efficiency, which in turn
reduced the investment costs required for the electrolysis and its power consumption. As
stated above, the electrolysis efficiency is strongly influenced by the extent to which high-
temperature heat is available for the operation of the water and co-electrolysis. Accordingly,
when choosing a location for fuel synthesis, it should be determined whether such high-
temperature heat is generated in an existing system, and if heat coupling is possible.
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Figure 17. Product production costs depending on the electrolysis efficiency ηSOEC.

6.4.3. Influence of the Specific Investment Costs for Electrolysis

Figure 18 shows the cost of the product as a function of the specific investment costs
for water and co-electrolysis. Brynolf et al. [72] provide a value of €436/kW (=̂400 €/kW
@ 2015) as the lower limit and a value of €1091/kW (=̂1000 €/kW @ 2015) as the upper limit
for the specific investment costs for high-temperature electrolysis expected by 2030 (see
Table 4). For the sensitivity analysis, the specific investment costs were varied accordingly.
The cost of product for €436/kW was around €1.7/lDE, and for €1091/kW, there was a
product cost of around €2.0/lDE. This corresponded to a deviation from the fuel production
costs for the base case of €764/kW of around ±10%. The influence of the specific investment
costs was, accordingly, significantly less than that of the electricity price, for instance.
However, it must be noted that the projection of Brynolf et al. [72] only applies in the event
that major technical advances are made by 2030 and are therefore to be considered target
values. It is important to invest in research and development so that the developed fuel
synthesis or other power-to-fuel processes based on SOEC technology can be implemented
in the future.

Figure 18. Product production costs as a function of electrolyzer investment costs.
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6.4.4. Influence of the Depreciation Period and Interest Rate

The cost of product as a function of the selected depreciation period and selected
interest rate are shown in Figure 19. The cost of product for a short depreciation period of
nine years with a high interest rate of 7% and a long depreciation period of 15 years with a
low interest rate of 3% were compared with the base case of 12 years and 5%, respectively.
In the worst case, with a short depreciation period and high interest rate, the cost of product
was €2.0/lDE, and in the favorable case with a long depreciation period and low interest
rate, the cost of product was €1.7/lDE. This deviation from the base case resulted from
the annuity, which was reduced by almost 45% from the unfavorable case to the favorable
one. Accordingly, the location-dependent investment conditions should also be taken into
account when choosing a location.

Figure 19. Product production costs depending on the depreciation period and interest rate.

6.4.5. Influence of CO2 Costs

Figure 20 shows the cost of the product as a function of that of the required CO2.
According to Brynolf and Taljegard [37], the expected long-term costs for CO2 that are
separated from the exhaust gases of a cement plant are between €30 and €50 per ton.
Accordingly, for the sensitivity analysis, production costs in this range were assumed. For
the sake of completeness, the cost of the product was also calculated to be between €70 and
€90 per ton of CO2. The cost of the product was around €1.7/lDE and €1.9/lDE. It is clear
that the CO2 price has an influence on the production costs, but that it is significantly lower
compared to the other cost factors examined. This means that a favorable CO2 price in the
range considered is advantageous for fuel synthesis, but not absolutely essential.
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Figure 20. Product production costs as a function of the CO2 price.

6.4.6. Influence of the Cost Factors in Comparison

A tornado diagram, which can be seen in Figure 21, was used to compare the influence
of the respective cost factors on the levelized cost of electricity (LCOE). This diagram
compares the areas in which the levelized product costs are dependent on the respective
cost factors, based on the base case of €1.85/lDE. For this comparison, the best case and the
worst case assumptions from the previous sections were used and highlighted together
with the base case assumptions in Figure 21. In Figure 21, it is once again clear that
the electricity price had the greatest influence on the fuel production costs and could
influence fuel production costs up or down by up to 40 ct/lDE for the price range examined.
It is important to note that the tornado diagram only considered the cost parameters
individually. In reality, it can be assumed that there will be a mixture of “best”, “base”, and
“worst” cases presented. However, due to the sum of all possible savings when all of the
best cases arrive, a lower limit for the fuel production costs was given at €0.94/lDE. In the
same manner, with the arrival of all worst cases with €2.95/lDE, there was an upper limit
for the cost of the product.

Figure 21. Tornado diagram of the sensitivity analysis of product generation costs.
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6.5. Comparison with Alternative Power-to-Liquid Processes

In the following section, the calculated production costs are compared with those
of alternative power-to-fuel processes. As noted in Section 6.4, the methanol and DME
synthesis investigated by Schemme [54] and the Fischer–Tropsch synthesis in combination
with a RWGS reactor were used for the comparison. The production costs of the three
processes are compared in Figure 22 with the manufacturing costs for the worst, base, and
best cases specified in Section 6.4.

Figure 22. Comparison of the production costs of the developed fuel synthesis with those of alterna-
tive power-to-liquid processes (costs of methanol, DME, and FT with the RWGS process according to
Schemme [54]).

It must be taken into account that with respect to Schemme [54], different framework
conditions were selected in some cases than in the economic analysis carried out in this
study. In the three comparison processes, for example, the required hydrogen was not
produced in the process, but was obtained externally and taken into account in the cost
calculation at a price of €4.6/kg of H2. Therefore, the following comparison serves as
a qualitative classification of the calculated manufacturing costs rather than an exact
quantitative comparison of the production costs of the different power-to-liquid processes.
In addition, the processes investigated by Schemme [54] were smaller than the fuel synthesis
investigated herein.

For example, the Fischer–Tropsch reactor investigated by Schemme [54] was fed with
a feed stream of approximately 245,000 Nm3/h, whereas in the economic analysis carried
out in this study, approximately 350,000 Nm3/h flowed into the Fischer–Tropsch reactor.
It is therefore possible that there is a potential for savings through scaling effects for the
processes examined by Schemme [54]. However, Figure 22 clearly shows the great potential
of the fuel synthesis that has been developed, also taking into account these potential
savings. The production costs of €1.85/lDE are already competitive for the base case with
the fuel production costs of the methanol and DME synthesis of €1.87/lDE and €1.82/lDE,
respectively. In the best case, the costs can even be undercut with €0.94/lDE. An additional
advantage of the developed fuel synthesis compared to methanol and DME synthesis is
that the infrastructure for traditional fuels already exists and further costs can therefore
be saved.
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7. Conclusions

Power-to-fuel technology represents a promising possibility for making the transport
sector CO2-neutral in the future. An especially interesting power-to-fuel concept is the
coupling of high-temperature co-electrolysis with Fischer–Tropsch synthesis, as this carries
some thermodynamic advantages. The aim of this study was to develop such a power-to-
fuel process, model the developed process in a process simulation program, and then carry
out a techno-economic analysis of the overall process. In the developed fuel synthesis, the
entire process chain was considered, starting with water and CO2 and ending with the
fuel according to specifications. First, water and CO2 were converted into synthesis gas,
consisting of hydrogen and carbon monoxide, by means of high-temperature co-electrolysis.
In the next step, the synthesis gas was converted into hydrocarbons through a Fischer–
Tropsch synthesis, and then processed into synthetic diesel according to EN 15940 and
synthetic kerosene type FT-SPK according to ASTM 7566. The fuel preparation consisted of
a hydrocracker, reformer, and carrier steam distillation. An additional high-temperature
water electrolysis system was used to provide the hydrogen required for the hydrocracker.
The process simulation was implemented in the simulation program Aspen Plus, whereby
the model was designed for the calculation of any mass flows and so any system sizes.
In addition, an energy integration analysis was conducted. The results of the process
simulation provide information regarding the material and energetic balance of the process.
In the developed fuel synthesis, 1 L of diesel equivalent (35.9 MJ) of synthetic fuels was
produced, which was then broken down energetically into 38.9% kerosene and 61.1%
diesel. An examination of the fuels produced indicated that both synthetic diesel and
synthetic kerosene meet the requirements of the above standards. To produce one liter of
diesel equivalent, 2.54 kg of CO2, 3.99 kg of water, and 0.34 kg of oxygen are required. The
energetic analysis of the process shows that the energy requirement of the high-temperature
co-electrolysis was reduced by the energy integration from about 75 MJ/lDE over 20% to
about 59 MJ/lDE. This makes it clear that the coupling of Fischer–Tropsch synthesis with
high-temperature electrolysis represents an attractive power-to-fuel concept. In addition, it
was found that the energy requirement of the process and so the power-to-liquid efficiency
depends heavily on the efficiency of the electrolysis. The power-to-liquid efficiency for an
electrolysis efficiency of 70% was approximately 46%, and with an electrolysis efficiency of
100%, the PtL efficiency was almost 67%. The assumed base case electrolysis efficiency of
80% resulted in a PtL efficiency of 52%, whereby the electrical energy for the co-electrolysis,
with about 59 MJ/lDE, made up more than 85% of the total energy requirement of about
69 MJ/lDE. Accordingly, the co-electrolysis represents the critical element of the developed
fuel synthesis and presents itself as a topic for further research in order to develop a better
understanding of the technology as well as to identify possible energy-saving potentials.
The energetic analysis also showed that the developed power-to-fuel process generated
an excess heat of around 1.005 MWh per ton of CO2 consumed. This heat can be used for
CO2 capture technologies. This study showed that the excess CO2 could cover around
67% of the thermal energy required to separate a corresponding amount of CO2 from
the ambient air and around 97% of the thermal energy requirement for separating CO2
from industrial waste gases (cement works). The thermal energy requirement of CO2
separation from biogas can be fully covered. This option is very attractive since it offers
a biogenic CO2 source, resulting in a completely sustainable route. In the long-term,
the further technical development of the direct separation from ambient air will surely
enable a broad application possibility for the developed technology. The thermal coupling
of the power-to-fuel process with CO2 capture technologies therefore represents a good
opportunity to improve the efficiency of the entire process chain, from CO2 to synthetic
fuel. If fuel synthesis is coupled with CO2 separation from biogases, the overall efficiency
can be increased from 48.1% to 52.1% (i.e., by four percentage points). In the case of
CO2 separation from the ambient air, the thermal coupling can increase the efficiency by
4.8 percentage points, from 41.3% to 46.1%. The largest increase in efficiency was found
when the fuel synthesis was coupled with the separation of CO2 from industrial exhaust
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gases. These values show the importance of the CO2 capture technology and its relevance
for the overall process. In order to maximize the efficiency of the future demonstration
projects, it is therefore important to select the optimal site concerning the CO2 potential.
The process model developed in this study can be used to analyze the economic viability
of the examined locations given that, as already described, it is suitable for calculating
any system parameters. The further development of the outlined process model can also
be the subject of future research. For example, the models developed for calculating the
co-electrolysis or Fischer–Tropsch reactor could be enhanced by kinetic models.

In order to realize the potential of the developed fuel synthesis, two important con-
siderations are necessary. On one hand, it is important to invest in the research and
development of SOEC technology and to increase the low TRL of the SOEC and bring
high-temperature electrolysis to a megawatt scale and market maturity. On the other
hand, the choice of location plays a decisive role. In this way, the great potential of the
developed fuel synthesis can, above all, be realized in locations where cheap electricity and
high-temperature heat are available for the operation of the SOEC.
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Appendix A. Effect of Chain Growth Probability on the Product Distribution

In order to illustrate the influence of the chain growth probability on the product
distribution, Figure A1 compares the product distribution of a Fischer–Tropsch synthesis
for α = 0.88 and α = 0.92 for C1 to C60 according to the Anderson–Schulz–Flory distribution
(Equation (12)). The course of the mass fractions of the various hydrocarbons was similar
in both curves. First, the mass fractions increased with increasing chain length until a
maximum was reached and the curve fell again. However, the curve for α = 0.88 rose much
more rapidly in the area of short hydrocarbon chains and already reached the maximum
at a chain length of n = 8. In addition, it flattened out very steeply, which means that the
proportion of long-chain hydrocarbons in the product was very low. In comparison, the
curve for α = 0.92 rose much more slowly and only reached the maximum at a chain length
of n = 12, and then flattened out more slowly. Accordingly, the proportion of long-chain
hydrocarbons in the product of the Fischer–Tropsch synthesis was significantly higher for
α = 0.92, or for high chain growth probabilities in general. It follows that to maximize
kerosene and diesel production in a power-to-fuel process, the chain growth probability of
the Fischer–Tropsch synthesis should also be maximized.
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Figure A1. Product distribution of the Fischer–Tropsch synthesis for α = 0.88 and α = 0.92.

Appendix B. Key Data from Process Simulations

Table A1. Energy-specific material balance of the developed fuel synthesis.

Input Output

Carbon dioxide 2.54 kg Synthetic fuel 1 lDE
Water 3.99 kg Share kerosene 38.9%

Oxygen 0.34 kg Share diesel 61.9%
Water 2.89 kg

Table A2. Resources used.

Resources Temperature Range
Specific Heating-/
Cooling-Power

Low-pressure saturated steam 124–125 ◦C 2193 kJ/kg
Medium-pressure saturated steam 174–175 ◦C 2036 kJ/kg

Cooling water 20–25 ◦C 21 kJ/kg
Cooling air 30–35 ◦C 5 kJ/kg
Electricity - -

Table A3. Energy-specific resource balance of the developed fuel synthesis. Negative values in the sum
mean that excess steam is available from the process. See Table A2 for details on the resources used.

Resources Quantity [kg/lDE] Energy [MJ/lDE]

Low-pressure saturated steam
Produced −0.235 −0.515
Demand 0.196 0.429

Sum −0.039 −0.086

Medium-pressure saturated steam
Produced −6.059 −12.339
Demand 1.546 3.148

Sum −4.513 −9.191

Cooling water
Demand 84.370 1.764

Cooling air
Demand 1086.192 5.431

Electricity (w/o electrolysis)
Demand - 6.890
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Table A4. Capacities of the Fischer–Tropsch reactor, the hydrocracker and the reformer.

FT Reactor Hydrocracker Reformer

Educt-/product rate 350,322 Nm3/h 1191 t/d 159,483 Nm3/h
smax-value 228,029 Nm3/h 6256 t/d 9,438,667 Nm3/h

Number of reactors 2 1 1
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Abstract: In this paper, a new integrated system of solid oxide fuel cell (SOFC)–gas turbine (GT)–
steam Rankine cycle (SRC)–exhaust gas boiler (EGB) is presented, in which ammonia is introduced
as a promising fuel source to meet shipping decarbonization targets. For this purpose, an SOFC is
presented as the main power-generation source for a specific marine propulsion plant; the GT and
SRC provide auxiliary power for machinery and accommodation lighting, and steam from the waste
heat boiler is used for heating seafarer accommodation. The combined system minimizes waste heat
and converts it into useful work and power. Energy and exergy analyses are performed based on the
first and second laws of thermodynamics. A parametric study of the effects of the variation in the
SOFC current density, fuel utilization factor, superheat temperature, and SRC evaporation pressure
is conducted to define the optimal operating parameters for the proposed system. In the present
study, the energy and exergy efficiencies of the integrated system are 64.49% and 61.10%, respectively.
These results serve as strong motivation for employing an EGB and SRC for waste heat recovery
and increasing the overall energy-conversion efficiency of the system. The SRC energy and exergy
efficiencies are 25.58% and 41.21%, respectively.

Keywords: SOFC; ammonia; integrated system; waste heat boiler; steam Rankine cycle

1. Introduction

Maritime transportation makes a significant contribution to global CO2 emissions [1].
From 2012 to 2020, CO2 emissions due to shipping activities increased from 962 million tons
to 1056 million tons, which is equivalent to an increase of 2.76% to 2.89% [2]. To combat
climate change and contribute to sustainable development, the International Maritime
Organization (IMO) has adopted an initial strategy and related regulations to reduce
CO2 emissions per transportation work (carbon intensity) by 40% by 2030, and the total
yearly GHG emissions by 50% by 2050 [3]. As a result, several technical and operational
measures have been implemented to improve energy efficiency and reduce CO2 emissions,
including the use of alternative fuels, using renewable energy, increasing engine efficiency,
implementing waste heat recovery systems, improving hull form, implementing speed
reduction, and using alternative sea routes [4].

Hydrogen is a cost-effective and “clean and green” fuel option. However, its limitation
is its low volumetric energy density (9.9 MJ/m3 lower heating value) compared with that
of fossil fuels; hence, larger vessels are required for storage and transportation [5]. Both
physical and material-based technologies have been explored for the dense storage of
hydrogen.
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Ammonia, with the chemical formula NH3, is a fuel with a hydrogen concentration
of 17.6% by weight and has no carbon. It decomposes easily into a gas combination of
75% H2 and 25% N2, resulting in a high output of pure hydrogen with minimal carbon
emissions [6]. Ammonia has emerged as an energy vector because of its ability to efficiently
be stored and produced from renewable energy. It is a potential fuel for fuel cells because
it is inexpensive, easy to store and carry, less combustible than other fuels, and relatively
safe due to observable odor leaks [7]. With this important potential of ammonia as marine
fuel, the IMO and international societies have adopted safety guidelines and operational
regulations to minimize risks for ammonia utilization. In addition, fuel cells are considered
possible alternatives to the aforementioned approaches, which have strong benefits over
conventional combustion-based technologies [8]. Ammonia can be directly supplied and
converted to electricity using technologies such as SOFCs [9] and internal combustion
engines [10], or indirectly used through decomposition in polymer electrolyte membrane
fuel cells (PEMFCs) [11]. In contrast to methanol, the ammonia fuel used in SOFCs un-
dergoes thermal cracking at the anode, producing hydrogen and nitrogen; therefore, no
steam is required, avoiding carbon formation. In addition, the technological infrastructure
for ammonia use is well-established. As a result, there is growing interest in employing
ammonia-fueled fuel cells, particularly SOFCs [6].

SOFCs are gaining more attention as a cutting-edge power-generation technology
with high energy-conversion efficiency, low environmental impact, and flexibility of fuel
supply [12]. Because of the high cost and poor volumetric energy density of hydrogen,
portable SOFC applications seem unlikely, even though hydrogen has been widely used
as a fuel for SOFCs. However, since SOFCs operate at a high temperature (approximately
600–1000 ◦C), their efficiency can be increased by combining them with thermodynamics
cycles [13,14] to improve the energy-conversion efficiency.

Wojcik et al. [15] experimented with SOFCs using ammonia as the fuel and showed that
ammonia can be directly used as fuel in a SOFC system. System performance is dependent
on the current density and the catalysts used for the SOFC. The two recommended catalysts
for ammonia SOFCs are nickel-and iron-based catalysts. Qianli et al. [16] tested ammonia
with an SOFC cell, Ni-BCGO/BCGO/LSCO–BCGO, compared the performance results
with hydrogen as the fuel, and proved the feasibility of using ammonia as a fuel for SOFCs.
The decomposition of ammonia is efficient in the anode chamber, with a maximum open
circuit voltage (OCV) and power density of 0.985 V and 355 mWcm−2 at 700 ◦C, respectively.
Baniasadi and Dincer [7] designed an SOFC system for vehicular applications employing
ammonia as the fuel and showed that the energy and exergy efficiencies vary from 60% to
90% and 60% to 40%, respectively, depending on the current density of the SOFC. Ammonia
can achieve 100% conversion to N2 and H2 at temperatures above 873 K. The largest exergy
destruction rate was found in the SOFC stack, turbine, and heat exchanger. Al-Hamed and
Dincer [17] proposed an integrated ammonia SOFC and hydrogen production system for
locomotive applications and showed that hydrogen can be produced during the operation
of a passenger locomotive. The energy and exergy efficiencies of the system are 61.2% and
66.3%, respectively. When more hydrogen is generated, the energy and exergy efficiencies
are marginally improved by 0.28% and 0.24%, respectively. Ishak et al. [18] performed
a thermodynamic analysis with the SOFC–ammonia system, and stated that 100% of
ammonia conversion to N2 and H2 is achieved at a temperature of 700 K and atmospheric
pressure. In a comparison between SOFC-H and SOFC-O, the peak power density of
SOFC–H using ammonia is 20–30% higher than that of SOFC–O using ammonia. Ishak
et al. [19] presented the energy and exergy analysis for a combined system of an SOFC-
GT using ammonia as fuel and found that the highest energy and exergy efficiencies
obtained were 81.1% and 74.3%, respectively. The configuration and layout of the system
components, among other factors, impacted the total system performance. The highest
exergy destruction rate was observed in the fuel cell and heat exchanger. Siddiqui et al. [20]
designed and analyzed an integrated SOFC combined cycle system with ammonia as the
fuel. The proposed system produces electricity, hot and cold water, and hydrogen for
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multiple purposes. The overall energy and exergy efficiencies of the system are 39.1%
and 38.7%, respectively. Compared with a single-generation system, the multi-generation
system provides a higher exergy efficiency of 18.7%. Thus, the developed multi-generation
system is more efficient than a single system. The highest exergy destruction rate is found
in the organic Rankine cycle (ORC) turbine.

In the present paper, a novel plant configuration is proposed to adapt to both the
energy demands of the propulsion plant of the vessel and sustainable development in an
environmentally friendly manner. The main objective is to use ammonia as a direct fuel for
the SOFC integrated system for marine vessels. Additionally, the integration of an SRC and
EGB is introduced to use the exhaust gas from the SOFC-GT subsystem. This combination
has not been investigated previously. The novelty of this system is the inclusion of a steam
boiler to provide steam for the heating of lubricating oil and seafarer accommodation
in the system, and the enhancement of energy efficiency and waste heat recovery. In
addition, the hot water generated during the cooling process of the SRC is used in seafarer
accommodation. In summary:

� A novel integrated system with ammonia as the fuel in an SOFC for significantly
improving the energy-conversion efficiency and green energy target for marine vessels
is proposed. The SRC and EGB are integrated to serially recover the waste heat from
the exhaust gas from the SOFC using an energy-cascade method.

� A thermodynamic model of the components, sub-system, and total system is built to
estimate the working performance of the proposed system.

� A parametric study is carried out to investigate the impact of the main parameters on
system performance.

The remainder of this paper is organized as follows. The novel integrated system
and its operation are described in Section 2. The thermodynamic models developed to
investigate the system energetically and exegetically are presented in Section 3. This is
followed by a verification using the thermodynamic models in Section 4. The parametric
study on the effect of key parameters on system performance is presented in Section 5.
Lastly, the conclusions of the thermodynamic investigation are presented in Section 6.

2. Process Modelling of the Power Generation Plant for the Vessel

The proposed system is designed for an existing general cargo vessel (3000 DWT),
which uses a type of electric propulsion unit (3800 kW) [21] powered by ammonia. SOFCs
provide power for the main propulsion plant, while a GT and SRC supply power for the
auxiliary machinery, lighting, and seafarer accommodation.

Figure 1 shows the flowsheet of the integrated SOFC-GT-SRC-EGB system for marine
vessels using ammonia as fuel.

Figure 1. Schematic diagram of the SOFC-GT-SRC-EGB employing ammonia as fuel.
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2.1. Design

The proposed multi-generation plant includes four main subsystems: (i) main power
production based on SOFC technology, (ii) direct waste-heat utilization in a GT, (iii) energy
harvested by the SRC, and (iv) steam generation by an EGB (economizer).

Ammonia is first preheated in the fuel regenerator (HEX-2) before being directly
supplied to the SOFC anode and decomposed to H2 and N2 at high temperatures with
the use of catalysts. Ni/YSZ is employed as the catalyst in this simulation study [9,13,22].
The decomposition of ammonia occurs by the dehydrogenation reactions [6], whereby
(i) ammonia is absorbed by the catalyst’s active area, (ii) N-H bond cleavage occurs to
release hydrogen atoms, and (iii) N and H atoms are recombined to form nitrogen and
hydrogen molecules. HEX-2 is needed for the fuel cell to attain its operational temperature.
The temperature range for this SOFC is 700–900 ◦C.

After being compressed by an air compressor to attain the required pressure (stream 2),
air is preheated by waste heat from the gas turbine in the heat exchanger (HEX-1). Then, the
cathode side of the fuel cells is supplied with air at the required temperature and pressure,
providing oxygen for the electrochemical reaction. After reacting in fuel cells, there are
two exhaust streams generated. The main exhaust stream (stream 10) is supplied to the
afterburner. Otherwise, the exhaust of a nitrogen-rich stream from the cathode (stream 9)
and a mixed water and nitrogen stream (stream 6) from the anode, are discharged.

The afterburner burns the remaining (unused) ammonia fuel (stream 10) from the
anode and cathode to produce a high-pressure, high-temperature exhaust gas. The exhaust
gas (stream 12) then powers the turbine, which generates more electricity.

The integrated waste-heat recovery system includes a gas turbine (K-101), three recu-
perates (HEX-1, HEX-2, and HEX-3) that recover waste heat after the afterburner (stream
12) and expansion in the gas turbine (K-101) (stream 13). The recuperates pre-heat the feed
air (via HEX-1), ammonia (via HEX-2), and the SRC working fluid (via HEX-3), after which
heat is transferred to the water in the EGB.

In the SRC, the heat exchanger (HEX-3) is primarily responsible for recovering waste
heat. The working fluid is water, which is initially pumped to a high pressure by a pump
(RC-Pump) and then passed through a heat exchanger (HEX-3) to form superheated vapor.
The high-pressure steam is then expanded and depressurized in the SRC expander (K-102)
before being used to drive the reversible pump (RC-pump) and generate further electric
power. The saturated vapor condensed in the heat exchanger (HEX-4) is transferred to cold
water, releasing heat. The resulting hot water is supplied to seafarer accommodation.

Finally, the EGB uses waste heat, transferring it to fresh water and generating steam for
multiple uses, such as the heating of lubricating oil and accommodation air conditioning.

The working performance of the integrated SOFC-GT-SRC-EGB hybrid system is
strongly influenced by the SOFC efficiency, exhaust heat temperature, gas turbine cycle
pressure, and GT pressure ratio. The SOFC power output/efficiency impacts the exergy
of the exhaust gas, and the ORC turbine inlet pressure also affects the integrated system.
For an increase in the power output of the SOFC, the mass flow of exhaust gas (stream 12)
and heat provided to the gas turbine cycle increases, reducing the GT fuel requirement and
improving the SOFC-GT efficiency.

2.2. Operating Data Performances and Assumptions

The proposed integrated SOFC with directly supplied ammonia is simulated with
support from ASPEN-HYSYS V12.1 (AspenTech, Massachusetts, USA) [23–25]. Ammonia is
defined as the conventional component of Aspen HYSYS; therefore, the Peng–Robinson (PR)
equations of state are employed to estimate the thermodynamic properties and operating
parameters of all components.

To simplify models and analysis, the below general assumptions are adopted:

• The supplied air is composed of 79% N2 and 21% O2 at 29.85 ◦C, 101.3 kPa;
• This simulation is accomplished in a steady state and thermodynamic equilibrium;
• The mass and pressure losses in all pipe components are negligible;
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• The pressure losses on the tube side and shell side of the heat exchanger (HEX) are
assumed to be 6.895 and 3.447 kPa, respectively;

• The flow temperatures of the air and fuel at the inlet and outlet of the SOFC are
constant and equal to the working temperature of the SOFC.

• The boundary conditions of the simulation study are listed in Table 1 [17,26].

Table 1. Boundary conditions of the proposed system.

Component Parameter Value

SOFC

Operating pressure (bar) 4

Operating temperature (◦C) 814.1

Number of single cells 14,202

Fuel cell current density (A/m2) 1455

Active surface area (m2) 0.22

Anode thickness (cm) 0.002

Cathode thickness (cm) 0.002

Electrolyte thickness (cm) 0.004

Stoichiometric rate of hydrogen 1.2

Stoichiometric rate of oxygen 2

Fuel utilization factor in SOFC (%) 85

Compressor Isentropic efficiency (%) 82

Pumps Isentropic efficiency (%) 82

Expanders Isentropic efficiency (%) 80

Heat exchangers Minimum temperature approach (◦C) 7

Converter DC-AC converter efficiency (%) 98

3. Material and Methodology

Ammonia is unstable at high temperatures and decomposes into H2 and N2 [19], as
per Equation (1), at a temperature of 200 ◦C or greater [27]. At 425 ◦C, approximately
98–99% ammonia is decomposed, and if the temperature is above 600 ◦C (873 K), ammonia
is entirely transformed [28]. However, the conversion rate is affected by the presence of
catalysts.

2NH3 ↔ N2 + 3H2 (1)

2H2 ↔ 4H+ + 4e− (2)

The generated H2 is used for the electrochemical generation of energy following the
first cracking of NH3 into N2 and H2 over the Ni/YSZ catalyst. Subsequently, oxide ions
oxidize the hydrogen to H2O and generate electricity [28].

O2 + 4e− + 4H+ → 2H2O (3)

O2 + 2H2 → 2H2O (4)

Water (vapor state) and the remaining oxygen exit the fuel cell from the cathode side,
while NH3, N2, and H2 exit from the anode side. SOFCs rely primarily on an oxygen
ion-conducting electrolyte to allow oxygen ions to move from the cathode to the anode,
resulting in the production of nitrogen oxide (NO).

N2 + 2O2− → 2NO + 4e− (5)

2NH3 + 5O2− → 2NO + 3H2O + 10e− (6)

By completely covering the YSZ electrolyte with a proton conductor and ammonia
cracks, the production of NO may be avoided [15,16]. Ma et al. [29] showed that the partial
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pressure of NO increases with increasing of NH3 conversion rate. However, the partial
pressure of NO is only 10−12 atm when the ammonia conversion rate of ammonia is 0.99
and the working temperature of SOFC is 800 ◦C.

Reaction Equation (1) is endothermic and is influenced by pressure and temperature,
in addition to other conditions. As the temperature rises, the reaction shifts to the right,
producing more hydrogen, and as the pressure rises, it shifts to the left, producing less hy-
drogen. The overall Gibbs energy of the process can be decreased to attain thermodynamic
equilibrium with ammonia [5,18,19]:

(ΔGsystem)T,P = 0 (7)

The sum of the product of the number of moles of chemical species i multiplied by the
appropriate standard Gibbs free energy at constant temperature and pressure is the Gibbs
energy of the system:

Gsystem = ∑ nigi (8)

The Gibbs energy of one mole of the substance for a gas can be expressed in terms of
this activity as per the following equation:

gi = g0
f i + RT ln

fi

f 0
i

(9)

The total Gibbs energy is equal to:

Gsystem = (∑ ni[g0
f i + RT ln(yiP)])gas

+ (∑ nig0
f i)condensed

(10)

3.1. Model of the SOFC

SOFCs [30] transform the chemical energy of the fuel into electrical power through
electrochemical reactions at high temperatures (from 500 ◦C to 1100 ◦C). In the SOFC,
ammonia participates in the reforming reaction according to Equation (1) under YSZ
electrolytes [31].

3.1.1. Fuel and Oxidant Utilization

The utilization of fuel (ammonia) can be defined as follows [13,19,21,32,33]

Uf =
(ammonia)react
(ammonia)in

=
(H2)react
(H2)in

(11)

where (H2)react and (H2)in denote the molar flow of the reacting hydrogen and the molar
flow of hydrogen supplied to the fuel cells, respectively.

Similarly, the air utilization can be determined as the ratio of oxygen supply and usage
because air is assumed to consist of a constant ratio of 21% oxygen and 79% nitrogen:

Uair =
(Air)consumed

(Air)in
=

(O2)consumed
(O2)in

(12)

Airin represents molar flow of inlet air.
With reference to Equation (4):

nO2 = 0.5 Uf nH2 (13)

nO2 and nH2 represent the molar flow rate of oxygen and hydrogen required for the fuel
cells, respectively.

The net power output of an SOFC system can be determined using the component
stack, as follows [34–36]:

Wstack = i·a·Vc (14)
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where i and Vc represent the current density (A/m2) and the actual voltage of the stack
(V), respectively, and a is the surface area (m2) [26,30,35,37,38]

i =
nFUf qNH3

Ncell Acell
(15)

qNH3 =
i Ncell Acell

Uf nF
(16)

where n denotes the number of electrons transported by every oxygen atom of the electro-
chemical reaction (in this case, its value is 3); F denotes the Faraday constant, 96,485 C/mol;
qNH3 is the ammonia molar flow rate, mol/s; and Ncell and Acell represent the number of
cells and cell area (m2), respectively.

Vc = VR − Vloss (17)

VR is defined as the cell’s ideal reversible voltage and Vloss is the voltage loss in the system.
Based on the Nernst equation:

VR = Vo +
RuT
neF

ln

⎛
⎝PH2 P

1
2

O2

PH2O

⎞
⎠ (18)

Vloss = Vohm + Vact + Vcon (19)

where Vohm denotes the ohmic losses (V), Vact denotes the activation losses (V), Vcon denotes
the concentration losses (V), and Vo denotes the electro-motoric force.

Vohm = Vohm,a + Vohm,c + Vohm,e + Vohm,int (20)

Furthermore, the I-V curve can be used to determine the actual voltage of the
stack [17,29,32,39–41]

The generated power of the SOFC:

WSOFC = Wstack Ncell ·ηDA (21)

ηDA is the inverter efficiency.
Thermodynamically, the energy efficiency of the fuel cell [26,35,42–44]:

ηen,SOFC =

.
WSOFC

.
mNH3 LHVNH3

(22)

where
.

mNH3 and LHVNH3 represent the mass flow rate of NH3 (kg/h) and the low heating
value of NH3 (KJ/kg), respectively.

3.1.2. Afterburner

The unreacted hydrogen and ammonia in the SOFC are combusted in the afterburner.
A strong exothermic oxidation reaction occurs, increasing the temperature and pressure of
the exhaust gas. The reactants are assumed to burn completely adiabatically [45].

3.2. Model of the GT
GT

The hot gaseous mixture expands and produces useful mechanical power as it exits
the combustion chamber and enters the gas turbine. The outlet temperature of the gas
turbine is

Tout = Tin (PR)
(k−1)

k (23)
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where PR = Pin
Pout

and k =
∑i yi

.
Cp,i

∑i yiCv,i
The isentropic efficiency can be calculated as

ηs,T =
∑i (

.
nihi)in – ∑i (

.
nihi)out

∑i (
.
nihi)in – ∑i (

.
nihi)s, out

(24)

For the SOFC-GT subsystem:
Energy efficiency can be determined as:

ηen,SOFC,GT =

.
WSOFC +

.
WGT −

.
WAir comp

.
mNH3LHVNH3

(25)

Exergy efficiency can be determined as:

ηex,SOFC,GT =

.
WSOFC +

.
WGT −

.
WAir comp

.
mNH3ex1

(26)

Heat exchangers:
The following formulae are used to compute the hot (exhaust gas) and cold (fuel or air

supply) streams through the heat exchanger:

.
Q = ∑

i
(

.
nicp,i)h

(
Th(c),in − Th(c),out

)
(27)

3.3. Model of the SRC

The equation for the energy balance of the SRC turbines is (the subscript numbers in
the equation represent the stream in the flow diagram):

.
mw f ,SRCh20 =

.
WSRC,T +

.
mw f ,SRCh19 (28)

The waste heat absorbed by HEX-3 of the SRC:

.
QHEX−3 =

.
mw f ,SRC(h19 − h18) =

.
mexhgas(h15 − h16) (29)

The net power output of the SRC:

.
Wnet,SRC =

.
WSRC,Turbine −

.
WPRC−Pump (30)

The energy and exergy efficiency of the SRC:

ηen,SRC =

.
Wnet,SRC

.
m15 (h15 − h16)

(31)

ηex,SRC =

.
Wnet,SRC

.
m15 (ex15 − ex16)

(32)

3.4. Model of the EGB

In this system, the EGB serves as a heat exchanger, and heat is transferred between
the water and flue gas inside and outside the tube, resulting in the generation of steam
in the boiler drum. The flue gas flow rate is 321 kgmole/h, at 359.4 ◦C. At the calculated
steam production rate corresponding to the heat exchange facilitated in the boiler, steam is
produced at 175 ◦C, 781.1 kPa, and 725 kg/h.
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In this study, the EGB is divided into three working areas, as shown in Figure 2: a
single-phase subcooled area, a two-phase evaporation area, and a single-phase superheated
area. The heat balance equations between the hot and cold sides of each area are:

Superheated area:
.

m16(h16 − he) =
.

m24(h25 − hc) (33)

Evaporation area:
.

m16(he − hd) =
.

m24(hc − ha) (34)

Sub-cooled area:
.

m16(hd − h17) =
.

m24(ha − h24) (35)

The total heat transfer by the waste heat boiler [46] can be calculated as:

Q = U·A·LMTD (36)

where LMTD represents the log mean temperature difference, U is the heat exchange
coefficient fixed at 30 Wm−2K−1, and A is the heat exchange area (m2).

LMTD =
ΔT2,end − ΔT1,end

ln
(

ΔT2,end
ΔT1,end

) (37)

where ΔT2,end and ΔT1,end are the temperature differences between the hot and cold streams
at the two ends of the heat exchanger, respectively.

Figure 2. Cont.
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Figure 2. The temperature distribution of the EGB. (a) Temperature regions in the EGB. (b) Connec-
tivity. (c) Temperature–enthalpy plot.

3.5. Exergy Efficiency of the Main Components

In the system, the exergy represents the maximum working capacity dissipated in
the process. The exergy efficiencies of the main components of the system calculations
are based on the second law of thermodynamics. Table 2 demonstrates the equilibrium
relationship of the exergy destruction of the main components [38,47–50].

Table 2. Exergy destruction equations of the main components.

Components Exergy Destruction Rate

SOFC
.

Ex3 +
.

Ex4 +
.

Ex11 −
.

Ex10 +
.

Ws =
.

Exdes (38)

Afterburner
.

Ex10 −
.

Ex12 =
.

Exdes (39)

Gas Turbine
.

Ex12 −
.

Ex13 +
.

WGas turbine =
.

Exdes (40)

Air heat exchanger (HEX-1)
.

Ex2 +
.

Ex13 −
.

Ex3 −
.

Ex14 =
.

Exdes (41)
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Table 2. Cont.

Components Exergy Destruction Rate

Fuel heat exchanger (HEX-2)
.

Ex1 +
.

Ex14 −
.

Ex15 −
.

Ex4 =
.

Exdes (42)

SRC heat exchanger (HEX-3)
.

Ex15 +
.

Ex18 −
.

Ex19 −
.
Ex16 =

.
Exdes (43)

Exhaust gas boiler
.

Ex16 +
.

Ex24 −
.

Ex17 −
.
Ex25 =

.
Exdes (44)

The overall energy and exergy efficiencies for the entire integrated system are written
as [17,19,51]:

Energy balance equation at steady state:

.
Q −

.
W + ∑

in

.
min

(
hin +

V2
in
2

+ gZin

)
− ∑

out

.
mout

(
hout +

V2
out
2

+ gZout

)
= 0 (45)

ηen,overall =

.
Welec,overall

.
mNH3 LHVNH3

(46)

where
.

Welec,overall represents the net value of power production and consumption of the
system:

.
Welec,overall =

.
Welec,SOFC +

.
WGT +

.
WSRC, turbine −

.
WAir comp −

.
WSRC, pump (47)

LHVNH3 is the lower heating value of ammonia (kJ/kg).
According to the second law of thermodynamics, the physical, chemical, potential,

and kinetic exergy all contribute to the total exergy value. In this analysis, the potential
and kinetic exergy are negligible.

exj = exph
j + exch

j =
(
hj − h0

)− T0
(
sj − s0

)
+ ∑

k
xk (exch

j − RT0xk ln(xk)) (48)

ηex,overall =

.
Welec,overall
.

mNH3 exNH3
(49)

4. Model Verification

The values calculated using the integrated model employing ammonia as fuel and the
corresponding values listed in the literature are shown in Table 3. The estimated values
agree well with the data in the literature, and the discrepancy between the current data and
the literature is within an acceptable range.

Table 3. Comparison of simulation results of the proposed integrated model with the corresponding
values listed in the literature.

Parameter Model Results Reported [52] Difference (%)

SOFC temperature (◦C) 808.8 800 1

Cell voltage (V) 0.85 0.67 21

Fuel utilization factor (%) 85 80 5

Current Density (A/m2) 1455 1450 0.3

SOFC efficiency 43.8 39 4.8

The proposed system ideally simultaneously supplies power for the propulsion plant
and auxiliary equipment and hot water for seafarer accommodation.
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Verification of the GT-SRC subsystem is necessary, as it is responsible for 26.87% of
the integrated system’s total power production. Chitgar et al. [36] used a multi-generation
SOFC-GT system providing a total power generation of 4910.4 kW (1.8% difference), with
energy and exergy efficiencies of 64.3% and 49.0%, respectively. The present model im-
proves upon that energy efficiency by 0.19% and the exergy efficiency by 12.1%, demon-
strating that the proposed model produces reasonable results.

5. Results and Discussion

Table 4 lists the thermodynamic parameters and state points of each node of the
proposed integrated power system. The minimization of Equation (10) was performed
using the optimization function in Aspen HYSYS V12.1.

Table 4. Simulation results of integrated system.

Node Vapor Fraction Temperature Pressure Molar Flow Mass Enthalpy

Unit C kPa kgmole/h kJ/kg

Air in 1.00 29.85 101.30 187.62 4.63

1 1.00 29.85 400.00 80.10 −2687.22

2 1.00 203.36 400.00 187.62 183.31

3 1.00 492.60 396.55 187.62 495.48

4 1.00 492.60 396.55 80.10 −1518.26

5 1.00 152.64 396.55 105.22 −1518.21

6 0.00 152.64 396.55 0.00 −1518.21

7 1.00 383.66 396.55 309.58 90.18

8 1.00 814.11 396.55 334.66 90.18

9 0.00 814.11 396.55 0.00 90.18

10 1.00 814.11 396.55 317.93 90.18

11 1.00 814.11 396.55 16.73 90.18

12 1.00 1158.61 396.55 320.99 90.18

13 1.00 890.01 117.00 320.99 −358.61

14 1.00 736.20 110.11 320.99 −607.95

15 1.00 587.58 103.21 320.99 −843.23

16 1.00 359.39 96.32 320.99 −1192.75

17 1.00 159.71 89.42 320.99 −1486.54

18 0.00 72.12 19,000.00 56.62 −15,667.37

19 1.00 360.90 18,996.55 56.62 −13,345.07

20 0.73 74.69 38.00 56.62 −13,965.52

21 0.00 70.00 31.11 56.62 −15,693.37

22 0.00 20.00 100.00 444.07 −15,909.39

23 0.00 70.98 96.55 444.07 −15,689.09

24 0.00 20.00 784.53 40.24 −15,908.74

25 1.00 175.00 781.08 40.24 −13,162.57

26 1.00 814.10 396.55 16.73 90.21

The performance of the main components of the system are listed in Table 5. The
results demonstrate an increase in the overall electrical efficiency of the proposed system
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to approximately 64.49% due to the recovery of the SOFC-GT exhaust gas via the SRC.
Further improvements can be achieved via parameter optimization.

Table 5. Performance of integrated system.

Term Value

SOFC power output (kW) 3800

Gas Turbine power (kW) 844.8

SRC Turbine power (kW) 175.8

SRC pump power (kW) 7.369

Air compressor power (kW) 268.7

SOFC electrical efficiency (%) 53.92

Electrical efficiency of entire system (%) 64.49

EGB mass flow rate (kg/h) 725

EGB superheated temperature (◦C) 175

5.1. Energy and Exergy Efficiency of System

The target vessel requires 3800 kW of electric power for the main propulsion system,
and additional power to run auxiliary machines, lighting, and seafarer accommodation re-
quirements. The fuel cell should be operated at the best possible fuel utilization factor, while
maintaining an acceptable reactant concentration and fuel cell efficiency. For a utilization
factor of 0.85, the SOFC energy efficiency is 53.9%. With reference to the thermodynamic
models built in Section 3, the total output power of the integrated system is 4820.6 kW,
which is sufficient to drive the vessel and its auxiliary systems. The 1020.6 kW surplus
over the power demand of the ship results almost exclusively from the waste heat recovery
components, accounting for 21.17% of the total electrical output, which demonstrates that
the subsystem was necessary for the running of auxiliary systems. The overall energy and
exergy efficiencies of the proposed system are 64.49% and 61.10%, respectively. The energy
and exergy efficiencies of the entire system and each subsystem are listed in Table 6.

Table 6. Energy and exergy efficiency of the proposed system.

Subsystem Energy Efficiency Exergy Efficiency

SOFC-GT 62.10 58.84

SRC 25.58 41.21

Total System 64.49 61.10

Figure 3 displays the exergy destruction of the key components of the proposed system
as a result of the thermal processes within them. It is apparent that the system with the
largest exergy destruction is the SOFC, with a value of 3136.25 kW, equivalent to 50.56% of
the entire integrated system. The presence of electrochemical and chemical processes in
this component are the primary sources of irreversibility.
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Figure 3. Exergy destruction of the main components of the proposed system.

The second largest sources of exergy destruction are the gas turbine and afterburner, at
28.46% and 13.55% of the whole system, respectively. The gas turbine has a comparatively
high rate of exergy destruction, implying that there is a significant margin for development.
The smallest exergies belong to the regenerators, HEX-1, HEX-2, and HEX-3, with values
of 133.32 kW, 112.92 kW, and 119.33 kW, equivalent to 2.15%, 1.82%, 1.92% and 1.54% of
the entire system, respectively. The phase transition process is the source of most of the
thermal irreversibility, including internal and external irreversibility. The EGB had the
lowest exergy destruction value of 95.47 kW due to the lower temperature of the flue gas
provided to the boiler.

5.2. Influence of the Key Parameters on the System’s Performance

A parametric investigation based on the first and second laws of thermodynamics was
conducted to estimate the overall performance of the combined system.

Several variables affect the performance of the integrated SOFC-GT-SRC system.
However, the main objective of the current study is to estimate the waste-heat recovery of
the SOFC-GT system employing SRC and EGB to provide electric power to the propulsion
plants of target vessels and other auxiliary electric equipment. Secondary system outputs
include steam and hot water for machinery requirements and seafarer accommodation.

The parametric study examined how modifying the current density, fuel utilization
factor, and turbine inlet temperature and pressure of the SRC affected the energy and
exergy efficiency of the overall system.

5.2.1. Effect of Current Density

Current density is one of the key performance measures for the fuel cells and the entire
system. Figure 4 demonstrates the effect of the current density on the energy efficiency of
the system and other essential components. The current densities range from 955 A/m2 to
2055 A/m2. The cell operating pressure is 4 bar and the operating temperature is 800.8 ◦C.
It can be seen that the efficiency of the SOFC-GT subsystem and the entire system decreases
with increasing current density, whereas the energy efficiency of the SRC is independent of
current density.

The highest net electrical cycle efficiency is 67.33% at 955 A/m2, and the lowest is
60.24% at 2055 A/m2. The energy efficiency of the SOFC-GT system decreases with an
increase in current density. Increased current density necessitates an increase in air flow
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to provide more oxygen ions. Furthermore, decreased efficiency results in an increase in
unconverted chemical energy, which is converted into heat; thus, heat dissipation at the air
inlet must increase to maintain the operating temperature of the cells. Low-current-density
operation results in greater efficiency. Additional capital (more cells) is required during
low-current-density operation to generate the same amount of power as that generated
during high-current-density operation.

Figure 4. Effect of current density on the energy efficiency of system.

To maintain the power output of the system at predetermined levels, the mass flow
rate was increased from 1247 kg/h to 1526 kg/h, and the current density was decreased
from 2055 A/m2 to 955 A/m2. For a constant power scenario, it can be seen that lower
current density requires more fuel for the SOFC. With reference to Equation (14), increasing
current density also results in a decrease in cell voltage. As the current density increases, the
Nernst potential and voltage losses decrease. Increases in the energy and exergy efficiency
with a lowering in the current density were also reported in the literature [53] due to a
large reduction in voltage losses. Based on these opposing requirements, an optimal value
of current density was selected to maximize cell voltage. This maximum cell voltage was
determined to be 0.85 V, corresponding to a current density of 1455 A/m2.

The effect of the current density on the exergy efficiency is shown in Figure 5. With
increasing current density, the net electrical exergy efficiency decreases, owing to a decrease
in cell voltage, and as a result, a decrease in power production from the SOFC. In contrast,
the exergy efficiency of the SRC tends to increase with increasing current density. This
is because an increase in the flue gas temperature and mass exergy corresponds with an
increase in the mass flow rate.

For the range of current densities investigated, the net electrical exergy efficiency of
the entire system and SOFC-GT subsystem decreases with increasing current density from
63.79% to 57.8% and 61.32% to 55.05%, respectively.
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Figure 5. Effect of current density on the exergy efficiency of system.

5.2.2. Effect of the Turbine Inlet Pressure of the SRC

The parameters based on the first and second laws of thermodynamics are clear
indicators of a system’s performance, providing conclusive information about the current
state of the system. Both exergy and thermal analyses are required to accurately represent
the system’s behavior as a function of the working pressure and temperature. In this
section, the parametric optimization of the SRC is carried out in depth based on the turbine
inlet pressure and temperature.

The turbine inlet pressure is a critical factor affecting the SRC performance. Figure 6
demonstrates the variation in the energy and exergy efficiency and power output of the SRC
as a function of the turbine inlet pressure. The figure shows that the power output of the
expander and the energy and exergy efficiency of the system fluctuate with the increasing
evaporation pressure in the SRC in the range of 10,000 kPa to 30,000 kPa, whereas the
power required form the SRC pump increases with an increase in evaporation pressure. In
the observed range of evaporation pressures, the change in power output of SRC expander,
energy, and exergy efficiency varies from 85.5 kW to 181.9 kW, 63.23% to 64.62%, and 59.91%
to 61.23%, respectively.

It is noteworthy that the power output, energy efficiency, and exergy efficiency of the
SRC decrease to a minimum at a turbine inlet pressure of 14,000 kPa; however, they reach a
maximum at a turbine inlet pressure of 18,000 kPa. At a constant turbine inlet temperature,
when the turbine inlet pressure is 14,000 kPa, liquid is formed at the inlet of the expander,
influencing the results negatively. As the SRC uses two heat exchangers, it is important to
consider the effects of turbine inlet pressure on the LMTD of the heat exchanger, as shown
in Equations (36) and (37). Taking this into account, an evaporation pressure of 19,000 kPa
was selected for this simulation.
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Figure 6. Effect of evaporator pressure on the SRC power output and efficiency.

5.2.3. Effect of the Evaporation Temperature of the SRC

The evaporation temperature of the SRC varies with the mass flow rate of the flue gas
of the SOFC, the current density of the SOFC, and the compressor ratio of the exhaust gas
turbine. Different superheat temperatures of the SRC working fluid were simulated, and
the results are presented in Figure 7.

Figure 7. Effect of superheat temperature on SRC performance and heat exchanger efficiencies.

Figure 7 shows the effect of the superheat temperature, in the range 250 ◦C to 450 ◦C,
on the SRC performance indicators and the temperature difference in the heat exchangers.
With an increase in the superheat temperature, the power output of the SRC significantly
increases, and the energy and exergy efficiency of the SRC are improved. The power output
of the SRC changes from 38.46 kW to 221.9 kW with a superheat temperature increase from
250 ◦C to 450 ◦C. However, the temperature difference (LMTD) of the heat exchangers tends
to decrease with an increase in the superheat temperature. As shown in Equations (36) and
(37), with a decrease in LMTD, the temperature difference between the hot and cold sources
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of the heat exchangers decreases. This necessitates an increase in the heat-contacting area
(A), which increases the cost of the design and operation. In contrast, a high value of
LMTD necessitates a smaller heat exchange area with inherent manufacturing inefficiency.
Therefore, the LMTD value selected must balance the heat exchange efficiency and cost of
manufacturing.

The above analysis demonstrates the significant effect of the SRC superheat tempera-
ture on the SRC performance as well as the performance of heat exchangers (HEX-3, HEX-4,
and EGB). Therefore, the selection of the stack cooling passage needs to be optimized
to ensure that the SRC fluid can fully exchange heat and reach the desired superheat
temperature.

5.2.4. Effect of the Fuel Utilization Factor

The performance of the SOFC system has been studied for fuel utilization factors (Uf)
of 65%, 75%, and 85%, respectively. Figures 8 and 9 demonstrate the influence of Uf on
the efficiency of the SOFC and the integrated system. It is observed that system efficiency
increases with the fuel utilization ratio, if the concentration polarization is not significantly
higher than that of other polarizations. When cells operate at a low current density, the
influence of the fuel usage ratio becomes increasingly significant. When the SOFC-GT
operates at lower current densities, the energy efficiency of the combined cycle improves.
This is because the incoming fuel mass flow rate decreases faster than the output power.
The calculated values for the energy efficiency of SOFC-GT are in agreement with the
thermodynamic modeling results presented in References [7,54].

When the Uf value is 0.85, the energy efficiency of the system reaches a maximum
value. This is because increasing the Uf further results in the consumption of more hydrogen
in the SOFC stack, which simultaneously increases the current density and reduces the
voltage due to internal irreversibility. In addition, the outlet temperature of the SOFC and
afterburner is reduced, which further results in a decrease in the inlet temperature and
power output of the GT.

Figure 8. Effect of fuel utilization factor on the SOFC energy efficiency.
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Figure 9. Effect of fuel utilization factor on the integrated system efficiency.

6. Conclusions

The energy and exergy performances of the system were assessed using the first and
second laws of thermodynamics. The first law evaluates power, power density, current
density, voltage, and electrical efficiency; the second law evaluates exergy efficiency and
exergy losses.

In the present study, an SRC and EGB are employed to recover waste heat from an
SOFC/GT system. A thermodynamic analysis predicted an increase of 175.8 kW of power
due to the SRC, with energy and exergy efficiencies of 25.58% and 41.21%, respectively. Hot
water and steam are generated for use in machinery and seafarer accommodation.

In addition, a parametric study showed the current density, fuel utilization factor, and
turbine inlet pressures of the SRC to be the key variables affecting the system performance.
Additional findings include:

As the current density increases, the exergy efficiency of the cycle decreases due to
increased fuel consumption by the SOFC. As efficiency decreases, a greater amount of
unconverted chemical energy is converted into heat, increasing the requirement for inlet
air cooling to maintain the operating temperature of the cells.

For SRC, optimal turbine inlet pressures exist at which the net output power and
exergy efficiency of the combined cycles can be maximized. The SRC is maximized for a
power output of 178.5 kW, and the energy and exergy efficiencies of the entire system are
64.53%, and 61.14%, respectively. However, this results in a reduction in steam production
and EGB efficiency due to the increase in the heat dissipation requirement in HEX-3.

The system efficiency increases with increasing fuel utilization factor. Within the
testing range, at a Uf value of 0.85, the exergy efficiency of the hybrid system and combined
cycles is maximized. On the other hand, the net output power of the cycles decreases as the
fuel utilization factor increases.

Compared with the SOFC/GT system, combined cycles offer better exergy efficiency
and provide an incentive to use the suggested combined cycles.

Utilizing the EGB, steam is produced at 175 ◦C, 781.1 kPa, and 725 kg/h. It is supplied
to machinery and provides heating for seafarer accommodation.
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41. Milewski, J.; Szczęśniak, A.; Szabłowski, Ł. A proton conducting solid oxide fuel cell—implementation of the reduced order
model in available software and verification based on experimental data. J. Power Sources 2021, 502, 229948. [CrossRef]

42. Mehrpooya, M.; Dehghani, H.; Ali Moosavian, S.M. Optimal design of solid oxide fuel cell, ammonia-water single effect
absorption cycle and Rankine steam cycle hybrid system. J. Power Sources 2016, 306, 107–123. [CrossRef]

43. Peters, R.; Deja, R.; Engelbracht, M.; Frank, M.; Nguyen, V.N.; Blum, L.; Stolten, D. Efficiency analysis of a hydrogen-fueled solid
oxide fuel cell system with anode off-gas recirculation. J. Power Sources 2016, 328, 105–113. [CrossRef]

44. Ebrahimi, M.; Moradpoor, I. Combined solid oxide fuel cell, micro-gas turbine and organic Rankine cycle for power generation
(SOFC-MGT-ORC). Energy Convers. Manag. 2016, 116, 120–133. [CrossRef]

45. Al-Hamed, K.H.M.; Dincer, I. A new direct ammonia solid oxide fuel cell and gas turbine based integrated system for electric rail
transportation. eTransportation 2019, 2, 100027. [CrossRef]

46. Barelli, L.; Bidini, G.; Cinti, G. Operation of a solid oxide fuel cell based power system with ammonia as a fuel: Experimental test
and system design. Energies 2020, 13, 6173. [CrossRef]

47. Aminyavari, M.; Mamaghani, A.H.; Shirazi, A.; Najafi, B.; Rinaldi, F. Exergetic, economic, and environmental evaluations and
multi-objective optimization of an internal-reforming SOFC-gas turbine cycle coupled with a Rankine cycle. Appl. Therm. Eng.
2016, 108, 833–846. [CrossRef]

48. Chen, Y.; Wang, M.; Liso, V.; Samsatli, S.; Samsatli, N.J.; Jing, R.; Chen, J.; Li, N.; Zhao, Y. Parametric analysis and optimization for
exergoeconomic performance of a combined system based on solid oxide fuel cell-gas turbine and supercritical carbon dioxide
Brayton cycle. Energy Convers. Manag. 2019, 186, 66–81. [CrossRef]

49. Venkitesh, K.; Daniel, J.; Sreekanth, M. Thermodynamic Assessment of a Gas Turbine System Combined with A Solid Oxide Fuel
Cell Powered by Synthetic Gas from Municipal Solid Waste. IOP Conf. Ser. Mater. Sci. Eng. 2021, 1128, 012036. [CrossRef]

50. Rangel-Hernández, V.H.; Niño-Avendaño, A.M.; Ramírez-Minguela, J.J.; Belman-Flores, J.M.; Elizalde-Blancas, F. Advanced
Exergy Analysis of an Integrated SOFC-Adsorption Refrigeration Power System. Appl. Energy 2018. [CrossRef]

451



Energies 2022, 15, 3331

51. Gholamian, E.; Zare, V. A comparative thermodynamic investigation with environmental analysis of SOFC waste heat to power
conversion employing Kalina and Organic Rankine Cycles. Energy Convers. Manag. 2016, 117, 150–161. [CrossRef]

52. Saadabadi, S.A.; Patel, H.; Woudstra, T.; Aravind, P.V. Thermodynamic Analysis of Solid Oxide Fuel Cell Integrated System
Fuelled by Ammonia from Struvite Precipitation Process. Fuel Cells 2020, 20, 143–157. [CrossRef]

53. Ranjbar, F.; Chitsaz, A.; Mahmoudi, S.M.S.; Khalilarya, S.; Rosen, M.A. Energy and exergy assessments of a novel trigeneration
system based on a solid oxide fuel cell. Energy Convers. Manag. 2014, 87, 318–327. [CrossRef]

54. Ni, M.; Leung, D.Y.C.; Leung, M.K.H. Thermodynamic analysis of ammonia fed solid oxide fuel cells: Comparison between
proton-conducting electrolyte and oxygen ion-conducting electrolyte. J. Power Sources 2008, 183, 682–686. [CrossRef]

452



Citation: Shamim, N.; Viswanathan,

V.V.; Thomsen, E.C.; Li, G.; Reed,

D.M.; Sprenkle, V.L. Valve Regulated

Lead Acid Battery Evaluation under

Peak Shaving and Frequency

Regulation Duty Cycles. Energies

2022, 15, 3389. https://doi.org/

10.3390/en15093389

Academic Editors: Alon Kuperman

and Alessandro Lampasi

Received: 8 April 2022

Accepted: 3 May 2022

Published: 6 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Valve Regulated Lead Acid Battery Evaluation under Peak
Shaving and Frequency Regulation Duty Cycles

Nimat Shamim, Vilayanur V. Viswanathan *, Edwin C. Thomsen, Guosheng Li, David M. Reed

and Vincent L. Sprenkle

Battery Materials & System Group, Pacific Northwest National Laboratory, Richland, WA 99352, USA;
nimat.shamim@pnnl.gov (N.S.); edwin.thomsen@pnnl.gov (E.C.T.); guosheng.li@pnnl.gov (G.L.);
david.reed@pnnl.gov (D.M.R.); vincent.sprenkle@pnnl.gov (V.L.S.)
* Correspondence: vilayanur.viswanathan@pnnl.gov; Tel.: +1-509-372-4745

Abstract: This work highlights the performance metrics and the fundamental degradation mecha-
nisms of lead-acid battery technology and maps these mechanisms to generic duty cycles for peak
shaving and frequency regulation grid services. Four valve regulated lead acid batteries have been
tested for two peak shaving cycles at different discharge rates and two frequency regulation duty
cycles at different SOC ranges. Reference performance and pulse resistance tests are done periodically
to evaluate battery degradation over time. The results of the studies are expected to provide a valuable
understanding of lead acid battery technology suitability for grid energy storage applications.

Keywords: valve regulated lead acid battery; grid energy storage; battery degradation; peak shaving;
frequency regulation

1. Introduction

Enabling a more sustainable energy supply system requires the integration of re-
newable energy resources as well as energy storage systems (ESS) with the power grid.
For a robust and resilient grid, ESS can provide various grid services such as load leveling,
frequency regulation, energy management, backup power, voltage support, and grid stabi-
lization [1,2]. To validate and identify the challenges related to the extensive use of ESS in
the power grid, ESS is tested for reliability and safety as part of the “Grid Energy Storage
Strategy” released by the U.S. Department of Energy (DOE) [3]. The lessons learned from
these tests are expected to increase the deployment of ESS.

Many different energy storage technologies are being tested, evaluated, and deployed
globally. Grid-scale lead-acid batteries were deployed as far back as the 1980s [4] and are a
cost-effective and reliable option for different grid services [5–8]. Materials sustainability is
one of the most important aspects of lead acid batteries since nearly a 100% recycling rate
is achievable [2]. However, for the larger battery size required for grid scale battery energy
storage systems (BESS), there are several challenges that need to be addressed.

The charge-discharge reactions for lead acid battery at the positive and negative
electrodes are given in Equations (1) and (2) respectively, while Equation (3) shows the
overall cell reaction [9,10].

PbSO4(s) + 2H2O
charging
�

discharging
PbO2(s) + H2SO4 + 2H+ + 2e− (1)

PbSO4(s) + 2H+ + 2e−
charging
�

discharging
Pb(s) + H2SO4 (2)

2PbSO4(s) + 2H2O
charging
�

discharging
PbO2(s) + Pb(s) + 2H2SO4 (3)
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The discharged species for both electrodes is lead sulfate (PbSO4), while the charged
species is lead dioxide (PbO2) for the positive electrode and spongy lead (Pb) for the
negative electrode. The formation of lead sulfate at both electrodes during discharge results
in electrolyte dilution due to sulfuric acid consumption, with protons migrating from the
negative to the positive electrode. Lead dioxide in the positive electrode is reduced while
spongy lead in the negative electrode is oxidized to lead sulfate. The reverse process
takes place during charge, with electrolyte specific gravity increasing due to sulfuric
acid generation.

In a valve regulated lead acid battery (VRLA), the electrolyte is absorbed in a glass
mat separator, also known as absorbed glass mat (AGM) separator, or absorbed into a gel,
with no excess free-flowing electrolyte, unlike its flooded counterpart.

VRLA battery capacity is typically positive electrode limited, generating oxygen at
the positive on overcharge (Equation (4)) before the negative electrode is fully charged.
Gas channels are formed either as connected porosity in the AGM separator or as micro-
cracks in the gel [11]. This creates a passage for oxygen gas to the negative, where it is
electrochemically reduced in the presence of hydrogen ions to form water (Equation (5)).
In addition to oxygen generation, there is an ongoing parasitic reaction related to positive
grid corrosion during charge, which is accelerated during overcharge in the presence of
oxygen. The depolarization of the negative electrode by the oxygen recombination reaction
increases the positive electrode potential during constant voltage charge mode, further
accelerating grid corrosion. This parasitic grid corrosion reaction has to be balanced at
the negative electrode. Since the negative electrode is in excess, the balancing reaction
is expected to be charging of the negative electrode active material from lead sulfate to
spongy lead. If the oxygen generation rate exceeds the recombination rate at the negative,
this excess oxygen generation also has to be balanced by charging of the negative electrode
active material from lead sulfate to spongy lead. Ideally, there should be sufficient excess
negative active material to account for positive grid corrosion and incomplete oxygen
recombination, such that at the end of design life, hydrogen generation at the negative is
avoided, thus preventing water loss. The reactions for oxygen generation at the positive
during overcharge, followed by recombination with lead at the negative, and subsequent
conversion to lead sulfate are given below in Equation (4) at the positive and Equation (5)
at the negative, which is the reverse of Equation (4), thus keeping the positive and negative
electrode state-of-charge (SOC) fixed [12]:

H2O → 1
2

O2(g) + 2H+ + 2e− (4)

1
2

O2(g) + 2H+ + 2e− → H2O (5)

Common failure modes of VRLA batteries are discussed in Section 2, along with cell
design to optimize performance and life. Degradation modes are proposed to explain
the internal resistance increase and capacity degradation trends under peak shaving and
frequency regulation duty cycles for VRLA battery modules in Section 4. Suggestions
for post-test disassembly and analysis of individual components to validate the proposed
failure mechanism for each duty cycle are provided in Section 4.4. Mapping has been
done between the proposed degradation modes for each duty cycle with corresponding
degradation modes for hybrid electric vehicles in Section 4.7.

2. Failure Modes for Lead Acid Batteries

The lead acid battery failure modes comprise the following, with electrolyte stratifica-
tion and dry-out limited to VRLA [13–16]

• Positive grid corrosion
• Positive active material softening and shedding
• Electrolyte stratification (VRLA)
• Electrolyte dry-out (VRLA)
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• Negative active material sulfation

2.1. Flooded Batteries

In flooded batteries positive grid corrosion is mitigated by using lead-antimony alloy
grids [17,18], related to higher creep strength of this alloy [19]. Antimony also facilitates
conversion of the highly resistive PbO corrosion product to the conductive PbO2, which
has a conductivity 17 orders of magnitude higher [20]. However, antimony dissolves in the
electrolyte, migrates to the negative electrode, and promotes hydrogen evolution during
standby, charge and overcharge. Hence for maintenance-free batteries, low antimony posi-
tive grid alloys are used, while for VRLA, antimony free alloys of Pb-Ca-Sn are used [19,21],
with calcium providing mechanical strength and tin mitigating grid corrosion, while Pb-Ca
alloy is used for the negative gird. Positive active material softening and shedding, and
negative active material sulfation, common to flooded and VRLA batteries, are covered
in detail in the next section. Electrolyte stratification is mitigated by overcharging to pro-
mote gas evolution with associated electrolyte mixing. Electrolyte dry-out is prevented
by periodic addition of deionized water as part of standard maintenance. For flooded
batteries, grid corrosion mitigation by use of lead-antimony alloy is expected to reduce
positive active material shedding due to better grid-active material bond, while mitigation
of electrolyte stratification and starting with a lower negative to positive active material
ratio relative to VRLA are expected to reduce negative electrode irreversible sulfation.

2.2. VRLA Batteries

For VRLA batteries, there are areas that need further study. Oxygen recombination
depolarizes the negative electrode, thus raising its potential. For batteries charged at a
constant potential, this raises the positive electrode potential, leading to greater positive
grid corrosion, with associated water loss [19,21] and additional oxygen evolution, which
corrodes the grid further [12]. The higher sulfuric acid concentration due to water loss
accelerates grid corrosion [19]. This leads to a synergistic effect of water loss on grid
corrosion. Hence it is important to avoid water loss, not just to ensure the cell capacity is
not electrolyte-limited, but to limit positive grid corrosion. Control of overcharge current
such that it does not exceed the recombination rate ensures complete recombination of
oxygen evolved from the positive electrode. For fresh VRLA batteries, there may be
some excess electrolyte, which slows down oxygen transport to the negative, resulting in
water loss till the oxygen recombination current can be supported. During this period,
the oxygen generation current at the positive is supported by charging of the negative
electrode active material. Cell design should take this into account and add sufficient excess
negative capacity to ensure the negative electrode does not get fully charged during this
period to avoid hydrogen evolution. The unintended effect of excess negative is that some
uncharged lead sulfate crystals may eventually grow in size and become difficult to charge,
increasing electronic resistance and preventing electronic and ionic access to parts of the
electrode. Hence it is important to ensure the positive and negative electrode active mass
and electrolyte content are optimized to avoid (1) hydrogen generation at the negative,
(2) irreversible sulfation of negative electrode (3) electrolyte dry-out.

Upon discharge, there is a near doubling of volume in the positive electrode and
about a 2.5× increase in the negative electrode volume [19] since the lead sulfate discharge
product has a lower density. The negative spongy lead is compressible; hence this volume
growth is partially compensated by a reduction in the volume of the remaining lead during
discharge. For VRLA batteries using glass mat separators, while volume change in the
in-plane direction due to positive grid corrosion has been mitigated by the use of antimony-
free Pb-Ca-Sn alloy, the through plane increase in positive active material volume upon
discharge is mitigated by applying a compressive force to the electrode assembly [19].
The glass mat is made of fibers with various diameters to optimize mechanical strength,
pore size distribution, porosity, and wicking characteristics of the separator. Smaller
fiber diameter lends itself to smaller pore size and greater wicking ability, while larger
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fiber diameter improves mechanical strength and resistance to compression [12,22]. With
proper glass mat separator design, electrolyte stratification is avoided or mitigated by
wicking, and positive active material growth is mitigated by compression, with the glass
mat pressed against the positive active material at pressures up to 138 kPA [22]. In a
gel VRLA battery, where sulfuric acid is mixed with fumed silica, forming an immobile
electrolyte, stratification is less of an issue [22]. Note that for flooded batteries, as discussed
earlier, electrolyte stratification is mitigated during overcharge, where the gases evolved
stir the electrolyte.

VRLA batteries have a higher specific gravity at full charge compared to flooded
batteries to compensate for the lower electrolyte content. The positive electrode has two
oxide types in the fully charged state–α-PbO2, which has lower activity, and β-PbO2
which has higher activity. As long as the acid concentration is maintained in the 0.9–5 M
(1.05–1.28 specific gravity) range, the active material is in the more active state, with the
less active α-PbO2 dominating outside this range [18]. Electrolyte stratification could result
in greater α-PbO2 formation at the bottom of the electrode, while water loss can result in
α-PbO2 dominating throughout the charged positive electrode. As discussed earlier, higher
electrolyte specific gravity also accelerates positive grid corrosion, which manifests itself as
a steady decrease in usable capacity at a fixed rate.

Electrolyte stratification also results in greater lead sulfate formation at the bottom.
This uneven lead sulfate distribution across the electrode height results in lower electrode
active mass utilization and associated capacity loss [12]. This is mitigated for tall cells and
modules by placing the tall side horizontally [23].

Using the mitigation approaches described, the above failure modes have been re-
duced, resulting in the negative electrode failure being the main R&D topic for further
work. The low surface area of the negative electrode and its low specific capacitance results
in poor charge acceptance especially at high rates. The voltage range above which gassing
occurs and below which charge is incomplete is quite narrow for VRLA batteries [23,24],
which further contributes to poor negative electrode charge acceptance at high rates. The
positive lead dioxide active material has an order of magnitude higher specific surface and
three times higher specific capacitance relative to the negative electrode spongy lead [23,25].
This ensures uniform distribution of the charge transfer reaction across the bulk of the
positive electrode, and formation of lead sulfate film at the negative electrode surface due to
poor charge acceptance. This is especially the case for partial state of charge cycling of lead
acid batteries [16,26], where the batteries are not fully charged at the end of each cycle (e.g.,
hybrid electric vehicle, frequency regulation). To overcome this, expanders are added to
the negative electrode active mix during paste formulation. These consist of barium sulfate,
which increases nucleation rate for the lead sulfate formation reaction [12,16,26], lignosul-
fonates with functionalities that promote the formation of lead sulfate uniformly across the
electrode thickness by inhibiting lead sulfate crystal growth and formation of a passivating
layer [12,24], and various forms of carbon such as graphite and carbon black that increase
electronic conductivity, surface area and specific capacitance [24,27]. The higher electronic
conductivity reduces isolation of negative active mass via electronic percolation, while
the higher surface area allows uniform distribution of lead sulfate across the bulk of the
electrode, with the higher capacitance improving charge acceptance at high rates [25]. The
carbon is incorporated either in the paste mix or laminated onto the electrode to form a
parallel lead-carbon hybrid, or simply replaces the negative spongy lead electrode or the
grid [15,19]. For the batteries used in this work, high surface area carbon is introduced in
the paste formulation step of the negative electrode [28]. Table 1 shows the summary of
failure modes.
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Table 1. Failure Modes of Absorbed Glass Mat Valve Regulated Lead Acid Batteries.

Failure Mode Cause Mitigation

Positive grid corrosion

Negative electrode depolarization during
recombination for CV charge
Water loss resulting in higher
electrolyte concentration
Electrolyte stratification, resulting in
greater corrosion at electrode bottom

Mitigate water loss
Reduce stratification by appropriate choice of
separator fiber diameter
Use of Pb-Ca-Sn alloy to increase creep strength
and reduce grid corrosion

Water loss

Charge current exceeds
recombination rate
Charge voltage not temperature
compensated
Positive grid corrosion

Proper charge control
Mitigate grid corrosion
Adjust initial electrolyte amount, negative excess
and optimize separator porosity to minimize
hydrogen evolution through the design life

Positive active material shedding
Grid growth due to corrosion
Active material expansion by 2×
during charge

Mitigate grid corrosion
Optimize separator fiber diameter distribution to
balance mechanical strength (large diameter)
versus wicking characteristics (small diameter)

Electrolyte stratification Poor separator wicking Optimize separator diameter distribution

α-PbO2 formation Electrolyte stratification
Water loss Mitigate stratification and water loss

Negative electrode sulfation
Low surface area leads to poor charge
acceptance
Partial state of charge cycling

Expanders that increase nucleation rate of lead
sulfate formation and inhibit crystal growth
High surface area carbon to increase surface area
and electronic conductivity of partially
charged electrode

3. Experimental Setup

3.1. Module Specification

A valve regulated lead acid battery (VRLA) module with six series-connected cells
manufactured by C&D technology, Inc (Horsham, PA, USA), using absorbent glass mat
(AGM) technology (model no. SHC 12-200FT), is used for testing. These batteries, also
referred to as carbon lead batteries, use lead carbon composite in the active material paste
of the negative electrode to reduce irreversible sulfation and improve charge acceptance of
the negative plate. The battery has a capacity of 172 Ah when discharged at the C10 or 10-h
(h) rate from a fully charged state to 1.8 V per cell at 25 ◦C, where C10 rate is the discharge
current at which the battery requires 10 h to reach an end of discharge voltage of 1.8 V from
a fully charged state at 25 ◦C. The battery specification sheet [28] provides battery weight
(60 kg), dimensions, performance, and cycle life details.

3.2. Test Protocols

Four lead-acid battery modules are subjected to two peak shaving duty cycles and two
frequency regulation duty cycles. The duty cycles are based on the “Protocol for Uniformly
Measuring and Expressing the Performance of Energy Storage Systems” developed by
energy storage industry stakeholders, led by Pacific Northwest National Laboratory and
Sandia National Laboratory [29]. The tests are ongoing for over one year. The test data
correspond to 28 months for one duty cycle and 18 months for three other duty cycles.
Testing was performed using an N.H. Research Inc. (NHR, Irvine, CA, USA) battery pack
test system (9200 series, model 4912), with a maximum DC voltage of 120 V and current of
200 amperes (A), with an 8 kW limit for charge and 12 kW limit for discharge [30]. Figure 1
shows the experimental setup for the BESS, where the lead acid battery module is the DC
storage block, and the NHR battery tester performs the role of the grid and site controller.
At the beginning of each test, the battery module is charged at a constant current (CC) of
17.5 A (10-h rate) until module voltage reaches 14.1 V (2.35 V/cell), followed by a constant
voltage (CV) charge until current drops to 1 A. After charge, the battery is subjected to a
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rest period of three hours. Reference performance tests are done at the beginning of the test
regime to establish a baseline and repeated periodically. These tests consist of a capacity
test and a pulse resistance test to determine battery degradation during operation. The
reference performance capacity test is conducted every month, corresponding to 58 peak
shaving duty cycles or 30 frequency regulation duty cycles. A pulse resistance test is done
every two months, after 116 peak shaving cycles and 60 frequency regulation cycles to
measure internal resistance.

Figure 1. Experimental setup of the BESS, comprising battery module DC storage, and battery tester
representing the grid and site controller.

3.2.1. Reference Performance Capacity Test

The battery is initially charged at a CC of 17.24 A (10-h rate) until the module voltage
reaches 14.1 V, followed by a CV charge at 14.1 V until the charge current drops to 1 A. After
the initial charge, the battery is discharged at the C5 rate of 31.34 A until the module voltage
drops to 11.1 V (1.85 V/cell). Note that during this test, the end of discharge voltage is kept
at 1.85 V/cell to avoid deep discharge-related degradation during the capacity test, since
the main goal was to estimate duty cycle-related degradation. The battery is not subjected
to rest after discharge to minimize duration at a low state of charge, where irreversible
sulfation may occur. The CC/CV charge is repeated, with termination condition during
CV charge corresponding to either the current decreasing to 1 A or charge capacity (Ah)
reaching 103% of previous discharge Ah capacity. Note that the battery module is charged
at a higher rate (5-h or C5 rate) for 1 h to minimize time spent at low SOC, followed by
charge at the C10 rate. After charge, a 3 h rest period is incorporated. The discharge and
charge steps are repeated for a total of two discharges, with the battery capacity calculated
as the average of these two discharges. Capacity retention is calculated as the ratio of Ah
capacity measured during reference performance test as the battery ages to the initial or
baseline measured Ah capacity of the battery.

3.2.2. DC Current Pulse Test to Measure Internal Resistance

The lead acid battery modules’ internal resistance can be measured using DC pulse
current or electrical impedance spectroscopy (EIS). EIS employs multiple frequency sine
waves to measure resistance over a wide range of frequencies [31]. However, EIS is not a
viable option for a large battery module due to hardware limitations related to voltage and
current. Per the battery cycler specifications [30], the current change time is <5 ms, while
the internal resistance is reported every 10-millisecond (ms) time interval. However, it took
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30–100 ms for the applied pulse current to stabilize, hence ohmic resistance is estimated at
100 ms, where there is a significant contribution expected from charge transfer.

The internal resistance of the battery module comprises ohmic resistance, charge
transfer, and mass transport resistance. For AC impedance tests, ohmic resistance is
estimated at 10–100 kHz [32], which corresponds to a duration of 10–100 μs, while charge
transfer resistance is evaluated at 1–10 Hz (0.1–1 s), and mass transfer resistance or diffusion
resistance to ion transport to and from the electrode pores is measured at 0.001–0.1 Hz
(10–1000 s).

It has been shown that the pulse width at a fixed pulse current should be such that
the ΔSOC is ≤0.1% [33]. This condition is met by using C1 or 1-h rate pulse of 115 A for
6 s, with a ΔSOC of 0.11%. The discharge and charge pulses are applied at every 10% SOC
change from 100% SOC to 0% SOC, with only discharge pulse applied at 100% SOC and
charge pulse at 0% SOC, with a 30-min rest period imposed after each pulse to allow the
battery voltage to relax and the temperature to equilibrate. The battery’s internal resistance
is calculated from the voltage change during the pulse.

Total internal resistance, Rtotal =
ΔV
ΔI , ΔV = (VF − VI) and ΔI = (IP − II).

Where, VI is the initial voltage before pulse is applied, VF is the final voltage at the
end of the pulse and II is the initial current, which is 0, and IP is the pulse current. Figure 2
shows a discharge pulse current and voltage profile of the battery.
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Current Pulse
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t 

Rtotal= V/  
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Rct
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VI

VF

II
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Voltage

Figure 2. Measurement of internal resistance by DC pulse current.

In this work, the 100 ms data is used to calculate ohmic resistance, while the 2-s data
is used to calculate the sum of ohmic (Ro) and charge transfer resistance (Rct), and the 6-s
data is used to calculate total resistance (Rtotal) [34]. Mass transport resistance (Rm) is the
difference in 6-s and 2-s data. Corresponding times for calculation of resistance from the
voltage relaxation after charge or discharge are 0.1 s, 2 s, and 1800 s.

3.2.3. Peak Shaving Duty Cycle Test

Two battery modules are subjected to peak shaving duty cycles. A peak shaving (PS)
duty cycle consists of a discharge at constant power for a duration ranging from 1–4 h
during the daily on-peak period followed by a recharge during the off-peak period. Table 2
shows the peak shaving duty cycle operating parameters. The depth of discharge (DOD)
of the battery module is 50% based on the initial Ah-capacity measurement. Discharge
is done at two power levels (730 watts (W) and 246 W) to analyze the effect of power on
performance and degradation. At the end of 58 peak shaving cycles, the battery is fully
discharged, followed by a reference performance test.

For the 730 W, the discharge time is 1.2 h, with the highest current corresponding to
the 2-h rate, and is referred to as PS 2-h. The corresponding numbers are 3.8 h and 8-h rate
for discharge at 246 W, referred to as PS 8-h. The charge back power is kept the same for
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both modules at 265 W. The charge power is calculated by multiplying the voltage at the
low end of SOC with the C10 charge current. The batteries are charged at a constant power
of 265 W until the voltage is 14.1 V, followed by a CV charge until current decreases to 1 A.
The total duration of both the peak shaving duty cycles is 12 to 14 h. The rest time for peak
shaving is 2 h to accommodate close to 2 cycles per day.

Table 2. Peak Shaving Characteristics.

Parameter Value

Module 1 2
DOD 50% 50%
Initial SOC 100% 100%
Highest discharge current 2-h rate 8-h rate
Discharge power (W) 730 246
Discharge duration (h) ~1.2 ~3.5
Rest after discharge (h) 1 1
Charge back power (W) 265 265
Charge time (h) ~8.5 ~7.5
Rest after charge (h) 2 2
Total duration for each PS cycle (h) ~13 ~14

3.2.4. Frequency Regulation Duty Cycle Test

Two modules have been subjected to the 24-h frequency regulation (FR) duty cycle.
The 24-h duty cycle power is normalized with respect to the power corresponding to the C1
rate at 50% SOC of the battery module, estimated at 1090 W for both FR duty cycles. This
corresponds to a discharge energy throughout of 3.9 kWh per cycle for this energy neutral
signal. Note that positive power typically represents discharge from the battery module,
and negative represents charge into the battery module from a grid perspective. In this
work, since a battery cycler is used to charge and discharge the battery, charge is associated
with a positive power signal, and discharge with a negative power signal. A reference to
the raw data based on which the duty cycle is generated is given in Appendix B of [29].
Table 3 shows the operating parameters for the frequency regulation duty cycles, with the
DOD for the 24-h duty cycle set at 20%.

Table 3. Frequency regulation characteristics.

Parameter Value

Module 1 2

DOD 20% 20%

Initial SOC 80%, 57%

Ending SOC 60%, 37%

Discharge duration (h) 24 24

Maximum power (W) 1090 1090

Charge back current 10-h rate 10-h rate

Total duration for each FR cycle (h) ~29 ~29

Frequency regulation tests are done at two different initial SOC levels (80% and 57%)
to determine the effect of different operating SOC ranges on performance and degradation.
The charge acceptance of lead acid batteries is impacted by the preceding step. If the
preceding step is a discharge step, the formation of small lead sulfate crystals offers
sufficient surface area for the subsequent charge, whereas, if the preceding step is a charge
step, the newly formed low surface area spongy lead reduces charge acceptance [35].
While optimization of expander properties is expected to mitigate this issue, for this work,
starting an FR duty cycle after a preceding charge step to the initial SOC resulted in voltage
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excursions above the upper limit at the start of the duty cycle. Hence the batteries were
brought to an SOC equal to target start SOC + 5% (62% for target SOC of 57% and 85%
for target start SOC of 80%), and subsequently discharged to the target start SOC. This
finding also indicates there is room for further improvement in expander research and
development for duty cycles with volatile power signals.

Since the frequency regulation duty cycle is energy neutral, the total discharge Ah
exceeds the total charge Ah for each cycle, since RTE < 1. That is, for the condition of
charge energy equal to discharge energy, the average charge voltage is higher than average
discharge voltage. Since energy in Wh is the product of Ah and battery voltage, the
discharge Ah is greater than charge Ah for a 24-h FR duty cycle. At the end of each
frequency regulation cycle, the battery modules are charged to bring them back to their
starting SOC using a 10-h rate., followed by a constant voltage charge until the desired
charge Ah is achieved. The desired charge Ah is calculated by measuring the difference
between charge Ah and discharge Ah for the preceding frequency regulation cycle and
applying a suitable overcharge to address gassing during charge. Note that no overcharge
is applied for the FR duty cycle starting at 57% SOC, while a 0.75% overcharge is applied
during charge back for the FR duty cycle starting at 80% SOC. The charge back step is
followed by a rest period of 1 h before the next frequency regulation cycle. The total
duration for frequency regulation, including charge back and rest, is about 29 h.

4. Results and Discussion

4.1. Reference Performance Test Results

Reference performance tests and pulse resistance tests are conducted at regular inter-
vals to evaluate the performance stability of the batteries performing four different duty
cycles. Performance stability assessment is done by monitoring changes in the battery
capacity and internal resistance as a function of elapsed test time, number of cycles and
cumulative energy throughput for each of the four duty cycles.

Figure 3a shows the voltage and current profile of one discharge and charge cycle
for the reference performance capacity test. Figure 3b shows the current and temperature
profiles for two charge and discharge cycles. Resistive and reversible heat contribute to heat
generation during operation [36]. Lead acid batteries have a positive temperature coefficient
for open circuit voltage of 0.2 mV/◦C, which corresponds to endothermic contribution of
reversible heat during discharge (and exothermic contribution of reversible heat during
charge) [37,38]. The battery temperature rises during charge as expected, while during
discharge, it rises during the first cycle and drops during the second cycle. At the start of the
first discharge, the battery temperature was low at 22 ◦C, resulting in resistive heating that
overwhelms the endothermic effect. In contrast, at the beginning of the second discharge,
the temperature was higher at 24 ◦C, with associated lower resistive heating, such that the
endothermic effect dominates. The exothermic behavior during charge has the potential
for cell dry-out during constant voltage charging, hence it is prudent to set the CC current
low to avoid significant temperature increase. None of the modules exhibited significant
temperature increase during the course of testing, indicating that the charge profile is
suitable, and the electrolyte dry-out is not a major failure mode.

Figure 4a shows battery capacity retention as a function of time elapsed since test
start for different duty cycles. Capacity retention is calculated using the initial measured
capacity as 100%. Over the same elapsed time, batteries subjected to FR duty cycles batteries
degraded more than those subjected to PS duty cycles. The battery subjected to FR duty
cycle operating in the 57–37% SOC range has the longest testing period and degraded the
most. For PS duty cycle batteries, the battery capacity recovered after initial degradation.
Performance enhancement can occur due to various factors such as improved electrode
wetting during initial cycles, rearrangement of active material resulting in a greater active
area, better electrolyte distribution among battery cell components [39], and reversal of
irreversible sulfation. This recovery indicates that the initial capacity drop is not related to
positive active mass shedding. Figure 4b shows capacity retention as a function of cycles,
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while Figure 4c shows capacity retention as a function of cumulative discharge energy. The
sharp drop in capacity for FR (57–37)% in Figure 4b,c was observed after the battery was in
an idle state for four months stored in a fully charged condition and is probably related to
irreversible sulfation of the electrodes [40].
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Figure 3. (a) Voltage and current profile of the capacity test; positive current is charge; (b) Temperature
and current profile of the capacity test.
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Figure 4. Capacity retention vs. (a) months (b) number of cycles and (c) cumulative discharge energy
for four different duty cycles.

Typically, irreversible sulfation due to the growth of lead sulfate crystals occurs when
batteries are stored for prolonged periods without being charged or subjected to low SOC
during cycling [40,41]. The poor electronic conductivity of these lead sulfate crystals also
isolate portions of the electrode, making them inaccessible, further reducing battery capacity.
The battery subjected to FR (57–37)% duty cycle degraded more during the same period
than FR (80–60)% duty cycle. The degradation may be related to irreversible sulfation of
the battery electrodes caused by operation at lower SOC levels.

Since the frequency regulation duty cycle has higher discharge energy throughput per
cycle than the peak shaving duty cycle, Figure 4b shows higher degradation per cycle for
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FR, while the gap decreases when degradation is normalized per unit MWh discharged
(Figure 4c), especially for the FR (80–60)% duty cycle. Note that the average SOC for this
duty cycle is 70%, close to the average SOC of 75% for the PS duty cycles.

The greater rate of capacity loss for FR duty cycles, coupled with less of a capacity
recovery appears to indicate that positive active material shedding, in addition to irre-
versible sulfation, may play a bigger role for the FR duty cycle, which involves multiple
charge-discharges and the associated contractions and expansions of the active mass within
a 24-h duty cycle. This needs to be taken into consideration while using VRLA batteries for
frequency regulation. This failure mechanism appears to be absent for PS duty cycles. Note
that converting cumulative energy throughput to number of 100% DOD equivalent cycles,
FR (57–37)% has completed 728 100% DOD equivalent cycles, while the corresponding
numbers for FR (80–60)%, PS (2-h) and PS (8-h) are 494, 362 and 289 respectively.

4.2. Pulse Resistance Test Results

Figure 5a shows internal resistance vs. SOC for discharge pulse durations from
100 (ms) to 6 s, while Figure 5b shows corresponding results for the charge pulse. The
ohmic resistance, corresponding to the 100 ms measurement, includes contribution from
charge transport resistance as well, and decreases as SOC increases. Ohmic resistance is
determined by electronic conductivity of the current collector and the electrode active mass,
along with electrolyte ionic conductivity and tortuosity of the separator and electrode pores.
The discharge product at both electrodes, PbSO4, has lower electronic conductivity than
the corresponding charge states of PbO2 at the positive and spongy Pb at the negative,
while the electrolyte ionic conductivity increases with increasing state of charge [42]. While
ohmic resistance should not depend on pulse direction (charge vs. discharge), for the 0.1-s
discharge pulse, the ohmic resistance decreases more steeply with increasing state of charge
compared to the charge pulse. The resistance at 10% SOC is nearly the same regardless
of direction of the pulse, indicating the charge transfer resistance at this SOC is nearly
the same for the charge and discharge pulse. As the SOC increases, the discharge pulse
resistance decreases more than the charge pulse. This is expected, as the charge transfer
resistance is expected to increase with state of charge for the charge pulse, negating the
decrease in ohmic resistance at high SOC.
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Figure 5. Internal resistance vs. SOC (%) profile (a) for discharge pulse (b) for charge pulse.

For the discharge pulse, at high SOC, the internal resistance increases with pulse width.
While it is difficult to separate out charge transport and mass transport effects, assuming a
2-s cut-off for charge transport, it appears that mass transport effects can be estimated all
the way up to 6-s pulse width. On the other hand, at low SOC, after 2–3 s, the resistance
does not increase significantly. This indicates that due to low acid concentration at low
SOC, mass transport effects are almost fully captured within 2–3 s. The data for the charge
pulse is a mirror image. At low SOC, since there is plenty of water in the electrolyte, mass
transport effects are observed for the entire 6-sec pulse duration. At high SOC, due to
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higher concentration of the sulfuric acid product, a majority of the mass transport related
effects are captured within 2–3 s.

4.3. Degradation Analysis

Figure 6 shows all four batteries’ capacity retention vs. total internal resistance. The
total internal resistance is averaged from 80% SOC to 30% SOC for charge and discharge
pulses. The capacity degrades linearly with an internal resistance increase. VRLA batteries
are typically positive electrode limited. As the battery cycles, the positive electrode grids
undergo corrosion, causing an in-plane mechanical stress on the grid, leading to a decrease
in adhesion between the active material and the grid. The active material is separated
from the grid because of the expansion and shrinkage of the active material during the
discharge and charge cycles, reducing the capacity [43]. The capacity recovery for PS cycles
in Figure 4c indicates that positive active material shedding is not the main reason for
capacity loss. As stated earlier, use of appropriate alloys and compressive force appears to
have mitigated this failure mode. This indicates that irreversible sulfation at the bottom of
electrodes due to electrolyte stratification and at the low surface area negative during partial
state of charge operation may be a reason for the linear decrease in capacity as resistance
increases, while resistance increase may be associated with positive grid corrosion, water
loss and irreversible sulfation. As irreversible sulfation at the negative increases, there
is expected to be a transition from positive limit to negative limit, at which point gas
generation increases, accompanied by further resistance increase due to water loss. The
slight increase in capacity corresponding to an increase in resistance for FR duty cycles may
be related to reversal of dense sulfation film (leading to increase in capacity), while grid
corrosion and loss of water lead to an increase in resistance.
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Figure 6. Capacity retention vs. internal resistance profile for four duty cycles.

Figure 7 shows internal resistance vs. elapsed test duration. Ohmic resistance increases
with increasing duration. Some of the reasons could be (1) irreversible lead sulfate formation
at the bottom of both electrodes related to electrolyte stratification and at the negative
electrode due to partial state of charge cycling, (2) positive grid corrosion resulting in in-
plane mechanical stress on grid and loss of contact with positive active material (3) Positive
active material shedding due to active material volume change during cycling resulting in
loss of electronic percolation in active mass (4) Electrolyte dry-out resulting in an increase
in ionic resistance.

For all duty cycles, the ohmic resistance for charge pulse is greater than that for
discharge pulse, which is due to contribution from charge transfer in the 100 ms pulse.
Depending on the duty cycle, the reason for ohmic resistance increase may differ. For
example, for peak shaving, since the charge rate is the same for both duty cycles, if
electrolyte dry-out is the predominant mode, electrolyte loss is expected to be nearly the
same for the 2-h and 8-h duty cycles. The slightly lower resistance for the 2-h discharge
may be related to less time spent in the 75% to 50% SOC range, resulting in less irreversible
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sulfation at the negative electrode. The ohmic resistance for the FR (80–60)% run matches
the results for the PS 8-h, whereas the corresponding values for the FR (57–37)% case is
lower. Hence it appears that electrolyte dry-out could be the dominating reason for ohmic
resistance increase for the PS duty cycles and the FR duty cycle operating in the 80–60%
SOC range, with the PS duty cycles expected to have greater grid corrosion and water
loss due to being subjected to a full charge after each cycle, while the FR (80–60)% duty
cycle is expected to have more sulfation due to spending >3.5× duration at <70% SOC.
Irreversible sulfation at the negative electrode could be the dominant reason for ohmic
resistance increase for FR (57–37)%. Note that this battery was on open circuit for four
months. During this time, some water loss is expected due to self-discharge, but the main
degradation mechanism may be irreversible sulfate formation, which is corroborated by
the steep increase in charge transfer resistance for the charge pulse at the 10-month mark
(Figure 7b).

Figure 7. Resistance vs. elapsed test duration (a) ohmic, (b) charge transfer, (c) mass transport,
(d) total.

The charge transfer resistance for the discharge pulse is relatively unchanged with a
slight increase, while it decreases in the first few months for the charge pulse. This appears
to indicate that the charge acceptance initially is not very high, probably related to sulfation
formed over a long storage period of ~6 months prior to testing. The steep increase in
charge transfer resistance for the charge pulse at the 10-month mark appears to be related
to the 4-month rest on the open circuit, which leads to sulfation of the active material and
the associated poor charge acceptance. As expected, the corresponding charge transfer
resistance for the discharge pulse is not very high since the reacting species is the charged
form of the active mass in each electrode.

Mass transport resistance for the charge pulse increases with time, while that for the
discharge pulse increases to a much less degree (Figure 7c). During charge, sulfuric acid is
produced in the pores, requiring transport of the acid away from the pores to allow reactant
water access. It is difficult for bulk water to force its way into the pores while displacing the
acid that is produced. During discharge, sulfuric acid is consumed at the electrode pores,
which are now filled with water. It is easier for acid in bulk to enter the pores and displace
the produced water. Irreversible sulfation results in the increase of active mass volume,
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with an associated decrease in porosity and pore size. Hence the pore size and porosity
reduction associated with irreversible sulfate formation increase mass transport resistance,
with more of an impact on the charge pulse.

This effect is maximum for FR (57–37)% duty cycle, where irreversible sulfation at the
negative electrode is expected to be the largest, with corresponding greatest pore size and
porosity reduction. The results are similar for FR (80–60)% duty cycle and PS 8-h, where
both duty cycles spent significant time at <70% SOC and hence are expected to have a
similar degree of irreversible sulfation, while the PS 2-h duty cycle spends less time at <70%
SOC, and hence has less irreversible sulfation, accompanied by a lower increase in mass
transport resistance.

It is our hypothesis that for the PS duty cycles and FR (80–60)% duty cycle, the main
mode of degradation is water loss, with some irreversible sulfation at the bottom of both
electrodes related to electrolyte stratification, with additional sulfation at the low surface
area negative for FR (80–60%) and PS 8-h related to longer time spent at SOC < 70%, while
for FR (57–37)% duty cycle, the main mode is irreversible sulfation at the negative electrode
related to longer time spent at low SOC along with sulfation at the bottom of both electrodes
related to electrolyte stratification, with water loss related effects expected to be lower. To
validate these hypotheses, the aged battery modules, along with fresh modules to establish
a baseline, need to be disassembled in the charged state and subjected to the recommended
tests in the following section.

4.4. Recommended Tests to Validate the Proposed Failure Mechanism

(1) Determine mass of negative, positive and separator. The negative electrode needs to
be transferred immediately in deionized water to avoid oxidation in air.

(2) Determine electrolyte content in positive, negative and separator by measuring wet
and dry weight. The negative needs to be dried in a vacuum oven.

(3) Determine electrolyte specific gravity by titrating a known electrolyte volume obtained
by squeezing electrolyte from separator.

(4) Determine electrolyte distribution at various heights of electrodes and separator (to
estimate electrolyte stratification).

a. Cut the electrode into three parts, top, middle, and bottom, measuring wet
weight, followed by titration to determine acid content for each part, followed by
measurement of dry weight.

(5) Determine acid content at the top, middle and bottom parts of the separator, followed
by filtration and drying of the retained separator.

a. Immerse each separator piece in deionized water after weighing and titrate vs.
1 M NaOH.

(6) Determine porosity and pore size distribution by BET and mercury porosimetry to
correlate results with mass transport resistance.

(7) Determine elemental composition using energy dispersive X-ray analysis (EDX) for
the top, middle and bottom part of positive and negative electrodes.

4.5. Internal Resistance vs. SOC Trends for the Duty Cycles

Figure 8 shows the internal resistance measured from discharge and charge pulse at
different SOC levels for four different duty cycles. The internal resistance is averaged over
time at the same SOC. From Figure 8a–d, it can be seen that the duty cycles affect the battery
internal resistance similarly, with the shape of the resistance as f (SOC) similar for all duty
cycles. For all four duty cycles, total internal resistance measured from charge pulse is
higher than total internal resistance measured from discharge pulse. This is in line with our
observation that charge transfer- and mass transport-related losses are higher for charge.

466



Energies 2022, 15, 3389

 
(a) (b) 

 
(c) (d) 

20 40 60 80

3

6

9

12

15
 Ohmic Resistance (charge)
 Ohmic Resistance (discharge)
 Total Resistance (charge)
 Total Resistance (discharge)

In
te

rn
al

 R
es

is
ta

nc
e 

(m
O

hm
)

SOC (%)

(a) PS 2-h rate 
20 40 60 80

3

6

9

12

15
 Ohmic Resistance (charge)
 Ohmic Resistance (discharge)
 Total Resistance (charge)
 Total Resistance (discharge)

In
te

rn
al

 R
es

is
ta

nc
e 

(m
O

hm
)

SOC (%)

(b) PS 8-h rate 

20 40 60 80

3

6

9

12

15
 Ohmic Resistance (charge)
 Ohmic Resistance (discharge)
 Total Resistance (charge)
 Total Resistance (discharge)

In
te

rn
al

 R
es

is
ta

nc
e 

(m
O

hm
)

SOC (%)

(c) FR (80-60)%
20 40 60 80

3

6

9

12

15

18  Ohmic Resistance (charge)
 Ohmic Resistance (discharge)
 Total Resistance (charge)
 Total Resistance (discharge)

In
te

rn
al

 R
es

is
ta

nc
e 

(m
O

hm
)

SOC (%)

 (d) FR (57-37)%

Figure 8. Internal resistance vs. SOC (%) for four duty cycles. (a) peak shaving 2-h rate (b) peak
shaving 8-h rate (c) frequency regulation (80–60)% and (d) frequency regulation (57–37)%.

4.6. Round Trip Efficiency Results for the Duty Cycles

Figure 9 shows the round-trip efficiency (RTE) of (Figure 9a) peak shaving duty cycles
and (Figure 9b) frequency regulation duty cycles. While the RTE is constant for 400 peak
shaving duty cycles, it decreases subsequently, with significant fluctuations. This is due
to a change in the charge procedure after 400 cycles. Initially, the charge back procedure
consisted of a CC/CV charge with charge termination set at 3% overcharge or current
decreasing to 0.8 A, whichever occurs first. Also, the constant current and constant voltage
charge steps each had a 7-h time limit to reduce excessive gassing. After 400 cycles, the
CC/CV charge is terminated when the current decreases to 0.8 A, with the 3% overcharge
requirement removed. Note that in these subsequent cycles, the overcharge is more than
3% of the discharge capacity, thus reducing the RTE. Additionally, the charge capacity is
different in each cycle as some of the charge back cycles reached the termination current
of 0.8 A before the time limit, while for other cases, the time limit was reached before the
current decreased to 0.8 A. Hence the decrease and fluctuation in RTE are not primarily
due to battery degradation. The FR (80–60)% has slightly lower RTE than FR (57–37)%. For
the energy neutral frequency regulation signal, as explained earlier, the total discharge Ah
> total charge Ah for the FR duty cycle, since RTE < 1. The charge back Ah is determined by
applying a 0.75% overcharge to the difference between total discharge Ah and total charge
Ah for the FR (80–60)% duty cycle, while no overcharge was applied to the FR (57–37)%
duty cycle since gassing is expected to be insignificant in this low SOC level. Hence FR
(57–37)% has a slightly higher RTE.
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Figure 9. RTE (a) peak shaving duty cycle (b) frequency regulation duty cycle.

4.7. Mapping Hybrid Electric Vehicle (HEV) Degradation with Grid Services

It was determined that batteries subjected to a micro hybrid electric vehicle (HEV)
drive cycle operating at 5% DOD in the 90–85% SOC range experienced no sulfation of
the negative electrode, while batteries subjected to a mild HEV drive cycle operating in
the 90–70% SOC range experienced mild sulfation, and batteries subjected to a full HEV
drive cycle operating in the 80–30% SOC range experienced rapid sulfation [20]. The PS
duty cycle appears to map with the mild HEV cycle, with a slightly lower average SOC,
but getting fully charged after each cycle. The PS 8-h duty cycle spends more time at
SOC < 75%, hence may have more sulfation at the negative. The FR (57–37)% duty cycle
has a slightly lower average SOC than a full HEV drive cycle, is charged to only 57% SOC
at the end of each cycle and is expected to show greater sulfation of the negatives. The FR
(80–60)% duty cycle has an average SOC halfway between mild HEV and full HEV and is
expected to experience sulfation greater than mild HEV and less than full HEV. The PS duty
cycle and the FR (80–60)% duty cycle are expected to see greater water loss compared to
the FR (57–37)% duty cycle. Table 4 below provides a mapping of grid services degradation
with that experienced by various HEV cycles.

Table 4. Mapping of Grid Services Degradation with HEV Cycles.

Drive Cycle Micro HEV Mild HEV Full HEV

SOC range 90–85% 90–70% 80–30%
Sulfation of negative Negligible Mild Highest
Grid Corrosion Medium Lower Lowest
Water loss Medium Lower Lowest
Inactive α-PbO2 Medium Lower Lowest

Grid services that
map to drive cycles

PS 2-h lower sulfation, PS 8-h higher sulfation. Both
expected to have similar grid corrosion, similar
water loss.
FR (80–60)% similar grid corrosion and water loss,
greater sulfation

FR (80–60)% lower sulfation,
FR (57–37)% higher sulfation,
lower grid corrosion and
water loss.

5. Conclusions

Leveraging upon work done on the degradation of lead acid batteries used for hybrid
electric, degradation mechanisms of batteries used in micro, mild, and full HEV are mapped
with the grid service duty cycles used in this work. Post-cycling tests have been proposed
to validate the hypothesis for dominant failure modes for each duty cycle.

Assigning different durations within the charge or discharge current pulse, ohmic,
charge transfer and mass transport resistances are estimated. Higher ohmic resistance for
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PS 8-h relative to PS 2-h is explained by the longer duration spent at <70% SOC for the
former, while similar ohmic resistance increase for the PS 8-h and FR (80–60)% is explained
by higher water loss for the former balanced by the higher sulfation for the latter related
to 3.5× longer time at <70% SOC for the FR (80–60)% grid service. The higher charge
transfer resistance during the charge pulse at the start of testing may be related to extended
storage prior to test, resulting in sulfation, which is subsequently reversed. This hypothesis
is further validated by the spike in charge transfer resistance for the charge pulse for the
FR (57–37)% duty cycle after a 4-month stand at open circuit, which is also reversed upon
further testing. The higher mass transport resistance for the charge pulse also correlates
with grid services with greater expected sulfation, with the value highest for FR (57–37)%
and lowest for PS 2-h. Hence these measurements provide very useful insights into the
degradation mechanisms for various grid services. The higher resistance during charge
across all duty cycles places limitation on maximum power for energy neutral grid services
such as frequency regulation.

Regardless of the duty cycle, capacity loss increased with an increase in internal
resistance, with nearly the same slope for all duty cycles. For FR (57–37)%, while the
capacity decreases as expected with increase in resistance, there is reversal in this trend
with a slight increase in capacity as resistance increases, which appears to signal a switch
from negative limit to positive limit related to reversal of the dense sulfation at the negative.
Such signatures provide insights into battery management approaches for VRLA used in
various grid services, taking into account the initial positive & negative electrode active
material ratio and electrolyte content to maximize battery operating life.

While positive active material shedding does not appear to be the main failure mode
for PS duty cycles. it may play a bigger role for the FR duty cycle, due to multiple
contractions and expansions of the active mass within a 24-h duty cycle. This needs to
be taken into consideration while using VRLA batteries for frequency regulation and
other services such as renewable smoothing that are associated with volatile signals. The
capacity loss per energy throughput is highest for grid services with the highest potential
for sulfation—FR (57–37)% > FR (80–60)% > PS 8 h > PS 2 h—thus highlighting the need for
the mitigation of sulfation to be a top priority. This is achieved by minimizing electrolyte
stratification, which affects both electrodes, and by increasing negative electrode surface
area to ensure uniform current distribution by addition of suitable expanders.
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Abstract: Polymetallic transition metal phosphides (TMPs) exhibit quasi-metallic properties and
a high electrical conductivity, making them attractive for high-performance hybrid supercapaci-
tors (HSCs). Herein, a nanohoneycomb (NHC)-like FeNi layered double hydroxide (LDH) array
was grown in situ on 3D current collector nickel foam (NF), which is also the nickel source dur-
ing the hydrothermal process. By adjusting the amount of NaH2PO2, an incomplete phosphated
FeNi(OH/P) nanosheet array was obtained. The optimized FeNi(OH/P) nanosheet array exhibited
a high capacity up to 3.6 C cm−2 (408.3 mAh g−1) and an excellent long-term cycle performance
(72.0% after 10,000 cycles), which was much better than FeNi LDH’s precursor. In addition, the
hybrid supercapacitor (HSC) assembled with FeNi(OH/P) (cathode) and polypyrrole (PPy/C, anode)
achieved an ultra-high energy density of 45 W h kg−1 at a power density of 581 W kg−1 and an
excellent cycle stability (118.5%, 2000 cycles), indicating its great potential as an HSC with a high
electrochemical performance.

Keywords: polymetallic transition metal phosphides; hybrid supercapacitor; FeNi(OH/P) nanosheet array

1. Introduction

The energy crisis and global climate change have stimulated the search for sustain-
able energy. Numerous efforts have been made to develop energy storage devices that
are efficient, economical, safe, and environmentally friendly in order to meet the future
development of a low-carbon, sustainable economy. Batteries have a high energy density,
but a low power density and poor cycling stability. Supercapacitors have a higher power
density, faster charging time, and better long-term stability than batteries. However, su-
percapacitors have limited industrial applications because of their low energy density. By
combining the advantages of batteries and supercapacitors, researchers proposed a hybrid
supercapacitor (HSC) with a battery-type electrode and a capacitive electrode. Compared
with carbon-based materials storing energy via a double electric layer, battery-type elec-
trode materials can generate extreme energy density based on an active redox reaction [1,2].
Therefore, the performance of HSC is highly dependent on the efficiency and stability of
the battery-type electrodes.

Recently, it has been demonstrated that transition-metal phosphides (TMPs) have
garnered significantly more research because of their higher conductivity, electrochemical
activity, and structural stability [3,4], all of which make them potentially useful in energy
storage devices. TMP is a triangular prism made of metal bonds or covalent chemical
bonds [5]. By increasing the number of metal atoms situated in the center of the prism’s
vertical plane, a nine-fold tetrakaidecahedron structure centered on phosphorus atoms is
formed. The large channels and open framework of TMPs provide effective electron/ion
transport. Because of the rapid reduction in ionic properties and the “P” dragging electron
density in the sublattice presence of delocalization, TMPs have more free electrons, which
is the fundamental reason for their higher conductivity. After the introduction of metals
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into the monometallic phosphide, the resulting polymetallic (or metal-rich) transition metal
phosphide (e.g., MP or M2P, where M is the transition metal) exhibits metallic properties
(chemical stability), multiple redox centers, and the ability to carry more free electrons,
resulting in a significantly increased electrical conductivity (compared with phosphorus-
rich or monometallic phosphides) [6]. However, phosphorus-rich TMPs with abundant
P−P bonds are unsuitable as energy storage materials because of the electron accumulation
around the P atoms and decreased electrochemical performance [7]. Thus, understanding
how to select appropriate metals and combine them to form multi-component metal phos-
phides with synergistic effects is critical for optimizing the electrochemical performance of
electrochemical energy storage devices using TMPs as electrodes.

Recently, it was discovered that one of most effective tactics to improve the elec-
trochemical performance is to combine Ni and Fe to form bimetallic phosphide, which
improves the conductivity of Fe/Ni-based compounds [8,9]. The electrochemical prop-
erties of Ni and Fe are quite similar; the ionic radius of Fe3+(0.65 Å) is close to that of
Ni2+(0.69 Å) [10,11]. As a result of the formation of hydroxyl oxides during charge stor-
age, Ni and its compounds in various morphologies (e.g., nanoparticles, nanowires, and
thin films) are typical supercapacitor electrode materials with an excellent redox behavior.
Because of its high theoretical capacity (1951.2 C g−1) and good electronic conductivity
(1.2 × 10−3 S cm−1) [12], Ni2P is considered as a promising material for energy stor-
age. However, because of structural degradation, the stability of FeNi-based materials
is still unsatisfactory [9]. In recent years, many binder-free nanoarray electrodes with
self-contained nano-units and porous structures have been investigated to minimize the
volume expansion and improve the electrochemical performance. As a result of phospho-
rus’s lower electronegativity and reduced bond ionicity, Fe/Ni bimetal phosphides give
a series of various redox couples (Fe0/Fe2+/Fe3+, Ni0/Ni1+/Ni2+) with better metalloid
properties [13]. Although there have been many reports about Ni/Fe bimetal phosphides
as high-performance electrocatalysts for water splitting [14–16], their use as electrodes in
SCs is unclear [17].

In this study, we designed, synthesized, and developed self-supported nanohoney-
comb (NHC)-like FeNi(OH/P) electrodes using a simple two-step procedure, in which
incomplete phosphated FeNi(OH/P) nanosheet arrays were oriented and anchored on
3D nickel foam without any bridging agent. The large contact areas and electron path-
ways of the unique interconnected NHC-like FeNi(OH/P) nanosheet array could provide
high-efficiency electronic transmission for the charge storage. Furthermore, Ni/Fe bimetal
phosphides have high density redox centers and a high conductivity. This study also
describes a hybrid supercapacitor (HSC) with a cathode electrode made of bimetallic transi-
tion phosphides and an anode electrode made of polypyrrole/C (PPy/C). By optimizing
gel electrolytes, the HSC exhibited excellent capacity retention. This work provides a
new strategy for designing a cost-effective, reliable, and high-performance asymmetric
supercapacitor for energy storage applications.

2. Materials and Methods

2.1. Materials

Nickel chloride hexahydrate (NiCl2·6H2O), ferric chloride hexahydrate (FeCl3·6H2O),
sodium chloride (NaCl), and sodium hypophosphite (NaH2PO2·H2O) were purchased
from Sinopharm Chemical Reagents Co., Ltd. All of the reagents were of analytical grade
and were used without further purification.

2.2. Synthesis of Materials
2.2.1. Synthesis of FeNi LDH’s Precursor

First, the nickel foam (NF, 5.2 × 3.7 cm2) was cleaned with 2 M HCl, absolute ethanol,
and deionized water by sonication for 15 min in sequence to remove the oxide layer on
the surface. Then, 0.27 g FeCl3·6H2O [18,19] and 0.097 g NaCl were dissolved in 70 mL of
deionized water by magnetic stirring for 30 min. The mixed solution and a piece of the
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pretreated NF were transferred to a 100 mL Teflon-lined stainless autoclave and kept at
120 ◦C for 10 h. The Ni foam coated with the FeNi LDH sample was washed alternately
with ethanol and deionized water several times, and dried for 5 h at 60 ◦C. The mass density
of the FeNi LDH nanosheet array (0.57 mg cm−2) on the NF was determined by subtracting
the weight of the NF (after acid etching) from the weight of the FeNi LDHs with the NF.

2.2.2. Synthesis of the FeNi(OH/P) Sheet Array Electrode

The NaH2PO2 and Ni foam-supported FeNi LDH were placed upstream and down-
stream of the tube furnace, respectively. The samples were heated to 300 ◦C at a heating rate
of 2 ◦C min−1 for 2 h under an Ar flow. The FeNi(OH/P) was collected after the furnace
was cooled to an ambient temperature. To explore the effect of the phosphorization degree,
we considered NiFe(OH/P) with different amounts of NaH2PO2 (0 g, 0.6 g, 1.2 g, and
1.8 g, defined as FeNi(OH/P)-0, FeNi(OH/P)-0.6, FeNi(OH/P)-1.2, and FeNi(OH/P)-1.8,
respectively). After phosphating, the mass increased by 1.87 mg cm−2 on average. The
mass density of the FeNi(OH/P)-1.2 nanosheet array on the NF was 2.44 mg cm−2.

2.2.3. Assembly of Hybrid Supercapacitor Device

All-solid-state hybrid supercapacitors (HSCs) were assembled by employing the as-
fabricated FeNi(OH/P)-1.2 and PPy/C as the cathode and anode electrode, respectively,
and PVA/KOH/PAAS as the electrolyte.

For the preparation of PPy/C, PPy aerogel was heated to 500 °C at a rate of 5 °C min−1

under an argon atmosphere. The preparation of PPy aerogel was mentioned in previous
articles from our group [20]. PPy aerogel was synthesized through PPy hydrogels, which
were obtained by oxidizing the pyrrole monomer with ammonium peroxysulfate (APS) in
a Methyl orange (MO) solution. The mixture of PPy/C (80 wt%), acetylene black (10 wt%),
and polyvinylidene fluoride (PVDF, 10 wt%) was coated onto an NF (1 × 1 cm2) and then
dried at 80 ◦C for 8 h to obtain the PPy/C electrodes. The mass loading of PPy/C powder
attached to the NF was 8.4 mg cm−2. The gel electrolyte was prepared as follows: 6 g PVA
(1799 type) and 5 g KOH were dissolved in 60 mL deionized water at 90 ◦C, then 2 mL
PAAS was added dropwise into the above solution with stirring and maintained at 65 ◦C
for 15 min. The two electrodes were coated with a PVA/KOH gel electrolyte to obtain
HSCs with a thickness of about 2.1 mm.

2.3. Morphology and Structure Characterization

The micromorphology and structure of the as-synthesized materials were analyzed
using a scanning electron microscope (SEM, PHILIPS XL30 TMP) and transmission electron
microscope (TEM, JEM-2000 UHR SETM/EDS). Energy dispersive X-ray spectroscopy
(EDX), elemental mapping, and selected area electron diffraction (SAED) were performed
on the same FE-TEM microscope. The phase characteristics of the as-synthesized materials
were identified using X-ray diffraction (XRD) and X-ray photoelectron spectroscopy (XPS,
AXIS SUPRA+). Mass weighting was recorded with a semi-micro balance (ESJ200-4B) with
an accuracy of 0.01 mg.

2.4. Electrochemical Measurements

All of the electrochemical measurements (three electrodes/two electrodes) were per-
formed using the CHI660D electrochemical workstation. The FeNi(OH/P) electrode was
used directly as the working electrode, the Pt electrode (1 × 1 cm2) was used as a counter
electrode, the Ag/AgCl electrode was used as the reference electrode, and the electrolyte
was 3 mol L−1 KOH. The scanning rates of the cyclic voltammetry (CV) were 1~100 mV s−1

within a potential window of 0~0.45 V, and the galvanostatic charge–discharge (GCD)
test range was 0~0.4 V. Electrochemical impedance spectroscopy (EIS) was tested between
0.01 Hz and 100 kHz.
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The areal capacity Ca (C cm−2) was calculated from the CV curves using Equation (1):

Ca =

(∫
I(V)dV

)
/2vA (1)

The capacity Cs (C cm−2) was calculated from the GCD curves using Equation (2):

Cs =

(
2I

∫
(V)dt

)
/ΔV (2)

where I(V) refers to the current at V, dV is the differential potential, v is the scan rate, Δt is
the discharge time, A is the electrode’s surface area, m is the mass of active material, and
ΔV is the potential window.

The HSC device was assembled using FeNi(OH/P)-1.2 as the cathode electrode and
PPy/C as the anode electrode with a gel electrolyte. The charges stored between the
cathode and anode electrodes were balanced (Q+ = Q−) based on the three-electrode
system outcomes in order to achieve an excellent ASC device performance. According to
Equation (3), the ratio of mass between FeNi(OH/P)-1.2 and PPy/C was 0.29.

m+/m− = Ca− × ΔV−/Ca+ × ΔV+ (3)

where the subscripts “+” and “−” represent the cathode and anode electrodes, respectively.
The energy densities (E) and the power density (P) were calculated using Equations (4) and (5):

E =
(

C × ΔV2
)

/7.2 (4)

P = (E × 3600)/Δt (5)

3. Results and Discussion

The synthesis process of the FeNi(OH/P)-1.2 nanosheet array on nickel foam is shown
in Figure 1. First, as a 3D current collector, nickel foam (NF) with a 3D porous structure
and high conductivity also provides the Ni source in the hydrothermal reaction. The
honeycomb-like FeNi LDH nanosheet array was vertically grown on the 3D NF through
a simple hydrothermal method (Figure 2a). Different from the traditional bimetallic co-
precipitation method, the obtained FeNi LDHs grew robustly and did not fall off easily
in the continuous testing work, which provided a good cycle performance. Additionally,
NaCl acted as a structure directing agent, which contributed to the formation of the FeNi
LDH nanosheet morphology. After heat treatment (without NaH2PO2), FeNi LDH was
converted to FeNi(OH/P)-0 and the morphology remained largely unchanged (Figure S1a).
After phosphating (1.2 g NaH2PO2), the color of the FeNi LDH precursor changed from
orange to black, forming the FeNi(OH/P)-1.2 nanosheet array. The overall morphology
of the FeNi(OH/P)-1.2 nanosheet array was maintained, which facilitated electron/ion
transmission and promoted electrochemical energy storage. The surface of FeNi(OH/P)-1.8
(Figure S1c) was covered with a thick layer of phosphide and had a small number of
nanotubes composed of P, and its specific surface area decreased, resulting in a reduction
in the active reaction area [18].

When the phosphating reaction just occurred, P4− reacted with metal ions on the
surface of the material to produce a thin film of phosphide. Further reactions depended on
the diffusion rate of the metal cations inside the material. Metal cation ions are relatively
small and diffuse from the inside to the outside. P4− anion ions are relatively large and
diffuse from the outside to the inside. Therefore, when the reaction proceeded further, the
outward diffusion of metal cations dominated, the phosphating reaction accumulated in
the outer layer, and the metal phosphide shell thickened. Therefore, the morphology before
and after phosphating was maintained. This was clearly evidenced in the TEM results.
Figure 2d clearly shows the morphology of a single FeNi(OH/P)-1.2 nanosheet with a
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diameter of about 120–200 nm. The SAED (Figure 2e) presented typical diffraction rings,
proving that the as-prepared FeNi(OH/P)-1.2 was polycrystalline.

Figure 1. The synthesis procedure of the FeNi(OH/P)-1.2 nanosheet array on nickel foam. The inset
shows the corresponding SEM images.

Figure 2. SEM images of (a,b) FeNi LDH nanosheet arrays and (c) a FeNi(OH/P)-1.2 nanosheet
array. Inset (a) shows the SEM image of the FeNi LDH nanosheet array under low magnification.
(d) TEM image; (e) SAED pattern; (f) the elements mapping of Fe, Ni, P, and O; (g) XRD pattern;
and (h) EDX spectrum of the FeNi(OH/P)-1.2 nanosheet array. Inset of (h) shows the corresponding
atomic/weight percentages of different elements: Fe, Ni, P, and O.
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Figure 2g shows the XRD patterns of FeNi(OH/P)-1.2. Three broad peaks around
44.5◦, 51.8◦, and 76.4◦ could be clearly observed in the samples, which were assigned
to the (111), (200), and (220) planes of the NF, respectively. The diffraction peaks of the
sample at 2θ = 44.2◦, 47.2◦, 54◦, and 73.9◦ corresponded to the (201), (210), (300), and
(212) crystal planes of the hexagonal Fe2P (JCPDS card no. 83-2337), respectively, while
the peaks at 47.3◦, 50.4◦, and 88.9◦ were attributed to the (210), (300), and (321) planes of
Ni2P (JCPDS card no. 03–0953), respectively [21]. With the increase in the phosphorus
source (the mass of NaH2PO2), the diffraction peaks were sharper and stronger, indicating
that more FeNiP was successfully transformed (Figure S2). It can be seen from the XRD
spectrum that the intensity of the diffraction peaks was weak because of the strong base
Ni peak and incomplete phosphating of the FeNi(OH/P) material obtained. However,
consistent with the XRD patterns, Fe, Ni, P, and O element peaks could also clearly be
found from the element mapping (Figure 2f). The Fe, Ni, P, and O elements were uniformly
distributed throughout the single nanosheet, confirming the formation of the FeNi(OH/P)-
1.2 material. From the EDX spectrum (Figure 2g), the atomic ratios of Ni, Fe, P, and O were
0.12:0.06:0.14:0.68, which clearly indicate the existence of incomplete phosphating.

The elemental compositions and chemical valences of the samples were then revealed
using XPS. Figure 3 shows the complete scan spectrum of FeNi(OH/P)-1.2. The appearance
of Ni, Fe, P, and O peaks indicates the presence of these four elements. Figure 3b is
the energy spectrum of Ni 2p. The two peaks at binding energies of 874.7 and 856.7 eV
corresponded to Ni 2p1/2 and Ni 2p3/2, respectively. At the same time, the two satellite
peaks at 880.9 and 861.9 eV confirmed the spin-orbit characteristics of Ni2+, which is a
typical feature of the combination of Ni2+ and oxygen. Note that the other peaks emerged
at 852.0 eV (2p3/2), demonstrating that Ni2+ ions were partially reduced to a metallic
state, and the metallic characteristics typically offered fast electron transportation, thereby
enhancing the electrochemical performance [14]. Figure 4c shows the energy spectrum of
Fe 2p. The binding energies of 726.2 and 711.1 eV were accompanied by satellite peaks
of 720.9 and 733.7 eV, which correspond to Fe 2p1/2 and Fe 2p3/2, respectively. The peak
at 704.0 eV is related to Fe-P and indicates a positively charged Fe (δ+) [19]. Figure 4d
shows the energy spectrum of the P 2p element, which can be fitted to two main peaks of
134.6 and 133.8 eV, corresponding to P 2p1/2 and P 2p3/2, respectively. The formation of the
P−O bond is attributed to the oxidation on the surface of the metal phosphide [22]. It can
be seen from Figure 4e that O 1s can be convoluted at 530.9 and 532 eV, which indicates the
existence of metal hydroxides. Based on the XPS analysis, the percentages of Fe, Ni, P, and
O in these samples were 5.8%, 11.6%, 13.8%, and 58.8%, respectively, which are consistent
with the EDS results. In summary, the obtained FeNi(OH/P) material consisted of FeNi
LDHs and FeNiP.

According to the above XPS results, the process of in situ growth of FeNi LDHs can
be speculated. In the hydrothermal process, Fe3+ produced a redox attack on the NF and
released Ni2+ on the surface of the NF, because E0

Fe3+/Fe2+ (0.771 V) was much higher than
E0

Ni3+/Ni2+ (−0.257 V). In addition, as a result of the presence of oxygen, Fe2+ was oxidized
to Fe3+. Finally, Ni2+ and Fe3+ ions easily reacted with OH− to form FeNi LDHs on the
NF [23]. The equations used above are as follows:

2Fe3+ + Ni = 2Fe2+ + Ni2+ (6)

4Fe2+ + O2 + 2H2O = 4Fe3+ + 4OH− (7)

Ni2+ + Fe3+ + OH− = NiFe(OH)x (8)

NaCl as a structure directing agent did not participate in the formation of hydrother-
mal products. This was because the ionic radius of Na+ (1.02 Å) [24] was significantly
larger than those of Fe3+ (0.65 Å) and Ni2+ (0.69 Å), and LDHs usually consist of both
divalent and trivalent cations [25]. Most notably, unlike the traditional bimetallic coprecip-
itation method, in situ grown interconnected FeNi nanosheet arrays are firmly attached
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to the NF, accompanied by ferric salts as catalysts, which gives the electrode materials
excellent stability.

Figure 3. (a) Comparison of the XPS spectra for the FeNi LDH nanosheet array and FeNi(OH/P)-1.2
nanosheet array. (b) Ni 2p, (c) Fe 2p, (d) P 2p, and (e) O 1s XPS spectra of the FeNi(OH/P)-1.2
nanosheet array.

The electrochemical properties of the as-synthesized samples were first investigated
in a three-electrode system using a 3.0 M KOH electrolyte. As shown in Figure 4a, CV tests
of the FeNi(OH/P)-1.2 electrode between 0~0.45 V were obtained at 1~100 mV s−1. As
the scan rate increased, the closed area of the CV curve also increased, the response peak
current also increased, and a faster redox reaction occurred. The peaks shifted towards a
higher and lower potential, respectively. Two redox peaks were clearly observed on all CV
curves, which demonstrated the characteristic battery-type behavior of the electrodes. This
could be related to the highly reversible Faradaic reactions between Ni+/Ni2+ and hydroxyl
anions, as well as between Fe2+/Fe3+ and hydroxyl anions. The possible redox reactions
for the FeNi(OH/P) electrode involved in the KOH electrolyte can be summarized using
Equations (9)–(11), as follows:

FeNiP + 2OH− ↔ NiPxOH + FePxOH + 2e− (9)
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FePxOH + OH− ↔ FePxO + H2O + e− (10)

NiPxOH + OH− ↔ NiPxO + H2O + e− (11)

Figure 4. (a) CV curves at different scan rates and (b) GCD curves at different current densities
for the FeNi(OH/P)-1.2 electrode. Comparison of (c) CV curves, (d) rate performance, and (e) EIS
spectra for FeNi(OH/P) electrodes with different amount of NaH2PO2. The inset of (e) shows the
equivalent circuit diagram. (f) Cycling performance of the FeNi(OH/P)-1.2 electrode; the inset of
(f) shows the first 10 cycles and the last 10 cycles of the GCD curves of the FeNi(OH/P)-1.2. electrode
at 24 mA cm−2.

The chemical process of Equation (9) is related to the oxidation of TMP, and
Equations (10) and (11) are related to the adsorption−desorption of OH− ions. The adsorp-
tion capacity of the OH− ions between the active material and the electrolyte affects the
electrochemical performance of the electrode.

Figure 4b depicts the GCD curves of the FeNi(OH/P)-1.2 electrode at different current
densities. There is an obvious platform in the discharge curve, indicating a more battery-
type redox behavior, consistent with the CV curve results. The charging time was almost
equal to the discharging time at all current densities, indicating that FeNi(OH/P)-1.2 has
Coulombic efficiency and highly reversible redox reactions in GCD. The Cs of FeNi(OH/P)-
1.2 was calculated to be 2740.9, 2393.0, 2196.6, 2045.0, 1649.9, and 1025.0 mC cm−2 at current
densities of 6, 8, 10, 12, 26, and 48 mA cm−2, respectively.

Figure S3a depicts the CV plots of the obtained FeNi LDHs and FeNi(OH/P)-1.2
electrode for 0~0.45 V. Notably, the FeNi(OH/P)-1.2 electrode demonstrates the larger CV
area and peak current density. The capacities (Figure S3b) were then calculated from the CV
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curves. Compared with the FeNi LDH electrode, the FeNi(OH/P)-1.2 electrode had a better
rate performance, which indicates significantly improved electrochemical activities and an
enhanced capacity of phosphide samples. Figure 4c shows the CV curves of the obtained
FeNi(OH/P)-0, FeNi(OH/P)-0.6, FeNi(OH/P)-1.2, and FeNi(OH/P)-1.8 electrodes at a scan
rate of 20 mV s−1. All of the curves exhibited similar pairs of redox peaks. To learn more
about this, Figure 4d displays the rate performance for the FeNi(OH/P) electrode with
different amounts of NaH2PO2. The result indicates that the FeNi(OH/P)-1.2 electrode
demonstrated the highest specific capacity and best rate performance out of all of the
as-prepared electrodes. Specifically, the FeNi(OH/P)-1.2 electrode possessed a specific
capacity of up to 3.6 C cm−2 at 1 mV s−1. This capacitive value was higher than that of the
FeNi LDH electrode (1.0 C cm−2), FeNi(OH/P)-0 electrode (0.82 C cm−2), and FeNi(OH/P)-
0.6 electrode (1.7 C cm−2) at 1 mV s−1. When the addition of NaH2PO2 was 1.8 g, the
capacity of the FeNi(OH/P)-1.8 electrode decreased (2.7 C cm−2 at 1 mV s−1) compared
with FeNi(OH/P)-1.2, indicating that phosphorus-rich TMPs had a lower specific capacity
as a result of electron accumulation around the P atoms. The highest capacity obtained of
3.6 C cm−2 (≈1469.9 C g−1 and 408.3 mAh g−2) at 1 mV s−1 was excellent compared with
the reported metal phosphide electrodes.

To better explain the electrochemical properties, we need to clarify the electrochemi-
cal kinetics of the FeNi(OH/P) electrodes, which have two energy storage mechanisms:
Faradaic and non-Faradaic reactions. The non-Faradaic reaction is the process of electro-
static adsorption in electric double-layer capacitors. In contrast, Faradaic reactions occur
on both the surface (redox pseudocapacitance) and in the bulk of the material (typically as
in conventional batteries; diffusion-controlled).

The capacitive effects can be characterized by analyzing the CV data at various sweep
rates according to the following [26,27]:

i = avb (12)

where i is the current, ν is the scan rate, and a and b are constants. Here, b is determined
from the slope of the plot of log i versus log v according to Equation (12). When b is close
to 1, this indicates that it is predominantly capacitive. When b is equal to 0.5, this means
that this is a diffusion-controlled process. The calculated b values for the FeNi(OH/P)
electrodes are shown in Figure S4. It was found that the b value for all of the FeNi(OH/P)
electrodes with different amounts of NaH2PO2 was always around 0.5, indicating that
the current comes primarily from the diffusion-controlled process. This manifests the
battery-type behavior of the FeNi(OH/P) electrode.

To further study the ion and electron transport kinetics of the FeNi(OH/P) electrodes,
electrochemical impedance spectroscopy (EIS) measurements with equivalent circuits are
shown in Figure 4e. The impedance spectra are composed of one semicircle and a linear
segment in the high- and low-frequency region, respectively. The intercept at the real axis
represents the equivalent series resistance (Rs), which is a combination of ionic resistance of
the electrolytes, electronic resistance of the electrode materials, and interface resistance. The
values of Rs for FeNi(OH/P)-0, FeNi(OH/P)-0.6, FeNi(OH/P)-1.2, and FeNi(OH/P)-1.8 are
0.88, 0.83, 0.76, and 0.68 Ω, respectively. As the content of NaH2PO2 increases, the R value
decreases, demonstrating improved charge-transfer kinetics and rapid electron transport
for redox reactions after phosphating. However, the FeNi(OH/P)-1.8 electrodes with the
lowest slope in the low-frequency region demonstrate its higher diffusive resistance. Ion
diffusion is affected because of the accumulation of electrons around the P atoms in the
P-rich TMPs.

Figure 4f reveals the cycle performance of the FeNi(OH/P)-1.2 electrodes. After
10,000 cycles of GCD curves at 24 mA cm−2, the capacitive retention of the FeNi(OH/P)-1.2
electrode was 72.0% and remained unchanged. The increase in capacity during the first
600 cycles could be attributed to the activation of FeNi(OH/P), which conformed with the
characteristics of Ni(OH)2 [20] and NiP [18], indicating that they had standard metalloid
characteristics. The diminishment of the capacity performance could be attributed to the

481



Energies 2022, 15, 3877

following: (1) the formation of FeNi hydroxide from the surface of FeNi(OH/P) reacting
with the electrolyte [28]. (2) In FeNi compounds, Ni was the active site for Faradaic
reactions and it was easier to convert Ni2+ to Ni3+, but not in the reverse process. After
multiple charge/discharge processes, the irreversible reaction of Ni2+ increased, so the
Faraday capacitance became lower and lower [9,29]. A detailed comparison between the
electrochemical properties reported in the present study and in previously reported studies
for composites in a three-electrode system is given in Table 1.

Table 1. Comparison of the electrochemical performances between the as-fabricated FeNi(OH/P)
electrode and previously reported FeNi-based/TMP electrodes.

Electrode Materials
Current

Collector
Electrolyte

Specific
Capacitance

Capacitance
Retention

Year Ref.

ZnNiFe(OH/P)
nanosheet Nickel foam 3 M KOH 1708 F g−1/5.64 F cm−2 (1 A g−1)

83%
(4000) 2021 [17]

FeCoP@NiCo
nanosheet Carbon foam 2 M KOH 795.5 C g−1 (1 A g−1)

89.7%
(5000) 2021 [30]

FeNiP@CoNi LDHs
nanosheet Nickel foam 3 M KOH 2280 F g−1 (1 A g−1)

70%
(5000) 2020 [31]

NiFeP@NiCo2S4
nanosheet Carbon cloth 2 M KOH 874.4 C g−1 (1 A g−1)

85.6%
(5000) 2020 [32]

NiCoP-MLG
nanosheet (powder) - 3 M KOH 1419.6 F g−1 (1 A g−1)

91%
(3000) 2020 [33]

NiCoP
nanoplate (powder) - 2 M KOH 1306 F g−1 (1 A g−1) - 2020 [34]

Ni2P@GO
(powder) - 2 M KOH 1526.66 F g−1 (1 A g−1)

86.3%
(2500) 2020 [35]

NiHPO4
nanowire Nickel foam 1 M KOH 1472 F g−1 (1 A g−1)

90.3%
(6000) 2019 [36]

NiCoP
nanowire Nickel foam 6 M KOH 19.9 F cm−2 (50 mA cm−2)

92%
(2000) 2019 [37]

NixP
nanosphere Nickel foam 6 M KOH 382.7 F g−1 (0.45 A g−1)

110.9%
(4000) 2018 [11]

NiCo2O4-NiCoP
nanosheet/nanowire Nickel foam 3 M KOH 2288.8 F g−1 (1 A g−1)

71%
(2000) 2018 [38]

NiCoP
nanosheet Nickel foam 6 M KOH 2143 F g−1 (1 A g−1)

73%
(2000) 2018 [39]

NiP
nanosheet Nickel Sponge 6 M KOH 430.3 mAh g−1 (1 A g−1) - 2016 [40]

Ni2P
nanosheet Nickel foam 6 M KOH 2141 F g−1 (50 mV s−1) - 2015 [21]

CuFe2O4
NR@NiFe2O4-NS

nanosheet/nanowire

Stainless-steel
mesh 6 M KOH 1366 C g−1 (1 A g−1)

94%
(10,000) 2021 [41]

NiFe-LDH nanosheet Nickel foam 1 M KOH 2708 F g−1 (5 A g−1)
42.6%
(500) 2017 [9]

FeNi(OH/P)-1.2
nanosheet Nickel foam 3 M KOH 3.6 C cm−2/1469.9 C g−1/

408.3 mAh g−1 (1 mV s−1)
72.6% (10,000) This work

It can be observed that the addition of NaH2PO2 in phosphating had a significant
effect on the electrochemical performance of the as-prepared samples. This may be be-
cause of the following: (1) When the mass of NaH2PO2 was less than 1.2 g, there was
no morphology change compared with the precursor, and the phosphating degree of the
precursor was insufficient, resulting in insufficient active sites during the electrochemical
reaction. (2) When the mass of NaH2PO2 was more than 1.2 g, the porosity decreased
obviously owing to the aggregation of phosphide as a thick layer, resulting in a decrease in
the specific surface area and ion/electron transport channels. Moreover, phosphorus-rich
metal phosphides have a large number of P–P bonds, leading to free electron clusters and a
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reduced electrochemical performance. Therefore, when the addition of NaH2PO2 was 1.2 g,
saturation phosphorization and nanostructure optimization of the as-prepared samples
were achieved simultaneously. More importantly, the electrochemical performance was
also optimized at the same time.

To further demonstrate the practical feasibility of the optimized FeNi(OH/P) electrode,
an all-solid-state hybrid supercapacitor (HSC) was assembled with FeNi(OH/P)-1.2 as the
cathode electrode and PPy/C as the anode electrode. Figure S5a displays the SEM image of
the PPy/C anode, which is composed of a PPy/C nanorod. The XRD pattern is shown in
Figure S3b. The diffraction peaks around 24◦ and 43◦ could be indexed to the (002) and
(100) crystal planes of the carbon, respectively. The CV curves of the PPy/C electrode and
FeNi(OH/P)-1.2 electrode at 20 mV s−1 are displayed in Figure S6a. The rectangular CV
curve of the PPy/C anode reveals the electrical double-layer capacitance (EDLC) behavior,
which is different from the electrochemical feature of the FeNi(OH/P) cathode. Figure 5a
shows that the hybrid supercapacitor can work efficiently in a large operating voltage
for 1.9 V. The GCD curves of the HSC at various current densities from 7 to 140 A cm−2

displayed an almost symmetrical triangular shape with a slight deviation, indicating its
good electrochemical reversibility and ideal capacitance behavior (Figure 5b). Notably,
the HSC reached 1.9 C cm−2, 1.4 C cm−2, 0.7 C cm−2, and 0.3 C cm−2 at 7 mA cm−2,
14 mA cm−2, 70 mA cm−2, and 140 mA cm−2, respectively.

To study the influence of PAAS on electrolytes, we evaluated the electrochemical
performance of the HSC with different gel electrolytes using the same electrodes. From the
GCD curves (Figure 5a and Figure S6b), the HSC with PAAS had a longer discharge time.
These results indicated the enhanced charge storage capacity of the FeNi(OH/P)//AC
HSC after optimizing the electrolyte. As shown in Figure 5d, 2000 cycles were tested
at 21 mA cm−2. Impressively, after 2000 cycles, the capacity retention of the HSC with
PAAS remained at 118.5%, which was better than the HSC without PAAS (51.3%). Sodium
polyacrylate (PAAS) is a polyanionic electrolyte with good water solubility and a large
number of hydrophilic groups [42]. Its aqueous solution has a good dissociation, wettability,
and water retention. When added to the PVA/KOH electrolyte, it not only has good film-
forming properties to encapsulate the two electrodes, but can also retain the water in the
electrolyte well so as to reduce the water loss of the electrolyte and affect the electrochemical
performance during electrochemical work. Moreover, PAAS is also a surfactant that can
prevent the negative effect of metal ions. It can ameliorate the redox activity of battery-type
electrodes and catalyze the reaction of the active material with OH−. According to the
above experimental results, PAAS, as a water-retaining agent/active agent in the electrolyte,
can greatly improve the cycle performance of solid-state energy storage devices. The
capacity retention of the HSC with PAAS is far superior to the reported supercapacitor; for
instance, NiCoP@NF//AC (67.2%, 500 cycles) [31], NiCo2O4//FeSe2 (90%, 1000 cycles) [43],
CQDs/NiCo2O4//AC (101.9%, 5000 cycles) [44], NiCo2S4//C (76%, 5000 cycles) [45], and
NiCo2O4/NF//NiCo2O4/NF (86%, 500 cycles) [46].

The kinetic factors for the enhanced electrochemical performance were analyzed using
EIS spectra (Figure 5e). The electrolyte resistances (Rs) of the HSC with PAAS (Rs = 1.3 Ω)
were smaller than those of the HSC without PAAS (Rs = 2.1 Ω), and the charge transfer
resistance (Rct) of the HSC with PAAS (Rct = 0.7 Ω) was smaller than that of the HSC
without PAAS (Rs = 1.06 Ω), indicating a fast electron transfer ability. Meanwhile, the
slope of the HSC with PAAS in the low-frequency region was larger than that of the HSC
without PAAS; thus, its ion diffusion kinetics were enhanced through the addition of PAAS
in the electrolyte, which is consistent with the CV/GCD results. Furthermore, it can be
seen that the Rs and Rct of the HSC with PAAS (Rs = 0.5 Ω, Rct = 0.61 Ω) were smaller after
the cycles.
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Figure 5. (a) CV curves and (b) GCD curves of the FeNi(OH/P)//PPy/C HSC with the
PVA/KOH/PAAS gel electrolyte. Comparison of (c) GCD curves and (d) cycling performances
of the FeNi(OH/P)//PPy/C HSC with different electrolytes. The inset of (d) shows the first 10 cycles
and last 10 cycles of GCD curves of the FeNi(OH/P)//PPy/C HSC with PVA/KOH/PAAS gel
electrolyte at 21 mA cm−2. (e) EIS spectra for the FeNi(OH/P)//PPy HSC with PVA/KOH gel
electrolyte, and the FeNi(OH/P)//PPy/C HSC with the PVA/KOH/PASS gel electrolyte before and
after 2000 cycles. (f) Ragone plot.

The Ragone plots of the HSC in this research are compared with the reported litera-
ture in Figure 5f. The HSC exhibited a high energy density of 45 Wh kg−1 at 581 W kg−1,
which is superior to that reported in the literature, such as NiCoP@NF//AC (27 Wh kg−1 at
647 W kg−1) [31], CQDs/NiCo2O4//AC (27.8 Wh kg−1 at 128 W kg−1) [44], NiCo2O4//FeSe2
(10.4 Wh kg−1 at 1200 W kg−1) [43], NiCoP (30.2 Wh kg−1 at 891 W kg−1) [27], NiCo2S4//C
(22.8 Wh kg−1 at 160 W kg−1) [45], NiCo2O4/NF//NiCo2O4/NF (30 Wh kg−1 at
750 W kg−1) [46], Co-S-P//AC (17.9 Wh kg−1 at 750 W kg−1) [47], CMTs-1000/Ni2CoS4//AC
(28.1 Wh kg−1 at 753 W kg−1) [48], and Ni(OH)2//F2RF-150 (4.1 Wh kg−1 at 661.5 W kg−1) [49].

4. Conclusions

In summary, a self-supported nanohoneycomb (NHC)-like FeNi(OH/P) nanosheet
array was prepared through a simple two-step procedure. By adjusting the addition of
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NaH2PO2, the FeNi(OH/P) electrode simultaneously achieved saturation phosphorization
and nanostructure optimization. The as-fabricated FeNi(OH/P) electrode achieved a
significantly enhanced specific capacity of 3.6 C cm−2 (≈408.3 mAh g−1) at 1 mV s−1 with
cyclic stability (72.0% retention after 10,000 cycles). Meanwhile, an all-solid-state hybrid
supercapacitor device assembled by employing FeNi(OH/P) as the cathode electrode and
PPy/C as the anode electrode exhibited a high capacity of 1.9 C cm−2 at 7 mA cm−2, a
maximum energy density of 45 Wh kg−1, and excellent cyclic stability of 118.5% after
2000 cycles after optimizing the electrolyte. These excellent properties indicate that the
FeNi(OH/P) nanosheet array has excellent prospects as an advanced electrode material
for HSCs.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/en15113877/s1. Figure S1: SEM images of (a) FeNi(OH/P)-0,
(b) FeNi(OH/P)-0.6, and (c) FeNi(OH/P)-1.8. Figure S2: Comparison of the XRD pattern for FeNi(OH/P)
with different amount ofNaH2PO2. Figure S3: Comparison of (a) CV curves and (b) rate performance
of FeNi LDHs and the FeNi(OH/P)-1.2 electrode. Figure S4: The value of b for FeNi(OH/P) electrodes
with different amounts of NaH2PO2. Figure S5: (a) SEM images and (b) XRD pattern of the PPy/C.
The inset of (a) shows SEM image of the PPy/C under high magnifications. Figure S6: (a) CV curves
of the FeNi(OH/P)-1.2 cathode and PPy/C anode performed in 3 M KOH. (b) Comparison of the rate
performance capacity for FeNi(OH/P)//PPy/C HSC with different electrolytes.
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Abstract: The energy consumption of electric vehicles is closely related to the problems of charging
station planning and vehicle route optimization. However, due to various factors, such as vehicle
performance, driving habits and environmental conditions, it is difficult to estimate vehicle energy
consumption accurately. In this work, a physical and data-driven fusion model was designed for
electric bus energy consumption estimation. The basic energy consumption of the electric bus was
modeled by a simplified physical model. The effects of rolling drag, brake consumption and air-
conditioning consumption are considered in the model. Taking into account the fluctuation in energy
consumption caused by multiple factors, a CatBoost decision tree model was constructed. Finally,
a fusion model was built. Based on the analysis of electric bus data on the big data platform, the
performance of the energy consumption model was verified. The results show that the model has
high accuracy with an average relative error of 6.1%. The fusion model provides a powerful tool for
the optimization of the energy consumption of electric buses, vehicle scheduling and the rational
layout of charging facilities.

Keywords: electric bus; energy consumption; physical model; CatBoost; fusion model

1. Introduction

With energy shortages and environmental pollution problems becoming more pro-
nounced, the global energy structure is gradually undergoing a transformation. Countries
around the world are taking steps to achieve sustainable, green and efficient energy sys-
tems. New energy vehicles, especially electric vehicles, are gaining widespread attention
due to their low pollution and high energy efficiency. By the end of 2021, the number
of new energy vehicles worldwide had exceeded 10 million. In the Chinese urban bus
system, many diesel buses have been replaced by energy-efficient and environmentally
friendly electric buses [1]. Compared to traditional diesel buses, electric buses have more
advantages in the public transport system. However, there are still some problems, such
as difficulties in charging demand evaluation, vehicle route planning and battery energy
storage system design. These issues are closely related to the range of electric buses and
the energy consumption of vehicles under specific operating conditions [2]. Therefore, the
study of an accurate vehicle energy consumption estimation model can solve the above
problems, which is of great significance to the popularization of electric buses. The driving
energy consumption of electric buses is affected by drivers’ habits and working conditions.
For electric buses on the same route, the difference in driving energy consumption under
different working conditions can reach 40%. Therefore, information such as the tempera-
ture and departure time under current operating conditions need to be considered so as to
accurately estimate the energy consumption of the vehicle.
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The energy consumption of an electric vehicle is related to the vehicle powertrain
dynamic performance, such as the windproof area of the vehicle, vehicle charging efficiency,
etc. It is also influenced by the habits of drivers and environmental factors. As a result,
it is difficult to achieve an accurate estimation of the energy consumption of a vehicle [3].
However, the national monitoring and management platform for new energy vehicles
(NEVS) in China has enabled the aggregation of massive amounts of data on new energy
vehicles. The platform can provide a large amount of vehicle driving data for the analysis
and modeling of vehicle energy consumption.

Many related studies have been performed in this area. Yuan et al. [4] modeled vehicle
powertrain dynamics by simulating driving data on a computer. An energy consumption
model for electric vehicles was achieved. In the model, the energy of an electric vehicle is
mainly consumed by rolling drag, air resistance and kinetic energy, and the error of the
model is about 3%. However, the model only considers energy consumption under labo-
ratory conditions and does not further consider possible congestion and air-conditioning
factors in the actual driving process. Bracco et al. [5] used a simulation model to analyze
the effects of different variables on energy consumption and the battery charging state. The
results show that the number of passengers has the greatest impact on the energy consump-
tion of electric vehicles. Qi et al. [6] used positive kinetic energy and negative kinetic energy
to decompose the energy consumption under actual traffic congestion. Based on this decom-
position, a data-driven model was established. The model is used to estimate the energy
consumption of electric vehicles on the road, and the actual traffic conditions are taken into
account. The model needs a lot of data input to obtain the accurate positive and negative
kinetic energy of the vehicle. After simplifying the input to the average speed, the model
error is 7%. Hao et al. [7] analyzed the energy consumption of electric buses, minibuses
and taxis in Beijing. Through statistical analysis, vehicle energy consumption in different
seasons and driving conditions was obtained. It was found that the energy consumption
of electric vehicles per kilometer is lower than that at 5 ◦C. This shows that the energy
transmission efficiency of the battery will change at different temperatures. Miraftabzadeh
et al. [8] considered the driving route and weather conditions in the modeling process.
Using a data-driven modeling method, the energy consumption prediction model of an
electric taxi was established. In addition, by calculating the energy consumption of taxis on
weekdays and weekends, the author compiled a taxi energy consumption table. The table
shows that the month with the highest energy consumption of taxis in New York City is
April, while July is the month with the lowest energy consumption. Al-Wreikat et al. [9]
analyzed the effect of ambient temperature on the energy consumption of electric vehicles.
They found that vehicles consumed 28% more energy at low temperatures of 0–15 degrees
than at medium temperatures of 15–25 degrees. Björnsson et al. [10] designed a physical
model of powertrain dynamics. The energy recovery performance in the braking process
was analyzed. The research shows that under urban conditions, the energy regeneration
potential per kilometer is higher under the condition of low average speed and multiple
starts and stops. It lays a foundation for the study of the urban bus recovery coefficient.
The energy consumption of electric vehicles has been modeled by many approaches.

According to the literature review, previous studies have considered physical mod-
eling methods or artificial intelligence algorithms to obtain vehicle energy consumption
models. However, vehicle energy consumption is the result of multiple factors. The energy
consumption estimation results obtained by a single method or a single type of model are
less reliable. Moreover, in practical applications, there is a lack of an energy consumption
estimation model with limited input features for driving decision making. It is necessary
to design a more reliable energy consumption estimation model with few input features.
To address these issues, a physical and data-driven fusion model for vehicle energy con-
sumption is proposed in this paper. Part of the energy consumed by the vehicle during
driving can be expressed by physical formulas, such as the energy consumed by rolling
resistance and air resistance [11]. The direct application of formula modeling will reduce the
complexity of the model. Other driving factors also affect the driving energy consumption
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of vehicles, such as the vehicle departure time, the ambient temperature, etc. For these
factors that cannot be expressed by the formula, the data-driven model is selected. Finally,
the two models are fused to estimate vehicle energy consumption.

The content of each section is as follows: In Section 2, the statistical analysis of
electric bus data is performed. The original data are preprocessed and reconstructed to
obtain continuous data in the vehicle charging and driving cycle process. In Section 3, the
energy consumption estimation model is designed. A physical vehicle energy consumption
model is developed based on the powertrain dynamic performance of the electric bus.
Model parameters are initially calibrated using the least-squares method. In addition, the
factors affecting fluctuations in vehicle energy consumption, such as driving habits and
environmental factors, are summarized and analyzed. The CatBoost decision tree model
is used to characterize the effects. Finally, the two models are fused to obtain the final
estimation result of vehicle energy consumption. In Section 4, the energy consumption
estimation model is analyzed and validated. Some conclusions are presented in Section 5.

2. Data Statistics and Analysis

The electric bus data came from the National Monitoring and Management Platform
for NEVS. The original data were collected by on-board terminals on electric buses and
uploaded to the data platform. The dataset includes 38 items, such as the sampling time,
battery management system (BMS) number, battery pack voltage, battery current, state
of charge (SOC), minimum cell voltage, maximum cell voltage, minimum temperature,
maximum temperature, etc. A detailed description of the items used in this paper is shown
in Table 1. The data cover ten electric buses on the same bus route in one year. The travel
distance is approximately 34 km. There are 24 stops along the route. After one round trip,
the buses will be charged at the starting point of the bus stations. The purpose of this
section is to process the original data and obtain the data on vehicle speed, data acquisition
time, temperature, accelerator pedal value and deceleration pedal value. The data will be
further processed for vehicle energy consumption modeling.

Table 1. A detailed description of the items used in this paper.

Item Type Explain

VIN STRING Vehicle identification number

State of charge INT Parking charging, driving charging, not
charging, charging completed, abnormal, invalid

Speed FLOAT 0~220 (km/h), abnormal
Cumulative travel FLOAT 0~999,999.9 (km), abnormal

Total voltage FLOAT 0~1000 (V), abnormal
Total current FLOAT −1000~1000 (A), abnormal

SOC INT 0~100(%), abnormal
Temperature INT −40~210 (◦C), abnormal

Accelerator pedal INT 0~100, abnormal
Deceleration pedal INT 0~100, abnormal

Data acquisition time STRING Time of each data acquisition

Data Processing and Analysis

The quality of the original electric bus data on the platform was not flawless. The
acquired data often appeared to have outliers and missing values due to the influence of
electromagnetic radiation and the unreliability of the circuit system. As a result, preprocess-
ing of the original data was needed. During the process, data interpolation, outlier removal
and data segmentation were performed.

The two main types of missing data are missing multiple rows and missing single
features. For the first case, the data exhibit a discontinuity in specific intervals. Missing
data were interpolated using the mean value [12]. For the latter case, the Lagrangian
interpolation method was used to interpolate the data. Considering the outliers, the first
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quartile and the third quartile of the data were calculated by constructing a box plot. Values
exceeding the upper and lower edges of the box plot were defined as outliers.

To facilitate the extraction of data features, the data were divided into short segments
according to the state of charge in the dataset. The electric bus data transmission process
and data preprocessing results are shown in Figure 1.

Figure 1. Electric bus operation data transmission and preprocessing results. (a) Driving route,
(b) electric vehicle big data cloud platform and (c) preprocessing results of battery SOC.

After preprocessing the original data, the data were reconstructed according to the
timestamp, vehicle velocity, etc. The vehicle driving season, departure time and velocity-
related features were obtained. The statistics of the vehicle energy consumption under
different operating conditions are shown in Figure 2. In the figure, the heading of the
ordinate is the energy consumption. For brevity, it is abbreviated as EC. For electric vehicles,
the operating temperature is related to the use of air conditioning, energy efficiency, etc.
Figure 2a shows the relationship between energy consumption and operating temperature.
It can be seen that the relationship can be approximated by a parabolic function. The
minimum energy consumption occurs at a temperature of approximately 25 degrees. This
phenomenon coincides with the fact that air conditioning and high energy transfer efficiency
are rarely used [6]. Figure 2b shows the relationship between the variance of velocity and
energy consumption. It can be seen that there is an approximately linear relationship
between them. The higher the variance, the higher the energy consumption. As shown
in Figure 2c, there is no obvious linear relationship between average speed and energy
consumption, and this part of the analysis is described in detail later. Figure 2d shows
the relationship between departure time and energy consumption. Departure times are
related to road congestion and vehicle passenger weight. Specifically, vehicles consume
more energy between 6 a.m. and 8 p.m. Vehicle energy consumption values differ by more
than 20%.
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Figure 2. Statistical results of vehicle energy consumption after reconstruction. The relationships
of (a) temperature, (b) vehicle velocity variance, (c) average velocity and (d) departure time with
vehicle energy consumption.

3. Vehicle Energy Consumption Modeling

According to the powertrain dynamics of the vehicle, the energy consumption of the
vehicle is mainly influenced by air resistance, rolling drag and kinetic energy changes
during the driving process. Additionally, the energy consumption of the air-conditioning
system in the electric bus should be taken into account [13]. The influence of these factors
can be modeled with physics-based functions. However, the influences of driving habits
and environmental factors are somewhat random and cannot be directly described by phys-
ical modeling. Therefore, the fluctuating energy consumption resulting from these factors
is more suitable to be modeled by data-driven approaches. Data-driven modeling methods
such as decision trees, support vector machines and neural networks are commonly used in
many fields. The approaches have a good ability to solve complex, non-linear problems [14].
Based on the analysis, a fusion of the physical modeling and the data-driven modeling is
proposed in this paper to achieve an accurate estimation of vehicle energy consumption.

3.1. The Physical Energy Consumption Model

As the energy source of the electric vehicle is attributed to charging stations, charging
energy is regarded as the original energy of the vehicle in this paper. The charging efficiency
of the battery pack is represented by ηch. Due to the existence of the battery internal
resistance, the value of the efficiency ηch is less than 1. Additionally, the parameter fluctuates
with the operating temperature. During the vehicle driving process, the discharging
efficiency of the battery pack is also influenced by the battery internal resistance. Depending
on the powertrain dynamics of the vehicle, the chemical energy of the battery pack is
converted into electrical energy, which is further converted into mechanical energy to drive
the vehicle. Meanwhile, vehicle energy is also consumed by the air-conditioning system.
Therefore, vehicle energy consumption E can be expressed by:

E =
1

ηchηmotηbat
(Eroll + Eair + (1 − ηre)Ebra) +

(1 − ηre)

ηchηbat
Eac (1)
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As shown in Equation (1), the energy consumption consists of four main components:
energy consumption from rolling drag Eroll , energy consumption from air resistance Eair,
braking consumption Ebra and energy consumption from air conditioning Eac. Energy
transmission is also accompanied by motor efficiency ηmot. Energy recovery efficiency ηre
shows that the change in kinetic energy during braking will reverse-charge the vehicle.
Assuming that the energy recovery coefficient is ηre, the kinetic energy consumption lost
during braking should be (1 − ηre)Ebra. Battery discharge efficiency is ηbat.

The energy consumption from rolling drag Eroll is influenced by the vehicle mass,
velocity and other factors, and the equation is expressed as:

Eroll(i) = mg f v(i)t(i) (2)

where m is the vehicle mass, g is the gravitational acceleration, f is the rolling drag
coefficient, v(i) is the speed at that time, and t(i) is the sampling interval.

Considering the practicability of the energy consumption model, the number of model
inputs should be as small as possible. Therefore, the parameters in Equation (1) need to
be simplified and approximated. Herein, the velocity v(i) is approximated as the average
velocity, which is simplified as:

Eroll = mg f vttotal (3)

where ttotal is the total time of travel, and v is the average velocity.
Energy consumption from air resistance is influenced by the vehicle velocity and

windproof area of the vehicle. The energy consumption can be expressed by:

Eair = ρCAv3ttotal (4)

where ρ is the air density, C is the air resistance coefficient, and A is the windproof area of
the vehicle. However, according to the literature [8], there is a negative correlation between
vehicle speed and energy consumption when the vehicle speed is lower than 45 km/h. With
the increase in vehicle speed, the energy consumption should decrease slightly, which is
inconsistent with Equation (4). As the average velocity of the electric bus used in this paper
is very low, the energy consumed by air resistance was ignored in the energy consumption
modeling process.

For the kinetic energy consumption of the vehicle, as the initial and end velocities
of the vehicle in a driving cycle are both zero, it can be concluded that the deceleration
kinetic energy and acceleration kinetic energy are roughly equal. As a result, an energy
efficiency coefficient was added to the kinetic energy consumption to characterize the
energy recovery performance during the driving cycle. Vehicle kinetic energy consumption
can be expressed by Equation (5). In practical application scenarios, the velocity at each
time point is unknown. For simplification, the variance of velocity is correlated with the
change in kinetic energy, so the variance of velocity is used to replace the change in kinetic
energy.

Ebra =
end

∑
i=1

0.5mv(v(i + 1)− v(i)) ≈ 0.5mvar(v) (5)

Due to the existence of a large passenger space, the energy consumption of air condi-
tioning should be accounted for. According to the literature [15], the energy consumption
of air conditioning during driving is directly proportional to the square of the tempera-
ture difference inside and outside the vehicle. Therefore, the energy consumption can be
expressed as:

Eac = c(T − 25)2 (6)

where c is the air-conditioning coefficient, and T is the temperature.
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Substituting Equations (3), (5) and (6) into Equation (1), the physical model can be
obtained:

E = β0F0 + β1F1 + β2F2⎧⎪⎪⎨
⎪⎪⎩

β0 = mg f t
ηchηmotηbat

β1 = 0.5m(1−ηre)
ηchηmotηbat

β2 = c
ηchηmotηbat

(7)

where F0 = ttotal
n
∑

i=1
v, F1 = var(v), and F2 = (T − 25)2.

In the physical energy consumption model, the parameters related to the energy
transmission efficiency are influenced by environmental factors. However, the model can
be simplified by considering all energy efficiencies as fixed values. β0, β1, β2 are constants
and can be obtained using the least-squares fitting method based on statistical vehicle
data [4].

3.2. The Data-Driven Energy Consumption Model
3.2.1. Analysis of Influencing Factors

The factors that cause energy consumption fluctuations can be summarized into three
aspects, including driving habits, environmental factors and vehicle performance [16]. In
terms of driving habits, vehicle velocity, acceleration and deceleration conditions can cause
fluctuations in vehicle energy consumption. The conditions can be quantified accordingly
as the average vehicle velocity, vehicle velocity variance and number of accelerator pedal
presses. In terms of the environmental factors, temperature, which is related to the energy
transfer efficiency and air-conditioning usage, is the main factor causing fluctuations in
vehicle energy consumption. In addition, the road conditions can also cause fluctuations
in energy consumption, such as whether the departure time is congested and whether
the departure date is on the weekend [17]. In terms of vehicle performance, the energy
efficiency of the battery storage system during the charging and discharging process can
also cause energy consumption fluctuations. The energy efficiency is mainly affected by the
internal resistance of the battery system and is directly related to the ambient temperature
and battery aging. Based on the analysis, the statistical results of the impact of various
energy consumption fluctuation factors on vehicle energy consumption are shown in
Figure 3. In the figure, it should be noted that the fitting curves were obtained by fitting
experimental data with polynomial functions.

It can be seen in Figure 3a,c,d that there are positive correlations between the velocity
variance, acceleration pedal statistical parameter, deceleration pedal statistical parameter
and vehicle energy consumption. In Figure 3b, there is no clear correlation between the
average velocity and the change in vehicle energy consumption. According to a study in
the literature [8], a negative correlation between vehicle speed and energy consumption
is found when the vehicle speed is below 45 km/h. Due to the large number of stopping
and idling situations during the driving of electric buses, when the speed is low, the energy
consumption at low speed is greater than that at high speed. Figure 3e shows that the effect
of temperature on vehicle energy consumption is relatively large, and the relationship can
be approximated by a quadratic function. In Figure 3f,g, the difference in departure time
and departure date affects vehicle energy consumption; however, at the same point in time,
vehicle energy consumption fluctuates greatly. In Figure 3h, a positive correlation is shown
between the internal resistance of the battery system and the energy consumption of the
vehicle. Through further analysis of the internal resistance, it was found that there is a
strong correlation between the internal resistance and the battery temperature. During the
driving cycle, the battery internal resistance series data have great fluctuations. As a result,
the internal resistance is not taken as an input feature.
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Figure 3. The statistical results of the impact of various energy consumption fluctuation factors
on vehicle energy consumption. (a–h) The relationships between the velocity variance, average
velocity, number of accelerator pedal presses, number of deceleration pedal presses, departure time,
departure date, ambient temperature, internal resistance of the battery pack and energy consumption,
respectively.

Based on the statistical analysis of the fluctuation factors of vehicle energy consump-
tion, the main influencing features of vehicle energy consumption fluctuation are: velocity
variance, average velocity, accelerator pedal parameter, deceleration pedal parameter, tem-
perature and battery internal resistance. Considering that the internal resistance of the
battery is mainly affected by the ambient temperature, the influencing features, except the
internal resistance of the battery, are regarded as input features in the data-driven model.

3.2.2. Principle of CatBoost Modeling

In this paper, the CatBoost modeling approach is used to model fluctuations in vehicle
energy consumption. CatBoost is an improvement of the gradient boosting decision tree

496



Energies 2022, 15, 4160

(GBDT) model [18]. The approach has the ability to improve the estimation accuracy with
weak learners. Moreover, it has significant advantages in extracting important features
and processing categorical features. In addition, the problem of poor model accuracy and
overfitting can be avoided when the dataset is uneven. The main principle of this method
is to construct many weak learners for training. The weights of the training samples are
adjusted to focus on samples with large estimation errors and train the weak learners in
turn. Finally, the weak learners are combined into a stronger learner model [19]. In the
following content, the gradient boosting decision tree algorithm is introduced. Then, the
optimization strategy of the CatBoost modeling approach is given. On the basis of the
modeling approach, the vehicle’s fluctuating energy consumption results can be obtained.

1. Gradient boosting decision tree
Gradient boosting decision tree is an iterative decision tree algorithm. The algorithm

is composed of multiple decision trees, and the results of all trees are accumulated to
obtain the final result [20]. Given a training dataset D = {(xi, yi)}n

i=1, x is the characteristic
affecting energy consumption, and y is the predicted energy consumption of output. The
goal of GBDT is to find a function F̂(x) that minimizes the given loss function L(y, F̂(x)).
F̂(x) is accumulated by a series of decision trees F(x). Each decision tree F(x) is optimized
as:

Fm(x) = Fm−1(x) + ρmhm(x) (8)

where h(x) is the decision tree function. ρm is the weight of the mth decision tree function
hm(x). The initial value of F(x) can be obtained by:

F0(x) = argmin
α

N

∑
i=1

L(yi, α) (9)

Subsequently, the optimization process of the model is achieved by minimizing the
loss functions:

(ρm, hm(x)) = argmin
ρ,h

N

∑
i=1

L(yi, Fm−1(xi) + ρh(xi)) (10)

The gradient descent method is used to solve the above optimization problems. For
each model F(x), a new dataset D = {xi, rmi}N

i=1 is constructed and trained to obtain hm(x).
rmi can be obtained by:

rmi = [
∂L(yi, F(x))

∂F(x)
]
F(x)=Fm−1(x)

(11)

The value of ρm is subsequently computed by solving a line search optimization
problem. Its training process is shown in Figure 4.

 
Figure 4. The training process of the gradient boosting decision tree modeling approach.
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2. The CatBoost modeling approach
CatBoost is a kind of gradient-enhanced decision tree algorithm, which can handle

category features well [21]. The variables extracted in this paper have certain category
features. Therefore, CatBoost was selected for energy consumption modeling. This method
differs from GBDT in the following ways [22]:

(1) CatBoost can process features during training [23]. First, the sample data are
randomly sorted to generate multiple groups of random sequences. Then, for each random
sequence, the average value of the same sample is calculated. When the sequence is
Θ = [σ1, . . . , σn]

T
n , it can be calculated by:

xσp,k =

p−1
∑

j=1
[xσj,k = xσp,k ] · yσj

+ β · P

p−1
∑

j=1
[xσj,k = xσp,k ] · yσj

+ β

(12)

where P is an a priori value. For regression tasks, the prior value is the average value in the
label. β is the weight of P.

(2) Feature combination. The numerical features calculated by Equation (12) may lose
some information. Combining features can solve this problem and produce a more effective
feature. CatBoost uses a greedy approach to consider feature combinations. The first
segmentation does not consider the combination of category features, and the subsequent
segmentation considers all feature combinations. CatBoost takes both groups of values
after segmentation as category features to participate in the following combination.

In the previous sections, the fluctuation factors of vehicle energy consumption are
analyzed. Seven features can be obtained that are related to vehicle energy consumption.
Based on a full understanding of the factors and the CatBoost modeling approach, features
such as average vehicle velocity, vehicle velocity variance, number of accelerator pedal
presses, number of brake pedal presses, departure time, day of the week and temperature,
mentioned in Section 3.2.1, are taken as the input features of the CatBoost decision tree
model. The statistical range of input vehicle features is a round trip of the vehicle. After
model parameter optimization, the data-driven model of energy consumption can be
obtained.

3.3. A Fusion of Physical and Data-Driven Models

After physical and data-driven modeling of the basic energy consumption and fluc-
tuating energy consumption of electric buses, the two parts needed to be fused to obtain
a vehicle energy consumption model. In this study, the integrated learning approach in
machine learning theory was used for model fusion. The reconstructed electric bus data
were used to train the physical energy consumption model. The residual of the basic model
was retrained as the training label of the data-driven model [24]. The flow chart of the
energy consumption fusion modeling approach is shown in Figure 5.

The modeling approach can be divided into three steps:
(1) Data processing. In this process, the original data are interpolated. For different

missing data types, the methods of average interpolation and Lagrange interpolation are
adopted. For outliers in the data, the method of constructing quartile positions with a box
plot is used to remove them. Then, the data are segmented according to the state of charge.
After the specific driving segments are divided, data such as vehicle speed, data acquisition
time, temperature, accelerator pedal value and deceleration pedal value can be obtained.
The data are further processed for energy consumption modeling.
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Figure 5. Flow chart of the energy consumption fusion modeling approach.

(2) Modeling and fusion. The original features obtained from the data processing
step include vehicle speed, data acquisition time, temperature, accelerator pedal value and
deceleration pedal value. These features need to be processed separately and input into the
model. For the physical model, the vehicle driving distance, speed variance and the square
of the difference between the temperature in the vehicle and the standard temperature
are calculated as inputs. For the data-driven model, the departure time of the vehicle,
whether it is a weekend, the temperature in the vehicle, the value of acceleration and
deceleration pedal, the average speed and the speed variance are extracted and input into
the CatBoost model. In engineering applications, many specific data in vehicle operation are
unknown. Therefore, the input of the model needs to meet the following conditions: (1) The
input parameters of the model can be obtained before the vehicle is driven. (2) The input
parameters of the model need to include parameters that reflect the working condition
information. This paper simplifies the input parameters according to this criterion and
obtains the following input parameters: the mileage of the current route, the average speed,
the speed variance, the temperature, the air-conditioning condition, the departure time,
the departure day of the week and the average values of the accelerator pedal and the
deceleration pedal. These parameters can be planned before driving. The aim of the fusion
step of the model is to train the physical model to obtain the preliminary estimation results
of energy consumption. Then, the residual of the physical model is retrained as the training
label of the data-driven model to minimize the residual. The final energy consumption
result is the sum of the results of the two models.

(3) Model evaluation. Two indicators are selected for the verification of model results,
namely, the average relative error and the R-squared parameter. The verification is divided
into a single vehicle division training set and a test set for verification. In order to test the
robustness of the model, different vehicles are selected for verification.
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4. Results and Discussions

4.1. Analysis of the Results of the Physical Model

The physical model to obtain the basic energy consumption was analyzed. In this
work, data provided by the new energy vehicle big data platform were used for model
training. The parameters of the physics-based basic energy consumption model of six
electric buses were estimated. The results are shown in Table 2. Figure 6 shows the basic
energy consumption estimation results of two electric buses (Bus 1 and Bus 2). As a large
number of data points can cause the bar chart to be too small, only 20 points in Figure 6a,b
were used to draw Figure 6c–f.

Table 2. Parameters of the physical model.

Vehicle Number β0 β1 β2

Bus 1 884.5 14.2 47.1
Bus 2 869.3 11.3 64.3
Bus 3 810.0 11.7 71.1
Bus 4 855.7 11.3 76.2
Bus 5 775.4 16.6 59.5
Bus 6 866.3 2.3 88.5

Average 843.6 11.2 67.7

Figure 6. The basic energy consumption estimation results. (a,b) The fitting curves of two electric
buses. (c,d) The energy consumption fitting results for each part. (e,f) The fitting errors.
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It can be seen that the vehicle’s rolling drag energy consumption coefficient is the
largest. This shows that the main energy consumption of the vehicle during driving
is consumed by the rolling drag. In the figure, Figure 6a,b compare the fitted values
of the model with the real values of vehicle energy consumption. In the figure, the x-
axis represents the number of vehicle round trips, and the y-axis represents the energy
consumption. The model-fitting results are close to the values in terms of vehicle energy
consumption data. Figure 6c,d show the proportion of the energy consumption of each
component in the total energy consumption as a histogram. It is obvious that rolling drag
and kinetic energy change dominate the energy consumption. Since the use of an air
conditioner is closely related to the temperature difference between inside and outside
the vehicle, the energy consumption data of the air conditioner fluctuate greatly. The
errors of the basic energy consumption model are shown in Figure 6e,f. It can be seen that
the average error of the estimation results is 7%. Since the model does not consider the
influence of energy consumption fluctuations, there are large errors in the estimation of
vehicle energy consumption.

4.2. Analysis of the Results of the Fusion Model

The energy consumption estimation results obtained from the physical energy con-
sumption model only take into account energy consumption in ideal conditions. The model
does not account for the influence of driving habits and environmental factors. In this
context, the physical model and the data-driven model are fused to estimate vehicle energy
consumption. The results of the vehicle energy consumption estimation of the fusion model
are shown in Figure 7.

 

Figure 7. Energy consumption estimation results with the fusion model. (a–d) Bus 1 to Bus 4.

In Figure 7, the blue line represents the vehicle energy consumption obtained using the
platform data, which can be considered a reference value for the vehicle energy consump-
tion. The red points are the vehicle energy consumption obtained by the fusion model. It is
clear that the estimation results of vehicle energy consumption are able to track changes in
the real energy consumption of the vehicle with small estimation errors. The relative error
of the fusion model on the Bus 1 dataset is 4.8%. However, not all results performed well.
In some cases, the error reaches 15%. When the data were analyzed separately, it can be
found that the larger errors occurred mainly during morning peaks and severe weather
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periods. Modeling these situations is complex and beyond the scope of this paper. To verify
the generalizability capability of the model, two buses (Bus 1 and Bus 2) were selected as
training samples, and other vehicle data were used as test data.

The energy consumption estimation results with multi-vehicle data and the fusion
model are shown in Figure 8. The results show that the energy consumption estimation
errors for multiple vehicles are within 8.1%. The statistics of the estimation results for the
energy consumption of the fusion model are shown in Table 3. The average error of the
vehicle energy consumption estimation results is 7.5%.

Figure 8. Energy consumption estimation results with multi-vehicle data and the fusion model.
(a–d) Bus 1 to Bus 4.

Table 3. The statistics of the estimation results for energy consumption of the fusion model.

Vehicle
Number

Relative Error of
Vehicle Self-Test

R-Squared of
Vehicle Self-Test

Relative Error of
Other Vehicles

R-Squared of
Other Vehicles

Bus 1 4.8% 0.83 Training vehicle Training vehicle
Bus 2 5.5% 0.82 Training vehicle Training vehicle
Bus 3 6.6% 0.75 7.5% 0.67
Bus 4 6.9% 0.76 7.7% 0.63
Bus 5 5.9% 0.77 7.0% 0.74
Bus 6 7.0% 0.78 8.1% 0.61

Average 6.1% 0.79 7.5% 0.66

4.3. Method Comparison and Verification

To further validate the effectiveness of the fusion model, several other vehicle energy
consumption estimation models are introduced for comparison with the model proposed
in this paper. The algorithms for comparison include the physical model, CatBoost decision
tree model and fusion models with different approaches. In terms of validity assessment,
the average relative error and the coefficient of determination are regarded as indicators for
evaluation. The coefficient of determination is a correlation index that measures how well
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the data trend fits. Herein, the coefficient of determination is obtained using the R-squared
method. The assessment indicators can be calculated by:

eRelative =
1
n
(

n

∑
i=1

|(yi − ŷi)|
yi

) (13)

R2 = 1 − MSE(ŷ, y)
var(y)

= 1 −
∑
i
(ŷi − yi)

2

∑
i
(yi − yi)

2 (14)

where yi and ŷi represent the real value and the estimated value, respectively. n is the
number of samples.

The results of the different energy consumption estimation models are shown in
Table 4. These models were used to calculate the vehicle energy consumption in this paper.
It can be seen that the physical model gives the worst energy consumption estimation
results. In contrast, the CatBoost decision tree modeling approach has better estimation
results. Ultimately, the physical-CatBoost decision tree model gives the best estimation
results, with relative errors and coefficients of determination of 6.1% and 0.79, respectively.

Table 4. Vehicle energy consumption estimation results with different models.

Model
Average Relative Error of

Vehicle
Average R-Squared of

Vehicle

Physical model 8.4% 0.66
CatBoost model 7.0% 0.72

Physics-Neural network model 6.8% 0.72
Physics-Random forest model 6.8% 0.73

Physics-XGBoost model 6.9% 0.73
Physics-CatBoost fusion model 6.1% 0.79

The complexity of the Physics-CatBoost fusion model was tested. One million pieces
of data were processed on a computer with Intel® core™ i5-10400 CPU @ 2.90 GHz running
memory of 32 GB (Santa Clara, CA, USA). The data processing time was 6 s, and the model
training time was only 0.9 s. It can be seen that the complexity of the model is low.

5. Conclusions

This research focused on the energy consumption estimation of electric buses based
on a physical and data-driven fusion model. In terms of physical modeling, a basic energy
consumption model was constructed. Rolling drag, kinetic energy consumption and
air-conditioning factors were considered. In terms of data-driven modeling, the main
factors affecting the fluctuation of vehicle energy consumption were studied. The input
characteristics of the model were simplified so that the input of the model can be built
before vehicle driving. A CatBoost decision tree modeling approach was employed to
construct the model for estimating fluctuating energy consumption. In the model training
process, the idea of integrated learning was utilized to optimize the model in a hierarchical
iteration. The results show that the average relative error of the vehicle energy consumption
estimation result is 6.1%. The coefficient of determination is 0.79. Compared with other
energy consumption modeling methods, the fusion model performs best with the two
indicators. The fusion model proposed in this paper has better accuracy and generalization
ability than other models. It provides a reference basis for the optimization of the energy
consumption of electric buses, vehicle scheduling and the rational layout of charging
stations.

Based on the results, most of the points with large errors are concentrated in bad
weather. In order to further improve the accuracy of the model, weather factors can be
added to the model in the future. In addition, vehicle mass is regarded as a constant
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value in the driving process, which is also a reason for the model error. Therefore, the
establishment of the dynamic estimation of vehicle mass in a follow-up work can improve
the accuracy of the model.
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Abstract: Energy storage makes energy continuously available, programmable, and at power levels
different from the original intensity. This study investigates the feasibility of compressed-air energy
storage (CAES) systems on a small scale. In addition to the CAES systems, there are two TES (thermal
energy storage) systems for the recovery of calories and frigories. The micro-CAES + TES system is
designed for a single-family residential building equipped with a photovoltaic system with a nominal
power of 3 kW. The system is optimized as a potential alternative to battery storage for a typical
domestic photovoltaic system. The multi-objective optimization analysis is carried out with the
modeFRONTIER software. Once the best configuration of the micro-CAES + TES system is identified,
it is compared with electrochemical storage systems, considering costs, durability, and performance.
The efficiency of CAES (8.4%) is almost one-tenth of the efficiency of the most efficient batteries on the
market (70–90%). Its discharge times are also extremely short. It is shown that the advantages offered
by the application of mechanical accumulation on a small scale are mainly related to the exploitation
of the thermal waste of the process and the estimated useful life compared to the batteries currently
on the market. The studied system proves to be non-competitive compared to batteries because of its
minimal efficiency and high cost.

Keywords: CAES; TES; small-scale; battery storage; optimization

1. Introduction

The gradual depletion of fossil fuels has driven research into renewable resources [1].
Many countries have made progress in promoting renewables within their energy mix, but
obstacles remain, and further efforts are needed. Making a renewable system reliable over
time requires provision from storage systems to avoid gaps in energy supply [2]. Energy
storage is a key determinant in the energy transition process. Energy storage systems
provide greater accessibility to renewable energy sources in the power grid, ensuring
both energy savings and reduced impact on the environment [3,4], while reducing the
gap between energy supply and demand [5]. The advantages offered by storage systems
include increased stabilization of energy supply that can cope with high- and low-demand
scenarios, relief of consumer bills by reducing and shifting peak electricity demand, and
improved grid resilience [6].

The energy stored can be generated from a system (active storage) or can be stored
passively in materials exploiting climatic fluctuations. In the latter case, some materials
can store the solar energy directly in the building’s walls using a sensible or latent process,
i.e., with traditional or phase-change materials (PCMs) [7]. By the same principle, thermal
solar energy can be stored in tanks integrated with PCMs to decrease the tank discharge
time [8].

The classification of active storage systems can be made by considering the form of
secondary energy in which the primary energy is stored.
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In electrical energy storage systems (EESSs), electrical energy is converted into other
types of potential energy, such as chemical, mechanical, elastic, and magnetic energy.
Among them are the following:

• Electrochemical storage, which includes lead–acid and nickel–cadmium batteries;
• Mechanical energy storage, such as compressed-air energy storage (CAES);
• Electrical storage, such as supercapacitors or superconducting magnetic energy storage (SMES);
• Hydrogen storage coupled with fuel cells for its reconversion into electrical energy [9,10].

Although the importance of storage systems for energy efficiency is widely recognized,
the range of energy storage techniques for microscale applications is very limited, and
some mechanical and thermal energy storage systems include those that are applied in
the high-power generation sector. In addition to being expensive [11], storage systems are
often oversized [12], and their disposal and average lifespan are also challenging [13].

Electrochemical storage is currently the state of the art for small-scale energy stor-
age. However, batteries are not yet considered to be a fully mature technology either
technically or economically. The most promising technology—namely, the lithium-ion
battery—depends on a strategic material that has limited uptake and is currently not
recycled for economic reasons. However, in addition to cost reduction, technological
improvements will also need to address increasing the specific energy and lifetime of
storage batteries.

CAES technology enables the trigeneration of electrical, thermal, and cooling energy
in the energy release process. Specifically, trigeneration systems simultaneously provide
heat, power, and cooling using a single fuel source. Compared with conventional systems,
cogeneration and trigeneration systems reduce fossil fuel demand and grid losses [14].

The trigeneration system of electrical, thermal, and refrigeration energy allows excess
energy to be stored in the form of compressed air and thermal heat, and enables refrigeration
energy to be produced through the direct expansion of compressed air. Modeling of
compressed-air energy storage systems considering network-specific requirements has
shown that optimal design leads to improved functionality and an overall reduction in
system costs [15]. CAES systems provide several advantages over other storage systems,
including high power and energy capacity, long service life, rapid response, and relatively
low capital and maintenance costs [16].

CAES can be integrated with renewable energy systems, such as wind and solar power.
This allows excess energy from renewable sources to be stored, effectively addressing
the fluctuation of renewable sources (i.e., avoiding curtailment) [17]. Several articles in
the literature have provided an overview of CAES in terms of scale, fuel utilization, and
integration with other technologies (e.g., smart grid and energy internet), emphasizing its
potential applications [18,19]. Wang et al. presented a discussion of the challenges and
prospects of using CAES systems [20]. CAES is considered to be the most cost-effective
technology, as well as being excellent for its scalability and ease of implementation when
used on a utility scale [21].

Today, CAES is mainly used on a large scale (i.e., macro-CAES)—compressed air
is stored, during the hours when the cost of energy is lowest, inside hermetically sealed
underground cavities and at pressures generally around 70–100 bar; the same high-pressure
gas is used in traditional turbo gas systems, or for pneumatic drives in production lines for
a wide variety of needs and for automation in general. These systems have a good energy
density—typically around 2–3 kWh/m3 of storage, which is almost 10 times higher than
the energy density of mechanical gravity storage used in hydroelectric power plants.

A potentially viable alternative to electrochemical systems for small-scale storage
is micro-CAES. Among the main advantages of micro-CAES coupled with TES (thermal
energy storage) is the possibility of recovering waste energy to make the micro electric
generation system more competitive. The heat developed during the compression phase
can be used for residential heating and/or domestic hot water production, while the
expanding cold air can be used for space cooling.

The potential advantages of micro-CAES systems are as follows:
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− Longer life than batteries, allowing a potentially unlimited number of charge and
discharge cycles;

− High sustainability, as they do not require the use of toxic or rare chemicals;
− Flexibility in operation and installation, allowing micro-CAES to operate independently

or in connection with the power grid, or even in combination with storage batteries.

Applications of small-scale CAES systems are not currently widespread. One reason
that residential micro-trigeneration and trigeneration have received much less attention
than large-scale systems is that small-scale applications provide a cooling load through
a reverse Rankine cycle that requires high capital cost components, such as absorption
chillers and boilers, to cool the load [22].

Cogeneration and trigeneration systems can operate more efficiently if electricity
and heat production are decoupled using thermal energy storage, where unneeded heat
is stored during the production period [23]. Achieving a highly feasible CAES system
enables the design of a flexible energy system characterized by the optimal use of fluctu-
ating renewable energy sources [24]. Different numerical and thermodynamic analyses
have been conducted in the literature to highlight and evaluate the applicability of CAES
systems [25,26]. Solutions to improve CAES systems’ performance have been proposed as
a result of optimization analyses [27]. Luo et al. [28] proposed a modeling and simulation
tool for A-CAES (adiabatic compressed-air energy storage) system optimization to identify
heat exchange and thermal storage units with suitable capacity and performance for air
compression/expansion units, and then analyze system efficiency and identify potential
improvement strategies.

Considering that the above, energy storage techniques for microscale applications
are still very limited—especially micro-CAES applications. This study proposes an opti-
mization of mechanical and thermal storage systems for small-scale trigeneration. The
objectives are to identify solutions that are economical (e.g., components with affordable
costs, technologies easily available on the market, and minimal maintenance) and adaptable
to the spaces generally available in the residential area.

The present work is an extension of previous works [29,30]; the system is designed
for a single-family residential building equipped with a photovoltaic system with a rated
power of 3 kW.

First, this paper presents the case study to which the optimization for a mechanical
and thermal storage system for small-scale trigeneration is applied. The purpose of the
optimization was to improve the efficiency of the micro-CAES + TES system, along with
attempting to simplify the structure as much as possible to make it economical and suitable
for residential spaces. Finally, a comparison with the use of battery storage systems
was conducted.

2. The Case Study: Micro-CAES for Trigeneration

The micro-CAES + TES system is designed for a single-family residential building
equipped with a photovoltaic system with a nominal power of 3 kW. The average electricity
demand of a family can be estimated at about 3000 kWh/year which, divided daily, becomes
about 8.2 kWh/day. Assuming that at least 50% of household consumption takes place
in the evening or at night when the photovoltaic system does not produce energy, about
4 kWh/day must be accumulated to have a good margin of autonomy from the grid.
Therefore, on a typical day, the photovoltaic system can produce for immediate daytime
consumption, or alternatively for night-time consumption by loading the mechanical
storage system so that it can be discharged for the night.

The operation, as in any other storage technology, is divided into two phases deferred
in time according to the time-shifting of the electricity demand of domestic users—a charg-
ing phase of the CAES’s compressed air tank, with electricity absorption to the compressor,
followed by a discharge phase of the same CAES tank with electricity generation to the
expander. During the charging phase, the CAES system accumulates photovoltaic electrical
energy in the form of energy elastic mechanics in the storage tank. At the same time,
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the HTTES (high-temperature thermal energy storage) system is also charged with the
heat transfer fluid which, moving in a specially designed secondary circuit, recovers the
thermal waste from the compression. During the discharge phase, the elastic energy is
again converted into electrical energy using a turbine connected to the alternator. At the
same time, the LTTES (low-temperature thermal energy storage) system is charged through
the expanded cold air that cools the heat transfer fluid, which moves in its secondary circuit
(distinct from that of the HTTES system). The heat developed during the compression
phase can be used for residential heating and/or domestic hot water production, while the
expanded cold air can be used for room cooling.

The problem is initially analyzed from a thermodynamic point of view. When filling
the storage tank, the compressor sucks in atmospheric air and processes it to raise the
storage pressure from the minimum operating value to the maximum. This process is
non-stationary, and the type of compressor chosen must have suitable characteristics to
keep the processed flow rate as constant as possible as the compression ratio varies. From
this point of view, the best-performing compressors are the alternatives, which also offer a
wide pressure range, long life, easy maintenance, and high reliability.

The choice of the type of expander, on the other hand, falls on the pneumatic reed
motor as a technology widely used on the market and at affordable prices. It is chosen to
power a motor with a nominal power of 5 kW with compressed air at 5 bar, obtaining a
mechanical power of 3.85 kW on the shaft.

In this study, the aim was to optimize a micro-CAES system powered by a photovoltaic
solar system with a nominal power of 3 kW for a domestic user, to which an electrical
power of 3 kW was allocated through a pneumatic reed motor powered constantly at 5 bar.
The CAES was combined with a high-temperature TES system for the recovery of thermal
compression waste, which took place through a reciprocating volumetric compressor, and
a low-temperature TES system for the recovery of the cooling capacity of the expanded air.

3. Optimization Setup

The goal of optimization is to maximize efficiency measures for mechanical and
thermal storage. The charging and discharging processes of the micro-CAES were analyzed
from a thermodynamic point of view to obtain the equations governing the problem in a
previous study [29]. These equations were implemented in MATLAB and optimized with
modeFRONTIER software.

Figure 1 shows the workflow of the optimization problem carried out in modeFRON-
TIER. The inputs, outputs, and constraints applied to the optimization model are described
in detail in the following paragraphs (Sections 3.1 and 3.2).

Figure 1. Workflow of the optimization problem on modeFRONTIER.

In the workflow, the first set of DOE (design of experiments) is a random sequence.
The chosen NSGA-II (non-dominated sorting genetic algorithm II) optimization algorithm
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is an evolutionary algorithm suitable for solving optimization problems with multiple
objectives [31,32].

3.1. Inputs

The thermodynamic equations were implemented in the MATLAB environment.
Several operational coefficients and parameters were established in the preliminary analysis,
as shown in Table 1.

Table 1. Thermodynamic coefficients and parameters that are not subject to optimization.

Parameters Description Values

cp Specific heat at constant dry air pressure 1005 J/kgK
k Ratio of specific heats in dry air 1.4

n Characteristic exponent of polytropic process in the
compression cycle 1.25

p0 Atmospheric pressure 1 bar
pmin Minimum operating pressure 5 bar
PE Electric power generated by the alternator 3 kW
PM Power delivered by the pressure-fed reed motor 3.85 kW
R Specific constant for dry air 287.05 J/kgK
T0 Atmospheric temperature 20 ◦C
T0′ Temperature of the air leaving the LTTES heat exchanger 10 ◦C
TS Temperature of the air stored in the CAES tank 20 ◦C

Vexp Air consumption of the reed motor (FAD) 80 L/s
ηal Minimum alternator efficiency 0.78
ηe Efficiency of the electric motor of the compressor 0.8
ηg Global compression efficiency 0.7
ηis Isoentropic expansion efficiency 0.8

The optimization analysis was based on the variation, within a fixed range, of the pa-
rameters shown in Table 2. By simulating the variables in appropriate ranges, it is possible to
obtain, among all possible combinations, those that optimize the predetermined objectives.

Table 2. Input variables.

Input Variable Description Lower/Upper Limit Step Number of Inputs Generated

tc Relative charging time 1/5 h 1 5
βmax Maximum compression ratio 10/35 5 6
VS Volume of the CAES tank 1/10 m3 1 10

For the maximum compression ratio (βmax ) the lower limit of 10 was chosen, since for
pressures below 10 bar the air compression has insignificant temperature variations, which
would not justify the installation of the HTTES system. The upper limit, on the other hand,
was taken to be 35, because the datasheets of manufacturers of reciprocating compressors
show that with a maximum installed motor power of 3 kW (equal to the nominal power
of the photovoltaic system) it is possible to compress air up to a maximum of 35 bar. The
storage volume of the compressed air (VS) had an upper limit of 10 m3 for space and cost
reasons. Finally, the duration of the charging phase of the CAES (tc) must be consistent
with the hours during which the solar photovoltaic system can operate during the day;
for this reason, the upper limit of 5 h was set. The possible values assigned to each input
variable result in up to 300 different experiments to be conducted.

3.2. Outputs

The storage efficiency of the system was optimized from both the mechanical and the
thermal points of view. For the CAES system, the final purpose is electrical generation; the
efficiency of mechanical energy storage (ηms) is defined as the ratio between the electrical
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energy generated during the discharge phase (Le,exp) and the electrical energy spent on the
compressor during the charging phase (Le,med).

ηms =
Le,exp

Le,med
(1)

For the HTTES system, the final purpose is the recovery of the thermal waste from the
compressor, for which the coefficient of performance (COP) in calorific storage is defined as
the ratio between the thermal energy stored in the system (Qheating) and the net electrical
energy spent for storage

(
Le,med − Le,exp

)
.

COP =
Qheating

Le,med − Le,exp
(2)

For the LTTES system, the final purpose is the recovery of cooling capacity, so the
energy efficiency ratio (EER) in refrigerated storage is defined as the ratio between the
cooling capacity stored in the system (Qcooling) and the net electrical energy spent to
produce it

(
Le,med − Le,exp

)
.

EER =
Qcooling

Le,med − Le,exp
(3)

For all three systems, the maximum electrical power consumption (Pe,med) was con-
strained, as shown in Table 3.

Pe,med =
Pmax

ηg ∗ ηe
(4)

Table 3. Output variables and optimization choices in the workflow.

Output Variable Objective Type

Pe,max <3 kW
ηms Maximize

COP Maximize
EER Maximize

td Maximize

For the CAES, the discharge time (td) was maximized.

td =
Macc

Gexp
(5)

where Macc is the mass stored during the charging process and Gexp represents the mass
flow rate of expanded air processed by the turbine [29].

The study of the optimization of the micro-CAES + TES system is not limited to simply
maximizing the accumulation efficiency parameters; it is also necessary to combine other
requirements that arise from the installation of such a system within a home unit, as follows:

• Reduce the space occupied by the facility, with particular reference to the CAES tank,
which is the bulkiest element;

• Simplify the structure as much as possible to make it economical to purchase and maintain;
• Limit the maximum operating pressures to ensure greater safety;
• Power the households as long as possible so that the system is functional even in the

evening hours when the PV system is not producing energy.

4. Results

The results show that of the 300 experiments generated, less than 34% meet the
constraints imposed by the workflow. Unacceptable solutions were discarded from the
design space table.
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Figures 2 and 3 provide an estimation of the relationships between input and output
factors. A positive value (red bar) indicates a direct relationship, while a negative value
(blue bar) indicates an inverse relationship. In particular, Figure 2 represents the correlation
between the maximum power absorbed by the compressor Pe,max and the input variables
(Vs, βmax, tc), while Figure 3 shows the correlation between the CAES discharge time (td)
and the input variables.

Figure 2. Relationship between the maximum power absorbed by the compressor Pe,max and the
input variables (Vs, βmax, tc).

Figure 3. Relationship between the discharge time (td) and the input variables (Vs, βmax, tc).

To present the relationship between the mechanical energy storage efficiency (ηnm)
and the input variables, a 4D bubble chart (Figure 4) was used. This is particularly useful
because it allows the values obtained from optimization for the four variables to be shown.
In particular, the x and y axes represent βmax and ηnm, respectively, while the diameter
indicates the tc and the color indicates the Vs.

Figure 4. The x and y axes of the 4D bubble chart represent βmax and ηnm, respectively, while the
diameter indicates the tc and the color indicates the Vs.

The correlation matrix (Figure 5) summarizes all of the relationships concerning the
mechanical accumulation system between the input factors (VS, tc, βmax) and the output
variables (Pe,max, td, ηms).
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Figure 5. Correlation matrix to summarize the results referring to CAES. Values close to +1 indicate
that the two variables are positively correlated, while values close to −1 indicate a negative correlation.
If the value is close to 0, the variables are not correlated.

The results were also plotted with reference to TES—specifically, the 3D bubble chart
in Figure 6 shows the relationships between COP, EER, and βmax.

Figure 6. The x and y axes of the 3D bubble chart represent COP and EER, respectively, while color
indicates the values of βmax.

Figures 7 and 8 show the parallel coordinate charts of the COP and EER output
variables, respectively, in the optimized case. This is a particularly useful tool for plotting
the input and output variables of each design simultaneously.

Figure 7. Parallel coordinate chart of the COP output variable in the optimized case.
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Figure 8. Parallel coordinate chart of the EER output variable in the optimized case.

5. Discussions

This section presents a discussion of the optimization process. As shown in Figure 2,
the expanded charge times (tc) reduce the power absorption to the compressor. Instead,
there is a direct relationship between the power absorption to the compressor and the
storage volumes (Vs) and compression ratios (βmax). Figure 3 indicates that the CAES
discharge time (td) is directly related to all three input factors. The most influential factor
is the volume of the CAES tank (Vs). It is beneficial to have the longest possible discharge
times (td) in order to have a functional mechanical storage system for the power supply of
the residential building.

Furthermore, increasing the storage volume (Vs) can be useful within certain limits, as
it can be seen that as this factor increases, the power consumption to the compressor also
increases significantly. Increasing the charging time (tc) to the upper limit of 5 h, on the
other hand, has a twofold positive effect: a reduction in power consumption and an increase
in the discharge interval (the second most important factor after the storage volume).

It was assumed that the consumption of the building taken as a case study is concen-
trated in the evening hours, so during the day it accumulates electrical energy in elastic
form for 5 h, and in the evening this energy is reconverted into electrical form to supply
domestic users.

The maximum compression ratio (βmax) is almost irrelevant to the discharge time, but
it is the second most important factor in terms of incidence with respect to the increase in
compressor power. Therefore, within appropriate limits related to the space of the building
and the purchase costs of the tanks, it is convenient to work with larger storage rather than
higher storage pressures.

In Figure 4, it is possible to notice the inverse relation between ηnm and βmax. Therefore,
in order to maximize the ratio between electrical energy produced during the discharge
phase of the CAES system and electrical energy spent for the charge, it is necessary to
reduce the compression ratio to a minimum. The reduction in the maximum pressure
under which the CAES operates is a need in line with the considerations made previously
for the other output variables. The efficiency of mechanical energy storage is substantially
independent of the other input factors; it is not by chance that no trend emerges due to
the diameter or color of the bubbles. With fixed βmax, there is the same efficiency for any
combination of the factors Vs and tc, provided that the relative experiments have not been
discarded from the design table. For this reason, in the low-yield zone of the graph and,
thus, at the high pressures of the CAES, only a few combinations of the two factors are
possible (blue bubbles with large diameters, which indicate low storage volumes with
extended charge times). The high-yield zone is the one to focus on for further analysis. This
zone is also the one that offers the most choice in the configuration of the optimal setup

515



Energies 2022, 15, 6232

for the system (bubbles of different colors with diameters of various sizes, meaning wider
ranges of values in which to try to combine the input factors).

The resulting optimized CAES configuration, consistent with the interval thresholds
set in the workflow of the problem, provides the following input factors for the solution:

• VS = 10 m3;
• tc = 5 h;
• βmax = 10.

Figure 6 highlights the fact that COP and EER are inversely proportional to the
compression ratio. Therefore, for HTTES and LTTES systems, it is also convenient to work
with βmax = 10.

To maximize COP and EER, a pair of VS and tc values is not specifically required, but
it is essential that the compression ratio is set to a minimum. Therefore, the configuration
adopted to optimize the CAES problem is also suitable for HTTES and LLTES systems. The
fact that the trends of mechanical and thermal storage systems are not in contrast with one
another is a very positive aspect. The input factor values of the experiment optimized for
CAES can be confirmed for HTTES and LLTES systems as well.

The qualitative analysis of the trends allows us to define the optimized configuration
for the micro-CAES + TES system under study.

In accordance with the equations reported in [29], starting from CAES, a single-stage
reciprocating compressor (N = 1) is required to process an airflow rate of Gmin = 11.88 kg/h
≈ 2.75 L/s (FAD) to a maximum pressure of 10 bar. The compressor requires a 1.5 kW
electric motor. A comparison of the results with real models from manufacturers’ catalogues
was carried out, and the reliability of the study model was confirmed. The compressor
takes 5 h to fill the CAES tank from the initial pressure of 5 bar to the final pressure of
10 bar, consuming about 6 kWh of electricity supplied by the solar photovoltaic system
in the process. The compressed air storage tank has a volume of 10 m3, equivalent to an
overall length of 5.2 m by 1.65 m in diameter. During the loading phase, a total of almost
60 kg of air is stored to be used later for expansion.

Since the compressor is single-stage (N = 1), the HTTES system recovers the thermal
waste from the charging phase exclusively through a heat exchanger located downstream
of the compressor. The maximum temperature of the compressed air leaving the stage is
estimated at about 190 ◦C, and the total heat recoverable in one charge is 8.6 MJ.

Moving on to the discharge phase of the CAES, this involves emptying the tank in
order to supply the previously selected pneumatic reed valve motor, in order to deliver
an electrical power of 3 kW to the user. The motor is supplied at a constant pressure of
5 bar, thanks to a pressure reducer installed downstream of the tank. Once this pressure
threshold is reached in storage, the reducer interrupts the flow, and a mass of air equal to
that discharged remains trapped in the CAES tank, i.e., about 60 kg. The discharge lasts a
total of 0.17 h (≈10 min). The minimum air temperature at the end of the expansion is just
below −66 ◦C, and the cooling capacity that can be recovered through the heat exchanger
of the LTTES system is about 4.6 MJ.

The mechanical and thermal storage values used for the optimized configuration
return ηms of 8.4%, COP of 0.43, and EER of 0.23.

Preliminary Analysis of Costs

Finally, a preliminary investigation of the system is presented, with the analysis of
costs and relative comparison with the most common electrochemical storage systems on a
small scale. Table 4 shows the purchase costs of the main components of the micro-CAES +
TES system studied.

516



Energies 2022, 15, 6232

Table 4. The purchase costs of the main components of the micro-CAES + TES system.

Component Cost

Tank (10 m3–10 bar) EUR 8000
Compressor (10 bar–1.5 kW) EUR 500

Air heat exchangers EUR 250 × 2 = EUR 500
Pneumatic reed motor EUR 1800

Alternator (3 kW) EUR 300
Total EUR 11,100

To make the comparison with battery storage systems, it was considered that the
average household consumption in the evening hours for a household amounts to approxi-
mately 4.5 kWh. Thus, for batteries, the cost analysis is summarized in Table 5.

Table 5. The purchase costs of storage batteries.

Battery Cost

Lithium battery (5.7 kWh) EUR 5000
Lead–acid battery (9 kWh) EUR 2500
Lead-gel battery (9 kWh) EUR 3000

For lead–acid and lead-gel batteries, it should be noted that about 50% of energy is
retained in the charge–discharge cycle to avoid damaging them. For this, a 9 kWh battery
is used. For lithium-ion technology, on the other hand, 80% of use is considered to be
5.7 kWh. In terms of purchase cost, the micro-CAES system is also cheaper than batteries.

Given that the CAES system under consideration can generate 0.51 kWh of electrical
energy to the user at a constant power of 3 kW, it was determined what configuration the
CAES system should have in order to generate a significant amount of energy, taking into
account the purchase cost and available space.

To obtain 3 kWh from the discharge, it would be necessary for the discharge to last
for 1 h. At this point, there are two options: increase the maximum compression pressure,
which compromises the already low efficiency of mechanical energy storage; or increase
the storage tank size.

In the first case, a compressor with a maximum air pressure of 35 bar and a 13 kW
motor is required, which is incompatible with the nominal power of a typical domestic
photovoltaic system. In addition, the mechanical energy storage efficiency would drop
to 6.16%.

In the second case, a 60 m3 tank would need to be filled to 10 bar in 5 h using a 9 kW
compressor, and the efficiency (a function of βmax) would remain fixed at 8.4%.

The efficiency of CAES (8.4%) is almost one-tenth of the efficiency of the most efficient
batteries present on the market (70–90%).

The only advantages that a micro-CAES + TES system such as the one studied can
offer compared to state-of-the-art batteries lie in its longer service life and the possibility
of recovering the thermal waste to be used for heating/cooling the building. The years of
service life for the system studied, as shown in Table 6, can be estimated by taking into
account the average life of the compressor, which is the component that is potentially the
most prone to failures and which, moreover, requires more attention for maintenance.

Table 6. Comparison of estimated service life years for different storage systems.

Accumulation System Estimated Service Life

Micro-CAES 20 years
Lithium-ion battery 10 years
Lead–acid battery 3 years
Lead-gel battery 5 years
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6. Conclusions

This study investigated the feasibility of compressed-air energy storage (CAES) sys-
tems, with the objective of carrying out the optimization of mechanical and thermal storage
systems for small-scale trigeneration, designed for a single-family residential building
equipped with a photovoltaic system with a rated power of 3 kW.

When dealing with a multi-objective optimization problem, the optimal solution
obtained is never unique. The results identify a set of potentially optimal solutions. Among
these, it is up to the decision-maker to choose which objective to favor in the optimization
strategy. In particular, for this case study, the best configuration for the CAES was obtained
under the following conditions:

• Reduced compression ratios (βmax). This allows for maximizing the mechanical accu-
mulation efficiency of the CAES and reducing the maximum power absorption to the
compressor, which is a very important aspect in the case of storage systems powered
by domestic photovoltaic systems, as in this case study. Finally, it is true that the
discharge time td is reduced, but the effect is marginal when compared to VS and tc.
This means that βmax can still be lowered, compensating for the effect on the discharge
time by pushing slightly more on the other two input factors.

• High charging time (tc). The power absorption is contained at compression, and the
discharge time of the CAES is increased.

• High storage volumes (VS). As this is the main factor influencing the increase in the
discharge time of the CAES, even if the power consumption increases, the effect is still
compensated by the choice to work with low compression ratios.

The results of the optimization showed some critical issues. A very small percentage
of the electrical energy stored in elastic form is again convertible into electrical energy. The
efficiency of CAES is nearly one-tenth of that of the most efficient batteries on the market,
and the discharge times are also extremely short. At the same time, for TES systems, only
43% of the net electrical energy expended is recoverable as heat in the HTTES system, with
the hot source (compressed air) at 190 ◦C; in the LTTES system, the recoverable cooling
capacity reaches about 23% in relation to the net electrical energy expended, with the cold
source (expanded air) at a temperature of −66 ◦C. A tank with a volume of 10 m3 is not
easy to install in a residential building.

The micro-CAES + TES system studied is inefficient, and is more expensive than
batteries. The only advantages that micro-CAES + TES systems offer compared to batteries
lie in their longer service life and in the possibility of recovering the thermal waste to
be used for heating/cooling the building. The critical aspect of the system, optimized as
much as possible in its configuration, can be attributed to the disproportion between the air
consumption of the reed motor in the discharge phase and the flow rate that the compressor
is able to process during the charging phase. The use of air motors, as widely accessible
devices, has proven to be unsustainable for a micro-CAES system, even if optimized.

Therefore, in the future, this micro-CAES + TES system for small-scale trigeneration
could be improved as a result of the optimization carried out in this work. If experimen-
tation with new expanders is able to reduce the consumption of compressed air during
discharge, the system could be configured as a viable alternative to batteries for the accu-
mulation of photovoltaic energy. This is because the system offers indisputable advantages
linked, as seen, to the exploitation of the thermal waste of the process to be used to heat/cool
the building. Furthermore, the estimated useful life is double or even triple compared to
some types of batteries currently on the market.

An interesting implementation of this study could involve the possibility of coupling
the proposed system with an air–ground heat exchanger.
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Abstract: Thermochemical energy storage materials and reactors have been reviewed for a range
of temperature applications. For low-temperature applications, magnesium chloride is found to be
a suitable candidate at temperatures up to 100 ◦C, whereas calcium hydroxide is identified to be
appropriate for medium-temperature storage applications, ranging from 400 ◦C up to 650 ◦C. For the
high-temperature range (750–1050 ◦C), oxides of cobalt, manganese, and copper are found to have
the redox behaviour required for thermochemical heat storage. However, some of these materials
suffer from low thermal conductivities, agglomeration, and low cyclability and, therefore, require
further improvements. The concept of enhancing thermal conductivities through additives such
as nanomaterials has been encouraging. From an operational point of view, fluidized-bed reactors
perform better than fixed- and moving-bed reactors due to better particle interactions. There is,
however, a need for the reaction bed to be further developed toward achieving optimum heat and
mass transfers. Agitated fluidized-bed reactors have shown encouraging results and are suggested
for further exploration. A combination of appropriate computational tools can facilitate an in-depth
understanding of bed dynamics.

Keywords: thermal energy storage; thermochemical energy storage; thermochemical reactors; solid–
gas reactions; modelling; simulation

1. Introduction

While energy supplies of various kinds and technologies underscore the economic
development of societies, they also result in undesirable side effects [1]. It is common
knowledge that the major environmental burden of global concern emanating from the
energy sector is the greenhouse effect [2]. One of the prominent greenhouse gases (GHG)
is carbon dioxide. It arises from the combustion of fossil fuels, natural gas, and coal in
automobiles and power stations, as well as heating in buildings and industrial processes [2].
For instance, around 45–47% of the United Kingdom’s (UK) total energy consumption is
for heating purposes, and nearly 80% is from fossil fuel sources [3]. Moreover, domestic
energy use alone has a share of more than a quarter of national GHG emissions, of which
75% is for space and water heating [4]. Hence, the decarbonization of heat is the major
energy challenge that the world faces over the coming decades. One way to achieve 80%
emissions reduction in 2050 is by decarbonizing industrial and domestic heat demand
and improving resource efficiency [2]. Current choices are around district heating (DH)
networks in combination with other technologies to electrify heat or ’green’ the gas grid [5].
However, the variability of heat demand, with a predictable winter peak heat load, presents
opportunities for thermal energy storage (TES) to manage supply requirements to meet
specified demands. Presently, sensible heat storage, latent heat storage, and thermochemical
heat storage are the three TES systems being explored by researchers.
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521



Energies 2023, 16, 756

Sensible heat storage (SHS) is the most mature and commercially used type of TES,
available as tank thermal storage for hot water and electric storage heaters [3]. This
technology is utilized for its material’s convectional heat storage at very high temperature
differences. Latent heat storage (LHS), on the other hand, is the heat absorbed or released
by a substance during a change of phase. Typically, the heat is stored within a very
narrow temperature range suitable only for applications requiring very small temperature
differences [6]. The phase change materials (PCM) used for this purpose have the merit
of achieving higher energy storage density, smaller volume requirements, and lower heat
losses compared to sensible heat stores [6,7]. However, PCMs are unsuitable in comparison
to SHS, which is more economical for applications requiring larger temperature differences.
Thermochemical energy storage (TCES), which operates based on enthalpy change in
reversible chemical reactions, is the most promising TES system [8] and has attracted
greater interest in recent times.

TCES is recognized to have higher potential for energy stability and efficiency for rea-
sons of high energy density (nearly 1000 kJ/L), smaller storage volume, minimal heat loss,
long-term storage [9,10], high exergy efficiency [8], and lower charging temperature [10,11].
With respect to energy density, it is theoretically 5 to 10 times higher than LHS and SHS,
respectively, when compared on the same scale basis [12,13]. As a result, the TCES system
is more compact and could be effective where space constraints are significant. Addition-
ally, TCES systems can be tuned to operate in a wide range of different temperatures and
pressures [14], thus making them suitable for the storage of all grades of waste heat. This
offers the possibility of being operated using various heat sources such as solar energy,
aiming to operate a sustainable process. Moreover, the effective integration of TCES into
district heating (DH) networks can lead to benefits such as increased energy efficiency
and reliability, and reduction in energy use, costs, and GHG emissions. Thus, TCES is
potentially useful in lowering fossil fuel consumption and related GHG emissions [15].

These attributes have attracted increasing interest in TCES research, albeit still at the
experimental stage [3]. Many aspects of the technology are still unknown and yet to be
discovered [14]. At present, TCES is hampered by a few problems, some of which include
complexity in infrastructure [9] as well as low levels of thermal attainment in practical
systems [9,16]. Therefore, a robust approach to operational control and understanding of
the system must have a real-time model to predict its dynamics. For this reason, numerical
or modelling studies are required for deeper theoretical insights and prediction of the
system’s behaviour. In addition, research still focuses on finding suitable materials with
sufficient energy density, hydrothermal stability, and cyclability at conditions suitable for
system operation [17]. Enhancement of materials’ properties is crucial for integration into
reactor systems. Additionally, it also requires suitable reactor optimization techniques and
heat exchanger frameworks [14]. To date, experimental investigations of different reactor
configurations have not overcome the dynamic limitations of heat and mass transfer [18].
In all reactors studied, nearly 70% are deployed for solid–gas reactions [19] because they
show better values of chemical reaction efficiencies. However, the reaction bed must be
further developed for optimum heat and mass transfers.

This paper aims to provide a concise review of the various TCES materials and reactors
which could be used for low- to high-temperature applications. The review covers the
fundamental concepts of TCES processes and materials, which are presented in Section 2.
This includes a succinct discussion of the many experimental and theoretical efforts towards
material property enhancement for application in different ranges of temperatures. The
main types of solid–gas TCES reactors, together with their merits, challenges, and proposals
for system improvement and optimization are discussed in Section 3. An overview of
modelling and simulation of TCES systems is presented in Section 4, while the conclusion
and recommendations are stated in Section 5.

We present a summary of the most recent reviews in which Desai et al. [20] reviewed
sorption and chemical reactions for TCES. Experimental investigations and cyclic studies in
low- and medium-temperature applications were discussed. Gbenou et al. [21] highlighted
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the many research issues hampering TCES implementation. They also discussed reactor
prototypes, projects, and limitations as well as suggestions for better analysis of TCES
problems. Efforts to link the practical and scientific aspects of TCES problems were the
focus of Sadeghi [22]. In addition, findings from cutting-edge research and pertinent aspects
of the TCES system consideration were reported. Marie et al. [23] presented advances in
TCES with an overview of fluidized beds for low-temperature domestic applications, whilst
Kant and Pitchumani [24] focused on open and closed reactors and prototypes for building
applications. A perspective on the strengths and weaknesses of TCES materials and systems
as well as a discussion on the evolution of TCES research has been provided in the work
of Salgado-Pizarro et al. [25]. Gbenou et al. [26] reviewed TCES reactor prototypes and
projects for low-temperature applications with analyses of the microscopic and macroscopic
aspects of TCES systems.

However, the above reviews covered mainly low- to medium-temperature range
applications, whereas, in this review, the coverage is from low- to high-temperature ap-
plications. Reviewing the entire spectrum will help to refocus on the broader issues of
TCES. This might assist in honing the possibility of combining various techniques ideal for
creating composites (hybrids) with novel properties. In addition, far-reaching proposals
are made for the improvement of the thermophysical properties of TCES materials as well
as the performance enhancement of TCES system integration. A succinct overview of the
computational tools and resources available for the modelling and simulation of TCES
systems provides motivation for researchers to gain valuable insights and understanding
of these systems.

2. Thermochemical Energy Storage

Generally, thermochemical energy storage (TCES) uses a reversible system in which a
source provides heat, for instance, to separate reactants (AB) into products (A and B). The
products are stored separately at ambient temperatures, thereby eliminating the cost of
insulation in storage containers. The separation route is endothermic and is the charging
process. When heat release is required, the products (A and B) are recombined and pre-
heated to an activation temperature to produce the reactant (AB) through a reversible
exothermic route. The reversible exothermic path is the discharging process expressed as:

AB + ΔH � A + B, (1)

where ΔH is the molar heat (enthalpy) of the reaction. Essentially, a thermochemical energy
storage cycle involves three main processes [27]: (i) charging, which is the endothermic
reaction requiring a heat resource to dissociate the reactant AB; (ii) storing, where the
products A and B are both stored separately; and (iii) discharging, which is the exothermic
reaction where the products A and B are combined again to release heat energy.

The stored thermal energy (Q) depends on the molar reaction enthalpy (ΔH) and the
number of moles (n) of one of the products [12], as in the equation:

Q = nΔH (2)

Based on the storage mechanism, TCES processes are divided into sorption processes
and reversible chemical reactions [9,13,28]. Figure 1 shows the classification chart for TCES
systems. However, there appears to be a thin boundary for clear distinction between termi-
nologies such as chemical storage, thermochemical storage, and sorption processes [27].
Often, a sorption process is considered a chemical reaction in which the chemical bonds are
weak [29].
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Figure 1. Classification of thermochemical energy storage systems [13].

2.1. Sorption Processes and Materials in Thermochemical Energy Storage

Sorption is described as a phenomenon by which a vapor or gas (sorbate) is captured
by a denser substance (solid or liquid), called sorbent [27]. The reverse process, called
desorption, requires heat to unbind the sorbate from the sorbent. Therefore, in a sorption
process, heat storage is accomplished via a chemical potential when the force binding
the sorbent and the sorbate is broken [30]. Essentially, absorption and adsorption are the
two categories of sorption processes. Although dissimilar, they do, however, involve the
physical transfer of a volume of mass or energy [27]. Absorption, in simple terms, is the
process of one material (absorbent) retaining another material (absorbate). This takes place
within the molecular enclave of the sorbent, resulting in alteration in its structure and
morphology [17]. Examples of absorption materials for water include MgSO4, LiCl, LiBr,
CaCl2, MgCl2, KOH, and NaOH [29].

Unlike absorption, adsorption involves a very thin layer of atoms or molecules on
the adsorbent surface without altering its structure [17]. Here, there is an accumulation of
energy or matter (of adsorbate) onto a surface (of adsorbent) [27]. According to Srivastava
and Eames [31], adsorption is a phenomenal occurrence at the periphery of two phases
where both weak intermolecular and strong chemical bonds act between the molecules.
Adsorption either proceeds as a physical process, physical adsorption (physisorption),
or a chemical process, chemical adsorption (chemisorption), based on the type of bond
between adsorbent and adsorbate. Generally, physisorption occurs whenever an adsorbate
is brought into contact with the surface of the adsorbent and involves weak intermolecular
forces (Van der Waals forces) [30]. Chemisorption, on the other hand, is due to strong
chemical bonds (hydrogen bonds, charge-transfer interactions, covalent bonds) [32] in
the same manner as in other chemical compounds. Both types of adsorptions involve
the evolution of heat. The reason that chemical forces are stronger than physical forces
is that the heat of chemisorption is larger than that of physisorption [33]. Though these
are different processes, they often take place simultaneously at different sites or locations
of the adsorbent [30,32]. Similarly, at the mesoscale, it is difficult to distinguish between
absorption and adsorption [33] as both may occur simultaneously. In that case, the term
sorption is generally used for both processes [31,34].

Materials for sorption processes are usually solids, liquids, and composite sorbents
with solid/gas and liquid/gas systems as working pairs [13]. Moreover, reversible adsorp-
tion of vapours onto porous solid surfaces is a potential option for TCES, particularly for
space heating applications [32]. According to Yu et al. [30], the most studied adsorbents
are silica gels and zeolites using water as a working fluid. In particular, zeolite 13X is
the commonest and most widely studied TCES material because of its hydrothermal and
mechanical stability and corrosion behaviour [13], although aluminophosphates (AlPOs),
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silico-aluminophosphates (SAPOs), and metal-organic frameworks (MOFs) have recently
been reviewed by Makhanya et al. [35] as promising materials for heat storage. Composite
materials formed by a combination of salt hydrate and a porous additive with high thermal
conductivity have also been studied [16]. Figure 2 shows a summary of typical sorption
reactions and materials.

 

Figure 2. Sorption reactions and materials [10].

Sorption processes are essentially attractive for low-temperature applications due to
their attribute of high kinetics at low temperatures [13]. Therefore, sorption reactions are
typically not suitable for high-temperature applications [29].

2.2. Chemical Reactions and Materials in Thermochemical Energy Storage

TES based on chemical reactions is justifiably advantageous for seasonal storage [12].
These reaction systems store energy in the form of chemical potential, and the energy
per mole required to break up chemical bonds is more than any other thermal storage
system. These reactions are characterized by changes in the molecular composition of the
reactants involved [13], and usually take place at temperatures above 400 ◦C [36]. High
energy storage density and reversibility are key requirements for TCES materials, as it is
challenging to find a suitable reversible reaction for a system. This is significant because the
type of reaction has immense implications on the reactor design and system integration [37].
The difficult task for a reaction choice is the requirement for efficient heat and mass (HAM)
transfer to and from the storage volume. This requirement, according to Aydin et al. [10]
can be a limiting factor for the overall storage volume, unlike SHS and LHS, which allow
higher volumes to be utilized. This volume limitation due to HAM transfer characteristics
is the key area for current research in TCES systems.

In the literature [8,29,38], TCES reactions are classified into three categories, namely
solid–gas, liquid–gas, and gas–gas reactions with regard to the nature of the reactants
and products. However, for temperatures over 300 ◦C, only solid–gas and, in some cases,
liquid–gas reactions remain practicable [29]. Furthermore, solid–gas reactions have been
widely studied as a very promising heat storage method [39]. The interest in these reactions
is due to their wide range of equilibrium temperatures and self-separation of reactants.
Chemical reactions, including chemical sorption processes, premised on solid–gas systems
are an encouraging method for the storage and conversion of heat energy for heating
or cooling purposes [40]. While the sorption processes are used to store low (<100 ◦C)
and medium (100–400 ◦C) grade heat with enthalpies in the range of 20–70 kJ/mol [40],
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chemical reactions are utilized for the storage of medium (100–400 ◦C) and high (>400 ◦C)
grade heat and the enthalpies are in the range 80–180 kJ/mol [13,36].

Different kinds of solid–gas reactions are employed for TCES. These are categorized
depending on the composition of the solid reactant as the most prominent [38]. The
reactions include those based on hydrates, hydrides, hydroxides, carbonates, and oxides. It
might be important that TCES materials be flanked by an appropriate reaction temperature
and enthalpy for the application. For this reason, Bauer [29] characterized the solid–gas
reactions according to reaction temperatures:

• Dehydration/hydration of metal salt hydrates (in the range of 40–260 ◦C);
• Dehydrogenation/hydrogenation of metal hydrides (in the range of 80–400 ◦C);
• Dehydration/hydration of metal hydroxides (in the range of 250–600 ◦C);
• Decarbonation/carbonation of metal carbonates (in the range of 100–950 ◦C);
• Deoxygenation/oxygenation of metal oxides (in the range of 600–1000 ◦C).

2.2.1. Dehydration/Hydration of Metal Salt Hydrates

TCES materials for low-temperature applications have attracted remarkable attention.
Salt hydrates and composite sorbents based on salt hydrates belong to this category. They
have become preferred materials for TCES in building applications [41] due to their high
energy density and low turning temperatures [42]. The low turning temperatures are
suitable for integration with sources such as solar energy or low-grade waste heat and
make them fit for residential space heating applications [42]. Much literature is avail-
able on high-potential salts, and this includes chlorides—LiCl [43], CaCl2 [44–46], and
MgCl2 [47]; bromides—SrBr2 [48,49] and LiBr [43,50]; and sulphates—MgSO4 [46,47,51],
Al2(SO4)3 [46,52], and CuSO4 [53]. Furthermore, other promising hydrates such as Na2S
and K2CO3 were studied by de Jong et al. [54] and Gaeini et al. [55], respectively.

TCES materials must fulfil common conditions such as low cost, being non-poisonous,
and non-corrosive, in addition to having sufficient energy density and suitable turning
temperatures. These requirements are fulfilled by many salt hydrates [46]. However,
numerous salts proposed for low-grade thermal energy storage have failed [42]. In a
typical case, for instance, van Essen et al. [46] conducted a theoretical study of four salt
hydrates, namely MgSO4.7H2O, Al2(SO4)3.18H2O, CaCl2.2H2O, and MgCl2.6H2O, using a
thermogravimetry and differential scanning calorimetry (TG-DSC) apparatus. Based on
the measured temperature lift under practical conditions, MgCl2 was considered the most
promising with a high theoretical energy density of 2.8 GJ/m3. However, both hygroscopic
chlorides under investigation tended to form a gel-like material (due to melting or formation
of solution) during the hydration experiments, which prohibited further water uptake.
Similarly, Donkers et al. [53] studied the cyclability of CuCl2, CuSO4, MgCl2, and MgSO4
in hydration/dehydration reactions. They observed the effect of fracturing to be greater
in hydrates with larger volumetric changes. In conclusion, CuCl2 was adjudged the most
promising heat storage material.

A systematic evaluation of 125 salt hydrates was performed by N’Tsoukpoe et al. [52]
using criteria such as safety, theoretical calculations, and thermogravimetry analysis (TGA).
Out of 45 preselected salt hydrates, SrBr2.6H2O and LaCl3.7H2O appeared to be the most
promising. However, the expected efficiency and net energy storage density (including
water storage) remained low. Similarly, a review of 563 reactions was carried out [56] to
evaluate the theoretical suitability of salt hydrates as seasonal heat storage materials. Up to
25 salt hydrates were identified. By considering cost, chemical stability, reaction kinetics,
and safety, K2CO3 was determined to be the most promising candidate, but low energy
density was noticed.

Table 1 gives the theoretical and experimental energy density, reaction temperature,
and water vapour pressure of some salt hydrates (extracted from [57]). It is, however,
noteworthy that in all these comparative investigations, the difference in behaviour is
attributable to the intrinsic properties (crystal structure and thermodynamics) of the mate-
rials. Therefore, a general kinetic model of the sorption process in salt hydrates will require
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specific information on the material properties. Thus, besides the high potential shown by
some salt hydrates, several associated issues are still obvious. These include poor hydrother-
mal stability, slow thermodynamics, high corrosivity, and toxicity [41]. Such attributes
make it difficult for monomer salt hydrates to be used for TCES without modification of
their properties. For this reason, researchers have experimented with composite materials.
Fopah Lele et al. [48] evaluated four salt hydrates (CaCl2, MgCl2, SrBr2, and MgSO4) and
host matrices (activated carbon, expanded natural graphite, and silica gel). The results on
both systems for only salts gave thermal conductivity in the range of 0.3–1.3 W/mK with
a measurement uncertainty of less than 14%. Zhao et al. [58] mixed SrBr2 and expanded
natural graphite treated with sulphuric acid. The composite with 10 wt% of SrBr2 proved
satisfactory with good mass transfer performance and no degradation in water uptake.

Table 1. Thermodynamic properties of some salt hydrates [57].

Reaction
Theoretical
Energy Density
(GJ/m3)

Experimental
Energy Density
(GJ/m3)

Temperature
(Charging/Discharging)
(◦C)

Water Vapor
Pressure
(mbar)

MgCl2·6H2O � MgCl2·H2O + 5H2O 2.5 0.71 150/30–50 13
MgCl2·4H2O � MgCl2·2H2O + 2H2O 1.27 1.10 118/n.a. 13
CaCl2·2H2O � CaCl2 + 2H2O 1.1 n.a. 95 n.a.
Al2(SO4)3·6H2O � Al2(SO4)3 + 6H2O 1.9 n.a. 150 n.a.
MgSO4·6H2O � MgSO4.H2O + 5H2O 2.37 1.83 72/n.a. 13
MgSO4·7H2O � MgSO4.H2O + 6H2O 2.3 n.a. 150/105 n.a.
CaSO4·2H2O � CaSO4 + 2H2O 1.4 n.a. n.a./89 n.a.
Na2S·5H2O � Na2S.1/2H2O + 9/2H2O 2.7 n.a. 80/65 13
SrBr2·6H2O � SrBr2.H2O + 5H2O 2.3 2.08 n.a./23.5 20
Li2SO4·H2O � LiSO4 + H2O 0.92 0.80 103/n.a. 13
CuSO4·5H2O � CuSO4.H2O + 4H2O 2.07 1.85 92/n.a. 13

n.a.: not available.

Salt mixtures appear promising, but the general technical issue reported is mass trans-
port within the matrix’s pores due to deliquescence, overhydration (with possible leakage
or pore blockage), and a low-temperature lift [41]. A proposal for pairing suitable salt hy-
drates according to different matrix materials, reactor analyses, and structural optimization
methods for the enhancement of HAM transfer has recently been published [59]. Again,
selecting a suitable binary salt mixture may increase the performance of each material and
avoid its unique individual shortcomings. A double salt hydrate, Na2Zn(SO4)2·4H2O, has
been reported as having exhibited suitable stability at the first ten hydration/dehydration
cycles, with an excellent energy storage density of 4.7 GJ/m3 and theoretical efficiency
up to 77.4% [60]. It might be necessary that the influence of material characterization and
reaction parameters are considered to determine the optimum mixing pair and ratio, as
well as optimize system controls under different operating conditions [41]. In spite of
this, N’Tsoukpoe and Kuznik [34] assert that the performance achieved with salt-hydrate
systems is not competitive and that the performance or advantages of the TCES materials
have probably been overestimated.

2.2.2. Dehydrogenation/Hydrogenation of Metal Hydride

Metal hydrides (MHs) are compounds formed by the reversible reaction of hydrogen
and metal or metal alloy, and this reversible absorption of hydrogen gas is exothermic [39].
The utilization of MHs for TCES is encouraged due to high energy efficiency, high volu-
metric energy density, and cost [61]. It also offers flexibility in its wide range of operating
temperatures. On the other hand, one of the main disadvantages of MH systems is the
need for hydrogen storage [37]. This means that the MH system can be a closed system
with an intermediate hydrogen storage subsystem. It is suggested that by coupling a high
temperature with a low-temperature metal hydride system, a self-regulating reversible
metal hydride energy storage system can be established [62].
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Lithium hydride (LiH), calcium hydride (CaH2), and magnesium hydride (MgH2)
systems have been studied for their TCES potentials. However, more attention has been
paid to MgH2 [9]. It has a working temperature between 200–500 ◦C and decomposes into
Mg metal, releasing hydrogen with a reaction enthalpy of 75 kJ/mol and a heat storage
capacity of around 0.8 kWh/kg [39,63]. The hydrogen gas can be stored in a reservoir under
the equilibrium pressure of MgH2. For instance, the MgH2/Mg equilibrium pressure of
10 bar at 350 ◦C and 20 bar at 400 ◦C is shown in Figure 3. According to Felderhoff et al. [39],
if the pressure is lower than the equilibrium pressure at a given temperature (coloured area
in Figure 3), MgH2 decomposes until the pressure inside the system reaches the equilibrium
pressure. At pressures higher than the equilibrium pressure, Mg metal can be hydrogenated
(white area in Figure 3).

Figure 3. Equilibrium pressure of MgH2 as a function of temperature [39].

Chen et al. [9] noted that the MgH2/Mg pair suffers from poor reversibility. Its cyclic
stability drops by 75% after 500 cycles [8] which is a limiting factor in large-scale application.
Additionally, its high thermodynamic stability and sluggish sorption kinetics are the major
obstacles to its extensive application [64]. Table 2 shows the thermodynamic properties of
MgH2 [65].

Table 2. Thermodynamic parameters and energy storage properties of MgH2 [65].

Thermodynamic Parameters Values

Formation enthalpy, kJ/(mol.H2) −74.5
Formation entropy, J/(mol.H2.K) −135
Hydrogen Storage Capacity (Theoretical)
Gravimetric capacity, wt% 7.6
Volumetric capacity, g/(L.H2) 110
Thermal Energy Storage Capacity (Theoretical)
Gravimetric capacity, kJ/kg 2204
Volumetric capacity, kJ/dm3 1763

Strategies employed to overcome these issues include the addition of nanostructures,
alloying, and MgH2-based composites. The catalytic addition of different transition met-
als or transition metal oxides can greatly accelerate the hydrogenation/dehydrogenation
kinetics [39]. Khan et al. [66] investigated two nanostructured MgH2 and cobalt (Co)
powders. The hydrogen storage properties of the 2MgH2-Co powder and 2MgH2-Co
compressed pellet were analysed. Fast hydrogenation was observed in the de-hydride
2MgH2-Co compressed pellet, with about 2.75 wt% absorbed in less than 1 min at 300 ◦C,
and a maximum hydrogen storage capacity of 4.43 wt%. The hydrogen absorption acti-
vation energy of the 2MgH2-Co compressed pellet was also lower than in the 2MgH2-Co
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powder. Banrejee et al. [67] prepared nanocrystalline magnesium and compared it with
micro-crystalline magnesium. The developed nanocrystalline Mg exhibited improved
properties with a higher hydrogen storage capacity of 6.24 wt% at 300 ◦C. Prolonged ball
milling led to faster hydrogenation kinetics (up to 90% of the saturation value in 15.5 min at
250 ◦C) and a substantial decrease in the activation barrier. Nanostructuring has also been
studied [68,69] with remarkable improvements in Mg-based storage properties. However,
nanostructuring could result in poor thermal conductivity [9]. Additionally, the drawback
in powder materials is usually due to their tendency towards coarsening and sintering
during dehydrogenation/hydrogenation cycles. This is susceptible in Mg, which has a
relatively low melting temperature and, thus, displays significant atomic mobility at the
cycle operating temperatures [66].

Alloying is an effective and easy-to-handle method of improving the sorption property
of MgH2/Mg [9]. Intermetallic compounds of transition metals are among the catalytic
materials that can facilitate the thermal storage processes in MgH2 [69]. Usually, inter-
metallic hydrides are composites of a hydride-forming element at high temperatures and a
non-hydride-forming element, such as Mg2NiH4 and Mg2FeH6. Research efforts aimed
at reducing the reaction temperatures of these composite hydrides have been achieved
through the addition or substitution of existing elements [70]. There seems to be a consen-
sus that increasing the number of 3D elements would improve the kinetics by decreasing
the activation energy of hydrogen desorption [71]. For instance, the enthalpy change
associated with the formation of Mg2FeH6 at 500 ◦C was measured to be 77.4 kJ/mol H2,
lower than the reported values of 98 kJ/mol H2 [62]. Zhang et al. [64] also reported a
decrease in the hydrogen desorption enthalpy and initial dehydrogenation temperature of
MgH2 through incorporation of either Ti or Ni. Sulaiman et al. [72] reported that a 5 wt%
K2NiF6-doped MgH2 sample started desorbing around 260°C, which was a reduction of
about 95 ◦C and 157 ◦C compared with the as-milled and as-received MgH2. Additionally,
the de/absorption kinetics were also improved significantly compared to the un-doped
MgH2. In another approach, Majid et al. [73] selected TiFe0.8Mn0.2, graphite, and Fe as
additives. Compared to pure milled MgH2 powder, they found that the dehydrogenation
peak temperatures were decreased by 90, 160, and 165 ◦C for Mg-TiFe0.8Mn0.2-graphite, Mg-
Fe-graphite, and Mg-TiFe0.8Mn0.2-Fe-graphite composites, respectively. The co-addition
of TiFe0.8Mn0.2, graphite, and Fe exhibited synergistic effects in improving the hydrogen
desorption properties of MgH2.

The roles of Ti-based catalysis and its consequent hydrogen storage effects on MgH2
were reviewed by Zhou et al. [65]. They concluded that the doping technique via Ti-
based catalysis is a viable approach to enhancing the reaction of Mg-based materials. A
comprehensive compilation of Ti-based catalysis of MgH2 systems, corresponding synthesis
approaches, and kinetic behaviours is presented in their review. On the other hand,
Kumar et al. [74] performed calculations based on the first principles to investigate the
dehydrogenation kinetics, considering doping at various layers of MgH2 (110) surface
with Ca, Al, Ga, Sc, Ni, Ti, and V. Doping at the first and second layers of MgH2 (110)
had a significant role in lowering the H2 desorption (from surface) barrier energy. The
screening approach found Al and Sc to be the best possible dopants at lowering desorption
temperature while preserving similar gravimetric density and bulk modulus to a pure
MgH2 system. By extending frontiers, Jain et al. [75] conducted an investigation on the
role of alkaline metal fluoride (MgF2) as a catalyst in the hydrogen-storage behaviour of
MgH2. For 5 mol% MgF2 admixed into MgH2 powder, hydrogenation measurements at
335 ◦C showed 92% of absorbed theoretical capacity in less than 20 min (compared to 70%
by pure MgH2). Sorption studies further point to the possibility of complete absorption at
low temperatures down to 145 ◦C. Again, cyclic measurements made at 310 ◦C revealed an
inconsequential loss in the total storage capacity. These results implied that the sensitivity
of the material to atmospheric conditions is low, and it is easy to handle. Thus, it can be
employed in applications where operation at relatively high temperatures is insignificant.
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A variety of dopants for MgH2 has been reported and the respective Mg-based hydride
materials have been enhanced. Despite improvement in the material properties, thermody-
namic tuning remains a major challenge [76]. Present approaches have been successful in
addressing it, to some extent, but much is still desired for practical application.

2.2.3. Dehydration/Hydration of Metal Hydroxides

Thermochemical heat storage with metal hydroxides results from a reversible reaction
of water (steam) and metal oxides at high temperatures (~500 ◦C) and near-atmospheric
pressures [8]. The alkaline earth metal hydroxides such as Mg(OH)2, Ca(OH)2, Sr(OH)2, or
Ba(OH)2 have been considered as storage materials [39]. The initial candidate hydroxide–
oxide pairs are Mg(OH)2/MgO, Ca(OH)2/CaO, Sr(OH)2/SrO, and Ba(OH)2/BaO. The
theoretical turning temperatures and thermodynamic data of these hydroxides are pre-
sented in Table 3. The reactions are in the range of 70–1005 ◦C, though most of the reactions
are too low for high-temperature application [11], usually occurring at medium temper-
atures of 250 < T < 450 ◦C. The steam partial pressure and the temperature drive the
hydration/dehydration reactions [12]. Figure 4 shows some of the couples which could be
used for TCES application.

Table 3. Equilibrium temperature and heat storage capacity of metal hydroxides [11].

Material Temperature (◦C)
Reaction Enthalpy
(kJ/mol)

Gravimetric Energy
Density (kJ/kg)

Ca(OH)2/CaO 515 100.177 1352
Mg(OH)2/MgO 265 77.745 1333
Be(OH)2/BeO 70 51.276 1191
Mn(OH)2/MnO 190 67.072 754
Sr(OH)2/SrO 755 88.581 728.3
Ba(OH)2/BaO 1005 93.462 545.47
Ni(OH)2/NiO 70 47.846 516
Zn(OH)2/ZnO 55 49.609 498.96
Cd(OH)2/CdO 125 59.952 409.4

 
Figure 4. Reaction equilibrium lines for metal oxide/water reaction systems [8].

With reference to the high reaction enthalpies and energy storage densities (Table 3),
mainly the hydroxides Ca(OH)2 and Mg(OH)2 have been extensively studied theoretically
and experimentally [9,39]. However, the Ca(OH)2/CaO system is more attractive [10]. It is
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the most-explored hydroxide system for thermochemical energy storage, prompting tests
in both lab-scale reactors and TGA [14]. One reason is that the hydration of MgO is very
slow in superheated steam and the rate of reaction drops with the rise in temperature [8,39].
Figure 5 shows the decomposition of the Mg(OH)2 system at a relatively low temperature
of around 330 ◦C [9]. The reaction enthalpy of Mg(OH)2 degenerates with temperature up
to 500 ◦C, unlike the enthalpy of Ca(OH)2. In addition, CaO has a higher heat of adsorption
over a short period [77] than MgO, as well as being much cheaper [8]. In view of these
attractive attributes, a plethora of research efforts has been conducted for the potential
application of Ca(OH)2/CaO as a long-term thermal energy storage system.

 

Figure 5. Enthalpy of dehydration reaction is dependent on temperature for Ca(OH)2 and
Mg(OH)2 [39].

Schaube et al. [78] investigated a 10 mg sample in a Ca(OH)2/CaO reversible system,
and full conversion and cycling stability were reported over 100 cycles at a water partial
pressure of 1 bar (even at 0.956 bar), with an equilibrium temperature of 505 ◦C and en-
thalpy of 104.4 kJ/mol. However, little success was achieved in the cycling stability of a 60 g
sample of the reaction system as degradation was reported over 25 cycles. Agglomeration
was also observed [79]. Additionally, Criado et al. [80] investigated Ca(OH)2/CaO hydra-
tion/dehydration reaction and obtained higher rates than those reported in the literature at
temperatures in the range of 400–560 ◦C and partial steam pressures between 0 and 100 kPa.
However, particle attrition was observed for large particle sizes of the material. In another
work, Dai et al. [81] investigated the cycling stability of the Ca(OH)2/CaO system for
20 successive dehydration/hydration cycles. Existing problems relating to agglomeration,
sintering, poor thermal conductivity, and irregularity in the rate of heat release were raised.
There is a consensus that major problems encountered in Ca(OH)2 reactors relate to particle
agglomeration and sintering, poor heat transfer characteristics, and low permeability of the
packed bed. Though the issue of permeability has been addressed in optimized reactors,
other problems still exist [39]. As a result, much of the research has been around material
enhancement through additives or composites, as well as reactor optimizations.

Criado et al. [82] synthesized composite materials using sodium silicate (Na2Si3O7) to
bind Ca(OH)2/CaO particles for fluidized/fixed-bed application. The mechanical proper-
ties of the resulting CaO/Ca-silicate composites over hundreds of hydration/dehydration
cycles were investigated. The results confirmed the primary role of Ca(OH)2 anisotropic
expansion as the main cause of the reduction in the crushing strength of the pellets. Another
study by Funayama et al. [83] relates to a composite material using SiC/Si foam. The per-
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formance of the ~63 g of composite material with a packed-bed reactor was evaluated. The
rate of heat output per volume under maximum hydration pressure of the composite was
1.3 kW/L-bed for the first 5 min, which is 1.4 times higher than previously reported for a
bed of Ca(OH)2 pellets. The composite material with pore size 400 μm of the CaO/Ca(OH)2
samples maintained high reactivity and bulk volume during cycle reactions. This study was
extended by using a ceramic honeycomb support composed of SiC/Si [84]. A volumetric
energy density of 0.76 MJ/L-bed was obtained, and a heat output rate 1.8 times higher than
the previously reported value for the pure Ca(OH)2 pellet bed was achieved. In addition,
the material also sustained high reactivity during the reaction cycles. Mixtures of expanded
graphite (EG) with Ca(OH)2 were also investigated by Kariya et al. [85] with the aim of
enhancing the heat transfer and reactivity of the hydroxide. The results indicated that the
maximum mean heat output of a sample mixture containing 11 wt% EG was twice as high
as the heat of pure Ca(OH)2. The decreasing effect of EG in the hydration reaction in the
repetitive cycles was due to particle pulverization.

The doping of Ca(OH)2 by hexagonal boron nitride (HBN) was approached by
Huang et al. [86]. Analysis showed improvement in both thermal conductivity and de-
hydration enthalpy of the material. It also revealed a 15 wt% as optimal mass content of
HBN-doped composite with improved activity after 10 dehydration/rehydration cycles.
In addition, a 67% rehydration conversion and energy density greater than 1000 kJ/kg
were achieved. Doping of Ca(OH)2 with potassium nitrate, KNO3, has also been reported
by Shkatulov et al. [87]. With a 5 wt% KNO3 addition to Ca(OH)2, the dehydration tem-
perature of the material was reduced and the reaction rates increased, but the material
lost its dehydration heat by 7%. Wang et al. [88] obtained a similar result with a 10 wt%
KNO3 addition and the doped Ca(OH)2 further showed good cycling stability in the ni-
trogen atmosphere, but failed in air. Gollsch et al. [89] modified Ca(OH)2 powder with
nanostructured flow agents to improve the powder’s flowability. The additives consisted
of nanostructured Si and/or Al2O3. Additives of weight fractions 6–12% improved the
flowability of the powder. However, after cycling, the flowability of the mixtures decreased,
while that of the pure powder increased. Analysis showed a correlation between growth
in particle size and increased flowability. Additionally, the formation of phases in the
additives led to a decrease in absolute heat release of up to 50%, although some of the side
products seemingly added to the measured heat release by hydrating exothermally.

In tackling the problem of low conductivity and cohesive nature of powder bulk mate-
rial, Mejia et al. [90] investigated ceramic-encapsulated CaO granules and Ca(OH)2 granules
coated with Al2O3 nanostructured particles. The results showed that both encapsulated
materials did not change their shape after six-fold cycling. However, the Al2O3-coated
sample exhibited volume expansion during hydration. There was a reduction in the re-
action activity of the ceramic sample, whereas the performance of the Al2O3 sample was
almost the same as the unmodified Ca(OH)2 particles. Afflerbach et al. [91] investigated an
encapsulated sample and good mechanical stability of the material was attained, followed
by a considerably improved thermal conductivity. Again, over ten reaction cycles were
attained in a lab-scale reactor. Additionally, issues concerning the poor flowability of the
storage material and poor heat and mass transport with a strong agglomeration tendency
could be overcome by persistent particle size stabilization. Of course, much is still required
in terms of material enhancement, but research efforts so far show the Ca(OH)2/CaO
system to have higher prospects for long-term TCES application.

2.2.4. Decarbonation/Carbonation of Metal Carbonates

Decarbonation/carbonation reactions of metal carbonates have also proven to be
attractive high-temperature heat storage systems. In this case, heat is used to perform the
endothermic breakdown of carbonate, and the products are CO2 and metal oxide. The
interest in carbonates is due to their relatively high operating temperatures (typically over
800 ◦C), high volumetric density, low operating pressure, non-toxicity, abundance, and
cheapness [8,13]. The decomposition of CaCO3, SrCO3, BaCO3, MgCO3, and PbCO3 has
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been studied [14]. Alas, the controversy about the high refractoriness of MgCO3/MgO
and the toxicity of PbCO3/PbO [9] is a drawback for further research in these materials.
Additionally, the carbonation reaction of BaO into BaCO3 was hindered by the melting of
the material during the decomposition step [92]. Therefore, among the carbonates, CaCO3
is considered the most promising heat storage material [9,39] and the focus will be on
the CaCO3/CaO system. It has been reported that after 40 high-temperature carbona-
tion/decarbonation cycles with CaO, the carbonation (adsorptive) reaction significantly
decreased because of the decrease in pore volume in the material [9]. This loss in porosity is
caused by a decrease in the surface area of CaO due to the sintering of the particles [14,39],
thereby inhibiting CO2 access to the active sites within the material. Several techniques
have been developed to minimize this loss in adsorption capacity. To increase the ac-
tive surface area and stability of the pore structure, the use of additives, reduction in the
particle size, and the synthesis of novel materials with the microporous structure were
proposed [93].

To this end, Lu and Wu [94] doped nano CaO with Li2SO4 and showed that the
Li2SO4-nano CaO adsorbent maintained a 51% conversion after 11 cycles, compared to pure
nano CaO maintaining 27.3% under the same conditions. The superior performance of the
Li2SO4-nano CaO adsorbent was attributed to pore enlargement and increase in macro-pore
proportion through the Li2SO4 addition. Moreover, there were increased reaction rates and
a lowering of the decomposition temperature by 15 ◦C in comparison with the pure material.
In another work [95], different MgO concentrations were added to the CaO material.
The additions with 5 and 10 wt% of MgO exhibited high CO2 adsorption and retention
capacity over multiple cycles. In particular, the CaO with 10 wt% MgO exhibited steady
adsorption capacity over 30 cycles. Similarly, Wang [96] recently synthesized a porous
MgO-stabilized nano CaO powder and realized highly effective long-term conversion
because of its resistance to pore-plugging and sintering. Benitez-Guerrero [97] reported
the synthesis of porous CaO/SiO2 composites through a bio-template route using calcium
nitrate, Ca(NO3)2, and rice husk as support. The morphology and composition of the
biomorphic material improved the CaO multicycle activity, as it served to enhance CaO and
inhibited pore-plugging effects. The influence of SiO2 on CaO/CaCO3 was also studied
by Chen et al. [98]. The optimal 5 wt% SiO2-doped CaCO3 was demonstrated to enhance
the reactivity and heat capacity, and led to a 28% enhancement of the reversibility, owing
to the rise in grain boundary migration resistance. Table 4 shows the cycling stability
achievements of some dopants, adapted from [98].

Table 4. Comparison of cycling stability of CaO/CaCO3 after doping [98].

Doping Materials Number of Cycles Storage Conversion

SiO2 20 62.09%
Li2SO4 11 51.0%
MgO 20 42.03%
Ca3Al2O6 20 51.69%

Binary metallic elements and oxides have been experimented with recently. For in-
stance, composites of CaO doped with Mn and Fe were reported to enhance the cycling
stability of the TCES material [99]. A synergy between the small grain size and the rein-
forced skeletal structures prevented agglomeration of the composites, thereby enhancing
their cycling stability. On the other hand, Sun et al. [100] reported that 5 wt% Al2O3 and
5 wt% CeO2 co-doped on CaO showed the highest and most stable energy storage capacity
under the carbonation pressure of 1.3 MPa during 30 cycles. In addition, the synthetic
material possessed strong basicity and provided a large surface area and pore volume
during the multicycle energy storage. Again, Raganati et al. [101] experimented with the
application of an acoustic perturbation method that remarkably enhanced the carbonation
performance of fine limestone particles. Indeed, it prevented agglomeration, which affects
carbonation from both the gaseous (CO2) and solid (CaCO3) sides of the reaction, thus
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enhancing the fluidization quality, reactants’ contact, and mass transfer coefficients. More
information on in situ data of CaCO3 doping samples, measurement parameters, and
results can be accessed in the work of Moller et al. [102].

Calcium carbonate has the most economic advantage of being widespread, cheap, and
having high gravimetric energy density (3029 kJ/kg). The high operating temperatures
make this TCES system suitable for various applications such as integration with a solar
furnace, and calcium-looping technology. However, this system is stable only up to 20 cycles
without any degradation in the absorption capacity. The cycling stability and reversibility
must, however, be improved up to 1000 cycles to make this system practical [8].

2.2.5. Deoxygenation/Oxygenation of Metal Oxides

Suitable transition metal oxides undergo a reduction reaction at high temperatures,
through which thermal energy is absorbed. The reversible re-oxidation takes place below
specific equilibrium temperatures and hence thermal energy will be delivered [103]. Thus,
the reversible reduction/oxidation (redox) reactions of metal oxides show high potential
as TCES materials. In comparison to the other TCES options, redox systems have the
advantage of using air as both the heat transfer fluid (HTF) and the reactant. This eliminates
the necessity for a different heat exchanger or gas storage needs. For this reason, TCES
based on metal oxide redox reactions permits working with an open system [14]. In this
case, it is important to investigate these systems in consistency with the control of oxygen
partial pressure (pO2) [14]. With lowering partial pressures of the reactive gas, the reduction
temperature also decreases, as represented in the Van ’t Hoff diagram in Figure 6.

 
Figure 6. Variation of temperature with oxygen partial pressures for Cu, Mn, Fe, and Co oxides [103].

By comparing metal oxide systems, it was revealed that only cobalt oxide (Co3O4),
iron oxide (Fe2O3), copper oxide (CuO), and manganese oxide (Mn3O4) showed befit-
ting reaction temperatures, enthalpies, cycling stabilities, and material costs [103]. In an-
other work, Silakhori et al. [104] assessed the redox reactions of CuO/Cu2O, Co3O4/CoO,
Mn2O3/Mn3O4, and Pb3O4/PbO using TGA. The results showed that CuO/Cu2O and
Co3O4/CoO were highly reversible under isothermal pressure-swing cycles, while
Mn2O3/Mn3O4 exhibited slight signs of sintering, and Pb3O4 was unreactive up to 550 ◦C.
The free Gibbs energy (ΔG◦) was determined for several oxides and PbO2/PbO, PbO2/Pb3O4,
Pb3O4/PbO, CuO/Cu2O, and Sb2O5/Sb2O3 were confirmed to show thermal storage at-
tributes based on negative ΔG◦. Among these, CuO/Cu2O displayed higher total enthalpy
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of 404.67 kJ/mol. However, the occurrence of phase transition was observed at temper-
atures near 1200 ◦C, and the molten state is prone to corrosiveness. Deutsch et al. [105]
carried out kinetic investigations of the CuO/Cu2O reaction cycle under isothermal and
isokinetic conditions and used simultaneous thermal analysis (STA) and a lab-scale fixed-
bed reactor. The outcome of the reaction resulted in substantial discrepancies between both
analyses. In STA, outstanding stability of the reaction over 20 cycles was shown with some
sintering occurring, whereas heavy sintering occurred in the reactor, which hampered the
reaction as well as increased the reaction time three times higher than previously reported
values in the literature. Alonso et al. [106] tested the suitability of CuO/Cu2O in an argon
atmosphere and the results indicated the reduction of CuO led to nearly 80% conversion.
The reduction in air atmosphere was not favourable because of stronger coalescing parti-
cles that hindered the redox reactions. The synthesis of porous CuO-based granules with
yttria-stabilized zirconia (YSZ) was also reported [107]. The synthesized granules exhibited
high conversion over 100 consecutive cycles in air between 950 and 1050 ◦C. Stable cycling
performances were also obtained in the reactor for 30 consecutive isobaric and isothermal
operation modes.

Cobalt and manganese oxides have also been considered promising redox systems
for TCES. The CoO/Co3O4 system has the potential to be the most suitable pure metal
oxide system for TCES due to its fast reaction kinetics and complete reaction reversibility.
However, cobalt oxide is also considered potentially toxic and would not be cost-effective
for large-scale storage [108]. On the other hand, the Mn2O3/Mn3O4 redox couple is
favoured in terms of minimal cost and toxicity in comparison to its alternatives and
has been suggested as an appropriate material for TCES. However, several contentions
have been singled out with respect to its capability of full energy storage sustainability
with the required number of cycles necessary for this application [109]. In view of this,
Bielsa et al. [109] studied several variables such as temperature and heating/cooling rates.
A suitable choice of these variables was shown to enhance the heat storage capacity by
1.46 times in a 10-cycle test. The weight-change curves during the TGA are shown in
Figure 7, although several levels of sintering were observed, proving the major drawback
of this material.

 
Figure 7. Weight-change curves during 10 Mn2O3/Mn3O4 TGA cycles between 500 and 1100 ◦C [109].

Andre et al. [110] studied the impact of Fe, addition which decreased the redox
activity and energy storage capacity of Co3O4. However, the cycling stability of Mn2O3
was significantly improved with added Fe amounts above 20 mol% while the energy
storage capacity was unchanged. Similarly, a mixed oxide of Co-Cu-O with low amounts
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(<10 mol%) of Cu showed very good cycling stability and higher reaction enthalpy than
the others (Mn-Cu-O and Co-Mn-O systems) [108]. Neises et al. [111] performed 30 cycles
on a 5 wt% Al2O3-doped Co3O4 without any material degradation but yielding only a
50% conversion. This was attributed to the insufficient stirring and mixing of the metal
oxide particle bed inside the reactor. Notwithstanding, about 400 kJ/Kg energy density
was achieved per cycle. The graphical presentation of oxygen absorbed per mol of the
doped Co3O4 during reduction is shown in Figure 8.

 

Figure 8. Amount of oxygen per mol of Co3O4 and conversion during reduction [111].

In contrast, Carrillo et al. [37] obtained results that indicated that operation with pure
oxides (Mn2O3 and Co3O4) was more effective for TCES application compared to their
mixed oxides. Although the values of heat released and absorbed for Mn2O3 were far from
those obtained with Co3O4, its excellent cycling stability, low toxicity, and low cost make it
an interesting candidate for heat storage applications. Relatively, the Cu2O/CuO system
has more prospects for TCES application than the CoO/Co3O4 system if the reaction is
optimized in the reactor. In one experiment [112], isothermal runs at different oxygen
partial pressures were carried out with TGA, and defined fractions of CuO samples were
analysed. The results revealed that the oxygen partial pressure affects the kinetics, and
the reparameterization of the pressure term influences the kinetic analysis of the oxidation
reaction. It was concluded that the models described for various parameters provide
indispensable prerequisites for the redox reactor designs [112].

So far, this section has presented focused discussions on the various aspects of TCES
materials at low, medium, and high temperatures. It is, nevertheless, exigent to present a
comparison of some techno-economic parameters of these materials, as summarized in Ta-
ble 5. The materials in the table are representative candidates according to each temperature
domain and could help in making preliminary considerations for suitable technology.

Table 5. Comparison of cost, efficiency, and charge/discharge cycles of TCES materials.

Material
Reaction
Temperature (◦C)

Energy
Density (kJ/kg)

Price ($/kg)
Conversion
Efficiency (%)

Number of
Cycles

Reference

MgCl2.6H2O 130 940 0.18 87 25 [22,113]
MgH2 300–480 2160 800–900 20 20 [8,12,22,113]
Ca(OH)2 400–600 2000 0.1–0.18 49 100 [8,20,113]
CaCO3 973–1273 3029 0.2–2.05 27.3 30 [8,9,12,22,113]
Co3O4 863–896 844 10–20 70 30 [8,104,113]
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Ferchaud et al. [114] demonstrated that the heat stored (0.84 GJ/m3) and released
(0.71 GJ/m3) in MgCl2.6H2O was, respectively, 79% and 87% in the storage cycle. The
small difference in the charging/discharging heat was attributed to the textural changes in
the material. In another TGA/DSC test, the MgCl2.6H2O material showed a 40% lower
heat output after 25 cycles and a further 10% drop at the 28th cycle, compared to the
first [115]. An open sorption system using MgCl2.6H2O has also been tested, but the
lower heat-recovery efficiency resulted in a power loss of nearly 70% [116]. It is common
knowledge that the actual energy density obtained from experimental prototype tests
differs significantly from the theoretical energy density [59].

For MgH2, a multicycle system has been reported [117], where cycle 1 represented the
activation phase at around 300 ◦C. The desorption kinetics showed a slight improvement
from cycle 4, and stabilized in cycles 6–8 with 90% storage efficiency. However, performance
degradation of the system was noticed after 10 cycles with a storage capacity reduction
of 50% after 20 cycles. However, a solar-heated MgH2 material at 420 ◦C showed the
metal hydride to be thermally cycled more than 20 times with a minimal loss in hydrogen
capacity [118]. A coupled TGA study of a modified MgH2 powder also reported a cyclic
conversion of 98.4% after 30 full cycles, with a calculated degradation rate of 0.00043 wt%
per cycle [119].

In TGA experiments, a remarkable 100% conversion efficiency and cycling stability of
Ca(OH)2 has been proven over 100 cycles up to 95.6 kPa vapour pressure [78]. However,
only 32 charge/discharge cycles could achieve 100% conversion efficiency at 100 kPa due
to material structural failure [80]. Yan and Zhao [120] analysed the charging/discharging
characteristics of Ca(OH)2 and showed that heat storage efficiency increased with tempera-
ture (47% at 510 ◦C and 65% at 540 ◦C). However, higher heat-release efficiency could be
achieved by reducing the temperature and increasing the vapour pressure. In particular,
the conversion was 31.7%, 60.9%, and 72.8% under vapor pressures of 180 kPa, 240 kPa,
and 320 kPa, respectively.

Generally, pure CaCO3 does not show complete reversibility during decarbona-
tion/carbonation cycles due to pore-plugging effects [9]. The best performance reported a
40-cycle high-temperature carbonation/decarbonation run. The initial cycle was always
100%, but the cyclic conversion progressively decreased due to the loss of pore volume [9].
A recent study on the multicyclic stability of different CaCO3 minerals showed a limitation
after 20 conversion cycles [97]. A comparative study of a sulphate-modified CaCO3 found a
51% cyclic conversion over 11 decarbonation/carbonation cycles, which was higher than the
27.3% of pure CaCO3 [121]. Thus, the addition of inert materials is seen as a viable option
for improving the cycling stability of the CaCO3. This is proven by CaO multicycle conver-
sion data for different pretreated samples over 20 carbonation/decarbonation cycles carried
out under calcium-looping-concentrated solar power (CaL−CSP) storage conditions.

For Co3O4, TGA results show rapid full thermal reduction and complete weight recov-
ery for CoO oxidation to Co3O4 [11]. Hutchings et al. [122] reported 100 cycles of Co3O4
between 870 ◦C and 955 ◦C with 99% conversion efficiency and no evidence of degradation
under these conditions. Again, Co3O4 powders exhibited long-term (30 cycles) perfor-
mance with complete and reproducible cyclic redox performance within the temperature
range of 800–1000 ◦C [123]. It has been observed that TGA results generally show higher
oxidation fractions with lower cooling rates. Neises et al. [111] tested the solar-heated redox
reaction of Co3O4 for 30 cycles in an integrated system and achieved a storage density of
400 kJ/kg per cycle. The system was only limited by insufficient mixing of the material.

3. Thermochemical Energy Storage Reactors for Solid–Gas Reactions

Reactors provide the platform for the operation of thermochemical storage systems.
To guarantee efficiency in the charging and discharging process of the TCES material,
an innovative reactor concept fashioned for particular operation and storage material is
necessary [124]. That is, the nature of reactants or the type of reaction determines the type
and design of the reactor and the system integration. Additionally, the art of designing
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efficacious reactors is as important as material enhancement itself. Different criteria have
been used to classify reactors, such as operation mode, number of phases, reaction types,
or a combination of these [125]. Based on the mode of operation, three major solid–gas
reactors are implemented: fixed (packed)-bed, moving-bed, and fluidized-bed reactors [8],
as shown in Figure 9.

Figure 9. Classification of solid–gas reactors [8].

3.1. Fixed-Bed Reactors

Fixed or packed beds are hollow tubes, pipes, or other vessels filled with packing
materials for chemical processing. The packing material may contain catalyst particles
or adsorbents, and the purpose of such a bed is to improve contact between two phases
in a chemical process. Thus, in packed-bed reactors, the solid reactants/products are
arranged in the vessel’s bed during heat storage and release, with the flux of reactants
passing through the stationary bed. The HTF and reactants are not in contact with each
other, resulting in heat transfer through the walls of heat exchangers.

Fixed-bed reactors are the most common lab-scale test rigs and have been investigated
by Schmidt et al. [126]. In this work, several dehydration and hydration cycles were
performed to study the charge and discharge characteristics of a 20 kg Ca(OH)2 material.
The dehydration was performed at 45 ◦C and the rehydration at about 55 ◦C. A conversion
of 77% without degradation after 10 cycles was achieved. Investigation of different charging
and discharging temperatures was then recommended to optimize the overall conversion
of the material. Again, Ranjha et al. [127] modelled a two-dimensional rectangular bed
filled with CaO/Ca(OH)2 powder for different flow geometries and bed properties. They
showed that increasing the porosity of the bed provided higher energy density but slowed
the reaction, resulting in a lower average outlet temperature. A possible remedy for this
deficiency would be to increase the bed dimensions, but this could result in a slower reaction
owing to the poor thermal conductivity of the materials. This suggests that a systematic
optimization process could be applied as a compromise between various parameters.
However, this depends on the desired output temperature, energy requirements, and the
rate of thermal energy storage and retrieval. Figure 10 shows the results of comparing
varying bed porosities with total conversion time and the maximum outlet temperature in
counter-current flow geometry.
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Figure 10. Outlet temperature of the HTF and the conversion as a function of time during hydration
for bed porosity of 0.6, 0.7, and 0.8 in counter-current flow geometry [127].

On the other hand, Funayama et al. [128] evaluated a 60 g Ca(OH)2 pellet in a packed-
bed reactor. The heat storage density of the bed was 1.0 MJ/L-bed, and an average heat
output rate of 0.71 kW/L-bed was observed for the first 10 min under a hydration pressure
of 84.6 kPa. Although the bed showed a net expansion and formation of agglomerated
lumps in the middle, the effects had a small influence on the reactivity. The stability of the
reaction conversion of the bed was demonstrated during 17 cycles of experiments. Figure 11
shows the experimental setup for the test rig.

Figure 11. Schematic diagram of the experimental setup in Funayama et al. [128].

It is established that the heat transfer coefficients in indirectly heated fixed beds
are generally limited by the low thermal conductivity of the reactants [129]. Therefore,
a fixed-bed reactor in indirect operation at varying technical operating conditions was
investigated by Schmidt et al. [130]. Thermal charging and discharging were experimentally
demonstrated at vapour pressures between 1.4 kPa and 20 kPa. This indicated the possibility
of operating the system at low vapour pressures, thus raising the total efficiency of the
storage system. However, the range of operation of the Ca(OH)2 system was constrained
because of its efficient rate of reaction at low vapour pressure. Again, Peng et al. [131]
simulated fixed-bed reactors under various operating conditions, and the impact of key
process parameters was evaluated. An optimized model for the design was then used
to compare the performance of three TCES reactors for Mn2O3, Ca(OH)2, and CaCO3.
The results showed CaCO3 and Ca(OH)2 had more favourable conversion efficiencies.
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Moreover, the HTF inlet and outlet temperature profiles also indicated the two afore-
mentioned reactors rapidly reaching the endothermic reaction temperature. These results
are shown in Figure 12.

Figure 12. (A) Bed conversion efficiency and (B) fluid temperature of fixed-bed reactors. In (A),
conversions at the start of charging (t = 0) are shown as dashed lines, and those at the end of charging
(t = 6 h) as solid lines. In (B), fluid temperatures at the inlet are shown as dash-dotted lines, and those
at the outlet as solid lines (blue: Mn2O3, red: Ca(OH)2, green: CaCO3) [131].

On the other hand, Schaube et al. [132] earlier investigated a reactor with direct
heat transfer for the CaO/Ca(OH)2 material. The simulated results of a 2D model devel-
oped showed good agreement with experiments. However, deviations were observed in
temperature characteristics with an increasing flow rate of the HTF. This was due to the
overestimation of the reaction rate. To forestall this in further research, a derived kinetic
equation would be adapted to the actual conditions, for instance, particle size, to account for
diffusion limitation. Then, the developed model could be used to predict the performance
of a reactor with direct or indirect heat transfer.

Therefore, integrating these heat storage systems into industrial processes needs
additional theoretical and experimental investigations [28]. Improving the low thermal
conductivity, for instance, in an indirectly heated fixed bed requires a large heat exchanger,
which adds cost. One way to surmount this challenge is to separate the heat exchanger
(power) of the costly reactor from the storage material (capacity). A moving-bed concept in
which the material moves through the reactor could be used to accomplish this [133].

3.2. Moving-Bed Reactors

In moving-bed reactors (MBRs), the bed can be shuffled in continuous or regular inter-
vals in portions, and the flow of fluid is similar to what happens in a fixed bed. Moving-bed
reactors were thought to have the advantage of improving thermal conductivity through
enhanced solid–gas particle interaction. These solid–gas reactors can be categorized into
two different regimes: (i) the axial-flow regime (concurrent and counter-current) and (ii) the
crossflow pattern [134]. For instance, in the axial-flow solid–gas moving bed configuration,
the advantages of the counter-current flow regime have been applied through the direct
interaction of reactants. In this case, the solid flows downward while the gas moves upward
as the chemical transformation occurs.

Notably, fine powders were observed to have very low flowability [135]. To improve
this, a 1D simulation of a manganese-iron oxide (Mn-Fe oxide) TCES reactor was investi-
gated [136]. An extension of the particle flow model was simulated for a counter-current
MBR, and complete conversion was attainable only for low gas as well as low rates of solid
flow. Thus, the oxidation kinetics of the redox transition was the limiting factor. Moreover, a
contrasting trend was observed in which the energy density dropped, although the thermal
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power surged independently of the attained conversion efficiency in the given conditions
of operation. (See Figure 13). Additionally, sensitivity analyses revealed the possibility of
channels developing within the moving bulk material, which could slow down the heat
transfer between solid and gas. Hence, a proposal for direct and indirect heat transfer
coupling was recommended as a promising operational mode.

Figure 13. Thermal power of the MBR for the steady-state case and energy density of the material
with different particle and gas flow rates [136].

Furthermore, Preisner and Linder [137] investigated the reaction behaviour of manganese-
iron oxide (Mn-Fe oxide) at different temperatures and pressures. The TCES material was
oxidized to an extent of 80.2% after a previous reduction of 77.1% at 20 kPa oxygen partial
pressure. Moreover, a sufficiently stable oxidation/reduction reaction was established for
two successive cycling tests (of 30 cycles each) in TGA. However, the flowability of the
material particles was limited at high temperatures between 850 and 1050 ◦C due to mass
loss, as shown in Figure 14.

Figure 14. Relative mass loss of the Mn-Fe oxide during the first 30 redox cycles [137].

Huang et al. [138] investigated the complex physical and chemical transport phenom-
ena in MBRs. The coupled heat/mass transfer and reactions were successfully modelled
based on uniform flow and plug flow. Both models showed potency for simulating the
transient flow processes. In particular, the plug flow model based on Ergun’s equation
successfully predicted the increased gas velocity inside the reaction zone. However, due to
a lack of exact information on the heat flux input during the transient phase, the reaction
zone temperature was overpredicted, and this led to overestimated oxygen concentration
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at the exit. In another concept, a rotary kiln was also tested for suitability in a thermo-
chemical storage process [106]. Rotation movement helped to improve the reactiveness of
the sample by mixing the particles. However, the reaction was handicapped because of
strong coalescing particles. Additionally, the chemical conversion was significantly lower
for oxidation than for reduction. For this reason, optimization of the operation parameters
such as rotational speed, particle size, gas flow, and initial mass of reactant was recom-
mended. This would increase the conversion of both reduction and oxidation and avoid
the progressive loss of reactive fraction. So far, no successful operation of a moving-bed
reactor over multiple cycles has been reported [135].

3.3. Fluidized-Bed Reactors

For fluidized-bed reactors, the fine solid particles are sustained in suspension by the
fluid’s upward flow [57]. Essentially, the base of a fluidized bed is similar to that of a
fixed bed. With the increase in the fluid velocity, the solid particles are suspended at
the minimum fluidization velocity. Better heat and mass transfer can be accomplished
with fluidized-bed reactors (FBRs). FBRs require significantly lower gas velocities [135],
therefore, they have been extensively suggested for more efficient TCES. However, getting
the material fluidized, which in turn demands a huge increment in gas flow volume, has
the consequence of decreasing the efficacy of the stowage mechanism. Notwithstanding,
the advantages of fluidized beds over other reactors include better reaction efficiency due
to enhanced fluid-particle interaction. Again, besides the limited pressure drop across the
bed, fluidized beds efficient HAM transfer from the continuous particulate interactions and
higher transfer coefficients [139]. In addition, the uniform temperature gradient ensures
the elimination of dead zones and hot spots. A comparison of the three solid–gas reactors
is summarized in Table 6.

Table 6. Comparison of fixed-, moving-, and fluidized-bed reactors [24].

Reactor Advantages Disadvantages

Fixed/Packed bed • Easier modelling • Low heat and mass transfer
• High-pressure drops

Moving bed • Direct solid–gas heat transfer • Complex hydrodynamics

Fluidized bed
• Minimization of hotspots and thermal instability
• High heat transfer coefficients

• Complex hydrodynamics and modelling
• Internal component erosion

Generally, TCES technology is still at the infancy level, notwithstanding the increasing
investment in research. So far, no known commercialization project has been launched, but
a number of lab-scale projects and, in some cases, prototypes are reported [26]. We, again,
present a focused outlook on the technology status of the potential TCES systems in the
low to high-temperature range (Table 7).

Table 7. Examples of TCES system prototypes and projects.

Reference Storage Material Technology Description

Zondag et al. [140] MgCl2.6H2O Packed bed

� Prototype for solar heat storage
� Produced heat for 40 h
� Power transfer efficiency of 33%

Delhomme et al. [141] MgH2 Tank rig

� Reactor coupled to an industrial heat source
� Degradation after 10 cycles
� Achieved 60% efficiency
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Table 7. Cont.

Reference Storage Material Technology Description

Schmidt et al. [126] Ca(OH)2 Fixed bed

� Reactor with indirect heat transfer
� Achieved 10 stable reversible cycles
� Attained 77% efficiency and 10 kW power

Meier et al. [142] CaCO3 Rotary kiln

� Solar-heated moving-bed reactor
� Achieved 90–98% conversion rate
� 10 kW power; thermal efficiency of 20%

Neises et al. [111] Co3O4 Rotary kiln
� Solar-heated prototype reactor
� Achieved 30 stable cycles with 90% efficiency

It can be seen that current projects or prototypes involve mainly packed (or fixed)
beds and moving beds (rotary kilns). Fixed-bed reactors can be operated continuously, are
cost-effective, and offer high reaction conversion per unit mass of material. A rotary kiln,
on the other hand, serves to raise materials to high temperatures. The rotation of the vessel
ensures a continuous movement of materials between the entrance and exit of the kiln. In
the literature, fixed-bed and moving-bed prototypes have a reactor efficiency of between
12 and 69%, whilst the whole (integrated) system efficiency is between 12 and 42% [21]. In
terms of the overall cost of TCES technology, a probabilistic analysis is necessary to account
for the variability and uncertainty of transient factors [143]. A method to estimate the capital
costs and the profitability of TCES systems has been developed by Flegkas et al. [144].

Designing a gas–solid reactor is influenced by three factors: reaction system kinet-
ics, particle size sequence, and particle flow model for solid and gas in the reactor [57].
This supposes a requirement for system modelling to deepen understanding and help
in the simulation of processes. Moreover, the research effort is currently aiming to gain
new insights into the reactants’ basic molecular level, as well as scale up improvements
and optimization of fluidized beds [139]. Admittedly, the modelling of these systems is
complicated, and more so when storage materials are to be included. Many researchers
have carried out work on the modelling of physical phenomena in TCES reactors. Thus
far, numerical or experimental efforts have rarely investigated the physical and chemical
processes at the particle scale [28]. Moreover, it is only recently that energy and exergy
analyses on conceptual thermochemical heat storage systems are being implemented.

Flegkas et al. [145] proposed a method to model FBRs based on solid-state kinetics
and fluidization hydrodynamics, using the MgO/Mg(OH)2 reaction couple. The reaction
enthalpy dropped significantly using water, hence the supply of steam constituted the main
drawback. In another work, Angerer et al. [135] proposed a reactor concept featuring a
bubbling fluidized bed with continuous, guided solid flow and immersed heat exchanger
tubes. Fluidization of the CaO/Ca(OH)2 powder proved herculean, but challenges were
surmounted with the use of mild calcination settings and a peculiarly designed gas dis-
tributor plate. Analyses revealed that heat transfer between the reactor and the immersed
heat exchangers had the largest influence on the system performance. The results of the
first steady-state experiments in a new power plant implemented to investigate the idea
under practical reactor conditions were reported by Rouge et al. [146]. The basic conceptual
scheme of the integrated system is shown in Figure 15. The experimental results during
dynamic and steady-state periods were fitted to a KL reactor bubbling-bed model. The re-
actor performance modes were sufficiently predicted by the model, as observed during the
experiments under dynamic and steady-state conditions. This model would be a relevant
tool for the future expansion of this energy storage technology.
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Figure 15. Basic conceptual scheme of the CaO/Ca(OH)2 energy storage system [146].

In addition, Mu et al. [147] carried out a numerical simulation study of the thermal
behaviour and hydrodynamics of FBR using the computational fluid dynamics-discrete
element method (CFD-DEM). The effects of superficial gas velocity, bed height, and heat
source distribution were analysed. The results showed that both the gas superficial velocity
and the bed aspect ratio had a profound influence on fluidization behaviour and tempera-
ture distributions. Figure 16 shows the voidage as a function of the superficial velocity and
aspect ratio. This work is similar to that of Hawwash et al. [18], in which the reactor design
and area ratio were shown to impact the thermal performance and energy storage during
the dehydration of a TCES material.

Figure 16. Temporally and spatially averaged bed voidage as a function of superficial velocity and
aspect ratio [147].

Despite these milestones in understanding reactor dynamics, technical barriers still
exist in conventional thermochemical energy storage systems. Efforts to enhance reactants
with various additives or using different geometries of reaction beds have not abated the
dynamic limitations of HAM transfers. For this reason, Darkwa et al. [148] proposed and
investigated an agitated fluidized-bed reactor system. The model revealed substantial
improvements in adsorption capacities and enhanced heat transfer rates. However, the
thermophysical variables that influenced the minimal fluidization velocity in the adsorption
column needed to be optimized. This would be necessary for efficient exothermic reaction
and thermal exchange. The effect of agitation on the fluidization characteristics of fine
materials was validated with different materials. Kim and Han [149] used fine particles
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(22 μm) of material in a fluidized bed. The agitator was of the pitched-blade turbine type.
The results showed that smoother fluidization was achieved with increasing agitation
speed. Additionally, agglomeration and channelling were reduced by the mechanical effect
of the agitation. Spectral analysis of the pressure drop fluctuation had the shape of a
short-term correlation with different agitation speeds (See Figure 17). The void fraction
also increased with the increasing speed of agitation at the constant fluidizing gas velocity,
as shown in Figure 18.

Figure 17. Power spectrum of the bottom zone of the bed for different agitation speeds [149].

Figure 18. Graph showing an increase in the void fraction of powder material with agitation
speed [149].

Again, the effect of agitation on fluidization in a solid–gas fluidized-bed reactor with a
frame impeller was studied using a 3D unsteady CFD method [150]. The numerical method
combined a two-fluid model and the kinetic theory of granular flow. The results showed
that a substantially high agitation speed yielded higher performance in fluidization in ad-
dition to reduced bubble diameters and internal circulations of particles. Lv et al. [151] also
reported the effectual performance of a fluidized bed under mechanical agitation, where
the symmetrical motion pattern of the bed particles was identified. Similarly, the bubble
diameter was also significantly reduced with increasing agitation speed, as presented in
Figure 19. Furthermore, encouraging results showing the reduction in entrainment rate
and channel flow and enhanced particulate interaction have been reported with an arch
agitator [152]. Again, using a 3D CFD model, Shi et al. [153] established strong evidence
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of improved fluidization efficiency and reduction in the operation stability of a solid–gas
fluidized bed.

Figure 19. Graph of variation of bubble diameter with agitation speed [151].

A variety of reactor types have been developed, as found in the reviews of [19,28].
A concise summary of different reactor classifications, descriptions, and reactor and/or
integrated system efficiencies is available in the review by Gbenou et al. [21]. Much re-
search effort has been devoted to the development of thermochemical reactors, but few
laboratory prototypes have been tested in large-scale pilot projects. In a recent review [26],
the low technology-readiness level of TCES was attributed to the cost or performance of
materials and reactor design. To improve on this rating, the reviewers canvassed a shift
from microscopic views of numerical design processes to macroscopic comprehension of
reactor design and analysis. Their paper, therefore, focused on low-temperature reactors
and, again, reiterated the promise of FBRs. One significant highlight of the work was a pro-
posal for computational resources (COMSOL Multiphysics and TRNSYS software) for the
visualization of reactor phenomena for a better understanding of the transient processes.

4. Overview of Modelling and Simulation in TCES Systems

Modelling and simulation have the potential to improve understanding of the complex
phenomena in TCES, either at the level of the material or in integrated systems. So far in
this review, a good number of numerical studies have been cited. However, this section is
intended to give an overview of the modelling and simulation approaches being explored
by researchers for insights, analysis, or validation in thermal storage experiments. In
the last couple of years, numerical modelling tools have been increasingly used, and the
growing capability in computational power is increasing in reliability and accuracy, as well
as lowering the time and cost invested in traditional experiments. Already, research efforts
are currently aiming to gain new insights at the reactants’ basic molecular level as well as
scale up improvements and optimization of fluidized beds.

At the level of the material, for example, TCES can benefit from the achievements of
molecular dynamics (MD) simulations in establishing good knowledge of thermophys-
ical properties in materials such as phase change materials (PCMs) [154]. In particular,
MD simulation with LAMMPS (Large-Scale Atomic/Molecular Massively Parallel Sim-
ulator) code has proven to be a capable tool for calculating the trajectories of particulate
interactions in materials under some boundary conditions, and there is the possibility of
obtaining desired thermodynamic information. For instance, to adequately decipher the
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metastability in a nitrate/MgO system regarding charging and discharging reactions, Shkat-
ulov et al. [155] carried out MD simulation of LiNO3-doped Mg(OH)2 and pure Mg(OH)2
systems to understand the difference in equilibrium temperatures for the dehydration
process. The results showed striking proximity of the theoretical and experimental values.
Again, agglomeration is one of the recurring challenges, especially in TCES with powder
materials. In a quest for deeper insight into its occurrence, simulations of the agglomeration
behaviour of the CaO/Ca(OH)2 system were carried out [156]. The results revealed that
the agglomeration rate was slower during discharge cycles of CaO in the presence of H2O.
In addition, the introduction of silica (SiO2) particles into CaO was shown to effectively
subdue agglomeration of the reactants. Thermophysical properties of CaO have also been
investigated by Alvares et al. [157]. The obtained theoretical results provided accurate
perspectives for calculating the thermodynamic properties in a temperature region difficult
to access through experiments.

In complementarity to the atomistic scale simulation of TCES materials, suitable
reactor concepts such as FBRs also require optimization of HAM flow, modelling, and
simulation of the impact of transient effects. A large body of literature employs a variety of
CFD-based models for the analysis and prediction of processes in fluidized-bed systems.
The CFD-DEM model has been used to study the thermal behaviour and hydrodynamics
in FBRs [147,158]. In one work, the fluidization velocity and bed aspect ratio impacted the
temperature distribution [147], indicating that multiphase flow influences heat transfer in
the FBR. In another, the particle size, density and bubble formation essentially affected
the thermochemical properties of the fluidized material [158]. Shen et al. [159] carried
out a feasibility study of a solar-integrated fluidized bed employing the CFD Eulerian
model using ANSYS-FLUENT. Analysis of the results showed robust performance of
the bed at high operating temperatures, but stabilization of the outlet temperature was
required for optimal yield. Similarly, a 2D axisymmetric model of the Eulerian type was
used to investigate the MgO/Mg(OH)2 system [160]. The bed temperature was shown
to be unaffected by the efficiency of the heat transfer, but the reactor throughput was
limited by the kinetics of the hydration reaction. Essentially, the rate of gas flow and bed
expansion ratio largely impacted the system heat stowage. The numerical results were
validated experimentally by investigating the energy flow and dissipation optimization
in the FBR. TRNSYS was also used by Li et al. [161] to test the MgO/Mg(OH)2 system for
solar thermal stowage. Analysis of the simulated charging/discharging phases of the TCES
system indicated a contribution of 94.6% of the heating demand during the exothermic
phase. Furthermore, AspenPlus was used to design, model, simulate, and optimize a
combined charge/discharge process for a CaO/Ca(OH)2 system coupled with concentrated
solar power [162]. A sensitivity analysis of the results of the fluidized-bed-based process
flowsheets was comparable to the reported models in the literature.

Although a plethora of literature exists on different models applicable to various
fluidized bed systems, CFD provides a vast array of tools. In a comprehensive state-of-
the-art review of CFD methods, Alobaid et al. [163] described the CFD-DEM model as
becoming formidable if coupled with chemical reactions and HAM transfer, yet still requir-
ing upgrading to be competitive. In particular, CFD-DEM simulations are reported to be
computationally costly in tracking an avalanche of particles in solid–gas flows requiring
the detection of particle–particle and particle–wall collisions. According to the review-
ers, two-fluid models, for example, ANSYS-FLUENT, have the advantage of flexibility
in the implementation of new algorithms and chemical or physical models, such as in
the implementation of the so-called user-defined function (UDF). The major challenge
with fluidized-bed modelling lies in the nonlinear and nonequilibrium behaviour of the
solid–gas flows [163]. This implies a requirement for a combination of more than one model
in the modelling and/or simulation processes. In this review, we emphasize the need to
harmonize efforts from the viewpoint of material development processes to conceptual
reactor design issues, by modelling and simulating the integrated systems. A specific
potential material of interest could be enhanced according to its identified limitations and
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intended application. Molecular dynamics (MD) simulations, especially with LAMMPS
code, can give useful numerical details of the kinetics and thermodynamics of the reac-
tions. This molecular scale insight will be of enormous help in obtaining useful physical
parameters for reaction conditions, design, and optimization of suitable reactor systems.
MD simulations of this nature are, therefore, recommended for various TCES materials of
interest in the desired temperature range of applications.

For the reaction bed, it is auspicious that HAM flow optimization, modelling and
simulation of transient effects, and the charge/discharge reaction kinetics, among others,
can be investigated in the FBR. We propose that modelling and simulating the FBR with
an incorporated agitator mechanism will be a novel approach to enhancing HAM transfer
coefficients via rigorous particulate interactions and shortened residency times. Together
with a suitable heat exchanger framework, the overall efficiency of the system will be raised.
The reactor geometry and the physical phenomena occurring within it could be visualized
using capable computational tools such as AspenPlus software. There are good prospects
for modelling such a transient state with ANSYS-FLUENT that can couple the multiphase
flow and chemical reaction, on the premise of the Eulerian-Eulerian model, heat transfer,
and kinetics equations. The influence of bed and fluid flow dynamics on thermal storage
and release could then be established upon analysis of the reaction processes.

5. Conclusions

This review looked at research efforts in TCES from the viewpoint of energy storage
materials to reactor systems. The work mainly focused on numerical and experimental
studies carried out on promising storage materials from low to high temperatures. Addi-
tionally, the three conventional solid–gas reactor concepts, namely fixed-bed, moving-bed,
and fluidized-bed reactors were reviewed. Metal hydroxides and metal carbonate systems,
especially Ca-based, are currently under renewed investigation. Their attributes of high en-
ergy densities, relative cheapness, and non-toxicity have encouraged interest in developing
compact and low-cost systems for industrial waste heat utilization.

Most promising materials investigated still suffer from agglomeration and low thermal
conductivity, which has limited their performance in the reactor. Efforts have been made
to improve the properties of the materials with various additives with some levels of
success, but the problems of poor mass and heat transfer in different reactor configurations
have remained. Coupled TGA-DSC procedures have been employed to characterize TCES
materials, and these can be helpful for preliminary material selection. Nonetheless, for
appropriate characterization of TCES materials for meaningful reactor design, the materials
need to be characterized in an integrated lab-scale system. Generally, TCES materials are
asserted to show better efficiencies in fluidized-bed reactors than fixed and moving-bed
reactors. Therefore, experimental and numerical modelling of the system is an essential
step in the right direction. Optimizations can be carried out to enhance HAM transfer in
the fluidized-bed reactor, for instance, by increasing the contact between the solid and gas.
We recommend:

1. Developing novel TCES materials with lower agglomeration tendency, improved
thermal conductivity, cyclability, and storage temperatures. This can be achieved by
exploring various composites and the addition of suitable nanomaterials;

2. Redesigning fluidized-bed reactors with novel heat exchangers with thermal prop-
erties for enabling efficient heat transport over the charge/discharge phases to the
HTF;

3. Incorporating a suitable agitator mechanism in the fluidized-bed reactor to facilitate
robust particulate interactions, for enhanced HAM transfer coefficients;

4. Finding appropriate simulation models to describe the kinetics of the TCES materials
and coupled HAM transfer components of the fluidized-bed reactor. This could be
one way to understand all aspects of the integrated thermochemical storage system,
and hence maximize the storage potential of this technology.
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Abstract: Analytical, computational and experimental investigations directed at improving the
performance of latent heat thermal energy storage systems that utilize high thermal conductivity
fins in direct contact with phase change materials are reviewed. Researchers have focused on waste
heat recovery, thermal management of buildings/computing platforms/photovoltaics/satellites and
energy storage for solar thermal applications. Aluminum (including various alloys), brass, bronze,
copper, PVC, stainless steel and steel were the adopted fin materials. Capric-palmitic acid, chloride
mixtures, dodecanoic acid, erythritol, fluorides, lauric acid, naphthalene, nitrite and nitrate mixtures,
paraffins, potassium nitrate, salt hydrates, sodium hydrate, stearic acid, sulfur, water and xylitol have
been the adopted fusible materials (melting or fusion temperature Tm range of −129.6 to 767 ◦C).
Melting and solidification processes subject to different heat exchange operating conditions were
investigated. Studies of thawing have highlighted the marked role of natural convection, exhibiting
that realizing thermally unstable fluid layers promote mixing and expedited melting. Performance
of the storage system in terms of the hastened charge/discharge time was strongly affected by the
number of fins (or fin-pitch) and fin length, in comparison to fin thickness and fin orientation. Strength
of natural convection, which is well-known to play an important role on thawing, is diminished
by introduction of fins. Consequently, a designer must consider suppression of buoyancy and the
extent of sacrificed PCM in selecting the optimum positions and orientation of the fins. Complex fin
shapes featuring branching arrangements, crosses, Y-shapes, etc. are widely replacing simple planar
fins, satisfying the challenge of forming short-distance conducting pathways linking the temperature
extremes of the storage system.

Keywords: extended surfaces; fins; fusible materials; melting; phase change materials; phase trans-
formation; solidification; thermal conductivity enhancers

1. Introduction

Uninterrupted supply of dispatchable energy to residential/commercial/industrial
sectors that is generally provided by the nuclear/fossil fuel power plants has required
great technological advances in recent decades when compared to prior practices [1].
Concurrently, greater concerns with the safety of nuclear reactors and the instability of
pricing/supply of fossil fuels, in addition to more focus on the environment, brought about
re-evaluation of alternative sources of energy, and adoption of renewable sources of energy,
i.e., solar, wave, wind, etc., has emerged. A number of conferences in response to the
energy crisis of early 1970’s were convened [2–10], focusing on alternative and renewable
sources of energy. Intermittency of the output of renewable energy systems demands
design and utilization of effective, reliable and robust storage units. The development
of energy storage systems has long constituted the major bottleneck for deeper penetra-
tion of renewable sources of energy into the market. Among various forms of energy,
thermal energy is a by-product of a diverse group of man-made machinery/processes
and energy conversion systems. Despite its ubiquity, thermal energy is characterized as a
low-grade form of energy, leading to the usage of terms such as waste heat. Based on the
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above arguments, storage of thermal energy (or waste-heat recovery) can be viewed as a
capacitor/accumulator system (thermal battery or thermal buffering) capable of providing
thermal comfort in buildings/transportation systems, conserving energy in various sectors
of the economy, adding to the operational life of electronics and improving the efficiency of
industrial processes.

Thermal Energy Storage in Fusible Materials

Broad classifications of approaches adopted for thermal energy storage (TES) have
not changed over decades [11,12]. TES techniques involving manipulation of sensible or
latent energy through heating or cooling a bulk of material are identified as thermophysical
approaches. Phase change materials (PCM), also known as fusible materials, are widely
used for TES at a constant temperature by taking advantage of their latent heat (heat of
fusion) during phase transition. Paraffins, fatty acids, sugar alcohols, salt hydrates, etc., are
examples of PCM, with their Tm varying over a wide range. In effect, a variety of materials
are convenient for adoption in low-, medium- and high-temperature TES applications.
However, a great percentage of PCM exhibit relatively low thermal conductivity (TC)
that, in effect, degrades the rates of energy discharge/charge. Inserting materials with
high thermal conductivity leading to a composite of PCM/additives is a logical approach.
Introducing metallic fins/foams/wools into PCM has long been practiced. Interactions
of heat transport mechanisms with the adopted configurations of these inserts remain as
challenging issues to be investigated.

Different classes of PCM, their thermophysical/transport properties, encapsulation,
improvement of heat transfer, effects of container shape and system-related topics were
discussed in previous review papers [13–15]. Analysis and performance evaluation of PCM-
based TES during the thawing/freezing cycles are inherently time-dependent. Elucidating
the relevant heat transfer mechanisms (i.e., conduction and convection) encountered in
these phase transition systems and their competing/cooperating roles discussed in these
reviews are limited (except [15]). Prompted by this shortcoming, and due to the greater
importance of TES in recent years, Fan and Khodadadi [16] reviewed literature focused
on improving the effective TC of PCM through the introduction of fixed, non-moving high-
conductivity inserts. Dhaidan and Khodadadi [17] published a review of 63 studies (dating
back to 1966) devoted exclusively to the role of high TC fins in modifying the performance
of latent heat thermal energy storage systems (LHTESS). The present review serves as the
addendum to [17]. Moreover, a number of ignored/hard-to-access papers on the topic,
including 26 articles in Japanese and Korean, are also discussed. In comparison to Abdu-
lateef et al. [18], the present work covers far greater number of articles published on this
topic. Carbon- and metal-based foam structures are not treated in this review. Discussion
of micron- and nano-scale particles introduced into PCM systems is not attempted, and the
interested reader is referred to Khodadadi et al. [19].

2. Depth of Coverage/Scope and Organization of the Current Review

Providing reviews of research work reporting improvement to performance of LHTESS
through introduction of fixed, non-moving high TC inserts/fins/structures not covered in [17]
is the objective of this paper. In effect, an exhaustive review of this topic will be available
for researchers by combining [17] and the current article.

Organization of the Review

Readers of this review should be aware that: (a) Reviews will be discussed in a
chronological order and not thematic, as this is the approach taken by majority of researchers
in getting acquainted with a new topic. The authors believe that students and others being
initiated to this topic can consult this document as a systematic and complete account
of the established knowledge; (b) Each article cited below was fully read by at least
one of the authors; (c) Each article was then discussed among all authors in order to
arrive at a consensus related to its contributions and novelty related to prior work, any
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innovations/duplications, anomalies, shortcomings, etc.; and (d) Artwork in this paper
was taken from the reviewed papers, and the authors do not assume responsibility for their
possible lack of quality.

Summaries of the reviewed articles in relation to the classification of the LHTES units,
specific PCM and its properties, classification of the type of fins, dominant heat transfer
mechanisms, details of the experiments and/or computational/analytical methodologies,
etc., are listed in appropriate tables near the end of the article. Some readers might choose
to consult that information at the outset and proceed to become acquainted with a certain
group of papers that share similar attributes/themes.

3. Research on Improving Performance of LHTESS through Introducing
Inserts/Fins/Structures with High Thermal Conductivity

Improvement of performance of LHTESS, through the addition of extended surfaces
or fins with high TC and various geometric configurations, is widely practiced. In accom-
modating direct contact of the PCM with high TC fins and the active heat transfer surfaces,
the main goal is to remove the shortcomings related to the weak TC of PCM. In addition,
diffusive and convective heat transport within the PCM that are realized without these fins
are extremely important. Through modifying heat transport in logically re-designed TES
systems, charge/discharge characteristics of such units should be improved at the expense
of a smaller amount of PCM and generally heavier weight of the system.

According to [17], introducing fins into PCM was practiced as early as 1966. Numerous
studies were performed since then to investigate the consequences of using fins on melting
and solidification. Many of these studies are discussed in this review, serving as an update
to [17]. After providing a chronological review of the targeted papers, their highlights
will be provided in a tabular form. Classification of these papers will then follow in a
tabular form. Combining reviews of relevant papers in this document and those of [16,17],
which provided reviews/classifications of 75 fin-assisted latent heat thermal energy storage
systems, researchers will have access to comprehensive reviews of 206 papers reported
since 1966. The cumulative frequency of the pre-2016 publications (Figure 1) suggests
uninterrupted ongoing interest in the topic of this review article.

Ismail et al. [20] investigated solidification and melting of a PCM (paraffin and sulfur)
filled in a tube-in-tank setup experimentally. A transparent cuboid tank was located at the
center of a bigger insulated cuboid with a hot working fluid maintained at the Tm of the
PCM circulating through the spacing between these two tanks. Vertical tubes with circular
and square cross sections that were fitted with four ES plate longitudinal fins (LF) attached
to the outer surface of the tubes were inserted at the middle of the smaller tank. The heat
transfer fluid (HTF), silicone, was introduced through an inner circular tube at the top of the
vertical tubes and was then extracted at an outlet port on the periphery of the vertical tubes.
The PCM was filled into the space between the smaller cuboid tank and the finned tube.
Circulation of cold or hot HTFs within the vertical tubes triggered freezing or melting of the
PCM. A lifting mechanism was installed on the top of the setup which was used for raising
the finned tube during the experiment in order to measure the instantaneous thickness of
the frozen layer. The development of the solidified layer was also measured using a camera
system, and also a technique employing recorded temperatures. The varied frozen layers
with respect to time for both circular and square tube cases were presented. Thickness of
the fin did not have major effects on the phase transition process, and further suggested
that a greater number of fins tend to promote the heat transfer rate and solidification rate.
Without showing results, it was mentioned that the improvement of heat transfer was less
marked with the number of fins increasing beyond six. A greater number of fins led to
suppression of convection currents within the molten PCM and decreased storage capacity.
Higher ratio of the inner hydraulic diameter over the outer hydraulic diameter of the tanks
and greater fin height were observed to lead to acceleration of solidification, whereas the
higher ratio of hydraulic diameters resulted in suppression of the convective currents.
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Figure 1. Pre-2016 published papers vs. year of publication reviewed by Fan and Khodadadi [16]
(blue row), Dhaidan and Khodadadi [17] (red row), current study (green row) and total per year
(purple row).

Ismail and Alves [21] performed both numerical and experimental analyses of solid-
ification of eicosane around one of a staggered array of LF tubes within an LHTES unit,
with the HTF passing inside the tubes. Increased fin height, greater value of the number of
fins, lowered compactness ratio and higher degree of superheating (the difference between
Tm and wall temperature) were observed to lead to reduced freezing time, and the effects
of the fin thickness on the freezing time was negligible. Positions of the experimental and
numerical liquid–solid interface (LSI) agreed well. Differences between the two approaches
in the case of long fins can be explained by the inappropriate use of a linear approximation
of the temperature gradient due to the big inclination of the LSI near the fins. Differences
between the two approaches at later instants were due to ignorance of the increased heat
transfer area resulting from the motion of the dendrites near the LSI, which increased the
solidification rate. The emergence of the dendrites accounted for the domination of conduc-
tion during solidification, and the adoption of fins were observed to suppress convection
and speed up the heat transfer rate.

Ho and Viskanta [22] experimentally investigated the thermal performance of n-
Octadecane in a cavity (copper bottom plate, two aluminum vertical walls and two vertical
Plexiglas® windows) during melting and freezing realized by circulating HTF through
channels in the copper plate. Degassed liquid PCM was syphoned into the chamber such
that there was an air gap above the PCM. Profiles of the LSI were recorded photographically.
Conduction was the dominant heat transfer mechanism at the early stage of melting,
whereas density-induced melt motion forced the liquid to overflow above the unmelted
part. Wavy-shaped LSI appeared below the solid core due to unsteady vortex circulation.
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A thicker melt layer was observed at the top, where melting was faster due to natural
convection. Empirical correlation of the molten fraction with respect to dimensionless
time was obtained, showing that subcooling of PCM could delay melting because part of
the energy was transferred to sensible heat to increase the temperature of the solid core,
and specimens with a higher aspect ratio (AR) were observed to induce slower melting
rate. A Mach–Zehnder interferometer was introduced to determine 2-D temperature
distribution and convective recirculation patterns. Convection was observed to intensify
gradually based on the observed fringe lines deflection. ‘Cellular’ flow patterns appeared
near the surface of heat source, but were then suppressed by intensified recirculation
with the progression of melting (Figure 2a,b). A shadowgraph technique was applied to
investigate the local heat transfer coefficient. It was demonstrated that Nuy/Ray

1/4 (Nu and
Ra, being the Nusselt and Rayleigh numbers, are measures of convective to conductive
heat transfer across a boundary, and the importance of natural convection, respectively)
decreased as melting continued, indicating transition from conduction-dominated melting
to convection mode, whereas an opposite trend was observed with the raising of the AR.
A periodic variation of the local Nu number along the base indicated the presence of
multiple recirculating patterns. These fluctuations weakened as the melt zone became
larger, resulting in decreased vortex cells. The energy balance method based on the molten
volume fraction (VF) was adopted to obtain the average heat transfer data from the heated
surface, due to the poor performance of the shadowgraph method at the corner of the test
cell. An empirical correlation of the average Nu as a function of the Ra and Ste (the Stefan
number is a measure of sensible heat compared to the latent heat) numbers, in addition to
the AR and initial subcooling parameters, was presented. As for the freezing experiments,
the solidified layer was initiated at the bottom, then propagated along the conducting
walls. For a smaller AR, a more uniform solidified layer with shorter walls was observed.
Superheating was observed to only influence the early stage of the cooling process. Small
AR was observed to enhance the solidification rate.

Figure 2. Photographs of the interference fringe images in the liquid n-Octadecane during melting in
a rectangular cavity with conducting bottom and side walls, Tw = 30.4 ◦C, AR = 1: (a) t = 240 min;
and (b) t = 428 min. Reprinted/adapted with permission from Ho and Viskanta [22]. Copyright
1984, Elsevier.
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Details of [21] were reported by [23]. For the experimental component, the HTF passed
through a frame-supported vertical single tube which was placed inside the PCM contained
within an insulated shell. At certain time instants, the test model was removed to measure
the radial and circumferential distributions of the solidified layer. The fraction of solidified
PCM, while considering the effects of fin height, number of fins, compactness ratio and
degree of superheating was presented.

Okada [24] investigated melting due to a vertical copper cylinder placed concentrically
in a horizontal disk-like solid n-Octadecane initially at its Tm that was then subjected to a
step change in temperature. Thawing of the PCM, including the effect of natural convection,
was studied by a finite-difference method. Positions of LSI and the temperatures along
the radial direction on the mid-plane of the PCM were measured and agreed well to
computational data. Variations of the Nu on the heated cylinder and dependence of volume
of the molten liquid with the Ra and time were discussed.

Saito et al. [25] reported on the performance of a TES unit incorporating 106 parallel
vertical plate brass fins saturated with naphthalene. A single active wall of the unit was
controlled by the flow of a heating oil (90–100 ◦C) through an oil jet box, in which the oil
was directed into jets impinging on a heat transfer surface. A 2-D vorticity-stream function-
based finite-difference model utilizing apparent TC and specific heat was employed for
simulating the flow and thermal fields in a single PCM cell. The optimum AR of the PCM
cell that gave rise to the maximum dimensionless average heat flux was found to exist
for a given combination of the Grashof number (measure of the relative importance of
the buoyancy and viscous forces), Prandtl number (measure of a fluid’s diffusivities of
momentum and heat) and dimensionless fin pitch.

Freezing around a circular hollow tube (inside of which an HTF was flowing) with
annular fins (AF) placed on the outer surface was studied by Imura and Yoshida [26] using
a 2-D model of a single PCM cell. Among the fin’s radius, length, thickness and the Ste
parameters, the fin length exhibited the greatest variation, whereas the Ste was observed to
have little influence. In addition, a numerical approach utilizing a 1-D quasi-steady state
diffusion analysis was also presented, exhibiting close comparison with the findings of
the 2-D analysis. Imura and Yoshida [27] reported on phase change within an LHTES unit
consisting of a hollow horizontal circular brass tube with brass AF. Water was circulated
through the hollow tube, and n-Octadecane served as the PCM. The experimental data were
then compared to [26]. During freezing, experimentally determined heat fluxes were found
to be 20 percent greater than the numerical results, due to the occurrence of dendrites. The
effect of the St was found to be small, as shown earlier [26]. For the thawing experiments,
convection became more dominant in relation to conduction as the experiments progressed.
Heat fluxes obtained from the experiments were far greater than the values predicted by a
computational approach that ignored flow.

Melting of n-Octadecane around a horizontal rod that included four axial holes drilled
into it as HTF passageways with and without LF was investigated by Betzel and Beer [28].
The PCM was held within a thermally insulated unit and the LSI was visualized through
Plexiglas® plates. Fin materials of PVC and copper were adopted, and three LF in two
patterns (Y and reversed Y) were studied. Based on instantaneous melting contours and
flow patterns, convection was observed to dominate after a short time, prevailing over
conduction. The heat transfer rate was observed to be marked at the top section of the
PCM-filled annulus space between the fins, whereas melting progressed slowly within the
space below the tube and next to lower fins. Symmetric convection cells were found along
the vertical axis. Compared to the bare rode, the PCM melting rate was decreased on the top
annulus sector; however, it was increased within the lower sector for PVC-fins with the Y-
pattern. For the case PVC-fins with the reversed Y-pattern, the melting rate was even slower
than the case with the Y-pattern. A high melting rate and a nearly isothermal liquid surface
was realized with copper fins. The presence of six convection cells contributed to expedited
melting rate for the Y-pattern, whereas for the reversed Y-pattern, only two convection
cells were generated, resulting in a slower melting rate. Correlating the dimensionless
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melting rate to time, copper fins resulted in highest melting rates, whereas the PVC fins
contributed to a slightly higher melting rate compared to bare rod. Y-pattern of fins led to a
faster melting rate than the units with the reversed Y-pattern. Spanwise Gortler vortices
(Figure 3), detected at the concave LSI, enhanced the heat transfer rate. Correlations of the
mean Nu as a function of the Ste and Ra were obtained.

Figure 3. Isometric views of spanwise Gortler vortices corresponding to (a) bare copper rod and
(b) copper rod with reverse Y-arrangement. Reprinted/adapted with permission from Betzel and
Beer [28]. Copyright 1986, Elsevier.

Okada [29] extended [24] by performing experimental and computational analyses of
thawing around a vertical copper cylinder with or without subcooling. Measured positions
of the LSI agreed well with results of the simulations. By lowering the initial temperature of
the PCM below its Tm (dimensionless subcooling factors −0.5, −1, −2 and −3), the melting
rate was suppressed markedly. The subcooling factor lowered the rate of the total thermal
energy storage. Dependence of the average Nu on the surface of the heated cylinder and
the average thickness of the molten liquid region were independent of the subcooling factor.
Volume of the molten PCM for different cylinder diameters, for the case of no subcooling,
were correlated to a dimensionless time that included the AR of the cylinder.

The English translation of Saito et al. [30], i.e., ref. [31], reported results of experimental
and computational studies on melting in a rectangular unit were very similar to [25].
The unit was mounted on a platform that could be inclined. Comparing the unit to the
one used by [25], the main distinction was that the plate fins in the present study were
inclined to the horizontal, whereas only vertical plate fins were studied by [25]. It was
observed that the shape of the moving solid phase varied as the PCM received heat from
the surrounding walls at the contact points. A numerical method that assumed a parabolic
velocity distribution in the liquid phase was developed. Results of the experiments using
n-Octadecane agreed well with computational findings. The average melting rate was
found to be independent of the inclination angle. However, the contacting mode and the
heat flux variation on the walls were dependent on the inclination angle.
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An experimental study in combination with an approximate solution to the phase tran-
sition phenomenon in an LHTES unit consisting of a horizontal circular tube through which
the HTF flowed was investigated by Ito et al. [32]. The specific PCM was n-Octadecane
that surrounded the tube, which was fitted with plate AF. A dimensionless heat extraction
rate, or an apparent Bi (the Biot number is a measure of relative importance of heat transfer
resistances within and at the surface of an object), as a function of a dimensionless time
(obtained by analysis or experiment for the finned tube at a constant wall temperature) was
utilized. Apparent performance of the thermal energy storage unit with the finned tube
was analyzed, exhibiting good agreement with the experimental results.

Sasaguchi and Sakamoto [33] focused on studying thawing in an elemental annular
cylindrical region bounded by two LF and conducting inner and outer tube walls. Melting
that was initiated on the heated inner tube wall depended on the orientation of the test
region (ϕ = −90◦ to +90◦), the angle between the two LF (α = 20◦ to 90◦) and the temperature
of the tube wall. The effects of the orientation of the elemental test region, the angle
between the two fins and the temperature of the heated tube wall on the position of
the evolving LSI, including the influence of convection, were discussed. Addressing
limited computational findings in relation to LHTES systems having tubes with AF (radial),
Sasaguchi [34] reported on the relevant results of a new method. Moreover, the predicted
performance of the units was compared with those of LHTES systems having a tube with
LF and AF (radial) in addition to an unfinned tube. Melting of eicosane in an elemental
annular cylindrical region bounded by two LF and conducting inner and outer tube walls
was studied experimentally by Sasaguchi [35]. Melting was controlled by an array of
impinging radial jets of a hot fluid supplied from a constant-temperature bath. Thawing
experiments were conducted to determine the effects of the orientation of the elemental
test region (ϕ = −90◦ to +90◦), the angle between the two fins (α = 20◦ to 90◦) and the
temperature of the heated tube wall. Expedited thawing next to the fins and the role of
convection in promoting melting are clearly observed. Measurements of temperature of
the PCM were also compared to [33].

The appropriateness of a similarity curve for evaluating the performance of LHTES
units was investigated by Kaino [36]. A system of concentric circular tubes with LF in the
annular space was analyzed the freezing process. A similarity rule was shown to be valid,
as well as to an unfinned unit, while its appropriateness deteriorated with the increasing
number of fins. Differences among similarity curves for various number of fins were so
marked that the configuration effect can also be accounted for. Heat exchanger effectiveness
was compared to existing experimental data, exhibiting good agreement. Computational
studies of Kaino [37] showed that, in a storage unit with LF undergoing freezing, the
influence of the Ste varied with the number of plate fins. Contributions of the sensible heat
released within the PCM, the heat transfer tube and the fins were evaluated separately.
Relation between the solidified fraction and sensible heat for the Bi range 0.1–1000 was
presented. The interplay of the latent and sensible heat was examined for various Ste
numbers, exhibiting an inverse relation. Given the existence of a similarity function varying
with the frozen fraction and independent of the Bi to be linked to uniformity of heat flux on
a heat transfer surface, Kaino [38] focused on the previously studied LHTES units featuring
LF, in which such uniformity was perturbed. For a heat transfer tube made of a high TC
material, the existence of such a similarity rule can be assured for a wide range of tube
thicknesses. However, given a heat transfer tube with a low TC material, the similarity
rule was valid only with considerably thick tube walls. Kaino [39] extended [38] to include
the effects of thickness, TC and the number of fins. It was shown that upon reducing the
thermal conductance of the fin, thickness and/or TC of the fins, the similarity rule becomes
more applicable.
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Phase transition within porous media saturated with a PCM contained between two
parallel planar fins was studied by Sasaguchi and Takeo [40] (English translation [41]).
Heat conduction dominated the freezing process. The effect of the orientation of the fins
with the vertical direction was also investigated. Velocity vectors and isotherms at three
dimensionless time instants during thawing for a case with the fins positioned in the
vertical direction were discussed, and the strengthening effect of natural convection at later
time instants were clearly observed. Similar behavior was observed at the other extreme
with the fins being in the horizontal position.

Al-Jandal and Sayigh [42] studied the performance of a proposed solar tube collec-
tor (STC). Experiments were performed to simulate a storage system using two vertical
cylindrical concentric tubes with stearic acid filling the annular space. This instrumented
set-up shared many features of earlier experimental set-ups going back to 1981 [17], and
discussed above [20,21,23] and later in this paper, since the HTF was introduced within a
vertical end-closed tube. In this work, the researchers also incorporated a path for another
HTF to circulate on the outer shell of the unit. Experimental results corresponding to the
utilization of 13 AF and 3 LF provided quantitative information concerning heat transfer
and transient evolution of the LSI, pointing to the role of buoyancy-driven convection.

Choi and Kim [43] performed a study for unfinned, circular stainless steel 5-finned and
10-finned tube systems. The experimental apparatus was composed of a vertical cylindrical
Pyrex glass TES vessel and a stainless-steel double-tube, with 5 or 10 AF welded on the its
outer surface, with 20 or 10 mm axial pitch. Temperatures of the five-finned-tube system
were always higher than those of the unfinned-tube system. Thermal performance during
melting in all three tube systems were more strongly affected by the inlet temperature
than by the flow rate of the HTF. The volume of melted PCM in the 5- and 10-finned-tube
systems were nearly 25% greater than the unfinned-tube, since the annular finned-tube
system expedited melting and inhibited convective motion. Heat storage in the 5- and
the 10-finned-tube systems were 37% and 48% greater than the unfinned-tube system,
respectively. For the unfinned-tube at low molten VF, the outside heat transfer coefficient
(ho) decreased by increasing the melted volume in the region affected by conduction, while
beyond this region, the melted volume increased by increasing the melted liquid VF. For the
systems with fins, within the finned section, ho decreased sharply since the presence of fins
inhibited convection. On the other hand, beyond this section, ho did not increase as much as
the unfinned-tube system since the fins partially inhibited convection. In the unfinned-tube
system, the heat transfer coefficient was much greater than the value calculated for steady
conduction except near the tube wall. Melting from an outside wall of the convectively
heated unfinned-tube was modeled. The measured melting-front velocity enhanced by
increasing the Ste and Bi exhibited good agreement with the analytical solution. Therefore,
the effect of convection on melting was negligible, and it only contributed to increasing the
sensible heat of the melted liquid PCM. Choi et al. [44] investigated the melting thermal
performance of a low-temperature vertical cylindrical shell-and-tube LHTES. The HTF-
carrying tube consisted of a concentric double tube, with the HTF (water) from the top
inlet of the inner tube flowing downward and then re-directed in the opposite direction,
flowing out through the top outlet placed at the periphery of the outer tube. A helical
type silicon wire was inserted as a turbulence promoter to reduce the thermal resistance
at the HTF side. Twelve equally spaced AF were attached to the outer surface of the HTF
tube, and the tube’s fins and shell were all made of stainless steel. The PCM was kept
at 5 ◦C lower than its Tm. The rate of heat storage decreased sharply at the beginning
during thawing for three types of geometries (thin-finned-tube, thick-finned-tube and
unfinned-tube system) and then tended to slow down gradually. Higher inlet temperature
of the HTF was observed to lead to enhanced rates of heat storage due to improved TD. The
effect of the flow rate was negligible due to existence of the turbulence promoter, which
made the HTF flow turbulent even at low flow rates. The thick-finned-tube exhibited 70%
greater heat storage compared to the unfinned-tube system, whereas the thin-finned-tube
did not promote the heat storage rate noticeably. No transition point was observed in
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the monotonically increasing trend during melting due to supercooling. The heat transfer
coefficient between the PCM and the heat-transfer tube surface decreased with time, and
the thick fins were observed to enhance the heat transfer coefficient by two times greater
than the system without fins. The Bi had no effects on the melting front velocity, and faster
melting front velocity was observed to be closer to the heat transfer surface due to higher
heat transfer coefficient at the initial stage of charging. Melting front velocity increased
with the Ste. Improved consistency was observed between the experimental results and
predictions obtained from an unsteady-state approximation compared to the predictions
from a quasi-stationary approximation. Correlations of the amount of heat storage in terms
of the Fo (dimensionless time), Ste and Re (the Reynolds number that is a measure of the
relative importance of the inertia and viscous forces) were proposed for unfinned-tube and
finned-tube system, respectively.

Freezing of paraffin surrounding an aluminum heat pipe with LF was studied by
Horbaniuc et al. [45]. Considering only diffusive transport, radial and angular solidification
LSIs between two adjacent fins that were independently contributed by heat transfer from
the heat pipe and fins, respectively, were discussed. Thicknesses of the solidified layer
corresponding to two different directions were independently calculated. Moreover, for
determining the angular position of the freezing layer, since the temperature distribution
is unknown, two different temperature variations (exponential and polynomial) were
assumed. Freezing time with 6 fins was more than 180 min, whereas for 12 fins, the elapsed
times were 120 min (exponential) and 150 min (polynomial).

The freezing process was investigated by Choi et al. [46] using the same experimental
apparatus [44]. Supercooling was found to be greater, while, closer to the heat-transfer
surface, and enhanced cooling rate led to a higher degree of supercooling, which is why
the degree of supercooling was observed to be higher for the thick finned-tube system com-
pared to the unfinned-tube. Variations in temperature within the PCM was unnoticeable
along the axis of the tube. The bottom portion of the PCM with lower temperature exhibited
a greater degree of supercooling. For both the thick finned-tube and unfinned-tube systems,
the rates of heat recovery decreased sharply during the initial sensible heat recovery phase,
and then increased rapidly when the latent heat recovery initiated, followed by a decreased
rate after reaching a maximum value. Lower inlet temperature of the HTF resulting in
greater TD led to a higher rate and amount of heat recovery, whereas the effects of the HTF
flow rate were negligible due to presence of an inserted turbulent promoter. The cumulative
amount of heat recovery highly depended on the HTF inlet temperature, but not on the
flow rate. Transition points existed at the beginning of discharging, and the presence of fins,
which prevent crystal growth, delayed the occurrence of transition points. Thin finned-tube
systems did not exhibit significantly greater amounts of heat recovery, since a higher degree
of supercooling offsets the enhanced heat transfer rate due to the presence of fins. Fluidity
was prevented by the fins, the presence of voids due to shrinkage and addition of the
thickening agent, in addition to decreasing the heat transfer rate. On the other hand, the
thick finned-tube system with the same extended area as the thin finned-tube behaved
favorably, indicating the important effects of the fin’s thickness. Similar variation trends
of the heat transfer coefficient were observed for the heat recovery rate. Discharging was
divided into three continuous stages, i.e., initial sensible heat transfer, latent heat recovery
and the unsteady-state conduction phase after the emergence of the solid layer on the
heat transfer surface. Whereas the measured PCM heat transfer coefficient was smaller
than the calculated one from the steady-state conduction equation at the beginning due
to the supercooling, the measured and calculated values agreed well once the latent heat
transfer started. A faster cooling rate was observed for the finned-tube systems, which led
to more severe supercooling, thus lowering the PCM-side heat transfer coefficient. The
unsteady-state approximation provided more accurate results in terms of the freezing front
velocity than a quasi-stationary approximation. The LSI velocity did not depend on the
Bi number for the range of HTF flow rate considered, while this velocity increased with
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the Ste. The amount of heat recovery as a function of the Fo, Ste and Re numbers for both
unfinned-tube and thick finned-tube system were obtained for discharging.

Han and Han [47] examined heat transfer characteristics of low-temperature LHT-
ESS with annular finned and unfinned tubes. The heat storage vessel was 530 mm high
(inner diameter of 74 mm), whereas the end-capped inner HTF (water)-handling tube
was 480 mm high, with an outer diameter of 13.5 mm, similar to [42–44,46]. The heat
recovery rate was affected by the HTF’s flow rates and inlet temperature. Heat transfer
improvement provided by fins, compared to the unfinned tube system, was found to be
negligible in the case thin-finned systems; however, the heat transfer coefficient of the thick-
finned system was about 60% higher than the unfinned system. The experimentally deter-
mined heat transfer coefficients for the unfinned tube and thick-finned tube systems were
150–260 W/m2K and 230–530 W/m2K, respectively. The fin efficiency based on the heat
transfer coefficient and increase in area provided by fins was found to be 0.05 and 0.26 for
the thin- and the thick-finned systems, respectively.

Freezing and thawing of water within a rectangular box with a vertical heat transfer
plate consisting of pin fins with square cross-sections were investigated by Hirasawa
et al. [48]. The influence of the pin pitch and number of pin fins placed in a square pattern
were studied. Distributions of temperature, ice/water VFs and variations of heat flux were
measured, and the flow patterns in the water were observed. During solidification, the
rate of phase change increased monotonically as the number of fins was increased. For
melting, position of the LSI within the unit with 25 pin fins after 65 or 66 min of start of
melting still exhibited the non-uniformity of distance from the heated wall for the case
of no fins. The relationship between the modified Nu and the Ra summarized the role of
natural convection on melting.

Chen et al. [49] conducted a 3-D analysis of freezing and melting of water around
a vertical heat transfer plate consisting of pin fins with square cross-sections. Shape of
the LSI, temperature and velocity fields were evaluated for different numbers of fins
and comparisons against the experimental results [48] were made. Heat conduction was
dominant when the number of fins was high during solidification. For melting, convection
next to the heat transfer plate between the fins was confirmed.

Wirtz et al. [50] studied temperature stabilization of electronic modules by hybrid
coolers using a dry waxy granulate solid–solid organic compound. A modification of a
commercial aluminum plate-fin heat sink, where the lower portion of the space between
the fins was filled with PCM, was employed as the prototype hybrid cooler. An elastomer
coating was used to encapsulate the PCM, and the heat source was bonded to the underside
of the base plate. A mathematical model of a “half-fin” segment of the hybrid cooler was
formulated using a thermal circuit composed of seven-element heat transfer components.
Different heating and cooling strategies were evaluated, and a figure-of-merit characteristic
of the cooler/PCM system was introduced. The simulations suggested that the transient
response of a given hybrid cooler can be characterized by temperature stabilization time
(employed figure-of-merit) that can be measured using a single experiment. Numerical
simulations exhibited that an efficient hybrid cooler should have a high PCM conductance
and small transition temperature interval in order to provide tight thermal control.

Given high heat fluxes observed during the close contact-melting (CCM), Hong and
Kim [51] studied the utilization of split fins in order to enhance the melting speed in an
LHTES unit. The split fin system was an array of fins separated from each other by a gap
distance of 1 mm (total horizontal depth of 53 mm) placed on a heating copper plate, which
was activated by impinging jets of a brine mixture HTF. Melting of ice for both split and
non-split (without 1 mm gaps) fins was studied, showing that CCM by split fins increases
the melting rate compared to non-split ones.
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Inaba et al. [52] investigated convection within an inclined rectangular LHTES unit
having one copper heating wall with plate fins. Emergence of the molten phase and its
position in relation to the effects of plate fin length, inclination angle and heated wall
temperature were identified. Flow patterns for various inclination angles exhibiting the
marked role of natural convection were elucidated. Relevant dimensionless correlations
were presented for this storage unit.

Using an LHTES system to the liquefied natural gas (LNG) vaporization process
can level the fluctuations in the cold energy generation rate, due to daily and seasonal
variations in NG consumption. Yamashita et al. [53] performed liquefaction tests by melting
n-Pentane. Using a rectangular LHTES unit, which had 24 horizontal tubes, each having
12 equally spaced LF, performance of the unit and the heat transfer characteristics around
the finned tubes were investigated. Liquefaction time of the boil-off gas in the unit varied
inversely with the duty of the unit, but this quantity became shorter with the increase in
the duty due to effect of the PCM solid that remained near the outlet of the storage unit.

Thermal performance of PCM incorporated in a photovoltaic (PV) system, to regulate
the temperature rise and provide building heating, was studied by Huang et al. [54]. A
single flat aluminum plate system, two PV/PCM systems without internal fins (system
I with a height 40 mm and depths of 20, 30 and 50 mm; system II with a height 132 mm
and a depth of 20) and a PV/PCM system with internal fins (system III) were selected. The
front plate was exposed to the insolation, and both the front and rear plates were exposed
to convection. For experiment and simulations, and RT25 and for simulations, paraffin
wax was selected. An experimental set-up (0.3 m × 0.132 m × 0.0045 m) aluminum plate,
covered by selective solar absorbing film, was utilized. Two aluminum plate fins (0.0045 mm
thick) fixed to the front wall were employed to validate another part of the simulation. The
resultant melt front and isotherms from experiments were in good agreement with the
simulation results (Figure 4). For system I, flow was upward, adjacent to the front heated
plate of the PV/PCM system, and downward at the LSI, where heat was transferred to the
solid and the fluid cooled. The PCM in the top portion of the system melted faster due
to convection compared to its base. Vertical velocity components were greater adjacent
to the front plate of PV/PCM system and at the melt front. The largest vertical velocity
component in the PCM, either for the rising flow or falling flow, was at the mid-height
within PV/PCM system I. Cooled by the high TC of the rear plate, the density of the
molten PCM adjacent to the rear plate of the PCM container increased, leading to improved
flow. By increasing the ambient temperature, the temperature of the front surface did not
change significantly; however, since less heat was lost from the system, the time required
for melting was reduced. Moreover, with enhancing the incident insolation intensity,
the temperature at the front surface increased and the tm was reduced. For system III,
after 45 min, convective flow of hot molten PCM passed through the gap between the
fin and rear plate at the end of the fins into upper sections, whereas cooler PCM moved
downward through the gap. The flow pattern was maintained until the PCM was fully
molten. Temperatures at the front surface of PV/PCM system I were maintained at a low
value for a longer period than that for the base case plate. For system I, increasing the
depth of PCM beyond 30 mm had an insignificant impact on its performance. Comparing
systems I and II, the average cell temperature was higher, due to the greater amount of the
liquid PCM circulation. Electrical efficiency for system I with 30 mm PCM depth and an
aluminum plate for real operating conditions (3 days starting 21st of June, in SE England)
was obtained. The regulated temperature increased the efficiency of the system. For those
three days, the efficiency was the same for the aluminum plate. However, the effect of
PCM on the performance of the PV/PCM system was slightly different for the first day
compared to the other two days.
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Figure 4. The top figure is photograph of an experiment and they are generally of this caliber. As
for the bottom figure, the extent of “darkness” of the black vectors carries the message even though
it might appear as sign of being illegible. Also, we are borrowing these from the source, and have
not no way of improving resolutions. Instantaneous photographs of the melting PCM showing the
progression of the LSI (above row, left to right) and predicted isotherms/velocities (bottom row, left
to right) for a PV/PCM system with fins (“darkness” of the zones due to the black velocity vectors
suggests greater dominance of natural convective motions). Reprinted/adapted with permission
from Huang et al. [54]. Copyright 2004, Elsevier.

Yamashita et al. [55] extended earlier work [53] by reporting experimental results of
their n-Pentane-based TES tests. Behavior of the PCM freezing was elucidated by studying
the thermal performance of the storage unit and the heat transfer characteristics around
the finned tubes. It was observed that the ratio of stored cold energy to storable energy
was effective for correlating the experimental results during freezing as well as thawing.
In addition, the thermal conductance of the finned tubes, which was lower than that in
melting, was represented by a simple cylindrical model. Yamashita et al. [56] performed
computational analysis of phase change processes in the LHTES system they studied
experimentally [55]. Results of numerical calculations agreed well with the findings of
the n-Pentane-based pilot-plant tests. Moreover, results of the analysis exhibited that the
liquefaction time and amount of discharged cold energy for thawing decreased markedly
when the length of the liquefaction zone within the finned tubes exceeded the total length
of the store.

The thermal performance of stearic acid filled within the shell side of a vertical shell-
and-tube energy storage unit (Figure 5) during solidification was studied by Liu et al. [57].
The set-up consisted of an electrically heated rod surrounded with PCM, which was sealed
with a concentric stainless steel inner tube. The HTF flowed through the annulus between
the inner PCM container tube and the outer coaxial stainless steel pipe, and the whole unit
was insulated. The PCM was initially charged by hot water (at higher temperature than
Tm) to a complete molten state with ES temperature field, followed by freezing initiated by
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circulating water at a lower temperature. A drastic temperature drop was observed during
the initial stage of solidification due to a great TD between the PCM and HTF, domination
of convection in the liquid PCM and quick release of sensible heat. This was followed by a
slowed decreasing rate of temperature after initiation of freezing, resulting from small TC of
the solidified PCM outer shell, shrinkage of area and slower absorption of latent heat. The
temperature declined faster for the solid phase sensible heat diffusion stage after completion
of freezing, though with smaller TD. It was noted that the temperature distribution was
even at the beginning of freezing, influenced by the initial uniform temperature. Thereafter,
the slope of the temperature became steeper as solidification was in progress, and it tended
to become flatter near the end of freezing. The duration of time needed for complete
freezing was drastically shortened with decreased inlet temperature of the HTF, due to the
induced greater TD. The temperature of the PCM was found to decrease with lowering of
the inlet temperature, and the influence became marked as time progressed. Alteration of
the Re (200–500, laminar flow) was observed to not influence temperature measurements
noticeably. Thermal resistance induced by the low convection coefficient was negligible
compared to the resistance due to low TC of the PCM. An enhanced heat transfer rate was
realized with the addition of a spiral twisted split copper AF (Figure 5c) attached on the
outer surface of the inner tube and spanning the whole annular gap. Improvement of the
freezing rate was more pronounced at the initial stage, and convection was suppressed
with the progression of solidification. Fins with thinner widths were reported to be more
effective in enhancing the freezing rate, compared to the thicker fins with same total volume
of fin, due to the availability of a more effective heat transfer surface.

Figure 5. Cont.
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Figure 5. Schematic diagrams of the (a) experimental set-up, (b) locations of 9 thermocouples (T1–T9)
in the storage unit (sub-components 1–16 are identified in the original publication) and (c) spiral
twisted tape copper fins [private communication]. Reprinted/adapted with permission from Liu
et al. [57]. Copyright 2005, Elsevier.

Kayansayan and Acar [58] studied solidification of distilled water filled in the annular
space between the finned HTF-carrying tube (Re in the range 500–7000) and the rectangular
cell container in a shell-and-tube heat exchanger. Two opposite walls of the container were
made of Plexiglas® for ease of recording the images of freezing, whereas all other surfaces
of the container were not Plexiglas® (Figure 6a). One-piece finned tubes (49.2 cm long with
inner and outer radii of 20 and 30 mm, respectively) were manufactured from solid bronze
to eliminate any contact resistance between the tube and the fins. The HTF-carrying tube
accommodated AF (thickness of 3 mm; 54 and 64 mm in diameter). Predictions of the HTF
exit temperature and molten VF of this numerical study agreed well with previous literature,
and a small discrepancy due to negligible wall heat capacitance and wall temperature was
observed. The experimentally recorded diameter of ice (Figure 6b) was compared to the
results of the numerical predictions. Symmetry of the wavy experimental profiles of the
LSIs identified the accuracy of considering conduction solely in the PCM. The solidification
rate was observed to increase with enhanced fin density, the Ste (by lowering the inlet
temperature of the HTF) and the Peclet number (Re Pr), whereas the maximum deviation
was observed for high Re. Overprediction of the thickness of the frozen layer compared to
the observed slower advance of the LSI at high Re of the HTF was attributed to inevitable
heat gains from the ambient temperatures. The outer wall temperature of the tube as
influenced by the fin diameter was apparent at higher Fo, and the solidification rate was
enhanced with greater fin diameter. The fusion rate was higher with a greater number of
fins, whereas this relation tended to be similar for different numbers of fins whose effects
were better felt at high Re. The greatest discrepancies between the experimental results
of the stored energy and predictions were noted at higher Fo and low Re. More uniform
distribution in frozen layer diameter along the flow direction was obtained with greater Re
of HTF. Based on a parametric study of the thermal performance, improvement in energy
storage with enhanced fin diameter ratio was more distinguished at high Re. In effect,
higher fin density was observed to attain higher energy storage capacity, and its effects
were more apparent at high Re.

Huang et al. [59] extended an earlier study [54] of a PCM-assisted PV unit by incorpo-
rating a 3-D model. The rectangular cuboid system (Figure 7a) was composed of an RT25
paraffin wax compartment with one of its sides exposed to insolation. Results of three cases
(3D1, 3D2, 3Df) with different boundary conditions were compared with the previous 2-D
numerical results. For the 3D1 case, the side walls were adiabatic, and for the 3D2 case,
the side walls had a heat transfer coefficient of 5 Wm−2K−1. For the 3Df case, five evenly
spaced aluminum square cross-section pin fins were placed on the front active face, and
the remaining walls were adiabatic. For the 3D1 model, fluid movement occurred in all
directions, which subsequently led to the more visible phase change on the rear surface of
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the 3-D system compared to the 2-D simulations. Moreover, the average temperatures on
the front surfaces of the systems during melting were slightly lower and more stable for
the 3D1 model prediction compared to the 2-D results. Because of heat loss from the side
faces, the maximum vertical component of velocity predicted at the center of the unit for
the 3D2 case was greater during melting in comparison with the 2-D simulations. Based on
the same reasoning, the rate of temperature increase predicted on the front surface by the
3D2 model was lower than the 2-D model; however, the predicted movement of the LSI
agreed well (Figure 7b,c). Moreover, higher velocities were predicted adjacent to both the
front surface and the LSI with the 3D2 simulations compared to 2-D results. After the PCM
was fully molten, the fluid adjacent to the sides slowed down due to the non-slip boundary
condition, and fluid recirculating zones were formed at corners of the cuboid. For the 3Df
model, the presence of high TC pin fins improved heat transfer into the bulk of the PCM
and encouraged thermal homogeneity in the system, but these fins simultaneously acted as
barriers to natural convection.

Figure 6. Schematic diagram of the (a) experimental set-up (sub-components 1–23 are identified in the
original publication) and (b) photographs of the ice fronts on finned tubes (arrays of 14 and 23 fins).
Reprinted/adapted with permission from Kayansayan and Acar [58]. Copyright 2006, Elsevier.
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Wang et al. [60] performed a 2-D study of the effect of orientation of a hybrid aluminum
heat sink, with five aluminum vertical plate fins, with a paraffin wax and air layer occupying
the spaces between the fins. With the heat source at the top identified as θ = 0◦, the unit
was suddenly placed in four different orientations of the heat source (θ = 45◦, 90◦, 135◦ and
180◦). During melting, due to the low density of air and compression of the expanding
PCM, the air phase must move upward. The results illustrated that the effect of orientation
on the thermal performance was limited.

Figure 7. Schematic diagram of the (a) model PV/PCM, (b) 2D vs. 3D predictions of temperature
and velocity fields and (c) combined temperature contours/velocity vectors on selected planes along
with isothermal surface for the case of five pin fins. Reprinted/adapted with permission from Huang
et al. [59]. Copyright 2006, Elsevier.

An LHTES unit composed of an annular finned HTF-carrying horizontal tube and five
distinct PCM cells, with application to solar power generation, was studied by Seeniraj
and Narasimhan [61]. Individual sealed thermal storage cells surrounding the HTF-pipe
were arranged in the flow direction based on a descending order of their Tms. Two different
eutectic mixtures of (LiF-CaF2 and LiF-MgaF2) were utilized as the first and second PCM.
The third to fifth model PCM were assumed to possess declining Tm, but had the same
thermo-physical properties as the second PCM. The HTF was liquid sodium (laminar fully
developed). Performance of the multiple PCM unit was compared with that of a single
unit having PCM-2. The predicted LSI for both systems exhibited expedited melting on
the upstream fin of each compartment in comparison to the downstream fin, with the
multiple-PCM unit showing faster melting at later stages. Whereas the sensible and total
energy for a single PCM system were greater than the multiple PCM unit, the latent heat
for a multiple PCM system was greater than the corresponding value for a single PCM
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unit. Utilizing multiple PCM outweighs implementation of a single PCM in terms of more
uniform exit temperatures of the HTF and expedited thawing.

Saha et al. [62] investigated the contribution of a TES unit (two arrangements of
aluminum pin and plate fins) for thermal management of electronic devices. Considering
the duration of melting and lower operating temperatures, the optimal VF of TC enhancer
in the TES unit (not including the base) was 8%. Maintaining the optimal VF, the influence
of fin geometries and their multiplicity on the performance of TES unit were discussed.
It was found that a greater number (36) of small cross-sectional area pin fins were the
desirable design. Three notable time spans corresponding to the temporal temperature
variations of the heater and PCM were noted, i.e., (i) temperature increase due to the
heat gain, (ii) fairly uniform temperature and (iii) temperature rise due to sensible heat of
molten PCM.

Wang et al. [63] conducted a study of thermal management of an electronic device
(similar to [60]) to investigate the performance of extruded heat sinks filled with PCM.
The expansion of PCM upon melting, convection in the fluid phase and motion of the
solid phase within the liquid were considered. Conduction through the planar fins and
the end walls, and convection within the air/liquid hybrid system, were also simulated.
Increasing the initial PCM VF led to shorter tm that varied with a more gradual slope than
a linear proportionality with the initial VF, since the increased height of the PCM could
promote free convection. Moreover, the temperature rise in the middle of the PCM was
delayed. A higher TD between the base temperature and the melting point caused shorter
tm and a steeper heat transfer coefficient decline with time. Imposition of a square wave
temperature variation led to a faster local temperature rise and a greater maximum stored
energy compared to a sinusoidal waveform. As for the effect of the AR for a given base
heat flux, tm was greater for higher values of the AR. For a given AR, the LSI moves away
parallel to the vertical fin for low values of melt fraction, indicating uniform melting along
the fin surface for AR of 0.5. For a small AR, a wedge-shaped liquid phase was present at
the bottom of the cavities, showing that melting more likely took place close to the bottom.

Kandasamy et al. [64] investigated improving thermal performance of a paraffin-based
heat sink electronic device. Molten PCM was filled in the heat sink case modules with fin
arrangements identified as HS1, HS2 and HS3, which were maintained at 95 ◦C using a
hot plate. The case surface and chip temperatures rose with time due to the heat input at
first, followed by steady-state trends, while a 4–5 ◦C TD was maintained. The transient die
junction temperature with the inclusion of heat sinks was observed to decrease compared
to that of original package, and the HS2 and HS3 modules attained greater temperature
reductions compared to the HS1 configuration. It was observed that the embedded PCM
did not make an apparent difference to the die junction temperature response of the package
for the low level of input power, which was unable to activate the melting of the PCM.
When the input power was raised from 2 to 4 W, the presence of the PCM was clearly
observed, in effect extending the time required to reach the steady-state. Furthermore, the
thermal resistance of the package with a greater power input (4–6 W) was higher. A 3-D
study with the HS1 geometry was conducted. Considering the expansion of the PCM, a
small fraction of the cavity was occupied by air. The simulated temperature at a specific
location was compared to the experimental data, and a good agreement was observed
with only a small discrepancy, which may be due to the difference between the actual and
assumed boundary conditions. The evolution of the contours of the liquid fraction of the
PCM exhibited that the entrapped air promoted the heat transfer rate to PCM in contact
with it, i.e., the presence of the air assisted in melting the PCM from the upper portion in
contact with it when its temperature was above the melting point. Moreover, a curved
interface between the molten PCM and air was observed.
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Agyenim et al. [65] studied melting followed by freezing in four shell-and-tube con-
figurations. The base case consisted of a PCM-filled shell space embedded in a horizontal
HTF-carrying copper concentric tube. Three modified configurations were eight AF or eight
LF welded onto the surfaces of the heat transfer tubes and a multi-tube system consisting
of four cylindrical heat transfer tubes (four planes of symmetry). The presence of the LF
improved conduction heat transfer significantly during charging, due to increased heat
transfer surface area. Moreover, a small region at the bottom of the shell was not melted
completely due to the buoyancy effect, which transferred heat effectively through the
formed liquid channels. The same fin-system led to reduction of the level of supercooling
during discharging because the fins acted as nucleating sites as solidification was initiated,
leading the authors to recommend it for discharge of erythritol in a shell and tube system.
The radially finned system exhibited no significant improvement in tm, and there was no
supercooling since the monitored temperatures at the end of charging were not above the
phase transition temperature. Complete melting times for the configurations with radial
and LFs were longer compared to the multi-tube system due to suppression of convection.
The multi-tube system had the shortest tm due to presence of convection, but demonstrated
a rapid temperature drop to a supercooling temperature of 102.4 ◦C during discharging.

The experimental study of Lee and Chun [66] sought to optimize heat rejection from
an in-situ solar panel. Six 12-Watt panels consisting of different heat rejection schemes, i.e.,
PCM (melting point of 44 ◦C) with no fins, PCM with arrays of profiled aluminum fins
(placed either inward or outward from the panel) and honeycomb at the back of the panel,
were tested. Aluminum honeycomb was imbedded in the back container to improve the TC
of PCM. The solar panel consisting of honeycomb and outward fins with PCM exhibited
best performance in terms of controlling panel temperature and its efficiency.

Agyenim and Hewitt [67] explored the thermal characteristics of a copper-based hori-
zontally oriented longitudinally finned shell-and-tube LHTES with HTF flowing through
the inner tube. Various isotherm diagrams exhibiting progress with time at the midway
cross-section are shown in Figure 8. The trend of the average temperature suggested three
phases during discharging, i.e., solid sensible heating, phase change and liquid sensible
heating. Increased inlet HTF temperature was observed to lead to enhanced heat transfer
rate, more unequal temperature distribution and greater cumulative amount of energy
charged. At the beginning of the heat recovery phase, the supercooling effect was not
observed. Faster temperature changing rates were noticed at the start for both charging
and discharging. More molten PCM was observed at the upper part of the unit compared
to the lower part due to the existence of convection. PCM at the outer periphery of the
store exhibited a higher temperature, resulting from the end effect from the high-TC copper
container. Considering the condenser efficiency, with an air source heat pump, an inlet
HTF temperature of 62.9 ◦C was chosen, though 76.7 ◦C achieved higher average PCM
temperature. The higher inlet HTF temperature was also observed to reduce the average
percentage energy lost to the ambient temperatures. Though a value of 1.19 for the ratio
of energy charged to the theoretical maximum amount of energy available was achieved
after 24 h of charging, not all of the PCM were in the molten state. This observation sug-
gested lower HTF temperature and effective heat transfer mechanism were favorable for
improved melting. The value of U increased faster in terms of the enhanced HTF inlet
temperature during charging compared to discharging. Integration of a PCM-based storage
unit to an air source heat pump to meet 100% residential heating energy load for buildings
in the UK exhibited a 30% reduction of the store size compared to the case using an oil
medium. Radiator surface temperature peaked at the beginning of discharging and then
dropped gradually, and higher values were observed with the increased HTF temperature
during charging.
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Figure 8. Instantaneous isotherms obtained from thermocouple measurements on the vertical mid-
section of the storage unit. Reprinted/adapted with permission from Agyenim and Hewitt [67].
Copyright 2010, Elsevier.

Fok et al. [68] reported experimental results on the cooling performance of different
PCM-based heat sinks for portable hand-held electronic devices. Each heat sink was
attached to a plate heater providing input power of 3–5 W. The system was then enclosed
in a plastic casing made of 2 mm thick polycarbonate. The heater was insulated from the
casing, whereas the top surface was not insulated. One set of experiments was conducted
at constant power levels (i.e., 3, 4 and 5 W) lasting 150 min. Comparing the TD at same
positions, the temperatures of the heat sinks with fins were generally lower than that of the
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heat sink without fins. Surface temperatures increased drastically during the experiments
and quickly exceeded the human’s bearable limit. The observed temperatures rose more
slowly in the heat sinks with fins, making them desirable as it extends the usage time of the
portable device. In the PCM-based heat sink, a greater number of internal fins can help to
lower the device temperature because more fins can distribute excessive heat to the PCM.
The temperature rose slowest in the heat sink with the greatest number of internal fins.
Comparing temperature rise for the configurations with different orientations of the heat
sink, it was shown that the device orientations did not affect the phase change process
markedly. Transient thermal performance of the heat sinks in the frequent, heavy and
light usage modes was also studied. For the frequent and heavy usage modes during the
charging stage, temperature rose more rapidly for heat sinks without fins, whereas during
the discharging stage, the heat sink with a PCM displayed a slower cooling rate. While
there was little TD for the light usage mode, in this case, PCM did not play an important
role on the cooling rate. Thermal performance in the heavy usage mode was examined
for PCM-based heat sinks with various numbers of fins. During charging, heat sinks with
more fins reached a lower peak temperature. This indicated that the increasing surface area
of fins will promote the heat transfer rate. It was shown that the fins had negligible effect
on the cooling of the mobile devices during discharging where heat dissipation depends
on convection.

Saha and Dutta [69] conducted a numerical study to explore the effects of the geo-
metric ARs and heat flux on the melting of an n-eicosane-based aluminum heat sink with
aluminum plate type fins. A single relation for the Nu was not suitable for all ARs when the
melt convection was taken into account. Three different correlations of the Nu that involve
the Ra, Ste and Fo were derived, corresponding to three various ranges of the ARs.

Wei et al. [70] investigated charging and discharging characteristics of an LHTES unit
with a staggered cluster of parallel HTF-carrying annularly finned tubes submerged in a
PCM filled in an insulated rectangular shell. HTF flowed inside these tubes with a fixed
inlet temperature (55 ◦C for charging and 40 ◦C for discharging). HTF with higher flow
rate was observed to lead to higher HTF outlet temperature, higher temperature of the
PCM and subsequent reduced melting time. During discharging, a higher flow rate of the
HTF led to a lower HTF outlet temperature. Stored and released heat energy was marked
at early phase of charging and discharging, respectively, due to the large TD difference
between the HTF and PCM. Later on, these quantities tended to constant values. Addition
of fins was observed to contribute to the uniformity of the temperature of the PCM during
both melting and solidification, and reduced local overheating.

Sugawara et al. [71] conducted a study of solidification and 2-D numerical analysis
of melting of water around a cooled copper tube with surrounding copper AF with two
porosities (0.025 and 0.05). The experimental set-up was composed of a Styrofoam-insulated
cavity placed in a low-temperature cell maintained at near 0 ◦C, and disk-like copper foils
were surrounded with water. After confirming an initial temperatures (0, 4 and 8 ◦C) in
the water, freezing started by circulating the coolant maintained at about −18 ◦C in a
tank. It was difficult to measure ice formation in the cavity including copper foil disks.
To overcome this, the freezing mass was measured by the volume dilatation using a
manometer placed on the side of the freezing cell. Thermal resistance within the clearance
of foil disks exhibited by numerical results was comparatively large at the beginning
of freezing; however, it decreased at later times. Indeed, the thermal resistance in the
clearance was estimated at about 1% compared with the total resistance in the copper
foil region including ice. The results illustrated that the experimentally obtained surface
temperature was not noticeably affected by the initial water temperature (i.e., superheating),
but changed greatly with the porosity. Freeze-out and melt-out times were shortened by
using copper foils. Superheating/sub-cooling affected the freezing/melting; however, the
effect on the freeze-/melt-out time was not considerable. The copper foils contribute more
to melting enhancement than to promoting freezing. Moreover, mere heat conduction due
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to melting of the ice layer which remained at the underside of the heating tube decreased
the melting rate.

Agyenim et al. [72] studied the enhancement of thermal performance of medium-Tm
erythritol with inclusion of LF to an HTF-carrying horizontal concentric tube system. Eight
ES fins were welded onto outer wall of the inner tube with 3 mm gaps between the tips of the
fins and the inside wall of the shell. This system was used to power a LiBr/H2O absorption
cooling unit. Melting and freezing experiments were conducted by means of two fluid
loops in which hot (hot silicone oil, charging) and cold (cold water, discharging) HTF were
circulated. The optimum inlet temperature for the charging process was selected at 140 ◦C
to avoid incomplete melting of the PCM, due to the low inlet temperature (130 − 135 ◦C) of
the HTF, overheating at upper section of the shell due to natural convection and unequal
heat distribution caused by high inlet temperature of the HTF. Isotherms exhibited that
greater mass flow rate of the HTF promoted the rate of melting. This was linked to a
prolonged entrance length to achieve the fully developed flow that, in turn, led to greater
velocity fluctuations in the molten flow. Optimum mass flow rate was 30 kg/min, which
led to the shortest melting time and near-complete melting. Variation of the average
temperature of the PCM with respect to time demonstrated different stages of melting, and
no supercooling was found at the start of discharging. Discharge time was observed to be
less than that for charging due to the higher TD between the PCM and HTF. The average
temperature of the PCM dropped rapidly at the start of heat recovery, and then levelled off.
The calculated recovered heat energy was 70.9% of the maximum heat storage, whereas
29.1% of heat was due to supercooling heat and heat losses. Temperature readings were
found to be consistently lower along the radial and axial directions during charging. A
large TD between the upper and lower parts was observed because of convection currents
existing between neighboring fins. Temperature variation and gradient with respect to time
along the radial direction showed that the heat transfer in other two directions was weak.

Both 1-D analytical and 2-D numerical solutions based on the enthalpy method were
conducted by Talati et al. [73] to investigate freezing of PCM filled in a rectangular enclosure
divided by horizontal aluminum fins. The PCM was at its solidification temperature initially
and a constant heat flux was applied on the vertical end-wall. The investigated single
cell was divided into two regions. One zone, comparatively far from the fin (region 1),
was only exposed to constant heat flux at the end-wall, and thus the heat transfer was
only in the horizontal direction. The other region (region 2) was where heat transfer in
the vertical direction prevailed, due to incorporation of conducting fin effects. Three cases
with different values of area ratio (AR) were investigated. Predicted position of the LSI
demonstrated that the 1-D analytical method was in a good agreement with the numerical
analysis in region 1, while the mismatch happened in region 2 due to neglected horizontal
heat transfer. A sharp corner was observed in the 2-D analysis results, corresponding
to high temperature at the corners. The 1-D model predicted effectively for smaller AR,
indicating greater depth of the PCM. TD between the end-wall and the symmetry plane
was observed to increase with the raising of the length of fins. Differences between the 1-D
and 2-D analyses were small, while the comparatively largest error was present for higher
AR and greater duration of conduction. The observed rising rate of solidification of the
PCM was faster for the smaller AR due to the dominant heat transfer through the wall. The
solidification fraction increased steeply at the beginning and then slowed down.

Huang et al. [74] employed PCM to enhance the solar-to-electrical conversion effi-
ciency of a building-integrated photovoltaic device (BIPV) by lowering the operating
temperatures. The thermal performance of different internal metal fin arrangements
(Figure 9a) were presented. An experimental evaluation of the presence of impurities
that cause heterogeneous nucleation during solidification was conducted. Only 85% of
the total volume of the test system was filled with PCM. Systems without fins and with
fins (thickness of 0.5 mm) were investigated. PCM RT27 and RT35, having the same liquid
density as PCM Waksol A, but with solid densities higher than Waksol A, were used. It
was noted that the addition of internal fins improved the temperature control of the PV in a
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PV/PCM system. This was enhanced by employing demountable metal fins extending into
the PCM from the front wall. The PCM first solidified in the area adjacent to the cooled
wall. Volume contraction upon freezing led to formation of voids in the center of the PCM
(Figure 9b). A relation for the variation of the ratio of fin spacing to depth, with the time
period of temperature control, to the establishment of a stable temperature was developed.
When the fin spacing was more than 33 mm, convection in the molten PCM led to packing
of the temperature variations. Due to convection, temperature of the melting layer next
to the active wall increased sharply towards the value of the front surface temperature,
while the temperature in the solid phase maintained their slow conduction-dominated
rising trends.

Figure 9. Schematic diagram of the (a) model PV/PCM with horizontal fins and (b) void formed
within Waksol A and RT35 PCM. Reprinted/adapted with permission from Huang et al. [74]. Copy-
right 2011, Elsevier.

Robak et al. [75] studied charging and discharging performance of various n-Octadecane-
based LHTES units that employed heat pipes or fins. The units utilized distilled water as
the HTF that was circulated within the base heat exchanger. A heat exchanger with a plane
top surface for benchmark experiments and a heat exchanger with a modified top plate
to accommodate heat pipes or fins were utilized. Five heat pipes and five steel rod fins
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were placed in threaded holes. One hole was centered in the cylindrical test cell, while
four holes were placed in a square pattern. For the benchmark configuration, heat diffused
upward within the PCM, leading to a planar LSI (Figure 10) with the heat pipe-assisted
unit exhibiting similar characteristics in the lower regions of the test cell. Secondary LSIs
were established around the periphery of the warm heat pipes that provided pathways for
molten PCM. Fin-assisted thawing was similar to those of the benchmark, except for the
waviness in the LSI along the wall of the test cell in the vicinity of the fins (Figure 10). This
structure had a slower melting rate compared to the heat pipe-assisted unit, since liquid
PCM was not provided with a clear pathway to the top of the solid PCM and no tertiary
melting ensued. Overall melting rates for the heat pipe-assisted cases were on average 70%
greater than the benchmark and 50% greater than the fin-assisted scenario. As for freezing
experiments, the benchmark experiments exhibited a planar LSI with slight waviness
adjacent to the top plate of the heat exchanger (Figure 11). For the heat pipe-assisted
experiments, multiple LSIs formed both along the top of the heat exchanger and around
the peripheries of heat pipes. Relative to the solidification rate of the benchmark case, the
heat pipes doubled the rate of freezing, whereas presence of fins led to little augmentation
of the overall rate.

Figure 10. Transient evolution of thawing for the benchmark (left), heat pipe-assisted (middle) and
fin-assisted (right) LHTES units corresponding to time instants (a) t = 60 min, (b) t = 120 min,
(c) t = 150 min, (THTF,in = 45 ◦C, ṁHTF = 0.0026 kg/s, with the vertical scale given in cm).
Reprinted/adapted with permission from Robak et al. [75]. Copyright 2011, Elsevier.
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Figure 11. Transient evolution of freezing for the benchmark (left), heat pipe-assisted (middle)
and fin-assisted (right) LHTES units corresponding to time instants (a) t = 60 min, (b) t = 120 min,
(c) t = 180 min and (d) t = 240 min (THTF,in = 10 ◦C, ṁHTF = 0.0022 kg/s, with the vertical scale given
in cm). Reprinted/adapted with permission from Robak et al. [75]. Copyright 2011, Elsevier.

Bauer [76] studied the solidification time associated with an aluminum finned plane
isothermal wall and a single tube with AF with n-Octadecane as the PCM. A quasi-
stationary approximation was adopted, where sensible heat was neglected compared
to the influence of latent heat. Small Ste numbers (0.01 < St < 0.1), long fins (half-width of
the PCM to the fin length > 0.5), ideal contact of fin and wall and no free convection in the
melt were assumed. Both approximate analytical solutions and computational results were
based on adopting effective properties for density, specific heat and latent heat. Numer-
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ical solutions were obtained using a commercial software package (Fluent, ANSYS Inc.,
Canonsburg, PA, USA, Version 6.2.16) and applying the enthalpy–porosity method. In the
simulation, 1-D heat conduction in the fins and 2-D conduction in the PCM were modeled.
A fin factor was defined to evaluate heat flow in the fin, which increased proportionally
with thickness (or VF) and the TC of the fin in relation to heat flow within the PCM without
phase change. For the plane wall case, the solution was confirmed by experimental results.

To investigate the effects of AF on solidification, Ismail and Lino [77] experimentally
studied the case of a horizontal finned tube submersed in a water tank with ethanol HTF
circulating through the tube. Measurements of temperature and flow visualization focused
on the third fin region of five fins. Tendency of growth of the LSI position varied from fast
to slow, and the LSI velocity slowed down because of the thermal resistance between the
HTF and the PCM. Relations of both LSI position and velocity with respect to different
parameters were fitted for specific conditions. Lower HTF temperature was observed to
lead to more solidified PCM and an increase in the LSI velocity due to high TD between the
HTF and PCM. High mass flow rate of HTF (greater Re and heat transfer coefficient) led to
an increase in solidified mass and the LSI velocity. Using a coiled wire turbulence promoter
can increase the pressure drop within the HTF tube and the heat transfer coefficient and,
hence, more frozen PCM, but it was not as efficient as the AF.

Hosseinizadeh et al. [78] compared the effects of various parameters such as power
levels, number of planar fins, fin height, fin thickness and utilization of Rubitherm RT80 on
the performance of aluminum heat sinks with 0–7 fins. Eighty five percent of the heat sink
height contained the PCM and the remaining 15% encompassed the atmospheric air region
needed for expansion of PCM. Based on experimental findings, it was observed that for
thicker fins, the LSI moved away from the fin surfaces uniformly, whereas, for thin fins, the
movement of the LSI was seen to be non-uniform. The computational results for the same
system did not exhibit the observed trends. Moreover, it was noticed that during earlier
periods, the lower regions of the PCM for the case of thin fins thaw faster due to the heating
from the base of heat sink. For both fin thicknesses, at later periods of melting, the upper
regions of the PCM next to the air layer melted faster, indicating internal fluid convection,
and increasing the number of and height of fins led to an appreciable increase in overall
thermal performance. However, increasing the fin thickness led to a slight improvement.
There was an optimum fin thickness, above which the heat sink performance showed no
further improvement. As for increasing the power level input, the melting rate of the PCM
was expedited. In all cases, heat conduction was the primary mode of heat transfer at
the initial stage of melting. At later stages, free convection played a more crucial role in
enhancing the melting of the PCM.

A numerical study was conducted by Ye et al. [79] using Fluent software package on
thermal performance of a paraffin-based TES unit composed of aluminum inner plates,
outer plates and plate fins, separating the system into uniform cavities. Assuming similar
performance of each cell, only half of a cavity was used as the computational domain, with
PCM filling 85% of the cavity. Uniform temperature was applied on the bottom surface
by circulating water through the inner plates, whereas with the top plate was insulated.
The volume-of-fluid (VOF) model was employed to resolve the PCM-air system, and the
enthalpy–porosity approach was used for modeling phase change. During melting, a
greater difference between the Tm and heating wall temperature resulted in a rapid growth
of the liquid fraction and a higher wall heat flux initially. Wall heat flux then decreased due
to increasing thermal resistance of the growing liquid layer. The rate of decay then slowed
down, followed by a period of no variation due to buoyancy-driven flow and eventual
negligible heat transfer. During freezing, physically unrealistic formation of liquid pockets
was observed in the solidified PCM.
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Three shell-and-tube LHTES units with different spacing between neighboring alu-
minum AF were numerically analyzed by Long [80]. HTF (water) flowed within the inner
tube and a composite of paraffin and a nano-structure (aluminum) was filled in the annu-
lus region. Fins originated from the inner tube extending all the way to the outer shell.
During charging, a higher number of fins caused steeper outlet temperature drop of the
HTF, and more heat release capacity resulted from a lower thermal resistance between the
PCM and HTF, with decreasing fin distances inducing improved heat transfer. Only the
12 fin/inch arrangement could satisfy the heat requirement (more than 1800 Wh in 15 min)
of a household shower. During discharging, the average temperature of the PCM dropped
faster, and the LSI moved rapidly with more fins. A lower inlet temperature of the HTF
led to lower outlet temperatures of HTF and shorter heat release time, leading to a shorter
needed time for phase change and faster moving of the LSI.

A 2-D computational analysis was conducted to assess the melting performance of
paraffin wax filled in rectangular casings with different internal aluminum fin shapes
(planar, T-shape, Y-shape, cross-shape, keeping fin volume constant) by Tan et al. [81].
Constant heat flux was applied at the bottom and the side wall of the casing. The numerical
investigation was validated by observing agreement with in-house experimental tempera-
ture data for straight fins. Similar melting patterns for different fin shapes were observed
at early stages (1000 s) of melting, where the LSI formed near the fins and active walls. As
more PCM melted, convection became the dominant heat transfer mechanism. Cross and
T-shape fins promoted expedited melting near the bottom and middle sections, respectively,
while the Y-shape fins exhibited a different promoted melting performance. Comparison
of variance of the bulk melt fraction with time did not demonstrate apparent differences
among different fins. At a later time instance of 4000 s, three non-straight shapes of fins
exhibited greater radius of recirculating vortices compared to the straight fin, resulting
in thicker LSIs. In other words, using T- and Y-shaped fins, side vortices extended into
the core of PCM, leading to lower TD, thus boosting convection. Conversely, recirculating
vortices formed under the horizontal parts of the cross-shaped fins were obstructed from
growth due to smaller gap spacing from the bottom wall. Due to similar temperature
distribution as straight fin melting, the cross-shape fin configuration was selected for com-
parison. Whereas finned enclosures exhibited faster liquid formation compared to fin-free
cases, a smaller number of long straight fins improved melting, which was achieved in a
comparative study with a higher number of shorter fins and cross-shape fins.

The thermal characteristics of a lauric acid-based vertical shell-and-tube LHTES unit,
coupled with a solar domestic hot water unit, was investigated by Murray et al. [82]
numerically and experimentally. Uniformly spaced copper AF were attached to the outer
surface of the inner tube. The outer shell was made of acrylic plastic and kept un-insulated.
PCM was kept at room temperature in solid state initially, and hot water from a constant-
temperature water bath was pumped through the inner copper tube. Once the temperature
of the PCM reached the steady-state, cold water was introduced to solidify the PCM. The
COMSOL Multiphysics package (version 4.0a) was used to model the 2-D computational
domain without considering convection. A fast temperature increase at the upper corner of
the shell was monitored after a time interval upon initiation of melting, due to the onset of
convection. Numerical predictions agreed well with the observed results, but the melting
time was slightly longer compared to the experimental findings. Higher effective heat
transfer rates were observed initially, due to the assumption of ideal contact in numerical
study. However, recorded temperature discrepancies at same height and spaced 180◦ apart
indicated the asymmetry of the fin layout.
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The influence of convection on the performance of heat sinks with PCM was investi-
gated by Saha and Dutta [83]. The heat sink consisted of aluminum plate fins embedded
in PCM, and it was subjected to heat flux supplied from the bottom. A single-domain
enthalpy-based computational fluid dynamics (CFD) model was coupled with a genetic
algorithm for performing optimization. Two cases, one without melt convection and the
other with convection, were considered. Geometrical optimizations of heat sinks were dif-
ferent for the two cases, indicating the importance of convection. In the case of conduction
analysis, the optimum width of the half fin was a constant that was in good agreement with
results reported in the literature. On the other hand, once convection was considered, the
optimum half fin width depended on the effective thermal diffusivity due to conduction
and convection. With melt convection, the optimized design led to a marked improvement
of operational time.

A PCM-based TES design-to-validation procedure was proposed and verified in an
experimental prototype by Chiu and Martin [84]. The PCM was filled in the annulus of a
vertical shell-and-tube configuration with the HTF flowing downward inside the inner tube,
bearing AF at uniform intervals. A fixed-grid enthalpy-method based on an explicit finite-
difference approach was adopted for handling conduction heat transfer through fins and
PCM, thus ignoring buoyancy-driven convection. To assure the reliability of the numerical
model, the T-history method was employed to examine the thermal-physical properties of
two PCM. Three alternative schemes were identified in integrating the enthalpy method.
The fixed phase change temperature scheme was observed to lead to over-estimated
enthalpy values and, hence, over-prediction of the phase transition time. Direct use of the
measured specific heat made it difficult to model supercooling, while the adapted Dirac
delta function curve provided a good approximation of the PCM properties. Thawing and
solidification were conducted with HTF at 10 ◦C below and above Tm, respectively. Frozen
PCM was found to build up uniformly on all fins, and the LSI moved from the inner tube
toward the outer shell (Figure 12). With the constant inner tube temperature assumption,
numerical and experimental data were comparable to within small discrepancies, and
supercooling was not observed during the freezing at monitored locations. The numerical
model was observed to attain a shorter phase transition time than experimental data, which
may have resulted from the uninsulated TES tank.

Figure 12. Instantaneous photographs during freezing of paraffin at (a) t = 0, (b) t = 1 h and
(c) t = 3 h. Reprinted/adapted with permission from Chiu and Martin [84]. Copyright 2012, Elsevier.

Effects of the number and distribution of AF on thermal performance of a shell-
and-tube LHTESS were investigated numerically by Ogoh and Groulx [85]. Uniformly
distributed copper AF were mounted on the inner copper pipe, which extended all the
way to the outer pipe and divided the unit into several smaller cells, leading to neglecting
convection. Hot water HTF flowed through the inner tube, and paraffin wax was filled in
the annulus region. The amount of melted PCM increased with number of fins (up to 27),

584



Energies 2023, 16, 1277

while the average HTF velocity was observed not to affect the thermal characteristics with
smaller number of fins (1 and 5). On the other hand, given a higher initial number of fins,
the addition of fins and higher HTF velocity imposed a stronger effect on enhancing heat
transfer. The storage unit with 15 fins was identified as the optimal design to balance the
total amount of stored energy, HTF velocity and fin materials.

A PCM-based heat sink in the thermal management of portable electronic devices
was investigated experimentally by Baby and Balaji [86]. The PCM was n-eicosane that
was embedded in a rectangular heat sink (aluminum). All the sides were insulated with
cork except the top transparent Perspex® sheet (Figure 13). Effectiveness of pin (square
cross-section) and plate fins with same 9% VF were investigated. Addition of the PCM to
the heat sink stretched the time duration of the average wall temperature to reach a fixed
value. Different tendencies of average wall temperatures indicated the shifting of stages of
melting. Higher input power shortened the time required for complete melting, and the pin
fins led to the maximum latent heating time due to more heat transfer area for convection.
Temperature uniformity due to the presence of pin fins was exhibited by the consistence of
evolution of temperature readings. The heat sink with fins greatly enhanced the time taken
to reach a fixed temperature of the base at a higher power level. Longer time to reach a
set temperature corresponded to increased Ste. The duration of the latent heating phase
varied almost linearly with the Ste, and the latent heat played the most important role in
the prolonged operating time of the heat sink for low Ste numbers.

Figure 13. Heat sink module (a) with 72 aluminum square cross-section pin fins (b) enclosed by
insulation. Reprinted/adapted with permission from Baby and Balaji [86]. Copyright 2012, Elsevier.

Mosaffa et al. [87] provided an approximate 1-D analytical solution and a 2-D numeri-
cal model based on the enthalpy method for the solidification of paraffin in a rectangular
container with internal horizontal aluminum fins exposed to the HTF’s convective cooling
boundaries. For small values of the cell AR, the store PCM solidified quickly, and heat
transfer was mainly through the walls of the cell. Reducing the temperature of the HTF
had a greater influence on increasing the PCM solid fraction than enhancing the convective
heat transfer coefficient of the HTF. The accuracy of the proposed analytical solution was
validated by its comparison with computational results of the temperature distribution
within the fin and the location of the LSI for three different values of the cell AR. For the
AR greater than unity, improved comparison between the analytical and computational
results was achieved.

The effect of the position and length of a horizontal extended surface mounted on the
single active wall of a square cavity filled with a solid PCM on the melting phenomenon
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with natural convection was studied by Jourabian et al. [88]. The enthalpy-based lattice
Boltzmann method was employed, along with the bounce-back boundary scheme. The
D2Q9 and D2Q5 models were employed for the velocity and temperature fields, respectively.
At dimensionless time of 0.2 (Fo × Ste), adding a fin with any length gave rise to the increase
in conduction heat transfer adjacent to fin surfaces, while it had no significant effect on
heat transfer in other regions due to weak natural convection. For a dimensionless time
of 0.5 and 0.8, although the existence of the fin with any length intensified conduction at
the bottom and adjacent areas of the fin surfaces, it diminished natural convection at the
top section of the cavity in comparison with a cavity without the fin. Placing the fin below
the mid-plane (for dimensionless time of 0.2) had an insignificant effect on the melting
rate and the LSI because conduction heat transfer was not dominating. At the same time,
with the TC of the fin being greater than that of the fluid, the surfaces of the fin acted
identically like a hot wall, whereas enhancement of the melting time was observed when
the fin was mounted near the top of the cavity (dimensionless vertical position of fin equal
to 0.75), due to extreme diminution of natural convection for this position of the fin. As time
progressed, the observed streamlines exhibited more considerable effects of convection.
Accordingly, adding the fin led to the formation of two vortices (recirculating in opposite
directions) above and below the fin, in effect reducing convection within the top section of
the cavity. Furthermore, the recirculating vortex formed below the fin led to improving
heat transfer. The aforementioned effects became more noticeable when the length of the
fin was increased. Improving the TC of the fin enhanced heat conduction and subsequently
the melting rate. Moreover, the extent of the liquid fraction was observed to improve in
comparison with a cavity without a fin.

Mosaffa et al. [89] developed an approximate analytical model to study the 2-D
solidification of an LHTES unit composed of a shell and tube geometry with AF. Calcium
chloride hexahydrate was the PCM, and aluminum fins were employed on the inner HTF-
carrying tube extending all the way to the shell. Each sub-zone of the TES unit was divided
into two regions. In the inner region, away from the two fins of the sub-zone, the heat sink
was the HTF, and the fins did not influence solidification. Moreover, heat was transferred
from the wall in the radial direction, and the conduction equation for the solid PCM was
applicable. In region 2 next to the fins, heat was released by the extended surfaces (fins).
The analytical solution was compared to that obtained via a 2-D numerical method based
on an enthalpy formulation for prediction of the location of the LSI. The solidification rate
of the PCM exceeded that in the finned rectangular store, having the same volume and
heat transfer surface area reported in the literature. For a cell AR of 0.5, it was noticed that
heat extraction decreased and the temperature of air in the flow direction was reduced
as time elapsed. During this period, the thickness of the solid PCM increased, leading to
higher thermal resistance. Radial temperature distributions within the PCM suggested
insensitivity to the Re. For high values of the cell AR, heat flows mainly through the wall
from the LSI to the HTF. When the cell AR was small, the fin had a major role on heat
transfer. For each configuration, the enclosure with a lower value of the cell AR exhibited a
higher solidification rate. For a cell AR of 0.5, the effect of a higher air velocity on thermal
storage performance was not considerable, whereas it increased solidification rate of the
PCM. The solid fraction increased with increasing the air flow rate, since increasing the flow
rate resulted in a higher Re and greater heat transfer from the PCM to air. Increasing the air
flow rate lowered the difference between the inlet and outlet air temperatures. The effect
of increasing air mass flow rate was more significant than increasing the heat extracted
from the storage. As the inlet air temperature decreased, PCM solidification rate improved.
It was found that the effect of inlet air temperature was more significant than that of air
velocity on the outlet temperature.

Thermal performance of paraffin wax (RT80) filled in a plate-fin TES unit was studied
during melting and solidification by Xu et al. [90]. The PCM was filled in a periodically
stacked passageway formed with staggered/serrated aluminum fins above a horizontal
clapboard, and the HTF (water) passed through similar fins with same configuration below
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the clapboard. Employing a staggered arrangement of the serrated fins was meant to
disturb the growth of both hydrodynamic and thermal boundary layers. The temperature
and Re of the HTF were regulated to study their effects on the characteristics of the PCM.
CFD code Fluent was employed to model a portion of the unit considering its symmetry.
Natural convection was neglected during simulations, and only the laminar regime of the
HTF was considered. Higher temperatures of the molten PCM were observed to be near the
region adjacent to the conductive fins, indicating the heat transfer enhancement potential of
the fins. Both solidification and tm were shortened with the higher Re of the HTF. However,
the effects of the HTF’s Re were not obvious while it increased to the range of 0.15–0.25 m/s
during charging. The melting time was observed to be reduced markedly with the inlet
temperature increasing from 356 to 363 K, whereas the decrease in tm was negligible when
the inlet temperature exceeded 363 K. The rate of change of the freezing time in terms of
the inlet temperature of the HTF was noticed to be faster for lower Re.

Shokouhmand and Kamkari [91] investigated enhanced melting performance of paraf-
fin wax stored in a horizontal shell-and-tube unit with HTF flowing in the inner tube.
Results of numerical simulations with aluminum LF on the inner tube were compared
to that of the bare inner tube. Good agreement between the experimental findings from
literature and numerical simulations of the LSI was demonstrated. Tubes with fins were
observed to lead to faster melting rates. It was observed that the PCM melted faster in the
upper section of the unit due to improved convection. The melting rate was found to be
faster at the beginning of thawing for all the three cases, due to a higher TD between the
hot wall and the PCM, and the melt fraction for 2 and 4 fins were 2 and 2.9 times of that of
the bare tube, respectively.

Hamdani and Mahlia [92] experimentally explored thermal performance of a vertical
shell-and-tube LHTES unit with two copper LF and AF attached to the outer surface of
the inner downward-flowing HTF-carrying tube. Pure paraffin wax was filled in the space
between the inner tube and the stainless steel outer shell (insulated with a porous polythene
insulator) and water was the HTF. Due to the dominating heat transfer mode changing
from conduction to natural convection, PCM temperatures rose fast initially and tended
to become constant gradually, and temperatures at lower positions were observed to be
greater and to increase faster than those at upper locations. Axial temperature gradient
of the PCM tended to be uniform as melting progressed. Compared to AF, LF exhibited
shorter time durations required to attain Tm due to its greater ability of spreading heat.

Tan et al. [93] reported findings of a numerical investigation focusing on the melting
characteristics of PCM in a TES unit with vertical planar fins including aluminum spiral
fillers. Melting behaviors assisted by natural convection currents were simulated using
Fluent 6.3 software. Adding spiral fillers improved performance to some extent when
compared to the fin-only case.

Levin et al. [94] conducted a numerical optimization study for the design of an LHTES
system used for cooling an electronic device. The rectangular case contained sodium
hydrate-based PCM and ES internal plate fins originating from the base of the active wall,
whereas other surfaces were insulated. Volume change was ignored, and the presence
of convection was neglected (Ra well below the range of 106–107). A uniform power
density was applied on the active wall for 30 min and then the PCM was re-solidified.
The sole aim of optimization was to attain the minimized height of the unit needed to
fulfill the requirement for the critical time, i.e., the time duration required for the interface
temperature to reach 60 ◦C, while preserving the capability of absorbing the heat without
exceeding the maximum allowable temperature (60 ◦C). Both the number and thickness of
the fins, and thus the PCM volumetric percentage, were varied systematically for specific
heights of unit. Inclusion of fins was observed to lead to higher critical times, whereas there
was no apparent improvement in the optimal critical times while the number of fins was
greater than 0.2 fins/mm.

Tay et al. [95] investigated improvement of the effectiveness of shell-and-tube LHTES
units using radially pointing pins of circular cross-section (Figure 14a) and AF attached to
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the inner tube. The coolant HTF (a non-combustible, aqueous-based fluid with dissolved
ionic solids) flowed inside the inner copper tube surrounded by water (PCM). The effect
of buoyancy was neglected, in that conduction was the chief heat transfer mechanism
during solidification. Two parameters were introduced, namely the average effectiveness
(ε) being the ratio of the differences in the average inlet and outlet temperatures to the
differences in the average inlet temperature, and Tm indicating the amount of useful PCM
and the compactness factor (CF), defined as ratio of the volume of PCM over the total
volume suggesting the effective energy storage density. For both pins and AF designs,
12 configurations were examined for a similar range of CF. For instance, the mass fraction of
ice for a system with 16 equally spaced pins at three time instants are shown in Figure 14b.
The finned tube configurations were observed to attain an improved ε and greater heat
transfer surface area, which induced a shorter phase change duration. The finned tube
exhibited an additional 20–40% rise of ε • CF and 25% reduced time in terms of the phase
change duration compared to the pinned tube configuration. Moreover, the phase change
duration decreased with greater pin/fin volume, whereas the variation became negligible
as the ratio of the tube volume to the total volume exceeded 0.03.

Figure 14. Shell-and-tube storage unit featuring (a) radially pointing pins of circular cross-section
and (b) mass fraction of ice for a system with 16 equally spaced pins at three time instants during
freezing signifying build-up of ice around the pins. Reprinted/adapted with permission from Tay
et al. [95]. Copyright 2013, Elsevier.
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Configurations of paraffin-based LHTES units, i.e., U-tube, U-tube with in-line fins,
U-tube with staggered fins and a novel festoon design were studied by Kurina et al. [96].
Conjugate heat transfer between the HTF and PCM undergoing a cyclic melting and
freezing was solved using the CFD approach utilizing the enthalpy–porosity formulation.
Comparing these designs, the novel festoon channel unit yielded improved heat transfer
rate for both charging (Figure 15) and discharging. In order to improve heat transfer
performance, units with no fins with combinations of the base PCM and PCM with identical
thermophysical properties but with Tm 10 ◦C above and below that of the base PCM placed
in horizontal and vertical arrangements were investigated.

An optimization analysis on the heat transfer characteristics of paraffin wax and n-
eicosane-based pin fin heat sinks was conducted by Baby and Balaji [97] experimentally.
The effects of the number of pin fins with square cross-sections, varying power levels at the
base, VFs of the PCM and inserted TCE were analyzed using an earlier set-up [86]. Vertical
variation of temperature exhibited a uniform distribution due to natural convection, except
for a slightly higher temperature near the base. A dimensionless study was performed, and
the 72-pin fin unit exhibited the maximum time needed to reach a set temperature (tmax).
The time to reach the set temperature was noticed to increase with increasing VF of the PCM.
Both the volume of PCM and the TCE had strong influences on the unit performance. By
assigning a higher set point temperature, it was observed that the difference in time required
to attain it was narrowed as the VF of the PCM was decreased. An optimized configuration
of the heat sink was obtained using a hybrid optimization technique completely based
on the experimental results, which combines ANN (artificial neural network) and GA
(Genetic Algorithm) for maximizing the time consumed by the heat sink to reach a set
point temperature. Experimental data was used to develop the ANN, and the trained
network became a replacement for the experiments with high accuracy, and was used to
drive the GA-based optimization to maximize the operating time. The predicted optima
were validated with additional measurements.

Figure 15. Cont.
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Figure 15. Phase (top row) and temperature (bottom row) fields during charging at t = 300 s
corresponding to U-tube with (a) no fins, (b) in-line fins and (c) staggered fins, in addition to the
(d) festoon design. Variables X and Y are dimensionless axes, whereas the colorized scales for
the phase and temperatures fields are dimensionless and K, respectively. Reprinted/adapted with
permission from Kurnia et al. [96]. Copyright 2013, Elsevier.

Mahmoud et al. [98] investigated the effects of heat sink geometry and PCM type
on the thermal performance of a heat rejection unit experimentally. An aluminum heat
sink was embedded in an insulation material, whereas a plate heater supplying 3, 4, and
5 W was attached to the base of the heat sink. Investigations on six similar heat sinks
were conducted to study the effects of various fin configurations: a baseline single cavity,
two heat sinks with different numbers of vertical plate fins, two heat sinks with different
number of vertical crossed fins and a heat sink inserted with vertical hexagonal honeycomb
foil (Figure 16). The addition of PCM into the cavities of the heat sinks was found to
reduce the heating rate and the peak temperature of the heat sinks, while the heat sinks
cooled down slower. Performance improvements exhibited by the 6-cavity parallel-fin unit
in terms of lower temperature of heat sinks was comparable to the 36-cavity crossed-fin
configuration. These two units were found to be superior to other structures, exhibiting
that a greater number of fins could promote heat transfer (Figure 17). Between these two
units, the six-cavity unit was advantageous in terms of the cost of materials and greater
convection. Whereas these two units showed improved performance during charging, a
reverse trend was observed with respect to the rate of cooling down after the removal of
the heat source. The honeycomb-based heat sink exhibited acceptable performance. Five
types of PCM with higher or lower Tms compared to paraffin wax (RT42) were adopted in
the heat sinks. PCM with lower melting points were observed to give rise to lower peak
temperatures and later starts of solidification during a thermal cycle.
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Figure 16. Baseline single cavity heat sink modified to (a) 3-, 6-, 9- and 36-cavity modules using
parallel and crossed fins, in addition to (b) honeycomb insert. Reprinted/adapted with permission
from Mahmoud et al. [98]. Copyright 2013, Elsevier.

Figure 17. Comparison among different heat sink designs in relation to (a) heat capacity and
(b) associated geometrical parameters (units of the surface areas are mm2 with green, red and
blue bars corresponding to contact area with PCM, PCM area exposed to air and top heat sink
area, respectively.). Reprinted/adapted with permission from Mahmoud et al. [98]. Copyright
2013, Elsevier.

Mat et al. [99] studied melting in a triple-tube heat exchanger (TTHX) with RT82 PCM
in the annular tube, sandwiched with water HTF streams in the outer and inner tubes, using
the FLUENT software. Horizontal copper pipes were employed due to their high TC, and
three heating approaches without fins were practiced. The inside heating case involved an
active inner tube and an insulated outer tube, whereas the reverse constituted the outside
heating case. With the third case, i.e., heating both sides, the inner and outer tubes were
both active. Melting times of the unit without fins for the heating of both sides method,
outside heating and inside heating were 110, 230 and >300 min, respectively. The effects of
the radial length of LF placed on the inner/outer PCM-wetted walls of the annular tube,
and their staggered combination on heat transfer performance, were compared. The highest
value of enhanced energy charge rate (43.4%) in comparison with the TTHX without fins
was the case with the combination fins (42 mm fin length). Coalescence of convection cells
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in the PCM expedited melting. A larger Ste number led to a higher melting fraction and a
lower melting time. The numerical results of both heated sides of the TTHX were validated
with measurements obtained from an experimental set-up.

Design improvements of a shell-and-tube LHTES unit using an approach based on
the analysis of entropy generation was reported by Guelpa et al. [100] utilizing CFD.
Contributions to the local entropy generation rate were evaluated for both un-finned and
AF systems. Arrangement of the fins was modified to improve the efficiency of the system.
The improved system accommodated reduced PCM solidification time and increased
second-law efficiency.

Three mathematical models for simulation of a compact finned-plate LHTES system
were proposed by Campos-Celador et al. [101], namely, numerical model (N), simplified
analytical model (SA) and simplified numerical model (SN). For a rectangular unit finned
plate configuration, the RT60 paraffin was filled in the space between the neighboring
parallel fins. The thermal storage units were then placed in parallel, whereas HTF water
flowed between the units normal to the fins. HTF channels were considered to be 1-D in
the direction of the flow for all the models, and only laminar regime was considered. In
the other extreme of complexity, the storage unit was discretized as a single isothermal
node in the SA model. As for the SN model, the whole system was only discretized in the
direction of flow of the HTF, thus constituting as an intermediate solution compared to the
previous two models. The results drawn from the three approaches were validated through
observing good agreement with experimental data. Small discrepancies of stored/released
energy for the models were observed at the beginning of both processes, due to the effect of
the heat stored in the inlet and outlet manifolds. Results of the SA model were found to be
sensitive to the length of the unit. On the other hand, the simplified approaches required less
CPU time, and the SN model agreed fairly well with the results of the N model, suggesting
that the intermediate SN model was the most suitable model for optimization design.

Solomon and Velraj [102] investigated enhancement of the thermal behavior of the
RT21 paraffin filled in the annulus region of a double-pipe heat exchanger with eight LF
fitted on the outer surface of the inner copper tube. The container was sealed with acrylic
bottom and top plates. Cool air generated in a climatic simulator was used as the HTF.
The PCM was heated up to 30.3 ± 0.05 ◦C initially, and then cooled with air (temperature
of 12 and 14 ◦C, and inlet velocities of 3–6 m/s). Solidification time was observed to
decrease with greater fin radii, and the reduction of freezing time was more prominent
with higher heat flux (HHF, due to a lower inlet temperature and higher Re of the HTF). On
the other hand, for the case with lower heat flux (LHF), the rate of freezing was slower. The
reduction of freezing time with the fin radii increasing from 20 to 26 mm was negligible,
due to suppression of convection during initial sensible cooling phase. Similarly, a higher
temperature of the PCM was obtained with a finned configuration, compared to non-fin
unit with higher cooling rate for the case of LHF. The effects of the addition of fins on the
temperature field were not marked within the upper part of the PCM, where suppression of
free convection was trivial in comparison to the lower segment. The difference was lowered
for the HHF case because of the offset of enhanced heat conduction effects on suppressed
convection. The HHF case combined with the non-fin configuration was observed to
lead to a lower onset of solidification temperature compared to the case of LHF with fin
configuration. This was due to the induced suppression of the convection resulting from
presence of the fin that decelerated sensible cooling, thus delaying nucleation and reducing
the supercooling effect. The enhanced Re of the air was noted to accelerate the temperature
drop during the sensible cooling process and reduce its duration. The effects of variation of
the Re were more noticeable within the lower part of the PCM due to a greater heat transfer
coefficient near the inlet of the HTF and higher driving TD. It was observed that lower inlet
HTF temperature led to declined solidification time, and the effect was more observable
with enhanced HTF’s Re. Mosaffa et al. [103] investigated freezing of a salt hydrate filled in
a shell-and-tube TES storage with AF using a conduction-only analytical model. In one
case, the inner wall was kept at a constant temperature, whereas in the second case, a fixed
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heat flux was applied on the inner wall, with the outer wall kept insulated in both cases. A
two-zone approach similar to [89] was utilized, and the results were compared with a 2-D
model. The total solidification time was also investigated for two configurations (finned
cylindrical and rectangular shell). Configurations with different fin lengths and spacings
were investigated, and longer fins were observed to contribute more to conduction, with
greater discrepancies found in region 2. For the case of constant temperature at the inner
wall, solidification time of the PCM encapsulated in a cylindrical shell was less than that in
a rectangular shell on the basis of equal volume of the PCM, surface area of heat transfer
and height of the TES. This was due to the greater rate of the thermal resistance for the
rectangular unit. On the other hand, for the case of a constant heat flux applied at the inner
wall, the cylindrical configuration exhibited higher total freezing time because of the higher
release of heat from the store in region 1 with greater spacing between the fins. In addition,
the shortest time was obtained for the case of shortest fin length and longest fin spacing. A
unit capable of absorbing heat by eicosane, held within rectangular cells and dissipating
it to the ambient air, was studied experimentally by Kozak et al. [104] in both room- and
elevated-temperature environments. Experimentally and numerically determined base
temperatures and predicted melt fractions exhibited fairly good agreement. In addition,
findings obtained using a more complex model accounting for convection in the melt were
discussed. Dimensional analysis relating the melt fraction and Nu number in terms of the Fo
and modified Ste numbers highlighted the effects of the latent, sensible accumulation and
heat transfer to the air. Dimensionless curves for latent heat-based accumulation rates are
rather similar in various cases. However, it was found that the share of sensible-heat-based
accumulation rates tended to increase when the heat input increased. PCM-based thermal
control hardware for the electro-optical payload of low earth-orbit satellites, as a substitute
for existing thermal buffer units, was studied by Kim et al. [105]. Utilizing planar fins,
it was shown n-Hexadecane and n-Pentadecane-based units, with only 12% of mass of
existing thermal buffer units, were adequate to control the payload module temperature.

Chen et al. [106] investigated the thermal characteristics of the PCM cold storage
integrated in an ejector cooling system experimentally. A hollow vertical tube with AF
on the outer surface was inserted in the PCM-containing insulated cylindrical tank. HTF
flowed vertically upward and the PCM was S15 (EPS, UK). The PCM temperature dropped
quickly initially, during the liquid sensible cooling stage, followed by a gradually reducing
temperature range during the latent heat storage period. A higher Re was observed to
lead to shorter solidification duration and lower PCM temperature at the end of freezing.
The cold storage rate was noted to rise quickly initially, and then dropped slowly during
the latent heat storage process, followed by a notable decrease at the end of freezing. A
greater average PCM cold storage rate was obtained with higher HTF Re during the latent
storage phase. The cold storage capacity increased markedly during the liquid sensible
storage stage, then rose gradually during the latent storage process, followed by an increase
with a smaller slope at the end of freezing. During discharging mode, with the HTF inlet
temperature at 25 ◦C, the temperature of the PCM was observed to grow quickly during
the initial solid sensible heat storage period, and then increased slowly during the sensible
stage, followed by a subsequent faster increase. The cold storage rate varied in a reversed
way. A higher Re was observed to shorten the melting time and led to a greater average
PCM cold storage rate. Coefficient of performance of the ejector cooling system remained
almost constant with the integration of the PCM cold storage unit. Effectiveness of both
charging and discharging were observed to decline with greater Re, which led to a lower
temperature between the outlet and inlet of the HTF. Both charging and discharging were
conducted with the same TD between the HTF and PCM for natural convection, whereas
the effectiveness of charging was noticed to be higher than that of discharging due to higher
TC of the frozen PCM. Two correlations were obtained for the effectiveness in terms of the
ratio of Re for both charging and discharging.

Shon et al. [107] investigated thermal performance improvement due to combining an
LHTES unit enclosing a conventional automotive heat core fin-tube heat exchanger with louver
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fins, in order to store a vehicle’s waste heat from the coolant. Xylitol (CH2OH(CHOH)3CH2OH)
was the PCM because of its nontoxicity and desired Tm. A PCM-filled heat exchanger with
fins distributed in a U-shape within it was connected in series with the heat core line and
100 copper tubes passed through the fins. During the time period that heat was transferred
from the coolant to the PCM, the heat transfer rate was observed to increase with higher
values of the coolant Re. On the other hand, a weak reverse trend was found for the change
of the coolant temperature. Heat transfer through natural convection in the thin layer of
the liquid-phase PCM could not be neglected during melting, because the heat resistance
of the molten PCM plays a very important role in lowering the heat transfer efficiency. As
observed in Figure 18, upon initiation of melting, fins led to broadening of the heat transfer
surface area, and natural convection resulted in decreased heat resistance. The melting
rate of the PCM was observed to be affected only by the Re of the coolant. Discrepancies
between the analysis and experiments were found, due to neglecting of other heat losses.
The improved heat exchanger attained 33.7% compared to heat storage system without
PCM, with respect to its warm-up performance.

Figure 18. Time-lapse photographs of thawing of PCM next to U-shape fins. Reprinted/adapted
with permission from Shon et al. [107]. Copyright 2014, Elsevier.
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Experiments were conducted by Murray and Groulx [108] on a cylindrical LHTES
which could be charged and discharged simultaneously by utilizing independent HTF
water streams, complementing earlier work on the consecutive mode of operation detailed
in [17]. Dodecanoic acid (CH3(CH2)10COOH, Alfa Aesar (Ward Hill, MA, USA)) was
filled in the cylindrical acrylic plastic container insulated with fiberglass. Two copper
tubes with AF were oriented vertically through the container, with the hot and cold HTF
entering from the upper inlet stations. Regardless of the initial state of the PCM, the Re was
observed not to strongly affect the various temperature versus time variations recorded.
On the other hand, starting with the PCM in solid phase, the temperature of the upper
part of the PCM was observed to be higher than the lower part due to the strengthening of
natural convection (Figure 19a). For a given HTF Re, the PCM within the lower part of the
side of the cold HTF stream was observed to be frozen at the end of the 24 h experiment
(Figure 19b), whereas the PCM remained completely molten on the side of the hot HTF.
The melting rate was faster, and a higher temperature was achieved, with higher Re at
the upper location of the cold HTF stream. In another set of experiments, an LHTES unit
was charged and discharged simultaneously for a fixed time duration, followed by only
charging for a fixed interval in a cycle. For a fixed hot HTF Re, as the cold HTF Re was
varied in the thermal cycles, a greater temperature drop was observed on the lower part
of the PCM due to prominence of natural convection next to the downward-moving hot
HTF stream. PCM on the side of cold HTF stream solidified and melted within each cycle,
whereas it remained in the solid state after three cycles with the higher Re of cold HTF.

Figure 19. Results for an initially solid PCM subjected to a simultaneous charging/discharging experi-
ment for a time duration of 24 h exhibiting (a) temperature vs. time history of 9 thermocouples (T1–T9)
and (b) simultaneous coexistence of two molten and solid halves after 24 h. Reprinted/adapted with
permission from Murray and Groulx [108]. Copyright 2014, Elsevier.
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Al-Abidi et al. [109] studied melting and solidification of a PCM in a both-side heating
TTHX horizontally aligned tube heat exchanger with internal-external LF, using an experi-
mental set-up [99]. The effects of the Re and inlet temperature of the two HTF streams on
melting, with steady-state/non-steady HTF inlet temperature variation, were studied. For
the steady-state case, the total melting times of the PCM were reduced to 86% by increasing
the steady HTF inlet temperature from 85 to 100 ◦C. For the unsteady case, the melting
rate was affected noticeably when the Re was higher. For both cases, the effect of the Re
was insignificant relative to that of the charging temperature. The solidification rate of the
PCM was improved as the Re increased. Closer to the inner and outer tubes, the measured
temperatures during thawing were lower, since conduction was the dominant heat transfer
mechanism between the HTF and PCM. The average temperature near the surface of the in-
ner HTF tube was high due to the early effects of natural convection. Within the lower part
of the annulus, melting was achieved early on compared with those in the other angular
positions, due to higher thermal diffusion and natural convection. During solidification, it
was observed that the greater the radial distance from the inner HTF tube, the lower the
corresponding PCM temperature was. The cooling rate was reduced as time progressed
because of the increase in the thermal resistance, owing to the increase in the solid layer.
Moreover, the upper part of the PCM possessed a lower temperature, whereas the cooling
rate within the upper part was higher because of the entrapped air in the upper zone.

Liu and Groulx [110] conducted an experimental study of heat transfer characteris-
tics of a horizontal shell-and-tube LHTESS with water circulating through the inner LF
(four fins with two orientations, i.e., + and ×) copper tube to charge or discharge heat
from dodecanoic acid. Before the experiments, 50 ◦C liquid PCM was completely filled in
the unit, whereas a 6% vacancy at the top of the container was observed upon complete
freezing. PCM was cooled to 10 ◦C at the start of charging. A conductive heat trans-
fer mechanism was observed to be dominant at the start of melting, as evidenced from
the linearly increasing tendency of the temperature profiles. Natural convection started
making a difference once more liquid PCM emerged near the active surface. The melting
rate was found to be faster within the upper two quadrants of the +-fin configuration, in
comparison to the lower quadrants, due to convection enhancement originating from both
vertical and horizontal fins (compared to only one contributing vertical fin in the lower
quadrants), and the upward-distributing heat resulting from convection. Increased inlet
temperature not only enhanced heat transfer at the start of charging due to induced larger
TD, but also due to the faster onset of natural convection. Increasing of Re did not affect
the heat transfer rate at the initial stage of thawing, and the whole period of discharging,
due to the trivial contribution of the enhancing forced convection coefficient inside the
copper pipe compared to the controlling factor of the thermal resistance of solid PCM.
Upon conclusion of the initial melting stage, the heat transfer rate was promoted slightly
when natural convection emerged. Discharging started instantly once the charging ended.
During discharging, similar temperature profiles were observed for both the upper and
lower quadrants, since conduction was the dominant heat transfer mechanism. A constant
temperature plateau occurred soon after the beginning of discharging, almost at the same
time for different probe positions, due to the thermocouples being perfect nucleation sites.
For the ×-fin configuration, the most intense convection was noticed at the upper quadrant,
followed by side and lower quadrants. Similar behavior for the ×-fin configuration were
presented in response to the effects of the HTF inlet temperature and Re to the +-fin system
during charging. Temperature profiles were similar for positions displaced at the same
radial coordinates within all quadrants during freezing, until the temperature of 30 ◦C was
reached, and temperature took a longer time to decrease at the side quadrant where more
energy was extracted. Phase change behavior of the upper and bottom quadrants of the
+-fin unit were similar to the upper and bottom quadrants of the ×-fin unit, respectively.
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Tay et al. [111] studied a class of industrial-level tube-in-tank LHTES units with AF.
Ignoring convection, a simulation model of phase change of two PCM (water and salt
hydrate), with 500 fins and 8 copper tubes, was developed using the CFX-PRE (Ansys, Inc,
Canonsburg, PA, USA) package version 12.1. A 2-D CFD model was also studied, focusing
on a copper HTF-carrying unit including convection. Experimental validation of the CFD
models was made using a finned tube inside a vertical cylindrical heat exchanger filled
with the RT35 PCM and water as the HTF. Fourteen equally spaced fins were attached on
the copper tube. CFD-based heat flow rate predictions were in good agreement with the
experimental results. Average effectiveness (ε) and the thermal resistance ratio derived
from the CFD results compared well with the calculation of the 2D ε-NTU (effectiveness–
number of transfer units) method applied to a finned tube configuration with the use of
an appropriately adjusted P-factor (a parameter that identifies the proportion of heat flow
which was parallel or isothermal). It was observed that the average effectiveness decreased
by enhancing the Re. Moreover, the thermal resistance ratio of the PCM dramatically
reduced with a finned tube for both freezing and melting cases, such that the dominant
resistance became the resistance of the HTF. A correlation of the P-factor as a function of
the TC of the PCM for three numbers of fins per unit length (9.2, 18.8 and 36.8) was derived,
which held for the freezing case; however, it led to an underestimation for the melting
cases, where natural convection was significant.

Hasan et al. [112] investigated the performance and incurred costs/benefits of a PV-
PCM system including a fixed internal aluminum heat sink consisting of vertical plate
fins. One PV panel was used as the reference, and two other units were manufactured as
PV-PCM systems. Both eutectic mixtures of capric-palmitic acid and CaCl2·6H20, initially
kept heated at 70 ◦C and stirred for 12 h, were used. At the top of the container, free space
was allowed for volume expansion. The PV-PCM systems were kept at 16 ◦C for 48 h until
the PCM was completely solidified before laying them outdoors to absorb excessive heat
of the PV panel. Two cities in Ireland and Pakistan with different latitudes were chosen
to conduct these experiments. Open-circuit voltage and short-circuit currents of the units
were recorded to calculate the electrical energy output. Solar radiation intensity, ambient
temperature and wind speed were also measured for the subsequent calculation of the total
solar energy falling onto the PV panels and heat losses. Inclusion of the PCM lowered the
surface temperature of the PV panel. Thermal energy stored in the PCM was converted
to electrical energy with 30% conversion efficiency. However, considering the total cost
and benefits of mass production of the PV-PCM systems, the system was not economically
effective in Dublin, but proved to be viable in Pakistan.

Khalifa et al. [113] investigated the enhanced performance during solidification of
a high-temperature LHTES system using heat pipes with LF. This served as a building
block for a system consisting of stainless steel HTF tubes carrying Therminol® within
a rectangular PCM-filled shell, with each tube penetrated evenly with four heat pipes,
circumferentially, and repeated with a fixed distance along the tube. In the numerical
model, thermal resistances related to the HTF tube or the heat pipes were incorporated. An
experiment employing RT82 as the PCM instead of KNO3, for safety reasons, validated
the numerical predictions of freezing solely around the heat pipes with good agreement.
In the experimental set-up, paraffin was filled in a cylindrical stainless-steel vessel with a
copper-water-charged heat pipe cooled by a water jacket, and tests for a bare heat pipe and
a heat pipe with LF were conducted. The fins were attached to the heat pipes, exploiting
thermal epoxy to minimize interface thermal resistance. The recorded temperature drop
was observed to be faster at positions near the heat pipe, whereas the numerical and
experimental data were closer at locations away from the heat pipe. This was possibly
due to the occurrence of phase change outside the specified Tm range, with the position
near heat pipe not being able to accommodate the excess heat caused by the expedited
temperature drop. Numerical simulation for a KNO3-based LHTES unit was performed,
with stainless steel-mercury-charged bare and finned heat pipes. The LF on the heat pipe
were found to lead to accelerated freezing of PCM and thicken the solidified layer compared
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to a bare heat pipe. The increasing rate of the solidified layer with stored energy was faster
at the beginning of freezing and then slowed down. In addition, more energy was extracted
by using of the finned heat pipes compared to the bare heat pipes, while the thermal
resistance between the PCM and the HTF was diminished. Thermal enhancement was
estimated by the heat pipe effectiveness, εhp (ratio between extracted energy of the test
case and that of no heat pipes case) and the fin effectiveness ε f in (ratio of extracted energy
in finned heat pipes case with that in bare heat pipe). Combining fins with heat pipes was
found to lead to improved εhp, which increased with a greater number of fins. On the other
hand, the number of fins should be raised below a limit to avoid losses of the potential of
storage energy, because the excess fins would occupy the space for PCM.

Rahimi et al. [114] studied experimentally the effects of changing the inlet temperature
of HTF (water) and its flow rates on the melting and solidification of RT35 (Rubitherm)
as the PCM, filling the shell side for finned-tube and bare heat exchangers. The inlet
temperatures of HTF for charging tests were 50, 60 and 70 ◦C, whereas for discharging tests
it was 10 ◦C. The set-up for the finned-tube heat exchangers was composed of horizontal
planar fins and six vertical copper tubes, which were connected using U-tubes. The storage
unit was placed inside a Plexiglas® shell, which was insulated by glass wool. For the fin-less
heat exchanger system, the inlet temperature’s rise from 50 to 60 ◦C and then to 70 ◦C led
to a tm reduction from 429 to 250 and then to 177 min, respectively. On the other hand, the
presence of fins led to faster reduction of tm, i.e., 211 to 121 and then 92 min. When the
flow rate was set to 1.6 L/min, flow became turbulent, and, subsequently, tm was lowered
more than 52% for the bare heat exchanger unit. However, for the finned-tube system,
the dependence of the melting time on the Re exhibited similar trends to its dependence
on HTF temperature. An increase in the Re lowered the average temperature of the PCM
during discharging of the finned-tube heat exchanger system more intensely. For the bare
tube heat exchanger unit, the effect was more substantial. Rahimi et al. [115] extended [114]
to study the influence of spacing of horizontal fins.

The effects of CCM in a vertical shell-and-tube storage unit with AF on the inner tube
were studied by Kozak et al. [116], exhibiting that CCM significantly improves the heat
transfer rate and lowers the melting durations by almost 2.5 times. CCM can be initiated
by supplying heat to the outer shell of an LHTES unit. A single-cell enclosure filled with
a PCM was modeled computationally and validated experimentally. The solid bulk of
the PCM was able to sink, thus enabling CCM on the non-isothermal fin surface, in effect
elevating the fins to be more than just extended surfaces. Total melting time and instant
melting patterns of the numerical predictions and experimental findings were in good
agreement. Results of the numerical model were compared with findings of a simplified
analytical model, which accounts for the CCM only, revealing effects not predicted by
common CCM modeling approaches in the literature. Theoretical expressions for the
dimensionless time-dependent melt fraction, heat transfer rate and molten layer thickness
were obtained by the analytical model. The melt fraction depended on FoSte3/4, whereas
the Nu and the normalized layer thickness depended also on the additional group Ste1/4. A
CCM-assisted melting of eicosane (Roper Thermals, Clinton, CT, USA) filled in the annular
space of a horizontal double-pipe concentric LHTES unit with three evenly spaced LF
(Y-configuration) attached to the inner tube was investigated by Rozenfeld et al. [117]. With
the unit exposed to the ambient air (below Tm), melting was observed to only occur next
to the HTF tube and the fins. The asymmetric shape of the solid PCM at a given instant
was due to the rising of liquid, which enhanced the melting rate (Figure 20a). With the unit
placed in a static heated water bath (about 5 ◦C above Tm) without HTF, once melting next
to the shell surface was observed and the solid was free to move, the HTF stream was turned
on. In the upper V-shaped part of the unit, the thin molten layer that formed between
the shell and the fins did not grow perceptibly during melting, and the solid PCM moved
vertically, melting on the inclined fins. On the other hand, within the lower part of the unit,
the motion of the solid PCM was noticed to be rotating toward the vertical fin, while the
radial thickness of the solid block sliding on the shell remained constant (Figure 20b). The
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rate of CCM was observed to be more than 2.5 times quicker than that of “regular” melting.
Focusing on the lower part, a numerical model was developed for melting on the vertical
surface with “rotation” of the solid approaching it, considering non-uniform temperature
distribution of the fin, secondary melting from the fin and frictional resistance at the shell.
Further ignoring the resistance of the fluid envelope and the temperature distribution in
the fin led to an analytical solution that exhibited good agreement with predictions of the
numerical model in terms of the variation of the melt fraction. It was shown that the melt
fraction was a function of FoSte3/4. As for the case with a fin angle of Φ = π/3 (six LF
“star” * configurations), similar results were obtained. However, overprediction of the melt
fraction was greater with the case of the six-fin configuration compared to the Y-system. In
addition, similar trends of the melt fractions for different fin angles were observed, and a
mathematical dependence on FoSte3/4 Φ

1
2 was derived. The local Nu increased with greater

radial distance along the fin and lowered with the elapsed time. Time-dependent, spatially
averaged Nuavg varied with FoSte3/4 for various fin angles. A linear dependence of Nuavg

Φ−7/45 on FoSte3/4 Φ−3/5 was also approximated. The Nu declined with time for CCM
more moderately than for the case of regular melting.

Rathod and Banerjee [118] investigated thermal enhancement due to adding 3 LF to a
stearic acid-based shell-and-tube heat energy storage with an air-gap space at the top. Hot
and cold water (HTF) were allowed to flow through the inner tube, and the outer shell was
insulated with cerawool. Temperature of the PCM rose faster during melting at the top
sections, due to convection of the molten PCM and circulation of heated air in the air-gap
for cases with and without fins. The temperature drop rate of the PCM was noticeable
initially during solidification due to a great system TD, and temperature variations on
different axial stations were almost uniform for both cases. The unit with fins was observed
to attain a faster temperature rise during melting compared to the case without fins, while
the temperature variation trend was similar. During freezing, the effects of the addition of
fins to the unit was negligible before the PCM was totally solidified. On the other hand,
the solidification rate was noted to accelerate due to the application of fins, and thus the
freezing time was reduced. Influence of the inlet Re on temperature variation within the
lower section of the unit was also investigated. The reduction of tm due to the addition of
fins was noticeable, with greater Re; however, the influence of the increase in mass flow
rate (2, 3, 4, and 5 kg/min, both laminar and turbulent regimes) was negligible for both
charging and discharging. Enhanced inlet temperature was noted to lead to a shorter tm
due to higher system TD.

Figure 20. Isometric views of the melting patterns within the Y-shaped shell-and-tube LHTES unit
after (a) 19 min when the PCM sticks to the outer shell (no CCM) and (b) 300 s = 5 min subject to
CCM. Reprinted/adapted with permission from Rozenfeld et al. [117]. Copyright 2015, Elsevier.
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An experimental study of the melting and freezing of paraffin (Sigma-Aldrich) in an
LHTES unit was performed by Paria et al. [119]. A shell-and-tube configuration with the
heated/cooled HTF circulating through the radially finned inner copper tube originating
from a constant temperature bath was studied. A numerical study was also conducted
using the CFD code FLUENT. As for charging, a shorter time to reach the Tm was obtained
with greater values of the Re. Melting of the PCM expanded peripherally away from the
inner tube initially, however, as time progressed, less time was taken for the PCM at the
upper part of the annular space to achieve Tm, due to occurrence of natural convection. As
for discharging, the PCM near the HTF inlet froze more rapidly. The temperature decrease
rate tended to be flat after some time, due to the dominant mechanism transforming from
natural convection to thermal diffusion. The solidification rate of the PCM was noted to
enhance with the Re.

The charging performance of a PCM-based finned HTF-carrying tube cold storage unit
for high-temperature cooling application in buildings was investigated experimentally by
Zhai et al. [120]. An inner copper pipe for vertical flow of the HTF was placed concentrically
within the shell of the storage unit. The annulus region was divided evenly into five
parts using four AF (thickness of 1 mm) and then four LF divided each segment into
four similar segments (Figure 21). An in-house PCM was used. The storage unit, originally
maintained at the ambient temperature of 20 ◦C, was cooled by an unspecified HTF with
an inlet temperature of 12 ◦C and flow rate of 300 Lh−1. Measured temperatures of the
farthest points were regarded as the PCM temperature of each segment. At a given time
instant, the average PCM temperatures were observed to increase along the flow direction,
whereas the phase transition of the PCM started earlier at positions that were closer to
the symmetry axis. It was found that the phase change rate tended to slow down with
increased circumferential angle away from the conductive fins. One segment was studied
numerically due to symmetry of the test unit. In addition, three other units with different
fin configurations (the unit without fins, AF only, LF only) were studied. The simulated
results agreed well with experimental data for the transient temperature. In comparison to
the unit with AF, the LF storage unit attained a much shorter freezing time than that of the
unit with no fins, due to greater contact area with the PCM and shorter distance between
fins. A parametric study was conducted for optimization of the structural parameters. The
solidification time was noted to rise with an increase in the AF pitch, and the rate change
was the greater when the fin pitch was between 40 and 100 mm. Increasing the number
of LF led to smaller included angles, thus improving heat transfer along the radial and
circumferential directions, whereas the slope of phase change time variation tended to be
flat after the number of LF exceeded nine. It was also observed that the lower the fin’s
height, the faster the phase transition of the PCM was realized, whereas to ensure enough
volume of PCM for heat capacity, the length of the storage unit should be increased. The
freezing time was observed to decrease with thicker fins, but the influence of the thickness
was not remarkable. The optimized parameter for AF pitch, the number of rectangular fins
and fin’s thickness were 40 mm, 9, and 1 mm, respectively, whereas the optimized scheme
is faster than that of the experimental unit by 26.3%.

600



Energies 2023, 16, 1277

Figure 21. Isometric view of the shell-and-tube LHTES unit featuring both annular and longitudinal
plate fins (units are in mm). Reprinted/adapted with permission from Zhai et al. [120]. Copyright
2015, Elsevier.

Khalifa et al. [121] studied a new thermal enhancement design with horizontal heat
pipes in a suspended arrangement adjacent to horizontal HTF channels. Rectangular
vertical plate fins were utilized, whereas the heat pipes were fixed to HTF channels.
A thermal resistance network was developed for mathematical modeling of solidifica-
tion of the LiCl-KCl and RT60 (experiment). Since the fins were thin and long, a model
considering the fin-PCM combination with effective thermo-physical properties was em-
ployed. The experimental results exhibited the same trend as the numerical findings,
with a difference of about 4%. The numerical results indicated that longer time durations
during solidification, and deviation from the experiments, were related to the moving
mesh technique adopted in the numerical model. A numerical simulation of a large-scale
LHTES unit for a concentrated solar power application was attempted. In the proposed
unit, stainless steel naphthalene-charged heat pipes were adopted for their appropriate
temperature range and insensitivity to corrosion, whereas stainless steel was chosen for
the HTF channel material. Anodized aluminum and Therminol® were selected for fins
and HTF, respectively. At an early stage, effectiveness of the heat pipes for cases with 6,
8, 10 and 12 fins were less than one, indicating reduction in both heat transfer rate and
storage volume. The values of effectiveness grew steadily at an approximately constant rate
proportional to the number of fins. Variations of the effectiveness of the fins as a function
of the product of the fin factor and Ste, which took into account the fin VF, the sensible
heat and the latent heat, was presented. Since the fin effectiveness was recommended to
be greater than 2, the use of fins was justified when the product of the fin factor and the
Ste was greater than 20. A correlation was derived for the prediction of the time required
when the effectiveness of the heat pipe reached unity for 90 geometries, 3 different fin
VFs and 4 values of fin’s TC. The TC of PCM and the Ste were fixed at 0.5 W/mK and
0.4, respectively. The size of an LHTES unit, based on the proposed finned heat pipes
corresponding to 9 h of operation for a 50 MW electric power output of a concentrated
solar power plant, was estimated.

The constructal theory was adopted by Kalbasi and Salimpour [122] to design the
optimal structure for a PCM-based cooling system for electronic devices with vertical plate
fins attached to the heated bottom of a rectangular case (insulated top and side walls),
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which was divided into several enclosures. The effects of the contact surface area between
the fins and RT27 (Rubitherm), as well as convection of the molten PCM on thawing,
were investigated numerically. A 2-D model of an enclosure initially filled with 80% sub-
cooled PCM (20% air) in the space between two neighboring fins was analyzed with the
liquid density varying with temperature. This numerical approach was validated with
experimental results [78]. Two cases identified as “wide” (fin spacing was much greater
than the height of fin) and “narrow” (the reverse case) were considered. The main part of
heat transfer was through the base surface for the “wide” case, and wider fin spacing led to
less TD between the base and the PCM and, thus, longer safe operation time. The primary
route for heat transfer occurred through the fins for the “narrow” case, and greatest TD was
observed for the case of AR ∼= 1. By altering the geometrical parameters, the time needed
to reach the maximum temperature (tmax) could be maximized. The effect of the ratio of fin
and bottom plate thickness on tmax in terms of the AR was shown to be negligible. Shortest
tmax was obtained for a square shape (AR ∼= 1) compared to the “wide” (large AR) and
“narrow” (very small AR) cases. For the same value of contact surface area between the fins
and PCM, greater tmax was attained for the wider case due to the presence of convection.
For small AR, tmax decreased with the growing of AR due to declined contact surface area,
while it increased with greater AR due to the enhanced contact surface area and convection
of the molten PCM. It was shown that greater VF of the PCM led to longer tmax. While the
investigation was extended from one enclosure to an assembly of enclosures, the results
were observed to be similar to the case of a single enclosure. With AR rising from 1 to 3,
while the minimum contact surface area occurred at AR = 2, tmax increased because the
effect of improved convection reduced the influence of diminished contact surface. For
a small value of AR, convection was negligible and tmax mostly depended on the contact
surface area. The rate of increase in contact surface area, hence the rate of growth of tmax,
decreased with greater number of enclosures (Ne). At higher AR values, raising Ne from a
small value reduced convection, hence tmax, while with further increase in Ne, the contact
surface area and tmax both increased. For lower Ne, a high value of AR was recommended
due to the marked effects of convection, whereas, for higher Ne, a small AR ratio was
appropriate, since thawing depended mostly on the contact surface area.

Tao and He [123] performed a 3-D numerical study of a He/Xe mixture as the HTF
inside a horizontal concentric tube surrounded by LiF/CaF2 mixture PCM with/without
LF placed on the lower half of HTF tube. A shortcoming of the analysis was the imposition
of the vertical symmetry plane that inhibited formation of non-symmetric vortices. Effects
of the number, height, thickness of fins and natural convection on the position of the LSI,
heat storage rate, heat storage capacity and temperature distribution were analyzed. By
increasing the geometric parameters of the fins, heat storage capacity decreased due to the
reduced PCM mass. For smaller height, thickness and any number of fins, the heat storage
rate increased, since the effect of TC was more significant than that related to the reduced
natural convection effect. However, for greater values of height and thickness of fins, the
heat storage rate was lowered. For smaller height and thickness of fins, the effective TC
was enhanced in the bottom half region and the melting fraction was enhanced, whereas
the melting rate was decreased within the top half zone. However, for greater values of
height, thickness of fins and any number of fins, the melting rate in the lower part was
enhanced and the uniformity of temperature was weakened.

A study was conducted by Liu and Li [124] on the impact of seven design and opera-
tional parameters on the performance of an RT42-based solar chimney. The setup consisted
of a vertical glass cover, a PCM container, an air channel between the glass cover and
the absorber of the PCM container and two openings (along the top façade of the LHTES
unit, i.e., air outlet and the bottom air inlet). Horizontal plate fins were inserted into
the container to accelerate heat transfer. The front wall opposite to the glass cover was
painted black to serve as a high thermal absorber, whereas the other five walls were well
insulated. The vents of the chimney were closed during charging to maximize storage
of solar energy, and the vents were kept open during discharging to allow the heated air
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to pass through the air channel. A solar simulator composed of 400 W tungsten halogen
lamps was designed to generate the solar radiation flux, and the heat flux was varied by
changing the distance between the system and heat absorber. As for the effects of the
latent heat of fusion, a greater value of latent heat of fusion was observed to lead to longer
melting and freezing times and higher enhancement of the absorber surface temperature
during melting compared to freezing. The absorber surface temperature dropped faster
for the PCM with lower latent heat. In addition, similar variation trends of the airflow
rate and the TD between the inlet and outlet were noted, with these values being high
initially and then dropping abruptly followed by a constant interval and a subsequent
great drop. These values were higher at the initial instant of freezing for lower latent heat.
Greater latent heat led to a longer duration of constant airflow rate and TD. Imposition
of higher heat flux was found to shorten tm, prolong the freezing time and attain greater
absorber surface temperature during melting in comparison to the freezing period. A slight
increase in the airflow rate and air TD were observed with higher heat flux for a certain
time instant. Lowering of the inlet air temperature was noted to result in shorter freezing
time, lower absorber surface temperature during freezing compared to the melting stage
and higher air flow rate and TD. It was observed that extremely enhanced absorber TC will
only shorten the melting period and absorber surface temperature during melting slightly.
Higher insulation TC contributed to longer melting and shorter freezing times, as well as
less airflow rate and TD at initial and later periods of freezing. Increased transmissivity
of the glass cover was observed to shorten tm, as well as increase the air flow rate and
outlet temperature. Improved absorptivity of the absorber surface also proved to lead to
increased tm, higher surface temperature, prolonged freezing time and raised air flow rate
and outlet air temperature.

The implicit lattice Boltzmann method (LBM) was employed to analyze freezing of
pure paraffin within a rectangular finned container by Talati and Taghilou [125], utilizing
the D2Q9 lattice structure. For the first problem, freezing in a container with constant wall
temperature was studied. With the container consisting of repeated PCM cells separated
by metal fins and due to symmetry, only a 2-D analysis of half of one cell was performed.
Solutions were obtained by splitting the 2-D problem into two 1-D problems. Predictions of
temperature at four points for different values of the square root of thermal diffusivity ratio
of solid and liquid phases were in agreement with analytical solutions. The LBM results of
temperature distribution at different time instants agreed well with results using ANSYS
FLUENT 14. The observed discrepancies between the LBM and analytical results of the
distribution of dimensionless temperature along the center of the fin were attributed to 1-D
heat transfer assumption along the fin in the analytical method. Noticeable running time
was saved by using the LBM method compared to FVM method. While keeping constant
volume of the PCM, freezing time was found to decrease with greater value of γ (ratio
of half height of PCM cell and fin length, ranging from 0.1 to 10) when γ ≥ 0.5 due to
smaller conduction resistance, but was reduced for cases of γ < 0.5 resulting from high TC
of the fin. The analytical solution over-estimated the time for complete solidification in
all cases in comparison to the LBM results, and the largest error of 25% was found when
γ = 0.5. The effects of fin material on solidification were negligible. For a second problem,
thermal performance of a composite plane wall was explored with PCM containers and
bricks aligned in tandem series between an external marble wall and an internal plaster
wall. The walls were exposed to air of different temperatures and heat transfer coefficients.
A 2-D cross-section of the composite wall with symmetric boundary conditions of the
container was simulated. The LBM and FVM results of temperature distribution within
the PCM were in good agreement. Adoption of PCM container was perceived to eliminate
the temperature drop in the internal wall, leading to consequent reduced convective heat
loss from the internal wall. Assumption of PCM container with aluminum wall led to a
much lower freezing time, in contrast to the assumption of the negligible effect of the PCM
container wall.
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Jmal and Baccar [126] numerically investigated solidification in a paraffin-air TTHX
unit (Figure 22). By capping the outer cylinder at top, the unit was different than other
TTHX systems [99,109], with the distinction of just using one fluid for the two HTF (inner
and outer) passageways. Staggered arrangements of AF on the inner and outer PCM-
wetted walls of the annular tube were studied with the cold air entering vertically upward
from the inner HTF tube inlet and, finally, flowing in the reverse direction within the outer
annular second HTF passageway. Despite of asymmetry of the configuration near the
capped end, a 2-D numerical model only within the PCM segment subject to assignment
of convective heat transfer boundary conditions on both sides of the PCM container were
studied. The addition of fins contributed to enhanced heat transfer from the PCM to the
HTF, in comparison to heat storage without fins. The temperature fields after 1 h, shown
in the top row of Figure 23, were observed to be more uniform as the number of fins was
raised, leading to formation of nearly repeating cells. Raising the number of fins weakened
the convection, which was then confined to the narrow vertical space between the fins
(bottom row of Figure 23). In effect, temperature rise of outlet air corresponding to nine
fins was slightly higher than that of five fins. During solidification with nine fins, frozen
PCM appeared in the vicinity of the tube walls and the fins, initially, and eddies formed
due to natural convection contributed to uniformity of temperature and heat extraction
from the PCM. The heat transfer rate was observed to decline with time, as indicated from
the decreasing rate of the outlet air temperature. Heat extraction was inhibited due to
increasing thermal resistance with thicker solidified PCM, and the dominant heat transfer
was replaced by conduction. Consequently, this insulating layer restrained the inner core
of the liquid PCM from freezing.

Figure 22. Views of the PCM-air TTHX unit featuring staggered arrangement of annular fins on the
inner and outer PCM-wetted walls with capping the outer cylinder making it different than other
systems [99,109], allowing air to serve both the inner (cold blue arrow) and outer (hot orange/red ar-
rows) HTF passageways. Reprinted/adapted with permission from Jmal and Baccar [126]. Copyright
2015, Elsevier.
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Hosseini et al. [127] investigated the effects of AF’s length and the Ste on the behavior
of the RT50-based horizontal shell-and-tube heat exchanger. The analysis concentrated
on 2.5 h of melting followed by 3 h of freezing. During charging, the temperature of the
upper part of the PCM was generally observed to be higher than that of the bottom part,
due to the effects of the evolving buoyant hot PCM front. Before the emergence of the
molten layer, the TD between the upper and middle segments were more noticeable than
that between the middle and bottom sections. Longer fins were found to contribute to heat
penetration into the PCM, thus leading to an increased melting rate and a reduced melting
time, whereas melting was also promoted with greater Ste. During discharging, longer fins
was noted to lead to faster temperature reduction rates and lower temperatures at the end
of discharging. It took a longer time to observe the solid layer covering the bottom part of
the fins for the long-fin system. The higher temperature at the end of melting with longer
fins resulted in a greater Ste during discharging, which then delayed initiation of freezing.
On the other hand, given an elapsed time period, the freezing rate of the heat exchanger
with a doubled fin length exceeded that of a unit with short fins. Change of the Ste did not
contribute to the variance of the total solidification time.

Figure 23. Cont.
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Figure 23. Instantaneous temperature contours (top row) and velocity vectors (bottom rows) after
1 h corresponding to (a) 0, (b) 3, (c) 5 and (d) 9 staggered annular fins plate fins; dimensionless axes
are used in the r and z directions and the contour levels for temperature are in oC; overcrowded
velocity vectors signify marked intensity of convection. Reprinted/adapted with permission from
Jmal and Baaccar [126]. Copyright 2015, Elsevier.

Experiments were conducted by Gharbi et al. [128] on the thermal characteristics of
utilizing PCM in heat sinks used as the cooling system of electronic devices for four config-
urations (pure PCM, PCM in silicon matrix, PCM in a graphite matrix and pure PCM unit
with fins) tested in two positions. Plastic paraffin with a Tm below the electronic threshold
critical temperature (60 ◦C) was the PCM of choice. The test system was composed of a
container with one wall made of a copper slab contacting an electric heater (4 W) and the
rest of the walls were made of Plexiglas® sheets to allow for photographic observation.
As for the behavior of the LSI of cases of PCM with silicon matrix and pure PCM, at an
early time instant of 60 min, the LSI was nearly parallel to the heated wall for both tested
positions, indicating a dominant heat conduction mechanism. At a later time instant of
120 min, the LSI still remained somehow parallel to the wall for the PCM-silicon matrix
unit, as the movement of the LSI due to convective cell was prohibited by the matrix. On
the other hand, for the case of the vertical heated wall, a deformed front with more molten
PCM at the top was present for the case of pure PCM. For both vertical and horizontal
modes of operation, fast temperature rise on the surface of the copper slab was observed
for the benchmark case for the system with only air convection, compared to cases of PCM
combined with two matrices. Considering the performance of the graphite-based PCM
heat sink against that of silicon matrix, two decreasing temperature slopes were observed
at two instants, signifying the beginning and the end of melting.

606



Energies 2023, 16, 1277

The effects of LF, PCM (NaNO3 and NaNO3/expanded graphite) and HTF (synthetic
oil and molten salt) flowing within a horizontal inner tube were studied by Li and Wu [129]
through employing a 3-D numerical model of a shell-and-tube LHTES unit. During melting
of NaNO3 with fins, molten salt as the HTF performed slightly more effectively than
synthetic oil in terms of the thawing time. For the same case, tm was shortened compared
to the case of NaNO3 without fins by 14% at low HTF velocity, while this reduction was
lowered to 20% as the HTF velocity was increased. Melting times for NaNO3 with fins
and its composite without fins were 40% and 25% less than the melting time of NaNO3
without fins. During melting, the reduced temperature gradient due to the liquid layer of
PCM around the outer surface of the HTF tube and more significant contribution of natural
convection caused the heat flux, for all cases, to decrease progressively. The effective Nu
number was lower for molten salts compared to synthetic oil. Inspecting the corresponding
velocity fields for cases without and with fins, one and three pairs of vortices on the left
and right sides were generated, respectively. For the case of no fins, molten PCM gradually
occupied the bottom portion of the shell. The greater combined size of the three pairs
of vortices led the NaNO3 PCM to melt faster for the case of finned system. During
solidification, molten salt performed slightly more effectively compared to that in charging.
With growth of a solid layer formed on the outer surface of the HTF tube, the temperature
in this region became closer to that of the tube wall, which reduced the heat flux.

Feng et al. [130] numerically investigated the melting of Docosane impregnated in a
vertically finned high-porosity metal foam heat sink with two approaches, i.e., pore-scale
and volume-averaged simulations. Plate fins were attached to the bottom surface of an
enclosure, which was kept at 347 K, with other surfaces assumed adiabatic. The PCM
and the finned metal foam were initially kept at 300 K. Foam geometry was modeled
with sphere-centered tetrakaidekahedron cell packing into a network structure in the pore-
scale simulation, and the computations were conducted with ANSYS FLUNET 14.0. Only
half of a fin-foam channel (3-D) was considered, due to periodicity and symmetry of the
computational domain, and volume-averaged simulations relied on the one-temperature
model based on the local thermal equilibrium assumption. The PCM-infiltrated foam
was regarded as a homogeneous medium and a 2-D model of half of a fin-foam chan-
nel was considered. Results of the two approaches predicted qualitatively similar LSIs
(Figure 24a,b), temperature distributions (Figure 24c,d) and flow fields due to convection,
whereas the simulations could only capture the overall U-shaped LSI separating two dis-
tinct phases. The higher temperature gradient was observed to be in the liquid phase of the
PCM, especially at the LSI, indicating a greater portion of heat transition into latent heat.
Predictions of melt fraction and bottom surface heat flux using the two methods agreed
well quantitatively (with and without natural convection). It was suggested that the local
thermal equilibrium between the foam and the PCM was observed with natural convection
in the liquid PCM. The total melting time was reduced by 28% and the surface heat flux
was increased by 10–25% compared to the case without natural convection. The presence
of natural convection slightly led to increased heat transfer from the bottom surface to the
PCM and foam, but decreased heat transfer to the fins was observed. Streamlines within
the liquid pool predicted by the pore-level and volume-averaged approaches are shown
in Figure 25a,b, respectively. Compared to conventional plate-fin and metal foam without
fin insertions heat sinks, the proposed finned foam unit exhibited the highest melting rate
and heat transfer coefficient. This reinforces the knowledge that, whereas plate fins are
very effective in removing heat normally away from an active surface [16], the presence of
the porous media will in turn contribute to greater mixing of the liquid PCM in between
neighboring fins.
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Figure 24. Instantaneous dimensionless solid–liquid phase distributions in the top row predicted by
(a) volume-averaged (left column) and (b) pore-scale simulation (5 slices) methods, along with the
corresponding temperature fields in the bottom row predicted by (c) volume-averaged (left column)
and (d) pore-scale simulation (5 slices) methods, shown at the time instant of 30 s (melt fraction = 0.25
for the volume-averaged case). Reprinted/adapted with permission from Feng et al. [130]. Copyright
2015, Elsevier.
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Figure 25. Instantaneous liquid streamlines predicted by (a) 3-D pore-scale simulation and (b) 2-D
volume-averaged methods, shown at the time instant of 60 s (melt fraction = 0.5 for the volume-
averaged case). Reprinted/adapted with permission from Feng et al. [130]. Copyright 2015, Elsevier.

Pakrouh et al. [131] performed a numerical study to optimize the geometry of an
RT44HC-based heat sink, including an air gap at the top with 25–100 vertical aluminum
pin fins by means of monitoring the critical temperature (50, 60, 70 and 80 ◦C), with the
time required for the base to reach these values designated as critical times. The Taguchi
algorithm for three-level parameters was employed to determine the configuration that
provided the maximum operating time. An orthogonal array of 27 cases with combinations
of the number, thickness, height of fins and base thickness were utilized in order to obtain
their effects on the parameter, called the “contribution ratio,” which indicated the effect of
each quantity on the objective function. Variations of base temperature with time during
heating were discussed. The deliberation of base temperature indicated that the optimum
state always corresponded to the greatest fin height. The enhancement ratio, defined as the
ratio of the time duration taken by the fin-based heat sink to reach the critical temperature
to the time duration taken by a finless unit, was obtained for four critical temperatures.
The statistical measure for performance, known as analysis of variance (ANOVA) tables,
including sums of squares, variances, Fisher ratios and contribution ratios for four different
critical temperatures were also employed to find the optimum conditions. Optimum PCM
percentages were determined to be 60.61%, corresponding to a case of the 100 pin fins heat
sink with 4 mm thick fins for critical temperature of 50 ◦C, and 82.65%, corresponding to
the 100 pin fins heat sink with 2 mm thick fins for other critical temperatures.
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Tiari and Qiu [132] developed a 3-D model (ANSYS FLUENT14.0) to investigate
charging of a eutectic mixture of NaNO3 and KNO3 (Tm of 220 ◦C) LHTESS with three
configurations (Figure 26a) of embedded heat pipes with 1 mm thick AF attached to the
condenser section of each heat pipe. The number of heat pipes for Cases 1, 2 and 3 were
5, 9 and 9, with the shared evaporator of the heat pipes covering the bottom surface of
the container. For the first case, including the effects of natural convection led to a higher
melting rate as well as a lower container base wall temperature. The effect of natural
convection on PCM temperature for Case 1 at two different elevations (4 and 8 cm) for
different time instants were obtained. At the early stage of melting, when conduction was
the dominant mechanism, similar temperature distributions were seen at both elevations,
with and without natural convection. As charging progressed and the liquid layer became
thicker, thermal resistance between the wall and molten salt was reduced. A more uniform
temperature distribution was realized due to diffusion of thermal energy. It was seen that
convection effects were stronger at lower elevations close to the heated base, and a relatively
more uniform temperature field was observed in comparison to that at higher elevations.
This was due to the presence of a higher amount of molten PCM at lower elevations early
on during melting. As heating continued and the melt zone became bigger, the role of
natural convection became even stronger. Progress of the LSI at the same elevations for
Case 1, with and without the effects of natural convection, was obtained. All the PCM
turned to liquid over the cross-sectional area at 4 cm for the case with convection, while
the PCM was still partially in the solid state if buoyancy was ignored. At the elevation of
8 cm, the PCM was observed to be not fully molten regardless of the presence of buoyancy.
At the early stage of melting, a layer of molten PCM was formed close to the base wall
in Case 1, whereas the two other cases still contained mushy zones at lower elevations
(Figure 26b). As the charging continued, part of the PCM located between the heat pipes
and close to the container wall in Cases 1 and 2 remained solid because the heat pipes were
far apart. However, in Case 3, although the number of heat pipes was the same as in Case
2, the maximum distance between heat pipes was minimized. Heat was spread out more
uniformly, and less solid PCM remained in Case 3, and the container base wall temperature
was reduced.

Figure 26. Cont.
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Figure 26. Schematic diagrams of (a) three cutaway heat pipe/PCM/fin configurations of the
thermal energy storage units studied and the corresponding (b) contours of dimensionless liquid
fraction field for different cases on four vertical axial planes at 2800, 3100 and 3400 s time instants.
Reprinted/adapted with permission from Tiari and Qiu [132]. Copyright 2015, Elsevier.

Kalbasi and Salimpour [133] conducted a numerical analysis to study the effectiveness
of adding horizontal fins (second construct level) to vertical fins (first construct order,
Kalbasi and Salimpour [122]) in a 2-D rectangular heat sink. Effects of different degrees
of freedom (Ne, number of horizontal fins, AR and complexity of the heat sink) on tmax
were investigated. Vertical fins were attached to a horizontal active base, thus dividing
the heat sinks into several enclosures, whereas only half of one enclosure was considered.
Horizontal fins were fitted on the vertical fins with uniform spacing. Only 80% of the heat
sink was filled with RT-27, and the top was open to the ambient air with other surfaces,
except the base, which was insulated. In order to keep a constant PCM VF, increasing Ne
led to shorter length. For small ARs and small Ne, reduction of uniformity of temperature
distribution occurred with a greater number of fins and resulted in a shorter tmax. For
greater value of ARs, an optimum value of the number of fins existed to obtain the longest
tmax. Increasing the number of fins led to greater tmax, when the number was below the
optimum number. This was due to greater continuous connectivity of the partitioned
PCM, leading to higher chance of convection, but a further addition of fins lowered tmax
due to reduced uniformity of the temperature. The quantity tmax was also observed to
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grow with increased Ne for a certain number of ARs. Accordingly, the variation of tmax as
a function of the fin length ratio was also deduced. For greater Ne, increased AR value
reduced the contact surface between the PCM and fins and, hence, lowered tmax. On the
other hand, for lower Ne, greater AR was observed to increase tmax, due to promotion of
convection with the wide range of enclosures. The quantity tmax was again lowered beyond
the optimum value of the Ne due to suppressed convection by horizontal fins. Parameter
tmax was observed to rise with the increase in geometrical complexities for a low value
of the AR, due to the improvement of temperature uniformity brought about by highly
conductive horizontal fins. For larger AR, convection was noticed to be dominant, and
the increasing complexity to the first design order and further to the second order led to a
decrease in convection, and, thus, decreased tmax. Only for greater Ne was the second order
of design observed to be more effective than the first order design, whereas it was still less
effective than the elementary order (without fins).

Samanta et al. [134] numerically studied the solidification characteristics of CaCl2,
6H2O infused in the shell side of a shell-and-tube unit with the cold HTF flowing inside an
inner tube hosting AF. The PCM was initially assumed to be at the ambient temperature
above its Tm. The boundary of the domain touching the HTF inner tube was maintained
at a constant temperature below the Tm, while the other three boundaries were adiabatic.
Rayleigh–Bernard convection developed next to the LSI zone during solidification, indicat-
ing a sudden fall of temperature of the PCM. For the experiment, a transparent borosilicate
glass tube was utilized as the outer shell. Measured temperature variations within the PCM
agreed well with the numerical data. The rate of decrease in temperature was observed to
be very fast, due to sub-cooling of the system.

Numerical simulations of the thermal response of an LHTES unit for a high-temperature
solar tower application was validated by Malan et al. [135] with experiments using paraffin
wax. The simulation model was then used for a high-temperature LHTES unit using salts,
incorporating a solar tower as the heat input. Heat pipes and two types of fins were
employed to increase the effective heat transfer surface area in order to enhance the heat
transfer rate. This experimental storage unit consisted of a container with a charging
multichannel rectangular micro heat pipe (Furukawa Electric, Japan) connected to the
heating side, and a discharging identical heat pipe connected to the heat removing side.
During charging, a water-carrying kettle inserted with the charging heat pipe was heated
electrically, whereas during discharging, hot water was extracted, and subsequent cold
water was allowed to flow through the top heat exchanger connected to the discharging
heat pipe. Horizontal plate fins were embedded in the PCM container, with zigzag-shaped
fins placed between those channels forming small compartments which reduced the heat
transfer distance. A 2-D conduction model was simulated with the C++ package, since
the symmetry of the fins formed repetitive channels, and convection was neglected in the
simulation. Temperature variations and absorbed/removed heat at three points at the
mid-height of the container were recorded, and agreed well with the numerical results.
During discharging, the numerical model exhibited faster cooling than the experimental
unit, which was suggested to be due to different flow rates used. Adoption of fins were
observed to reduce the melting time sufficiently, and led to the extraction of more energy.
The validated numerical model was then used for a high-temperature PCM proposed for
adoption in a concentrating solar thermal application. The response of the simulation
exhibited a cyclic behavior in response to realistic solar radiation conditions. The favorable
response suggested the potential of this model’s physical utilization, whereas the great heat
loss was observed due to excessive high temperature of the PCM.

612



Energies 2023, 16, 1277

Khatra et al. [136] numerically investigated the thermal and flow performance of an
initially superheated n-Octadecane within an internally finned enclosure during solidi-
fication. This LHTES unit was used for a cooling application, in which the PCM stored
outdoor coolness during the night to supply indoor cooling during the day. A 2-D unit was
analyzed with three parallel horizontal equidistant plate fins originating from a vertical
wall set at 255.16 K (same as fins), with other walls adiabatic. A comparative study of
finned and unfinned enclosures demonstrated that introducing fins weakened natural
convection, improved the dimensionless heat transfer and led to significant reduced so-
lidification time. Effects of the ARs of the enclosure (3 to 8) and fins (2.69 to 13.89) on
heat transfer enhancement were investigated, while keeping the mass of the PCM and fins
mass constant. Greater value of the AR was observed to result in enhanced heat flux from
the cold wall and consequent expedited freezing, due to depressed free convection, and
the expanded heat transfer surface. Increased AR of fins promoted freezing, since longer
fins attained greater heat transfer surface and weakened the convection within the liquid
phase. For the enclosure AR of 4 and explored range of fin AR, a 17.74% reduction of the
nondimensional solidification time was realized. It was also observed that, for the fin AR of
5, the nondimensional freezing time was reduced by 49.48% for the studied enclosure AR.

In terms of the melt front speed and phase change performance of n-eicosane within a
concentric annulus, Darzi et al. [137] sought an improvement method of adding different
numbers (4, 10, 15 and 20) of metal LF fins, compared to approaches of changing the
inner tube shape or adding nanoparticles to the PCM. Taking the circular inner tube as
a benchmark, horizontally oriented elliptical (major axis lying on the horizontal plane)
HTF tubes attained a faster melting rate in the initial 20 min, but slower speed afterwards,
and longer full melting time. Utilization of vertically oriented elliptical tubes (major axis
lying on the vertical plane) promoted low-speed stable melting beneath the inner tube and
decreased the full melting time, in comparison with the circular inner tube and the overall
performance improved with greater ARs of the ellipse. However, the above scheme was
not beneficial to the solidification process. Increasing the Cu-nanoparticle VF enhanced
both the melting and solidification rates. Nevertheless, the heat conduction dominating the
stable heat transfer at the bottom section was not ameliorated. In summary, adding fins on
the hot or cold inner tube outperformed the other methods chosen to expedite melting and
solidification, respectively. Increasing the fin number in the melting process is less efficient
than that in the solidification, due to the intensified suppression of the natural convection
effect with greater number of fins.

Optimized nature-inspired snowflake-shaped fins with four main branches facilitating
thermal penetration depth into the corners of a square-shaped LHTES unit were proposed
by Sheikholeslami et al. [138] to enhance freezing. Considering only the diffusive transport
and keeping the fin surface area constant, it was concluded that the angle of the smaller
branch (β2) and its position (X2) identified in Figure 27 did not have considerable effect
on solidification rate of the PCM, and the optimized values were 5π/12 and 0.66 L, re-
spectively. Nevertheless, opposite trend for the angle of the bigger branch (β1) and its
position (X1) was observed, and the best values were 3.69π/12 and 0.16 L, respectively.
Regarding expediting of solidification or maximum energy storage capacity, the optimized
snowflake-shaped fin configuration has the best performance, compared to the unit with
Cu nanoparticles dispersed in PCM and the unit with a simple LF configuration, which
indicated the effectiveness of the snowflake-shaped fin configuration, especially in the
acceleration of discharging process in the corner.
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Figure 27. Isometric view of the proposed snowflake fins (Ls are fin lengths, a & b are the small and big
fin branch distances measured from the fin’s end, respectively, βs are branch angles, X1 and X2 are fin
branch distances measured from the cold surface inner pipe of outer radius R1). Reprinted/adapted
with permission from Sheikholeslami et al. [138]. Copyright 2016, Elsevier.

A shell-and-tube LHTES configuration with helical fins attached to an inner tube was
proposed by Rozenfeld et al. [139]. It was demonstrated experimentally that a slightly
heated shell could make CCM possible and shorten tm by a factor of three in comparison
to the units exposed to ambient air. A hybrid analytical-numerical model was developed
to describe the phenomenon of CCM on the helical surface. An analytical model, without
incorporating sensible heat, was initially built under the assumption that the fin was
isothermal, which over-predicted the melting rate. Melting on helical fin was stated to be
more expedited than that on radial fins. Expanding to a numerical model that considered
the time-dependent fin temperature distribution and the sensible heat of the PCM, good
agreement was achieved between the numerical predictions and experimental results.
Governing dimensionless parameters were identified analytically and applied to numerical
results. Dimensionless parameters, including the St, Fo, Archimedes and Pr numbers, and
the group representing the geometry of configuration, were combined with dimensional
analysis to obtain a complete generalization of the results. The charging performance
was presented in terms of certain factors, including the HTF temperature, unit pitch, fin
radii, fin thickness and relative fin and PCM volumes. The structure of the helical fins
was advantageous, since it avoided local increase in pressure related to volume expansion
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during phase transition and solidification voids. It also enabled a continuous volume of
the PCM, promoting natural convection in the annulus.

Performance improvement during the solidification process was investigated by
Kuboth et al. [140] by varying distributions of copper AF within shell-and-tube LHTES
units. Storage units of different fin allocations contained identical volume and number
of fins (100) and RT42. Thirty different fin arrangements were examined, including the
linearly and exponentially increased fin density towards the outlet of the HTF (water) pipe,
section-by-section change of the fin density (2 and 3 segments) with denser fins close to the
outlet of the units and equidistant fin distribution. Whereas an FVM-based 2-D numeri-
cal model was adopted within the PCM store, 1-D axial convection within the HTF was
assumed. In-house code was validated with a 2-D model in ANSYS Fluent, showing good
agreement except for a small discrepancy due to the differences in discretization schemes.
It was observed that storage performance was affected by varying the fin arrangements.
Most of non-equidistant distributions of fins can achieve a higher average output power
than equidistant ones, except for certain cases with fin density increasing exponentially
with the growth rate factor greater than 1.023. In comparison to uniform fin arrangements,
the average output power at total discharge was improved by three percent using the
most efficient fin allocation, with a linear growth rate of 10. Exponentially increased fin
densities towards the storage unit outlet also resulted in enhanced discharge performance
with proper growth rate factor. The studied intermediate discharge process demonstrated
that distributions of fins could induce a more uniform discharge.

To enhance the overall melting of PCM (RT42) filled in a rectangular cavity, Ji et al. [141]
investigated computationally the effects of two parallel fins with inclination angles (0◦,
+15◦, +30◦, −15◦ and −30◦) attached to the vertical side wall contacting the heater plate
(Figure 28). Overheating of the PCM at the top side of the cavity without fins was firstly
observed during the melting process due to the natural convection effect, which resulted in
reduced overall melting rate. Considering the melting rate and temperature distribution for
the case with 0◦ fins (Figure 28a), the fins with upward angles of +15◦ and +30◦ (Figure 28b,c)
exhibited non-uniformity of those quantities since more heat was transferred to top part of
the cavity. It was noticed that fins with −15◦ (downward, Figure 28d) exhibited a faster
melting rate and more uniform temperature distribution compared to the case with 0◦ fins.
These were attributed to the heat being transferred to the bottom side of the enclosure
along the downward-pointing 15◦ inclined fins, and the buoyancy effect was mitigated.
From the enhancement ratio data, the angled fins primarily take effect at the second half of
the melting process. The effects of the fin length and heat flux were further explored on the
PCM melting enhancement, with the fin angle setting from 0◦ to 15◦. It was shown that the
increased melting rate became more apparent with increasing the dimensionless fin length
from 0.25 to 0.75 when the fin angle changed from 0◦ to 15◦. The greatest improvement
and more uniform temperature distribution was achieved by the dimensionless fin length
of 0.75 and −15◦ fins, for which heat was spread to the top and bottom of the container
simultaneously. The −15◦ fins slightly enhanced the melting rate, with a lower heat flux
input compared to fins of 0◦, but the improvement diminished as heat flux increased.

Dendritic fins proposed by Luo and Liao [142] were attached to the inner tube of the
shell-and-tube LHTES unit to enhance melting performance. The improved melting rate
with the dendritic structure was compared with the LF fin unit. The results indicated that
the dendritic fin greatly enhanced the melting rate and led to uniformity of the temperature
distribution. This was attributed to formation of multiple independent PCM zones that
dispersed heat rapidly in metallic fin bifurcations.

Duan et al. [143] investigated constrained melting rates of PCM within honeycomb
cores of non-hexagonal (triangular, trapezoidal, rectangular and circular) cells, in com-
parison to hexagonal cells, for three Ra numbers. The melting time-saving ratios of PCM
in triangular and quadrilateral cells compared to the hexagonal cell decreased for a low
aspect ratio. It was observed that the PCM in cells with a smaller geometrical factor
(
√

Area/perimeter) melted faster, as conduction dominates the heat transfer at low Ra
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number, so the melting rate of PCM in triangular, trapezoidal and rectangular cells are
greater than hexagonal cells. As for higher Ra numbers, the melting time of the PCM is
affected by both the geometrical factor and the orientation of the cores, due to enhanced
natural convection.

Figure 28. Instantaneous contours of the dimensionless melt fraction with superimposed fluid
velocity vectors for the fin-PCM cases: (a) θ = 0◦, (b) θ = +15◦, (c) θ = +30◦, (d) θ = −15◦ and
(e) θ = −30◦, with the fixed dimensionless fin length equal to 0.50 and heat flux input of 2500 W/m2

on the left wall. Reprinted/adapted with permission from Ji et al. [141]. Copyright 2018, Elsevier.

Deng et al. [144] explored the effect of arrangements of plate LF on the melting
within a shell-and-tube LHTES unit. Melting improvement of different arrangements were
explored for six ES straight, angled, lower-half and upper-half fins. The shortest tm was
obtained for the case with lower-half fins, followed by angled, straight and upper-half
fins. Effects of the number of fins, dimensionless fin length, HTF temperature and outer
pipe material on melting performance of the four arrangements were then investigated.
Melting enhancement by increasing the number of fins was most effective in the case of
angled fins, followed by straight, lower-half and upper-half fins. Based on complete tm and
heat storage capacity data, the best type of arrangements to increase the performance of
LHTES were: (a) with six fins or less, the recommended arrangement was lower-half fins
and (b) given greater than six fins, it was the angled fins. For 6 fins and dimensionless fin
lengths of 0.5 and 0.95, the optimum arrangement was the angled case. Raising the HTF
temperature was observed to be more effective for the case with angled fins. Shorter tm and
comparably higher heat storage capacity made aluminum to be advantageous as the outer
pipe material, due to its high conductivity and relative small sensible specific heat. It is also
observed that heat storage capacity was the lowest compared to other three configurations.
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Shahsavar et al. [145] investigated the effects of fin configurations on the performance
of the shell-and-tube LHTES units, in both melting and solidification processes, considering
the locations, thickness and diameter of the five AF placed on the outer wall of the HTF
inner tube. RT-35 was filled within the annulus region while water HTF flowed upward
vertically through the inner tube, and the total volume of the fins was kept constant. It was
observed that the addition of fins was more advantageous for the melting process rather
than the freezing process. Charging and discharging time periods reduced by 41.4 and
9.7%, respectively, for the ES finned-case compared with the non-finned case. Shortening
the distance between the first fin and the bottom of the unit from 40 to 10 mm led to shorter
thawing time and enhanced heat storage rate. Compared with the ES case, the melting
time reduced by 23.9% with the best fin array. Moreover, increasing the diameter of the fins
from 5 to 6 mm led to faster melting, but further increasing to 7 mm brought about adverse
effects, due to suppression of the natural convection. For the freezing process, the optimal
case is the ES arrangement, while the heat recovery rate increased by 11.4% compared with
the non-finned case.

Melting enhancement of RT-82 within the annulus of a shell-and-tube LHTES unit
by adding LF or metal foams was investigated by Zhao et al. [146]. Concentric inner and
outer copper pipes were subjected to a constant temperature of 363.15 K. Carbon fiber
(XN-100) fins penetrated into the PCM from the walls of both pipes. The constraint of
constant fin volume and thickness remained unchanged during the investigation. After
exploring the effects of the fin number density, a function for tm in terms of the number
of fins was fitted. It was observed that tm was shortened while the fin number increased
to 16, but further reduction was not realized with greater number of fins. The optimum
fin number was obtained at 16, with over 60% of tm reduction compared to the no-finned
case. Additional 8 and 4% time reductions were attained by utilizing longer and denser
bottom fins, respectively. However, the addition of tree-like fins resulted in a longer tm,
which indicated that it was not a good option for small PCM domains. It was also noticed
that the trunk length effects on tm were more pronounced than the bifurcation morphology.
Finally, the melting performances of the units with LF were compared with those using
three metal foams (nickel, aluminum and copper). It was observed that tm of the optimized
strategy with longer bottom fins was rather less than those of Cu and Al foams, and greatly
shorter than that of Ni foams. These results indicated that well-arranged fins could be as
efficient as metal foams.

Charging and discharging processes inside a shell-and-tube type LHTES unit (RT 25
paraffin as PCM and water as the HTF) featuring LF fins was studied by Kirinic et al. [147].
In-house experimental temperature measurements at three axial stations and three radial
positions were then compared to the numerical predictions, exhibiting satisfactory agree-
ment between the two approaches. Compared to the plain tube unit, a 52% reduction in
the total melting time and a 43% reduction in the total freezing time was realized through
adoption of LF. Relative accumulated/released energy, defined as the ratio of accumu-
lated/discharged energy and maximum storage capacity for the plain tube configuration,
for the charging/discharging scenarios were 0.949 and 0.948, respectively, whereas the
same performance was realized for the no-fin systems after 3 and 12 h, respectively.

The influence of adding twisted fins in a triple-tube LHTES unit compared with using
straight fins and no fins was investigated by Ghalambaz et al. [148]. PCM is placed between
the inner and outer annuli, through which vertical water HTF streams flow in opposite
directions, whereas the copper fins could be attached to the two vertical walls of the PCM
container neighboring the HTF streams. Keeping the PCM mass constant, utilization of
four twisted fins reduced the melting time by 18% compared with the same number of
straight fins, and 25% compared with the no-fins unit. Increasing the number of fins from
two to four and six, the heat storage rate rose 14.2% and 25.4%.

Melting of the lauric acid in a rectangular thermal storage unit featuring vertically
and horizontally oriented HTF-heated sides with three, five, seven and nine anchored
fins (total fin volume fixed) was numerically studied by Safari et al. [149]. With a fixed
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number of fins, increasing the fin length improves the melting rate due to a higher surface
area and boosting of the thermal penetration depth. Examining the instantaneous average
velocities (Figure 29) indicates that the horizontal enclosures accommodate development of
convection currents until near the end of the melting process, whereas in vertical units, the
strength of the convection currents is diminished earlier due to the melt interface shrinkage.
The observed decremental trend of the surface-averaged Nu number with increasing the
number of fins led to the conclusion that heat transfer rate is controlled by the trade-off
between the increase in the heat transfer area and the hampering effect of the fins on the
Nu. Horizontal enclosures store about the same amount of thermal energy at a relatively
lower temperature and shorter melting time than vertical enclosures, making them more
desired in thermal management applications.

Figure 29. Instantaneous average melt velocities for (a) vertically and (b) horizontally oriented heated
wall exhibiting the persistence of natural convective current late into the melting process for the
horizontally oriented unit. Reprinted/adapted with permission from Safari et al. [149]. Copyright
2022, Elsevier.
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A 2-D study was performed by Ye and Khodadadi [150] to analyze the enhancement
of the melting by adding arrow-shaped fins in a horizontal shell-and-tube LHTES system
(Figure 30a). With γ signifying the dimensionless gap distance between the bottom of
the heated tube surface and the fin branch, it was observed that increasing the fin angle
while using a fixed fin length ratio of γ = 0 improved the melting rate. Despite varying
γ, among the six cases studied, the one with θ = 60◦ and γ = 0 exhibited the highest heat
transfer enhancement, compared to the other arrangements, due to the greatest amount
of PCM being subjected to convection. In order to highlight the role of unsteady thermal
plumes in the top half of the unit and above the branched fin, close-up views of the velocity
field colorized by temperature in the vicinity of hot surfaces where the upwelling thermal
plumes were initiated for the case of θ = 60◦, γ = 0 are presented in Figure 30b at time
instants of 1, 4 and 7 min. At the time instant of 1 min, one pair of vortices that rotate
simultaneously in opposite directions were observed near the top surface of the inner
heated tube. In effect, hot fluid rose upward, featuring an upwelling thermal plume that
impinged on the receding solid PCM. Another pair of vortices was found at the vicinity of
the upper tip of the branched fin. At the 4 min time instant, expanded vortices were still
rotating in the same pattern as captured at the earlier instant, causing a greater amount of
the solid PCM to undergo melting. By the 7 min time instant, the upper pair of vortices
have undergone further expansion, whereas the lower pair of vortices shifted closer toward
the main vertical fin.

Figure 30. (a) End views of 6 horizontal LHTES units featuring arrow-shape fins and (b) velocity
field of the molten PCM at time instants of 1, 4 and 7 min for the case of θ = 60◦, γ = 0 colorized
by temperature. Graph (a) was Reprinted/adapted with permission from Ye and Khodadadi [150].
Copyright 2022, Elsevier.
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4. Highlights of Reviewed Work

A summary of the 131 reviewed studies targeted at improving the performance of
LHTESS, realized through inserting fins with high values of TC to improve heat transfer,
are presented in Table 1. Specifically, the container shape, the imposed boundary condi-
tions, phase-change mode (melting (charging) and/or solidification (discharging)), PCM,
fin material, geometry and orientation and the adopted methodologies/techniques are
summarized. The importance of geometrical parameters (similar to [15]) and operational
factors on the characteristics of phase change conversion in melting and solidification
modes are noted. Introducing fins is viewed as a significant geometrical modification
to enhance the effective TC of PCM. Adding fins will enhance the thawing and freezing
rates, shorten the charging and discharging times, realize uniform and stable operating
temperature and assist safe operation of the heat sink. Moreover, design parameters of the
fins (number, length, thickness and orientation) influence the performance of LHTESS to
different degrees. It was found that the number of fins (or fin-pitch) and fin length have
stronger effects on the system performance compared to that caused by fin thickness and
fin orientation. On the other hand, insertion of fins will restrain natural convection, which
is well-known to play an important role on thawing. Therefore, interacting but opposing
influences of enhancement of the effective TC and simultaneous suppression of buoyancy
should be decided by the designer through selecting the optimum location and orientation
of planned fins.
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5. Classification of Similar Work (Themes), Performance Indicators and Challenges

Similar to [17], which discussed 75 fin-assisted LHTES systems dating back to 1966,
the reviewed studies here [20–150] were classified and summarized in Table 2. Themes of
“Rectangular cuboid thermal storage units and shell and tube heat exchangers” are the broadest
groupings, whereas a few outliers are listed separately. In studies with the theme of
“Rectangular cuboid storage systems with horizontal/vertical/other types of fins in contact
with PCM”, phase transition was activated on a boundary subjected to a constant heat
flux, constant wall temperature, heat transfer fluid stream(s) or jet-cooling, whereas HTF
stream(s) initiate phase transition in the shell and tube heat exchangers, for which AF/LF
are in direct contact with PCM. Given the variety of configurations, fin/PCM materials,
lack of widely accepted thermophysical properties, etc., the widely sought-after correlation:

Efficiency = f(PCM properties, shape, boundary conditions, fin type/material, etc.)

does not exist at this time.

Table 2. Classification of the reviewed studies [20–150] on fin-assisted LHTESS based on similarity
of work (theme); listing of the abbreviations other than those used in Table 1 are summarized at the
bottom of the table.

Rectangular Cuboid Storage Units
[Other Similar Configurations are Summarized at the Bottom]

Thermal Conditions of the
Active Wall on which Fins are Anchored

Fin Orientation/Type

Horizontal Vertical Other

CHF

[73], [124] simulated insolation.
[125,128].

[135] attached on vertical hps and filled
with zigzag-shaped fins in between.

[50,62,63,69,78,81,83,86,93,94,98,104,122,128]

[52,60,68] planar fins VIA, [62,86,97,131] square
CS pin fins, [81] T-, Y- and cross shapes, [93]

spiral fillers.
[98] crossed and honeycomb fins.
[132] annular fins on vertical hps.

[133] vertical/horizontal fins.
[141] slanted fins.

CWT [88,125,136].
[25] JA, [63,64,76,79]

[130] with high-porosity metal foam between
fins.

[40,41] inclined plate fins.
[60] planar fins VIA.

[143] honeycomb cells.

HTF [51] split fins.
[87,149]. [22,101,149] [30,31] VIA, [48,49] horizontal square CS pin fins,

[90] Staggered/serrated aluminum plate fins.

Other [54,74] insolation.
[105] varying active wall temperature. [66,112] insolation. [59] insolation/horizontal square CS pin fins.

Shell and Tube Heat Exchanger (STHE) Units (1 HTF and 2 HTF Streams)
[Other Similar STHE Configurations are Summarized at the Bottom]

HTF Stream(s) Shell Geometry
(Original) Direction of Flow of the HTF

Stream(s)

Fin Orientation/Type

Annular Longitudinal

Vertical

Cylindrical

With Gravity

[42] HPH, inner HTF stream end-capped.
[43,44,46,47] HP, HTF stream end-capped.

[82,84,92,95,111,114,115] HP.
[116] HP-CCM.

[139] HP and helical fins.
[140] HP.

[21,23] HP, HTF stream end-capped.
[42] HPH, inner HTF stream end-capped.

[92,147] HP, [108] HHP.
[148] TTHX, HPH.

Against Gravity [100,106,120,134,145] HP.
[126] TTHX, HPH.

[102,118,120] HP.
[148] TTHX, HPH.

Rectangular Cuboid
With Gravity N/A [20] HP

Against Gravity N/A N/A

Horizontal

Cylindrical [26,27,32,34,65,71,76,85,89,103,119,127] HP.
[61] 5 PCM, HP.

[33,34,36–39,65,67,72,91,110,123,129] HP.
[35] HP, HTF stream end-capped feeding JA.

[71] hpPH;
[99,109] TTHX, HPH;

[117] HP, CCM.
[137] HP and elliptical HTF pipe.

[142] HP and dendritic fins.
[144] HP.

[146] HP and metal foams.
[150] HP and arrow-fins.

Rectangular Cuboid [58,70,77,103] HP.
[121] HP including hps.

[28,53,55,56] HP.
[113] HP including hps.

[138] HP and snowflake-fins.

[24,29] Disk-like insulated PCM with a copper concentric vertical cylinder subjected to a step change in temperature.
[45] Cylindrical heat pipes with longitudinal fins.

[57] STHE (vertical) with spiral twister split annular fins on electrically heated rod, HPH.
[75] Cylindrical container (HTF at base) with five vertical rods (also studied five heat pipes).

[95] Cylindrical shell-and-tube storage unit with radially pointing pins of circular cross-section, HP.
[96] Rectangular “shell-and-tube” storage unit with HTF-carrying U-tubes (no fin, in-line horizontal fins and staggered horizontal fins) and a festoon design, HP.

[107] Curved copper plate U-shape fins, HP.
[120] Combination of both annular and longitudinal fins forming sealed segments, HP.

CS = cross-section; H = HTF; JA = jet arrays, P = PCM, VIA = varying inclination angles. Terms such as HPH refer
to the order of the constituents encountered moving away from within the unit to the outside.
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Researchers have sought improved performance of LHTES units through shortening
charge/discharge time periods, in connection with the sacrificed PCM, due to introducing
fins. Adoption of simple planar fins has diminished over the years, while more complicated
shapes, such as branching arrangements, crosses and Y-shapes, etc., are being reported,
at times with the aid of the constructal theory. However, the fundamental challenge of
utilizing high TC fins remains the promotion of conducting pathways with minimum
distance that connect the high and low temperatures of a heat storage system.

6. Concluding Remarks

Analytical, computational and experimental investigations focused on improving the
performance of LHTES systems that utilize generally metal-based high TC fins/extended
surfaces were reviewed. A variety of PCM, including capric-palmitic acid, chloride mix-
tures, dodecanoic acid, erythritol, fluorides, lauric acid, naphthalene, nitrite and nitrate
mixtures, paraffins, potassium nitrate, salt hydrates, sodium hydrate, stearic acid, sul-
fur, water and xylitol, covering Tm in the range of −129.6 to 767 ◦C, have been reported.
Freezing and thawing within various TES vessel geometries and heat exchange operating
conditions were studied. The unifying findings/observations of these studies are:

(a) Length and number of fins (or fin-pitch) markedly affected the performance of the
TES units (reduced charge/discharge times) in comparison to the fin’s thickness and
orientation.

(b) Presence of the fins generally diminished the role of buoyancy-driven convection,
which plays a significant role during melting and practically no role in freezing
scenarios.

(c) Conflicting trends between enhancing the effective TC of the PCM and weaker natural
convection should be considered by the designer through selecting the optimum
positions and orientations of the fins.

(d) The extent of sacrificed PCM that is replaced by fins, thus lowering the storage capacity
of the TES unit and contributing to the sensible stored heat, is another concern.

Whereas simple planar fins are still being studied, more complicated shapes (e.g.,
branching arrangements, crosses, Y-shapes, slanted, dendritic, snowflake-shapes, arrow-
shapes, helical, varied honeycomb cells, etc.) are being explored, at times with the wider
adoption of the constructal theory. Promoting short conducting pathways linking the high
and low temperatures of the storage system through innovative approaches still remains
the ultimate challenge.
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List of Symbols

AR Aspect ratio
Ne Number of enclosures
tm Melting time, s
tmax Maximum time needed to reach a set temperature, s

633



Energies 2023, 16, 1277

Abbreviations

AF Annular fins
ES Equally or uniformly spaced
HTF Heat transfer fluid
LF Longitudinal fins
LSI Liquid-solid interface
PCM Phase change materials
TC Thermal conductivity
TD Temperature difference
TTHX Triple-tube or triplex-tube heat exchanger
VF Volume fraction
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