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Williams, Negar Zaghi and Thomas Kienberger

Modelling and Simulation/Optimization of Austria’s National Multi-Energy System with a
High Degree of Spatial and Temporal Resolution
Reprinted from: Energies 2022, 15, 3581, doi:10.3390/en15103581 . . . . . . . . . . . . . . . . . . . 379

Jieran Feng, Junpei Nan, Chao Wang, Ke Sun, Xu Deng and Hao Zhou

Source-Load Coordinated Low-Carbon Economic Dispatch of Electric-Gas Integrated Energy
System Based on Carbon Emission Flow Theory
Reprinted from: Energies 2022, 15, 3641, doi:10.3390/en15103641 . . . . . . . . . . . . . . . . . . . 413

Mohammad Shqair, Emad A. M. Farrag and Mohammed Al-Smadi

Solving Multi-Group Reflected Spherical Reactor System of Equations Using the Homotopy
Perturbation Method
Reprinted from: Mathematics 2022, 10, 1784, doi:10.3390/math10101784 . . . . . . . . . . . . . . . 437

Gengli Song and Hua Wei

Distributionally Robust Multi-Energy Dynamic Optimal Power Flow Considering Water
Spillage with Wasserstein Metric
Reprinted from: Energies 2022, 15, 3886, doi:10.3390/en15113886 . . . . . . . . . . . . . . . . . . . 455

vi



Xuyang Zhong, Zhiang Zhang, Ruijun Zhang and Chenlu Zhang

End-to-End Deep Reinforcement Learning Control for HVAC Systems in Office Buildings
Reprinted from: Designs 2022, 6, 52, doi:10.3390/designs6030052 . . . . . . . . . . . . . . . . . . . 473

Shahenda Sarhan, Abdullah M. Shaheen, Ragab A. El-Sehiemy and Mona Gafar

Enhanced Teaching Learning-Based Algorithm for Fuel Costs and Losses Minimization in
AC-DC Systems
Reprinted from: Mathematics 2022, 10, 2337, doi:10.3390/math10132337 . . . . . . . . . . . . . . . 495

vii





About the Editors

Zbigniew Leonowicz

Zbigniew Leonowicz (Senior Member, IEEE) received his M.Sc. and Ph.D. degrees in electrical

engineering from Wroclaw University of Science and Technology, Wroclaw, Poland, in 1997 and 2001,

respectively, as well as a habilitation degree from Bialystok University of Technology, Bialystok,

Poland, in 2012. Since 1997, he has worked for the Electrical Engineering Faculty, Wroclaw University

of Technology. He was also awarded the title of full professor by the President of Poland and the

President of the Czech Republic in 2019. Since 2019, he has worked as a Professor at the Department

of Electrical Engineering, where he is currently the Chair of Electrical Engineering Fundamentals.

Arsalan Najafi

Arsalan Najafi received his B.Sc. degree in electrical engineering from the University of

Kurdistan, Sanandaj, Iran, in 2009, as well as his M.Sc. and Ph.D. degrees in electrical engineering

from the University of Birjand, Birjand, Iran, in 2011 and 2016, respectively. He won a grant from

the Polish National Agency for Academic Exchange (NAWA) under the Ulam Program hosted

by Wroclaw University of Science and Technology, Wroclaw, Poland. He is currently an associate

professor with the Wroclaw University of Science and Technology. His research interests include

the operation and planning of multi-energy systems, electric vehicles, electricity markets, and

optimization theory and its application in power systems.

Michał Jasiński
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Abstract: Microgrids operating on renewable energy resources have potential for powering rural
areas located far from existing grid infrastructures. These small power systems typically host a
hybrid energy system of diverse architecture and size. An effective integration of renewable energies
resources requires careful design. Sizing methodologies often lack the consideration for reliability
and this aspect is limited to power adequacy. There exists an inherent trade-off between renewable
integration, cost, and reliability. To bridge this gap, a sizing methodology has been developed to
perform multi-objective optimization, considering the three design objectives mentioned above. This
method is based on the non-dominated sorting genetic algorithm (NSGA-II) that returns the set of
optimal solutions under all objectives. This method aims to identify the trade-offs between renewable
integration, reliability, and cost allowing to choose the adequate architecture and sizing accordingly.
As a case study, we consider an autonomous microgrid, currently being installed in a rural area in
Mali. The results show that increasing system reliability can be done at the least cost if carried out in
the initial design stage.

Keywords: microgrid; off-grid; reliability; sizing; genetic algorithm

1. Introduction

Electricity is at the heart of modern economies, and its share in the global energy
demand continues to increase [1]. Global electricity demand is expected to grow by
30% by 2040, this growth is largely dominated by developing countries. Most modern
economies have robust electricity grids, which guarantee a high degree of reliability to
end-users. There is a direct link between access to reliable electricity and economic and
social development. However, in many places in the world, electricity access is still lacking.
Around 759 million people had no access to electricity worldwide in 2019 [2]. Most of the
concerned population lives in Sub-Saharan Africa and Asia. For the regions where the
electricity grid is not present, different solutions are available. Grid extension appears
to be the logical option, however, this solution becomes less viable as the distance from
existing grid infrastructure increases, and as the density, load demand, and revenues of the
concerned population decrease [3]. One promising alternative is to build small electricity
grids known as microgrids which mutualize production assets to consumers as opposed
to standalone systems [4]. It is estimated that at least 34 million people had access to
electricity from standalone systems (71%) and microgrids (29%) between 2010 and 2017 [3].
Microgrids integrate more and more renewable resources as the prices of these technologies
get more competitive. In terms of the type of renewable resources used, we can cite solar
photovoltaics, wind, biomass, micro-hydro, and tidal energy [5]. Autonomous microgrids,
which have no connection to the national electricity grid, are the topic of interest in this

Energies 2021, 14, 4466. https://doi.org/10.3390/en14154466 https://www.mdpi.com/journal/energies
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paper. In Section 2, a review is given including important aspects related to reliability and
existing methods for designing these types of power systems. In Section 3, the method
developed to size autonomous microgrids taking into consideration reliability aspects is
introduced. In Section 4, a microgrid project used as a case study for this article is described.
In Section 5, the results obtained after applying the proposed method to the case study
are presented.

2. Literature Review on Autonomous Microgrid Design

This paper focuses on microgrids that have no ability to connect to the grid and are
therefore referred to as autonomous microgrids, also known as mini-grids in the context of
rural energy access [6–8]. These systems have been used for a long time as a solution to
bring access to electricity to remote locations where grid extension is unaffordable. The cut
in renewable energy prices has introduced new types of autonomous microgrids, based
on renewable energy resources and energy storage. The power ratings of these systems
can range from as little as 50 kVA to a few MVA. Only PV systems and diesel generators
(Gensets) are considered as the potential sources of generation. PV arrays can be either DC
coupled (PVdc), AC coupled (PVac), or integrated into a hybrid architecture where one
part of the solar system is connected to a DC bus and another part is connected to an AC
bus. Figure 1 shows the microgrid architecture that is considered for the paper. Energy
storage systems (ESSs) are used to store excess renewable energy, allowing for a further
decrease in the use of fossil-based generation and can be in the form of electrochemical,
kinetic, compressed air, or gravitational; however, only battery storage is considered in this
paper. A power conversion system (PCS) is required to interface the DC sources (ESS and
PVdc) to the AC bus.

Figure 1. Architecture of the considered microgrids.

Several articles have reviewed the methodologies proposed for the sizing and opti-
mization of autonomous hybrid systems [9–14]. Al-falahi et al. [10] listed various indicators
used as design objectives. Most of them are economic, reliability, and environmental in-
dicators. Social indicators can also be found in some papers. The authors have observed
that single-objective articles were focusing on the optimization of a cost indicator, whereas
multi-objective articles were often focusing on the objectives of cost and reliability. The
cost thus represents the first optimization objective and includes investment, operation,
maintenance, and replacement costs. A recent review on the sizing methodologies of
hybrid renewable energy systems from Lian et al. [15] shows that a large proportion of
the reviewed sizing methodologies were focusing on off-grid/autonomous applications

2
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(79%). To classify the different methods available, Tezer et al. [11] distinguish classical
optimization approaches to meta-heuristic approaches. Classical methods require limiting
mathematical properties linked to the objective function and include for example the it-
erative optimization method and linear programming. Meta-heuristic methods include
higher-level algorithms to control the whole process of search to explore the solution space
efficiently and avoid local optima. These methods can be applied to a wide range of
optimization problems. We can distinguish “neighborhood” meta-heuristics developing
a single solution at a time to “distributed” or “population-based” meta-heuristics that
process a whole population at a time, such as particle swarm optimization (PSO) and ge-
netic algorithms (GA). Various articles have used genetic algorithms to size hybrid energy
systems. Katsigiannis et al. [16] use the NSGA-II to design a small autonomous hybrid
power system comprising of both renewable and conventional power sources with the
objectives of minimizing the energy cost of the system and total greenhouse gas emission
during the system lifetime. Reliability was however not considered. Kamjoo et al. [17]
have used the NSGA-II algorithm to obtain the trade-offs between cost and reliability in
order to size a wind/solar/battery system. Roy et al. [18] used the NSGA-II algorithm to
size a multi-energy system solely on renewable energy under the objectives of cost (LCOE)
and reliability. Refs. [19–23] have considered long-term sizing with multi-step investments
using optimization techniques.

Some reviews also focus on available tools for the design and planning of hybrid
renewable energy systems [24–26]. Various articles use the software Homer to size hybrid
energy systems [27]. Homer is an optimization software that is used to design hybrid
systems for microgrid/stand-alone applications. It performs simulations of all possible
configurations, calculates energy flows, and lists results according to their relative cost of
energy (COE). iHOGA is another hybrid system optimization tool that can be used similarly
to model and simulate various components [28]. The authors in [29] make a comparative
assessment of Homer and iHoga using a case study, with the motivation that the latter has
not been explored as much in the literature. An interesting feature of iHOGA is its ability
to perform multi-objective optimization, using up to three objectives (Net Present Cost,
CO2 emissions, and Unmet Load), it offers also more flexibility in the control strategies
used in the simulations.

Reliability can have different meanings and can account for different aspects depend-
ing on the application and field. It can be summarized as the ability of a system to perform
as intended without any failure and within the desired performance limits for a specified
time, in its lifetime conditions [30]. In power systems, reliability deals with power interrup-
tions, whereas power quality concerns the quality of the sine wave when power is available.
Therefore, phenomena of interest in power quality studies, such as swells, swags, impulses,
and harmonics are not explored in reliability studies. The reliability of power systems can
be separated into adequacy and security [31]. Adequacy relates to the ability of power
systems to supply the demand with adequate generation and transmission facilities with a
desired level of reserve and can be evaluated in long-term planning studies [30]. Security
relates to the ability of the power system to withstand sudden contingencies and outages
and is more often integrated into short-term reliability assessment.

Reviews have investigated the use of reliability objectives in designing hybrid systems.
Several studies involve reliability assessment in the design of microgrids [32–36]. Most
of the reliability indicators used relate to adequacy assessment and account for the risk
that generation is lower than consumption [11]. The main adequacy indicators used in the
literature for sizing hybrid systems are loss of power supply probability (LPSP), loss of
load probability (LOLP), expected energy not supplied (EENS), deficiency of power supply
probability (DPSP), loss of load expected (LOLE), and loss of energy expected (LOEE) [15].
The software tools for hybrid system optimization mentioned above also account solely for
system adequacy. In the Homer software, reliability can be used as a constraint, specifying
a maximum capacity shortage fraction allowed. This capacity shortage accounts for the
shortage of generation to power the load, as well as insufficient reserves from the reserve

3
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requirement set up by the user. iHOGA also includes a reliability constraint using the
indicator of unmet load; however, this indicator does not account for operating reserves.

Some papers in the literature have investigated the security assessment of microgrids.
In [37], Paliwal et al. use a Particle Swarm Optimization method to determine optimal
autonomous microgrid component sizing with the incorporation of reliability constraints.
The reliability analysis of the microgrid is carried out using a multi-state availability model
(MSAM) of different generators to calculate the percentage of risk state probability (genera-
tion is inadequate to supply load) and the percentage of healthy state probability (system
has adequate reserves). Xu et al. [38–40] have integrated the consideration of protection
and operation into the reliability evaluation of microgrids. However, the reliability analysis
developed is not focusing on purely autonomous microgrids with centralized generation
and is not integrated into a design method. Escalera et al. [41] suggest that security aspects
could be incorporated into reliability analysis in the design phases of microgrids, as the
size of the considered systems is small enough to limit the computation time. Security
assessment, which in conventional power systems is performed with a short-term horizon,
could thus be implemented in long-term planning. Peyghami et al. [30] introduce a new
framework for the reliability evaluation of modern power systems. According to the au-
thor, security assessment would focus on static phenomena, dynamic and transient, and
cybersecurity. In rural autonomous microgrids, security issues are mainly concerned with
the stability and thermal limitations of the power electronic interfaces. These limitations
impact considerably the protection scheme of the microgrids, as those are typically based
on conventional overcurrent devices.

There is thus a research gap in the literature related to the consideration of reliability
in the design of isolated microgrid systems, often focusing solely on adequacy. There is
a need to model how the design can influence reliability, considering other aspects, such
as component failure and protection. There is also a need to explore further the trade-off
between design objectives such as cost, reliability, and renewable integration. Therefore,
this paper proposes a novel method to size individual components as well as redundancy
by exploring the trade-offs between the objectives mentioned above and considering the
impact of component failure and protection malfunction on reliability. It aims not to return
the optimal sizing of the system, but rather to give the designer the means to carefully
select the preferred option according to the observed trade-offs. The method is described
in Section 3. A case study is presented in Section 4, and the results obtained from applying
the method to this case study are discussed in Section 5 before a conclusion is drawn.

3. Method for Sizing Autonomous Microgrids

This section describes the methodology developed for the sizing and design of au-
tonomous microgrids. The methodology aims to give the user the means to select the
optimal component sizing, architecture, as well as control strategy, regarding the objec-
tives of cost, renewable integration, and reliability. There are two general approaches
to solve multi-objective optimization problems. The first approach consists of collecting
all objectives into a single objective function, using a weighted sum, or treating some
objectives as constraints [11]. The second approach is Pareto-based optimization, which
uses the Pareto-dominance concept. The Pareto-front is the set of all solutions for which
the corresponding objective vectors cannot be improved in any dimension without degra-
dation in another [20]. When considering three objectives, the Pareto-front becomes a
three-dimensional surface. The Pareto-based approach was preferred because it does not
require fixing a priority or a limit on one of the objectives and it gives the ability to observe
trade-offs between optimization objectives.

3.1. Global Multi-Objective Optimisation Method

A genetic algorithm was selected for its ability to implement various control algo-
rithms and component models without the need to adapt the optimization formulation.
A schematic of the global method developed is presented in Figure 2. This method is
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presented in [42]. In the evaluation of each microgrid configuration, the simulation gives
indicators for the objectives of cost and renewable energy integration and the reliability
analysis gives the indicator of unavailability. Both evaluations are performed in a python
environment [43]. The planning horizon is 15 years.

 
Figure 2. Global multi-objective optimization method developed using the NSGA-II algorithm.

The genetic algorithm NSGA-II, developed by K. Deb et al. [44], is used to obtain the
non-dominant pareto frontier of the objectives. The advantage of this type of algorithm is
that it can efficiently explore the search space. It starts with creating an initial population
of a predefined size. Each individual from the population is then evaluated with the
simulation and reliability analysis. The population is then ranked based on three indicators
(cost, renewable integration, reliability). The algorithm applies a selection, crossover,
and mutation to create a new child population. The parent population and children are
then combined and ranked to select individuals for the new generation. This process is
replicated until the stop criteria are reached. The selection is based on elitism, ensuring the
non-dominated individuals from the combined parent and child populations are passed to
the next generation.

The variables to optimize are shown in Table 1. Redundancy of diesel generators and
PCS inverters is also considered. Different dispatch strategies are considered including
“load following” and “cycle charging” as defined in [45]. The NSGA-II algorithm is
implemented with the package Pymoo [46], whose settings are given in Table 2. The
computation requirement for a population size of 65 is around 11 min per generation.

Table 1. Sizing variables of the genetic algorithm.

Sizing Variables Redundancy Variables Control Variables

PnomPVac Dispatch strategy
PnomPVdc
PnomGenset NGenset
PnomPCS NPCS
CnomESS

5
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Table 2. Tuning of the genetic algorithm.

Parameter Value

Population size 65
Number of generations 100

Selection type Elitism
Crossover probability 1.0
Mutation probability 1.0

Stop criteria Max number of generations

The first optimization objective is the net present cost (NPC) expressed in k€, and is
calculated through Equation (1), where NPCi is the net present cost of component i and
includes investment cost Cinv,i, yearly operation cost CO&M,i,t, and replacement cost Crep,i,t,
as calculated in Equation (2). r is the discount rate.

NPC = NPCPVac + NPCPVdc + NPCESS + NPCGenset + NPCAFE (1)

NPCi = Cinv,i +
Y

∑
y=1

CO&M,i,t + Crep,i,t

(1 + r)t (2)

The second optimization objective is the renewable integration as is calculated with
Equation (3). The objective is calculated through Equation (3), with PGenset(t) being the
power produced by all gensets at time t, PLoad(t) being the load consumption at time t,
Δt being the simulation time step, and T the total number of time steps in the project
duration considered.

ShareR.E. = 1 − ∑T
t=1 PGenset(t)× Δt

∑T
t=1 PLoad(t)× Δt

(3)

The third optimization objective concerns reliability. The unavailability UμGrid is to
be minimized and is given as the ratio of the expected energy not served (EENS) to the
yearly load demand. The EENS indicator is a sum of three components which are detailed
in Section 3.3.

UμGrid = 100·
EENSμGrid

ELoad
= 100·

EENSAdequ. + EENSCont. + EENSProt.

ELoad
(4)

3.2. Simulation Platform Developed

The simulation is made in Python 3.6 (Python Software Foundation, https://www.
python.org/ (accessed on 22 July 2021)) and is based on various models describing the
behavior of the different microgrid components [43]. The simulation time step is taken as
10 min to account for variability in the load and renewable energy production as well as to
model the control of microgrid components with sufficient time resolution. The input data
is available as 1-year irradiation and temperature data as well as 15-years load consumption
data. Only active power flows are considered in the simulation. The same model is used to
calculate the power at the Maximum Power Point for the PV array connected to the AC bus
(PPVac,mppt) and the one connected to the DC bus (PPVdc,mppt). Equation (5) describes the
model where PPV,nom is the nominal power of the installed PV array (kWp), Gtot, β(t) is the
global horizontal irradiance in the plane of array (W/m2), and ηPV, glob(t) is the efficiency
of the global PV array.

PPV,mppt(t) = PPV,nom ×
Gtot, β(t)

1000
× ηPV, glob(t) (5)

ηPV, glob(t) (p.u.) includes temperature losses, inverter losses, and other miscellaneous
losses as calculated in Equation (6), where ηinv(t) is the inverter efficiency at time t (p.u.),
Lossesconst are constant losses and account for cable losses, mismatch, and dirt (p.u.), αtemp
is the temperature derating coefficient according to the datasheet of the PV module (%/◦C),
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Tc(t) is the module cell temperature (◦C), and Tc, re f is the reference cell temperature at
Standard Test Conditions (◦C).

ηPV, glob(t) = ηinv(t)× (1 − Lossesconst ×
[
1 − αtemp

100
×
(

Tc(t)− Tc, re f

)]
(6)

The module cell temperature Tc(t) is calculated as per Equation (7), where Ta(t) is
the ambient temperature at time t (◦C), Tc NOCT is the nominal operating cell temperature
[◦C], Ta NOCT is the nominal operating ambient temperature (◦C), GNOCT is the nominal
operating irradiance (W/m2).

Tc(t) = Ta(t) + (Tc NOCT − Ta NOCT)×
Gtot, β(t)
GNOCT

(7)

The EMS model calculates active power setpoints for each microgrid component.
Only the battery system does not receive a setpoint as its power output is the difference
between the power from the bi-directional inverter and the power produced by the PV
array connected to the DC bus, both controlled by the energy management system (EMS).

The genset controller model decides to start/stop individual gensets and dispatches
the global genset power setpoint to each available unit. The PV converter model applies a
saturation of the active power setpoint to the nominal power rating of the converter as well
as an efficiency based on an efficiency versus operating power curve. The PCS also applies
a saturation and an efficiency to the setpoint but allows for bi-directional power flow.

3.3. Reliability Analysis Method

As discussed in Section 2, reliability can address both adequacy and security aspects.
In the sizing method developed, security aspects of component failure and protection
failure are considered in addition to generation adequacy. These two aspects considered
are described in this section. The system size is sufficiently small to be able to integrate
these aspects in a genetic algorithm with acceptable computation time. The methodology
is described in this section.

3.3.1. Adequacy Assessment

Adequacy relates to the ability of power systems to supply the demand with adequate
generation and transmission facilities with a desired level of reserve and can be evaluated
in long-term planning studies [30]. The indicator used in this paper for assessing adequacy
is the expected energy not supplied (EENS), which can be calculated from the simulation
results. At each time-step, the load power not supplied due to insufficient generation capa-
bility PN.S.(t) is obtained from Equation (8), Pprod, total(t) being the sum of active powers
from all generating sources. The EENS indicator is then calculated from Equation (9).

PN.S.(t) =
{

PLoad(t) i f Pprod, total(t) < PLoad(t)
0 otherwise

(8)

EENSAdequ. =
T

∑
t

PN.S.(t)× Δt (9)

3.3.2. Contingency Enumeration Method

The first security aspect considered is the static response to component failure. Differ-
ent methods exist to obtain reliability indices in this regard. An enumerative contingency
analysis, often used for reliability analysis on conventional power systems, can be easily
applied for this application as a small number of components are present in the type of
microgrids considered. The following component failures are considered:

• Failure of an AC-coupled PV array;
• Failure of a DC-coupled PV array;

7
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• Failure of a diesel generator;
• Failure of the battery system;
• Failure of a PCS inverter.

Each component is modeled with a short-term failure rate λn,t corresponding to the
failure probability of component n at time step t. Failure rates are assumed constant
throughout the component life. A blackout state is obtained when there is not enough
reserve power to counteract the contingency or when no backup master unit is available to
take over the role of grid-forming. For each of the considered failures, the steps illustrated
in Figure 3 are followed.

 

Figure 3. Schematic of the contingency enumeration method.
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First, the available up and down reserves before contingency are calculated for each
time step from the simulation results. The reserve of the storage system and the reserve of
the diesel generators are assumed to be effective in counterbalancing generator failures
and to be independent of the grid-forming configuration. The storage system reserve
(up and down) is the minimum between the power reserve available on the inverters
and the power reserve available in the batteries that could be released during the time
required to turn on/off an additional generator (if available). The reserve on the diesel
generators is calculated based on their nominal power rating for the up-regulating reserve
and based on their minimum acceptable operating power for the down-regulating reserve.
The number of master units (operated in grid-forming) depends on the selected grid-
forming configuration. In this paper, we consider a single-master configuration, where the
grid-forming unit(s) is switched between a diesel generator(s) and the PCS inverter(s).

For each considered contingency, the available up and down reserves after the failure
of element n, PresCn,t, are calculated by subtracting the reserve provided by the failed unit
from the available reserve before contingency. The net power after contingency is then
calculated by subtracting the power produced by the failed unit from the available reserve
after failure. It is used to estimate whether the available reserve at time t is sufficient to
counterbalance the loss of element n. If at t, component n is generating power, then the
up-regulating reserve is used. However, if it is absorbing power, the down-regulating
reserve is used. The loss of element n at time t induces a blackout of the microgrid if one of
the following conditions are met:

• The net power after contingency is negative: PnetCn,t < 0;
• The number of remaining master units after contingency is zero: NmasterCn,t = 0.

If a blackout state is predicted, then the blackout rate λblackoutCn,t due to contingency
n is equal to the short-term failure rate of element n λn,t and a repair time μblackoutCn,t
is allocated. This repair time depends on the remaining nominal power available in the
microgrid after contingency. If sufficient nominal power is available to power the load, the
repair time is only the time taken to restart the microgrid. Otherwise, the repair time is
calculated according to the time the microgrid can be maintained online with the remaining
nominal power. The short-term reliability index at each time step t is calculated by summing
each product of failure rate and repair time corresponding to all considered contingencies:

rt =

⎡⎢⎢⎣
λblackoutC1,t
λblackoutC1,t

. . .
λblackoutCn,t

⎤⎥⎥⎦.

⎡⎢⎢⎣
μblackoutC1,t
μblackoutC2,t

. . .
μblackoutCn,t

⎤⎥⎥⎦ (10)

The chosen index to evaluate the reliability related to component failures is the
expected energy not supplied (EENS) and is calculated with Equation (11).

EENScont. = Δt·
T

∑
t=1

dt.rt (11)

3.3.3. Protection Reliability Assessment

Protection selectivity is another important issue to address in autonomous microgrids,
especially as the microgrids of interest can operate in various modes with different short-
circuit levels available. There is a need to design a protection scheme that is operating well
in all configurations of the microgrid. The protection scheme that is used in our case is
based on conventional overcurrent relays and fuses. These devices require a sufficient level
of short-circuit current to operate in case of a fault.

Reliability analysis of the protection scheme aims at assessing how well the protection
will perform for a particular architecture and sizing, regarding coordination and selectivity,
considering two possible causes of protection malfunction:

9
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• The insensitivity of protections in the case of insufficient short-circuit contribution to
trigger the right protection;

• Overtripping in the case of protection triggering in healthy operation of the microgrid.

The different steps toward the protection reliability assessment method are described
in Figure 4. The microgrid is modeled with the package Pandapower [47] in the Python
environment, which is used for static network analysis. All buses, lines, converters, and
loads are modeled. The first step consists of calculating short-circuit currents on each
microgrid configuration observed from the simulation. These configurations correspond
to all possible on/off combinations of the different short-circuit current contributors,
including gensets, PCS inverters, and PVac inverters. Next, load flow simulations are made
for each simulation time-step to calculate the current flowing through each protection.
Reliability indicators are then calculated to assess the protection scheme. Three probability
distributions must be obtained to calculate these reliability indicators:

• The probability distribution of short-circuit current in each protection Isc (blue line in
Figure 4). This distribution is obtained using the minimum and maximum short-circuit
current calculated for each microgrid configuration and the frequency of occurrence
of each configuration;

• The probability distribution of the load flow current In (red line in Figure 4). This dis-
tribution is obtained directly from the load flow calculation made for each simulation
time step;

• The probability distribution of the pick-up current Ir (orange line in Figure 4). This dis-
tribution is modeled with a normal distribution with a mean equal to the pick-up setting.

The probability of insensitivity of protection i is the probability that the pick-up
current is higher than the short-circuit current available at the protection. This probability
is calculated by Equation (12) using a convolution of the probability distributions of Ir
and Isc:

Pinsensitivity,i = p(Iri > Isci) (12)

The probability of the over-tripping of protection i is the probability that the load flow
current In is higher than the pick-up current Ir. This is illustrated in Equation (13) and also
calculated by convolution:

Povertripping,i = p(Ini > Iri) (13)

These indicators are then combined into a single indicator for reliability assessment of
the protection scheme, which is the expected energy not supplied (EENS), calculated with
Equations (14)–(17), λi being the short-circuit rate, |Pi| the mean power flowing through
protection i (obtained from simulation results), rsc the short-term repair time of faults, and
rblc the repair time following a blackout.

EENSprotection =
I

∑
i

EENSinsensitivity,i + EENSovertripping,i + EENSnormal,i (14)

EENSinsensitivity,i = λi · Pinsensitivity,i ·
∣∣Pi
∣∣ · (rsc + rblc) (15)

EENSovertripping,i = (1 − λi) · Povertripping,i ·
∣∣Pi
∣∣ · (rblc) (16)

EENSnormal,i = λi ·
(
1 − Pinsensitivity,i

)
.
∣∣Pi
∣∣ · (rsc) (17)

10
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Figure 4. Overview of the method developed to assess protection reliability.

4. Case Study Description

The methodology introduced in the previous section was applied to a case study
of an autonomous microgrid currently in installation in the rural localities of Sanando
and Tissala in Mali, shown on a map in Figure 5. This microgrid project was enabled by
the Energizing Development Program (EnDev) and coordinated by GIZ together with
AMADER and the municipality of Sanando. This project aims to build a hybrid power
station including a solar PV array, a diesel generator (Genset), and a battery storage system
(ESS + PCS) connecting both villages. The operation and maintenance of the microgrid
will then be carried out by a consortium including Entech Smart Energies and Sinergie
SA. There was initially no electricity grid available to inhabitants, some of them relying on
individual solutions (gensets or small solar systems).
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Figure 5. Localization of the microgrid case study.

The objectives of the operation of the hybrid system to be installed in the villages
of Sanando-Tissala are to minimize fuel consumption on-site, to limit the aging of the
equipment, and minimize the risk of blackout. To optimize the performance of the system,
the following functions will be implemented in the Energy Management System:

• Energy shifting—this function allows excess solar energy to be stored during the day
for later redistribution.

• Genset off capability—this function enables the microgrid to operate on solar + storage
only without any diesel generator online. It requires the grid-forming capability on
the PCS inverters to be able to stabilize frequency and voltage.

• Spinning reserve—this function enables the monitoring of available reserves on the
different generators and control the PCS inverters to ensure a certain level of reserve
(both upregulation and downregulation).

Figure 6 shows the layout of the case study with the variables to optimize using the
method. A wide range of values were considered for the optimization variables as shown
in Table 3.

Figure 6. Schematic of the case study.
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Table 3. Variable range of the genetic algorithm.

Sizing Variables
(Unit)

Minimum Value Maximum Value Step Size

PGenset (kW) 0 100 20
PPVac (kWp) 0 1000 20
PPVdc (kWp) 0 1000 20
PPCS (kVA) 0 150 20
CESS (kWh) 0 1000 20
NGenset (nb) 0 4 1
NPCS (nb) 0 4 1

The simulation of the system operation requires various technical parameters whose
values are shown in Table A1 in Appendix A. To calculate the net present cost of each sizing
configuration, cost parameters regarding investment, operation, and replacement are also
required for each component and are shown in Table A2. Investment costs are modeled
with two coefficients, as proposed in [48]. Coefficient b accounts for the decreasing unit
cost of the equipment with increasing size. The resulting investment cost is given by
Equation (18).

Cinv,i = Pi ·
(

a·Pi
−b
)

(18)

The reliability parameters are given in Appendix A in Table A3 for the contingency
enumeration method and in Table A4 for the protection reliability assessment.

5. Results and Discussion

The multi-objectives optimization method presented in Section 3 was applied to the
case study. The NSGA-II has led to the 3D Pareto surface shown in Figure 7. There
is a strong relationship between all three objectives. To increase the renewable energy
integration, an increase in net present cost is required. Configurations without gensets
(in blue) lead to an increased unavailability and increased net present cost compared to
configurations with gensets (in orange). Configurations with renewable energy integration
less than 93% are not included in the Pareto frontier. They are thus not leading to an
improvement in either net present cost or reliability. Considering the control strategy, only
load following dispatch was found in the Pareto surface, which proves this type of control
more interesting for this level of renewable integration.

Figure 8 shows the same Pareto points in a 2D graph with the third objective of
reliability shown in a color scale. It can be observed that reliability can be improved with a
small increase in net present cost for a similar renewable energy integration. In this figure,
six configurations of interest have been selected for more detailed analysis:

1. Least cost: the configuration with the least net present cost;
2. Cost/reliability trade-off: the configuration with the least net present cost that has an

unavailability less than 0.1%;
3. Most reliable: the configuration with the lowest unavailability;
4. Cost/reliability/RE trade-off: the configuration with the least net present cost that

has an unavailability less than 0.1% and a renewable energy integration above 95%;
5. Most renewable: the cheapest configuration with 100% renewable energy integration;
6. Reliability/RE trade-off: The configuration with the highest renewable integration

and unavailability less than 0.1%.

The least-cost configuration (config 1) can be obtained at a net present cost of 1.050
M€ over the 15-year period considered. An improvement in reliability (config 2) can be
obtained for a net present cost of 1.074 M€. A solution with 0% unavailability (config 3) can
be obtained at a cost of 1.089 M€. A compromise between all three objectives (config 4) can
be found for a net present cost of 1.091 M€, having a renewable energy integration above
95% and an unavailability under 0.1%. A 100% renewable energy solution can be obtained
for a net present cost of 1.130 M€ but with high unavailability of 1.2% (config 5). Reaching
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a high level of reliability with 100% renewable energy integration (config 6) would require
oversizing considerably the components and, therefore, adds significant costs to the design
(1.76 M€).

Figure 7. 3D Pareto surface of non-dominated solutions (in orange: solutions with gensets, in blue: solutions with
no gensets).

Figure 8. 2D Pareto front with the third objective of reliability shown in color and six selected
configurations of interest.

These six configurations are further explored in the following figures. In Figure 9,
the reliability indicator is decomposed into the different aspects considered. The least-
cost configuration has a significant lack of generation capacity (UAdequacy of 0.4%). The
most renewable configuration also has a significant unavailability related to adequacy
and to contingencies. For other configurations, unavailability is essentially related to
contingencies. The aspect of protection is well managed in these six configurations with
a sufficient short-circuit capacity and the configurations of the Pareto surface have an
unavailability related to protection malfunction that is null.
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Figure 9. Sources of unavailability for the six selected configurations.

Figure 10 shows the installed PV power, battery capacity, PCS power, and the genset
nominal power. In terms of architecture, AC-coupled PV power was preferred, except
for the reliability/RE trade-off which is a hybrid AC/DC configuration. The least-cost
configuration has a small renewable energy capacity in terms of PV power and battery
capacity installed (180 kWp/400 kWh). To increase the reliability (cost/reliability trade-off),
an increase in the genset capacity is required (60 kW). The most reliable configuration is
similar to the “cost/reliability trade-off” with an increase in PV power (200 kWp) and an
additional genset unit (2 × 40 kW). The fourth configuration, being a compromise on the
three objectives, requires a small increase in PV power and battery capacity as compared to
the least cost option as well as three genset units installed (3 × 20 kW). The most renewable
configuration has a significant amount of PV power installed (260 kWp) and ESS (620 kWh).
The configuration with the most renewable integration and constrained unavailability
(reliability/RE trade-off) leads to a further increase in PV and battery capacity, without
reaching 100% renewable integration. This configuration has also three 13 kW gensets
installed, as well as three PCS units of 27 kVA each. Apart from this configuration, an
optimum size of one unit of 80 kVA for the PCS inverter is found.

Figure 10. Component sizes for the six selected solutions with unavailability contribution.

Figure 11 shows the energy flows in the 15-year period for each of the six selected
configurations. A small part of the energy production in all configurations is from the
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gensets. When looking at how this energy is consumed, an important share of the PV
production is curtailed, from 31% for the least cost configuration up to 68% for the reliabil-
ity/RE trade-off.

Figure 11. Energy flows for the six selected solutions.

Figure 12 shows the cash flows involved in these six configurations. The investment
costs are dominated by the ESS and PV systems. BOS corresponds to the balance of system
costs to integrate the storage system. Regarding O&M costs, fuel and genset maintenance
costs are a significant part of the two first configurations but are less dominant as renewable
integration is increased. The replacement costs are dominated by battery costs. Although,
the “most renewable” and “reliability/RE trade-off” configurations have a larger battery
capacity installed, the cycling is expected to be less and, therefore, the battery replacement
cost over the 15 years is less important.

Figure 12. Cashflows for the six selected solutions.
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6. Conclusions

This paper presents a method to optimize an autonomous microgrid considering the
three design objectives of cost, renewable integration, and reliability. The multi-objective
optimization is implemented with a genetic algorithm and involves a simulation of the
system operation as well as a reliability analysis for each configuration evaluated. By
accounting for reliability related to component failure and protection, the method gives
an additional investigation on the impact of microgrid design on power availability. Ad-
ditionally, rather than finding a single optimal configuration, it helps to understand the
trade-offs between all objectives and estimating the cost of improving either renewable
integration, reliability, or both. This method was applied to a case study of a rural mi-
crogrid in Mali to size the different microgrid components. The Pareto surface obtained
shows all non-dominated solutions over the three design objectives. It was first observed
that high renewable integration could be obtained without impacting the long-term cost
and reliability. The cost of having high reliability was found to be low in this typical case
study. Six different solutions were illustrated, each representing a trade-off between the
three design objectives. With the proposed method, the user can decide to select a sizing
according to the chosen trade-off. Reaching a high level of reliability with 100% renewable
energy integration would require oversizing considerably the components and, therefore,
add significant costs to the design. Moreover, it leads to an important curtailment of
surplus renewable energy. This energy could however be used for other applications such
as long-term energy storage, water heating, or water pumping.
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Appendix A. Parameters of the Optimization Method

Table A1. Technical parameters of the optimization method.

Component Variable Unit Value

Genset

Pmin % 30
Pmax % 120

Cons. f uel (at 10%, 25%, 50%,
75%, 100% Pnom) L/kWh (0.466, 0.304,

0.305, 0.325, 0.375)
NbHoursToOverhaul h 15,000

ThresholdStart % 90
ThresholdStop % 40

Pvac
ηconv % 96

Lossesconst % 10
αtemp %/◦C −0.35

PVdc
ηconv % 97

Lossesconst % 10
αtemp %/◦C −0.35

PCS
ηconv (at 20%, 30%, 50%, 75%,

90%, 100% Pnom) % (0.952, 0.962, 0.97,
0.973, 0.974, 0.975)

Lossesconst % 5
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Table A1. Cont.

Component Variable Unit Value

Batteries

SOCini % 50
C-rate p.u. 1

ηch % 93
ηdch % 93

Aux
Paux , const kW 3

Air conditioning use On/Off Off

EMS

Genset Off fun On/Off On
Spinning reserve fun On/Off On

SOCmin % 20
SOCmax % 100

Table A2. Economical parameters of the optimization method.

Component Cinv—Coef a Cinv—Coef b CO&M Crep. Trep.

GE 1821 €/kW 0.51 5 €/OpHr - -
PVac 730 €/kW 0 1.5% Cinv /y

100% Cinv

fixed year 15
PVac conv 130 €/kW 0 1.5% Cinv /y fixed year 15

PVdc 730 €/kW 0 1.5% Cinv /y fixed year 15
PVdc conv 200 €/kW 0 1.5% Cinv /y fixed year 10

PCS 1816 €/kW 0.45 1.5% Cinv /y fixed year 10
ESS 593 €/kWh 0.12 5% Cinv /y at EOL
BOS 50% overall ESS cost 0 5% Cinv /y - -

Table A3. Parameters for the contingency enumeration method [49].

Component Type Failure Rate (f/Year) Repair Time (h)

Genset 0.20 438
PVac 0.04 480
PVdc 0.04 480
PCS 0.14 168
ESS 0.03 168

Table A4. Parameters for the protection reliability assessment.

Parameter Unit Value

λi occ/an 0.2
rcc h 4
rblc h 4
rtrip h 2
δtrip % 10
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Sizing of Rural Microgrids: Accounting for Load Evolution through Multi-Step Investment Plan. 2. In Proceedings of the 14th
Conference on Sustainable Development of Energy, Water and Environment Systems, Dubrovnik, Croatia, 1–6 October 2019;
SDEWES Centre: Dubrovnik, Croatia, 2019.

23. Pecenak, Z.K.; Stadler, M.; Fahy, K. Efficient Multi-Year Economic Energy Planning in Microgrids. Appl. Energy 2019, 255, 113771.
[CrossRef]

24. Kumar, A.P. Analysis of Hybrid Systems: Software Tools. In Proceedings of the 2016 2nd International Conference on Ad-
vances in Electrical, Electronics, Information, Communication and Bio-Informatics (AEEICB), Chennai, India, 27–28 February
2016; pp. 327–330.

25. Sinha, S.; Chandel, S.S. Review of Software Tools for Hybrid Renewable Energy Systems. Renew. Sustain. Energy Rev. 2014,
32, 192–205. [CrossRef]

26. Erdinc, O.; Uzunoglu, M. Optimum Design of Hybrid Renewable Energy Systems: Overview of Different Approaches. Renew.
Sustain. Energy Rev. 2012, 16, 1412–1425. [CrossRef]

27. HOMER—Hybrid Renewable and Distributed Generation System Design Software. Available online: https://www.homerenergy.
com/ (accessed on 6 April 2020).

28. IHOGA—Simulation and Optimization of Stand-Alone and Grid-Connected Hybrid Renewable Systems. Available online:
https://ihoga.unizar.es/en/ (accessed on 12 March 2021).

29. Saiprasad, N.; Kalam, A.; Zayegh, A. Comparative Study of Optimization of HRES Using HOMER and IHOGA Software; NISCAIR-
CSIR: New Delhi, India, 2018; pp. 677–683.

30. Peyghami, S.; Palensky, P.; Blaabjerg, F. An Overview on the Reliability of Modern Power Electronic Based Power Systems. IEEE
Open J. Power Electron. 2020, 1, 34–50. [CrossRef]

31. Vrana, T.K.; Johansson, E. Overview of Analytical Power System Reliability Assessment Techniques. In Proceedings of the CIGRE
Symposion, Recife, Brasil, 3–6 April 2011; p. 14.

32. Mitra, J.; Singh, C. Optimal Deployment of Distributed Generation Using a Reliability Criterion. IEEE Trans. Ind. Appl. 2016,
52, 1989–1997. [CrossRef]

19



Energies 2021, 14, 4466

33. Arefifar, S.A.; Mohamed, Y.A.-I.; EL-Fouly, T.H.M. Optimum Microgrid Design for Enhancing Reliability and Supply-Security.
IEEE Trans. Smart Grid 2013, 4, 1567–1575. [CrossRef]

34. Baghaee, H.R.; Mirsalim, M.; Gharehpetian, G.B.; Talebi, H.A. Reliability/Cost-Based Multi-Objective Pareto Optimal Design of
Stand-Alone Wind/PV/FC Generation Microgrid System. Energy 2016, 115, 1022–1041. [CrossRef]

35. Vallem, M.R.; Mitra, J. Siting and Sizing of Distributed Generation for Optimal Microgrid Architecture. In Proceedings of the 37th
Annual North American Power Symposium, Ames, IA, USA, 25 October 2005; pp. 611–616.

36. Mitra, J.; Vallem, M.R. Determination of Storage Required to Meet Reliability Guarantees on Island-Capable Microgrids With
Intermittent Sources. IEEE Trans. Power Syst. 2012, 27, 2360–2367. [CrossRef]

37. Paliwal, P.; Patidar, N.P.; Nema, R.K. Determination of Reliability Constrained Optimal Resource Mix for an Autonomous Hybrid
Power System Using Particle Swarm Optimization. Renew. Energy 2014, 63, 194–204. [CrossRef]

38. Xu, X.; Mitra, J.; Wang, T.; Mu, L. Evaluation of Operational Reliability of a Microgrid Using a Short-Term Outage Model. IEEE
Trans. Power Syst. 2014, 29, 2238–2247. [CrossRef]

39. Xu, X.; Mitra, J.; Wang, T.; Mu, L. Reliability Evaluation of a Microgrid Considering Its Operating Condition. J. Electr. Eng. Technol.
2016, 11, 47–54. [CrossRef]

40. Xu, X.; Mitra, J.; Wang, T.; Mu, L. An Evaluation Strategy for Microgrid Reliability Considering the Effects of Protection System.
IEEE Trans. Power Deliv. 2016, 31, 1989–1997. [CrossRef]
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Abstract: Modular and scalable distributed generation solutions as combined cooling, heating and
power (CCHP) systems are currently a promising solution for the simultaneous generation of elec-
tricity and useful heating and cooling for large buildings or industries. In the present work, a
solar-heated trigeneration approach based on different organic Rankine cycle (ORC) layouts and a
single-effect H2O/LiBr absorption heat pump integrated as a bottoming cycle is analysed from the
thermodynamic viewpoint. The main objective of the study is to provide a comprehensive guide
for selecting the most suitable CCHP configuration for a solar-heated CCHP system, following a
systematic investigation approach. Six alternative CCHP configurations based on single-pressure
and dual-pressure ORC layouts, such as simple, recuperated and superheated cycles, and their com-
binations, and seven organic fluids as working medium are proposed and compared systematically.
A field of solar parabolic trough collectors (SPTCs) used as a heat source of the ORC layouts and
the absorption heat pump are kept invariant. A comprehensive parametric analysis of the different
proposed configurations is carried out for different design operating conditions. Several output
parameters, such as energy and exergy efficiency, net electrical power and electrical to heating and
cooling ratios are examined. The study reveals that the most efficient CCHP configuration is the
single-pressure ORC regenerative recuperated superheated cycle with toluene as a working fluid,
which is on average 25% and 8% more efficient than the variants with single-pressure simple cycle
and the dual-pressure recuperated superheated cycle, respectively. At nominal design conditions, the
best performing CCHP variant presents 163.7% energy efficiency and 12.3% exergy efficiency, while
the electricity, cooling and heating productions are 56.2 kW, 223.0 kW and 530.1 kW, respectively.

Keywords: trigeneration (CCHP); organic rankine cycle (ORC); solar thermal energy; parametric
optimisation; performance comparison

1. Introduction

One of the potential applications that combine the use of low or medium temperature
solar energy and organic Rankine cycle (ORC) is a trigeneration thermal system, which can
be defined as combined cooling, heating and power (CCHP) production simultaneously
from the same energy source [1]. In this regard, the thermodynamic analysis to optimise the
performance of this system is an important area of research to improve energy efficiency.

In particular for ORC technology, in the last few years, different investigations have
been carried out aimed at evaluating its technical, economic and market penetration
differentiating its wide range of application according to the driven energy source [2–7].
In order to compare different configurations of the ORC system and different working
fluids, Branchini et al. [8] carried out a parametric analysis through different performance
indexes, concluding that both the evaporation pressure and the maximum temperature
of the heat source are determining parameters in the performance of the power cycle.
Delgado-Torres et al. [9] carried out an analysis and optimisation of a low temperature
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solar driven ORC system considering different solar collector technologies as well as
different cycle configurations and organic working fluids. The results obtained indicate
that a recovery stage downstream of the turbine implies higher average temperatures in
the cycle, and therefore, higher cycle efficiency.

Likewise, for CCHP systems based on ORC power cycle, several studies were done
in recent years to determine the thermal and economic performance for different system
configurations [10–15]. Al-Sulaiman et al. [16] analysed and compared three CCHP systems
with different prime mover approaches: a solid oxide fuel cell (SOFC), a biomass boiler
and SPTCs. The results indicated that the maximum electrical efficiency is achieved for the
SOFC system with a value of 19%, being 15% for the biomass system, and 15% for the solar
energy system. Al-Sulaiman et al. [17] designed and assessed a trigeneration system driven
by solar parabolic trough collectors (SPTCs) to produce 500 kW of electricity through an
ORC system. The results show that the maximum electrical efficiency is 15%, while the
overall efficiency of the CCHP is 94%. Suleman et al. [18] proposed a new system combining
solar and geothermal energy as prime movers for multigeneration applications. The overall
energy and exergy efficiencies of the system are found to be 54.7% and 76.4%, respectively.
Bellos and Tzivanidis [19] analysed a solar-driven CCHP system through a parametric
optimisation for different working fluids and design parameters. In the optimum case, the
electric exergy and energy efficiency found are 27.9% and 22.5%, respectively, while the
energetic performance varied from 130% to 180%.

The use of SPTCs in combination with different ORC layouts and absorption heat
pumps for trigeneration systems have been already examined to date. However, there are
no known studies aimed at optimising solar-powered trigeneration systems by means of
systematic comparison of multiple ORC configuration and the correspondent parametric
analysis. Therefore, the current investigation has a significant contribution by analysing
and optimising the use of concentrated solar energy and ORC technology as a prime
mover for a trigeneration plant. In this paper, the performance of six alternative CCHP
configurations based on single-pressure and dual-pressure ORC layouts, such as simple,
recuperated, and superheated cycles, and their combinations, is analysed and compared,
considering seven working fluids. All the analysed CCHP configurations are fed with
thermal input from SPTCs through a close loop that constrains the minimum temperature
of the heat source at the evaporator outlet. A single-effect H2O/LiBr absorption heat pump
is integrated as a bottoming cycle to meet heating and cooling demands simultaneously.

The objective of this work is twofold: on one hand, to provide a comprehensive guide
for selecting the most suitable solar-heated CCHP configuration in terms of system energy
and exergy efficiency by means of a fair systematic comparison between the six layouts and
the seven working fluids; on the other, to evaluate parametrically all the CCHP alternatives
for a wide range of solar field outlet temperature and ORC condensation temperature
aiming for the design of the most efficient system that may be coupled with buildings or
industries for combined generation, or as a back-up, of electricity, cooling and heating.

2. Thermodynamic Analysis of CCHP Solutions

The CCHP system assessed in this study is mainly composed of an ORC as a power
generator, which is driven by a field of SPTCs. Six alternative ORC layouts are compared
under steady-state conditions and seven organic fluids are considered as working medium.
A single-effect H2O/LiBr absorption heat pump is integrated as a bottoming cycle to meet
heating and cooling demands simultaneously.

2.1. Investigated Thermodynamic CCHP Configurations

In order to determine the most suitable solar-heated CCHP configuration, a thermody-
namic analysis is conducted for the six configurations represented in Figures 1–6. The six
ORC layouts are: (i) single-pressure simple cycle (1P SC), (ii) single-pressure superheated
cycle (1P SH), (iii) single-pressure recuperated cycle (1P REC), (iv) single-pressure recu-
perated superheated cycle (1P REC + SH), (v) single-pressure regenerative recuperated
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superheated cycle (1P REG + REC + SH) and (vi) dual-pressure recuperated superheated
cycle (2P REC + SH).

 

Figure 1. Case 1: CCHP with single-pressure ORC simple cycle (1P SC).

 

Figure 2. Case 2: CCHP with single-pressure ORC superheated cycle (1P SH).
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Figure 3. Case 3: CCHP with single-pressure ORC recuperated cycle (1P REC).

 

Figure 4. Case 4: CCHP with single-pressure ORC recuperated superheated cycle (1P REC + SH).

The selection of the appropriate working fluid plays a highly important role in the
system design as the ORC energy and exergy efficiency must be as high as possible, and the
fluid must be chemically stable in the selected working temperature range. Environmental
and safety issues must also be considered. For the present work, seven organic working
fluids have been selected in order to deal with solar field outlet temperature values between
180 ◦C and 260 ◦C, typical values for a field of SPTCs used in existing ORC systems.
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Figure 5. Case 5: CCHP with single-pressure ORC regenerative recuperated superheated cycle (1P REG + REC + SH).

 
Figure 6. Case 6: CCHP with dual-pressure ORC recuperated superheated cycle (2P REC + SH).

2.2. CCHP Performance Indexes

The overall performance assessment equations of the CCHP considered are presented
in this section. The energy and exergy efficiency of the ORC are calculated, taking into
account the efficiency of SPTC. The Petela model [20] is used for the exergy flow of the
solar irradiation presented in Equation (7).

ηen,ORC =
Wturb−WORC,pump

Qsol
; f or Cases 1–4

ηen,ORC =
Wturb−WORC,pump1−WORC,pump2

Qsol
; f or Case 5

ηen,ORC =
Wturb−WORC,pump−WEvap,pump

Qsol
; f or Case 6

(1)
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3 ·
(
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(
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where:

Wturb =
.

mORC·(h4 − h5); f or Case 1
Wturb =

.
mORC·(h6 − h7); f or Cases 2, 4

Wturb =
.

mORC·(h5 − h6); f or Case 3
Wturb =

.
(mORC,A +

.
mORC,B)·h8 −

.
mORC,A·h9 −

.
mORC,B·h10; f or Case 5

Wturb =
.

mORC,A·(h11 − h12) +
.
(mORC,A +

.
mORC,B)·(h13 − h14); f or Case 6

(3)

WORC,pump =
.

mORC·(h2 − h1); f or Cases 1–4
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.
mORC·(h2 − h1); f or Case 5

WORC,pump2 =
.
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.
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(4)

Qsol = DNI·wap·LSPTC·NSPTC (5)

The energy and exergy efficiency of the trigeneration system are defined as
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The coefficient of performance (COP) of the heat pump for cooling and heating mode
is defined as

COPcool =
Qe

Qd + WS.pump
(8)

COPheat =
Qc + Qa

Qd + WS.pump
(9)

2.3. CCHP Thermodynamic Calculation Procedure and Numerical Assumptions

The mathematical modelling of the proposed trigeneration system with all its variants
is based on mass and energy balances applied to each component of the system under
steady-state conditions. For a given configuration and a given working fluid, the inlet and
outlet thermodynamic states of each component are calculated on the basis of the same
given input data and assumptions using Engineering Equations Solver (EES) software.

The energy formulations of the SPTC model (Equations (10)–(14)) are based on the
equations presented in [21] for an absorber pipe with a glass envelope, as shown in Figure 7.
The energy balance in a section of the absorber pipe depends mainly on: (i) radiation losses
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from the glass envelope to the open sky
.
(q′57rad); (ii) convection losses from the glass

envelope to the environment (
.

q′56conv); (iii) radiation losses from the selective coating of

the metal tube to the glass envelope (
.

q′34rad); (iv) conduction losses through metal pipe

supports (
.

q′cond,bracket).

Figure 7. One-dimensional steady-state energy balance of SPTC [21].

All heat losses described in this section are evaluated in an analytical manner using the
thermodynamic and fluid-mechanical equations and correlations governing heat transfers
by conduction, convection and radiation. A stationary energy balance for the cross-section
of the absorber pipe is then proposed, applying the principle of energy conservation to each
of the surfaces of the section. Due to the complexity involved in this type of development,
numerous simplifying hypotheses have been made. Most of these assumptions are made
considering that temperatures, heat fluxes and thermodynamic properties are uniform
around the perimeter of the absorber pipe.

Absorber inner surface. The useful heat that the solar thermal oil receives is the result
of transfer by conduction through the absorber tube.

.
q′12conv =

.
q′23cond (10)

Absorber outer surface. The heat that the surface of the absorber receives from the
sun, after taking into account both the optical and geometric effects of the collector, is the
result of the sum of the heat fluxes due to the absorber–glass radiation, internal convection,
heat loss through the absorber pipe support brackets and the fraction of energy that is
finally conducted through the thickness of the absorber pipe into the fluid.

.
q′3SolAbs =

.
q′23cond +

.
q′34rad +

.
q′34conv +

.
q′cond,bracket (11)

Glass envelope inner surface. The heat that is evacuated from the absorber outer
surface through the space between the absorber and the glass envelope (regardless of
whether there is a vacuum or not) is the same as that is transferred by conduction through
the thickness of the glass.

.
q′34rad +

.
q′34conv =

.
q′45cond (12)
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Glass envelope outer surface. The heat that falls upon the external surface is in
balance with the heat that the system releases to the outside from the external surface of
the glass envelope.

.
q′5SolAbs +

.
q′45cond =

.
q′56conv +

.
q′57rad (13)

Considering that the region between the absorber pipe and the glass envelope has

been vacuumed, the convective heat transfer between the two surfaces (
.

q′34conv) can be

considered negligible. Hence, under these assumptions, the useful thermal power (
.

q′12conv)
can be reformulated as follows:

.
q′util =

.
q′3SolAbs +

.
q′5SolAbs −

.
(q′56conv +

.
q′57rad +

.
q′cond,bracket) (14)

The overall efficiency of the SPTC considers all types of losses [21,22]: optical, geo-
metric and thermal, and it can be defined as the ratio between the useful thermal power
delivered to the solar thermal oil, and the solar resource available based on the direct
normal irradiance (DNI).

ηSPTC =

.
q′u
.

q′sol

=

.
q′u

DNI· wap
(15)

where
.

q′u is defined as
.

q′u =

.
msolCpsol(Tsol.out − Tsol.in)

LSPTC
(16)

The solar field includes SPTCs (PTMx-24 from the company Soltigua) with a total
collecting area of 617.4 m2, consisting of five rows with two collectors per row. The
specifications of the collector and the parameters of the solar system that have been selected
in this analysis are defined in Table 1. The selected values are reasonable, and they were
taken from Refs [9,17,19,21].

Table 1. Input data for SPTC model.

Parameter Value

Collector aperture width, –wap 2.36 m
Collector length–LSPTC 26.16 m

Collector nominal mass flow rate 1 kg/s
Absorber outer diameter 20.5 mm
Absorber inner diameter 22 mm

Glass envelope outer diameter 37.5 mm
Glass envelope inner diameter 40 mm

Number of collectors-NSPTC 10
Solar field outlet temperature–T1′ 200 ◦C

Ambient temperature 30 ◦C
Reference temperature 298.15 K

Sun Temperature 5770 K
Direct Normal Irradiance–DNI 800 W/m2

Solar incident angle 0◦

Wind velocity 3 m/s

The ORC modelling is performed for the six CCHP configuration variants represented
in Figures 1–6. Apart from the inputs coming from the solar field model, which are the
solar field outlet temperature and mass flow rate, the key input thermodynamic variables
required for the calculations are:

• The turbine isentropic efficiency;
• The ORC pump isentropic efficiency;
• For SH cycles, the superheating temperature;
• For REC cycles, the recuperator effectiveness;
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• The condensation temperature.

For the ORC layouts corresponding to Case 5 and Case 6, the extraction pressure is
selected strategically between condensation and evaporation pressures with the aim to
obtain the maximum thermodynamic efficiency of each cycle.

The evaporator, or so-called heat recovery system, is the element that serves as the link
between the heat source, provided by the SPTCs, and the steam cycle. In the evaporator,
the fluid passes through different stages depending on the ORC layout considered. Initially,
in the economiser the fluid is heated to the fluid evaporation temperature minus a Delta
T, called the approach point (AP); in the evaporator, heat is added to the saturated liquid
to produce saturated vapor at constant temperature and pressure. In case a superheater
is considered, the saturated vapor is heated above the evaporation temperature until
design conditions are reached. The evaporator design parameters used in the study are
the pinch point (PP)—difference between the solar field mass flow and the organic fluid—
the approach point (AP)—difference between the organic fluid temperature leaving the
evaporator and the saturation temperature—and the live steam outlet temperature TLS. All
these values are given in Table 2.

Table 2. Input data for ORC model.

Parameter Value

Condensation temperature–T1 90 ◦C
Turbine efficiency–ηturb 85%

Pump isentropic efficiency-ηORC,pump,
ηEvap,pump,

70%

Recuperator efficiency *–ηREC 70%
Superheating **–ΔTSH 10 ◦C

Live steam outlet temperature ***–TLS T1′ -25 ◦C
Live steam outlet temperature **–TLS T1′ -25 ◦C-ΔTSH

Pinch Point–PP 8 K
Approach Point–AP 5 K

* For recuperated cycles (Cases 3–6). ** For superheated cycles (Cases 2, 4–6). *** For non-superheated cycles
(Cases 1, 3)

Figure 8 represents the correspondent heat transfer–temperature diagrams for a single-
pressure evaporator with superheater (a) that applies to Cases 2, 4–5, and for a dual-
pressure evaporator with low-pressure and high-pressure superheaters, (b) that applies to
Case 6.

With regard to the absorption heat pump, several modelling studies with experimen-
tal validation for specific and generic absorption machines can be found in the literature
reviewed [23–26]. In the proposed absorption heat pump model, there is a total of 18 states,
each of which is determined by its temperature, pressure, enthalpy, flow, H2O/LiBr con-
centration, etc. The assumptions used in the single-effect absorption chiller are:

• Saturated liquid solution at states 1 and 4;
• Subcooled liquid solution at states 2, 3 and 5;
• Vapor-liquid mixture solution at state 6;
• Superheated water vapor at state 7;
• Saturated water liquid at high pressure at state 8;
• Vapor-liquid mixture (water) at state 9;
• Saturated water vapor at low pressure at state 10.

The input data used in the absorption heat pump model is given in Table 3. The
selected values are reasonable and conservative to avoid the formation of crystals from the
H2O/LiBr solution.
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(a) (b)

Figure 8. Scheme and heat transfer-temperature diagram for two variants of evaporators: (a) Single-pressure with super-
heater; (b) Dual-pressure with low-pressure and high-pressure superheaters.

Table 3. Input data for absorption heat pump model.

Parameter Value

Maximum solution concentration,–x4′′ 65%
Condensation temperature–T13′′ ; T15′′ 20 ◦C

Condensation mass flow rate 12 kg/s
Evaporation temperature–T17′′ 12 ◦C

Evaporation mass flow rate 15 kg/s
Solution heat exchanger efficiency–ηsol.he 70%

UA desorber 30 kW/K
UA condenser 70 kW/K
UA absorber 20 kW/K

UA evaporator 30 kW/K

3. Results and Discussion

In the framework of the above constraints and assumptions, the methodology pursued
to analyse the CCHP configuration variants from the thermodynamic viewpoint is organ-
ised as follow. First of all, for a given configuration and a given working fluid, an analysis
of each pair is performed according to the nominal conditions indicated in Tables 1–3. Then,
a systematic comparison of each combination is carried out by means of the evaluation
of the performance indexes indicated in Section 2.1. Thereafter, a parametric approach is
conducted for the best pair (configuration variant and working fluid) to evaluate the effect
of different system operating parameters on the energy and exergy efficiency of the ORC
and on the overall CCHP system performance. Finally, for each of the identified best pair, a
muti-objective optimisation study is performed based on the same operating parameters
following the criteria of system energy and exergy.

With such methodology, it is possible to determine the best performing CCHP variant
in terms of system energy and exergy efficiency within the six analysed alternatives and
for the seven organic working fluids, and on the other hand, to assess how the variation of
some design operating parameters can affect the performance of the system and what the
optimum values for such parameters are for each variant in terms of system performance.

3.1. Analysis of CCHP Variants

Tables 4–6 represent the energy and exergy efficiency of the ORC and the overall
CCHP system performance for each of the proposed CCHP configurations and organic
working fluids at nominal conditions, indicated in Tables 1–3.
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Table 4. Results for Case 1: CCHP with single-pressure ORC Simple cycle (1P SC).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 9.64 10.33 166.10 10.58 48.19 228.83 302.41 241.42
Benzene 9.74 10.43 165.90 10.68 49.15 228.49 301.98 241.06

n-heptane 8.51 9.12 167.80 9.37 42.98 232.97 307.74 245.83
n-octane 8.56 9.16 167.70 9.42 42.77 232.80 307.53 245.65
n-nonane 8.53 9.14 167.70 9.39 42.42 232.89 307.64 245.74
n-decane 8.53 9.13 167.70 9.39 42.27 232.91 307.67 245.76

MDM 7.32 7.84 169.50 8.10 36.51 237.32 313.35 250.46

Table 5. Results for Case 2: CCHP with single-pressure ORC superheated cycle (1P SH).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 9.58 10.26 166.20 10.51 47.85 229.06 302.71 241.67
Benzene 9.71 10.40 166.00 10.65 48.99 228.59 302.10 241.17

n-heptane 8.36 8.95 168.00 9.21 42.19 233.52 308.45 246.42
n-octane 8.38 8.98 168.00 9.23 41.87 233.44 308.35 246.33
n-nonane 8.36 8.95 168.00 9.21 41.55 233.52 308.45 246.41
n-decane 8.35 8.94 168.00 9.20 41.39 233.56 308.50 246.45

MDM 7.10 7.60 169.80 7.86 35.41 238.12 314.38 251.31

Table 6. Results for Case 3: CCHP with single-pressure ORC recuperated cycle (1P REC).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 10.71 11.47 164.50 11.72 53.50 224.94 297.41 237.29
Benzene 10.53 11.28 164.80 11.53 53.18 225.58 298.23 237.97

n-heptane 10.45 11.19 164.90 11.44 52.78 225.88 298.61 238.28
n-octane 10.57 11.32 164.70 11.57 52.83 225.44 298.05 237.82
n-nonane 10.63 11.39 164.60 11.63 52.84 225.22 297.77 237.59
n-decane 10.66 11.41 164.60 11.66 52.81 225.14 297.66 237.50

MDM 10.20 10.92 165.30 11.17 50.87 226.80 299.80 239.27

The performance indexes indicated in Tables 4–9 show that for the six CCHP config-
urations and the seven organic working fluids analysed, the best performing variant is
the CCHP with single-pressure ORC regenerative recuperated superheated cycle (Case 5)
with toluene as a working fluid. The achieved energy and exergy efficiency are: 11.24%
and 12.04%, respectively, for the ORC, and 163.7% and 12.3%, respectively, for the CCHP.
The electricity, cooling and heating productions are 56.2 kW, 222.3 kW and 530.1 kW, re-
spectively. On average for the seven working fluids considered, in terms of ORC energy
efficiency Case 5 is 25% more efficient than Case 1 (1P SC). In terms of which organic
working fluid is best suited depending on the configuration, benzene performs best for
Cases 1 and 2, and toluene for Cases 3–6.

A CCHP with a single-pressure ORC superheated cycle (Case 2) only results in an
increase in efficiency if a recovery stage is available downstream of the turbine. The
performance indexes show that on average for the seven working fluids considered, in
terms of ORC energy efficiency, Case 2 is 1.6% less efficient than Case 1 (1P SC).
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Table 7. Results for Case 4: CCHP with single-pressure ORC recuperated superheated cycle (1P
REC + SH).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 10.95 11.73 164.20 11.97 54.69 224.06 296.27 236.35
Benzene 10.83 11.60 164.30 11.84 54.63 224.50 296.84 236.82

n-heptane 10.67 11.42 164.60 11.67 53.82 225.10 297.61 237.45
n-octane 10.76 11.52 164.40 11.76 53.73 224.77 297.18 237.10
n-nonane 10.78 11.55 164.40 11.79 53.57 224.68 297.07 237.01
n-decane 10.79 11.55 164.40 11.80 53.47 224.65 297.03 236.97

MDM 10.29 11.02 165.10 11.27 51.32 226.46 299.36 238.91

Table 8. Results for Case 5: CCHP with single-pressure ORC regenerative recuperated superheated
cycle (1P REG + REC + SH).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 11.24 12.04 163.70 12.29 56.19 222.98 294.89 235.21
Benzene 11.17 11.96 163.80 12.20 56.41 223.26 295.24 235.50

n-heptane 10.77 11.53 164.40 11.78 54.42 224.71 297.11 237.04
n-octane 10.90 11.68 164.20 11.92 54.51 224.22 296.48 236.53
n-nonane 10.96 10.55 164.10 11.98 54.49 224.02 296.22 236.31
n-decane 10.99 11.77 164.10 12.02 54.49 223.91 296.08 236.19

MDM 10.36 11.09 165.00 11.34 51.67 226.23 299.07 238.66

Table 9. Results for Case 6: CCHP with dual-pressure ORC recuperated superheated cycle (2P
REC + SH).

Fluid
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

Toluene 10.31 11.04 165.10 11.29 51.46 226.40 299.29 238.84
Benzene 10.18 10.90 165.30 11.15 51.30 226.89 299.91 239.36

n-heptane 10.10 10.82 165.40 11.07 50.96 227.15 300.25 239.64
n-octane 10.09 10.81 165.40 11.06 50.39 227.20 300.31 239.69
n-nonane 10.10 10.82 165.40 11.07 50.19 227.16 300.26 239.65
n-decane 10.11 10.83 165.40 11.08 50.11 227.12 300.21 239.61

MDM 9.67 10.36 166.00 10.61 48.21 228.72 302.28 241.31

The main objective in evaporator design is to minimise losses and maximise heat
transfer from the solar heat source. This is achieved by introducing multiple pressure levels;
as the temperature curves of the heat source and the organic fluid are better adapted to
each other (see Figure 8b) the efficiency of the evaporator increases, but also its complexity
and cost, as more heat exchangers are introduced. The results obtained for Case 6 (2P
REC + SH) show that the fact to include two pressure levels in the evaporator does not
imply a performance improvement of the CCHP system in comparison with Case 3 (1P
REC), Case 4 (1P REC + SH) and Case 5 (1P REG + REC + SH); in fact, on average, for the
seven working fluids considered, in terms of ORC energy efficiency Case 6 is about 8% less
efficient than Case 5. This is explained because the temperature of the heat source at the
evaporator outlet is constrained by the close loop of SPTCs, which impacts on the capacity
of the dual-pressure evaporator to maximise the heat recovery from the solar heat source.

3.2. Parametric Analysis

In this subsection, a parametric approach is conducted for the best pair analysed
previously (configuration variant and working fluid) to evaluate the effect of different
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system parameters on the energy and exergy efficiency of the ORC and on the overall
CCHP system performance.

3.2.1. Effect of the Solar Field Outlet Temperature

The selection of an optimal evaporation temperature for the ORC is determined by
the heat delivered by the solar field; a weakness of solar parabolic trough technology is the
limited outlet temperature of the solar field [27]. This study aims to illustrate the influence
of the solar field outlet temperature, varying in the range of 180–260 ◦C, on the efficiency
of the ORC and on the overall trigeneration system. Table 10 and Figure 9 represent the
system performance and electrical and thermal generation for each analysed pair.

Table 10. Results of the parametric simulation with the solar field outlet temperature (T1′ ).

Pair
T1′

[◦C]
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

COPcool COPheat

Case 1.
w/Benzene

180 8.14 8.72 168.70 8.98 40.92 234.87 310.19 247.85 0.7268 1.727
190 8.98 9.62 167.30 9.87 45.23 231.54 305.91 244.31 0.7266 1.727
200 9.74 10.43 165.90 10.68 49.15 228.49 301.98 241.06 0.7264 1.726
220 11.04 11.82 163.60 12.06 56.00 223.08 295.01 235.31 0.7261 1.726
240 12.08 12.94 161.50 13.18 61.70 218.41 289.06 230.34 0.7256 1.726
260 12.92 13.83 159.60 14.07 66.43 214.41 283.92 226.09 0.7253 1.725

Case 2.
w/Benzene

180 8.12 8.69 168.70 8.95 40.77 234.96 310.30 247.94 0.7268 1.727
190 8.96 9.59 167.30 9.84 45.07 231.64 306.03 244.41 0.7266 1.727
200 9.71 10.40 166.00 10.65 48.99 228.59 302.10 241.17 0.7264 1.726
220 11.01 11.79 163.60 12.04 55.83 223.17 295.12 235.40 0.7261 1.726
240 12.07 12.92 161.50 13.16 61.54 218.47 289.14 230.41 0.7256 1.726
260 12.91 13.83 159.60 14.06 66.32 214.42 283.93 226.10 0.7253 1.725

Case 3.
w/ Toluene

180 8.75 9.37 167.80 9.63 43.6 232.65 307.33 245.49 0.7266 1.727
190 9.76 10.45 166.10 10.71 48.71 228.69 302.23 241.27 0.7264 1.726
200 10.71 11.47 164.50 11.72 53.50 224.94 297.41 237.29 0.7262 1.726
220 12.42 13.30 161.50 13.53 62.21 217.99 288.52 229.90 0.7256 1.726
240 13.90 14.88 158.80 15.12 69.89 211.76 280.52 223.28 0.7251 1.725
260 15.16 16.23 156.30 16.46 76.56 206.19 273.36 217.36 0.7247 1.725

Case 4.
w/ Toluene

180 8.96 9.59 167.50 9.85 44.61 231.90 306.36 244.69 0.7266 1.727
190 9.99 10.70 165.80 10.95 49.81 227.86 301.17 240.40 0.7264 1.726
200 10.95 11.73 164.20 11.97 54.69 224.06 296.27 236.35 0.7261 1.726
220 12.69 13.59 161.10 13.82 63.55 217.00 287.24 228.84 0.7255 1.726
240 14.20 15.20 158.30 15.43 71.36 210.67 279.11 222.11 0.725 1.725
260 15.44 16.57 155.90 16.80 77.90 205.21 272.11 216.32 0.7246 1.725

Case 5.
w/ Toluene

180 9.02 9.66 167.40 9.92 44.96 231.65 306.05 244.43 0.7266 1.727
190 10.18 10.90 165.50 11.15 50.78 227.18 300.28 239.67 0.7263 1.726
200 11.24 12.04 163.70 12.29 56.19 222.98 294.89 235.21 0.7261 1.726
220 13.16 14.09 160.40 14.33 66.01 215.26 285.01 226.99 0.7254 1.725
240 14.83 15.87 157.40 16.10 74.71 208.36 276.15 219.66 0.7249 1.725
260 16.27 17.42 154.60 17.64 82.45 202.12 268.15 213.04 0.7243 1.724

Case 6.
w/ Toluene

180 8.15 8.73 168.70 8.98 40.57 234.84 310.15 234.84 0.7268 1.727
190 9.27 9.93 166.80 10.18 46.22 230.48 304.54 230.48 0.7265 1.727
200 10.31 11.04 165.10 11.29 51.46 226.40 299.29 226.40 0.7263 1.726
220 12.23 13.10 161.80 13.33 61.24 218.67 289.34 218.67 0.7256 1.726
240 13.93 14.91 158.70 15.14 70.02 211.65 280.38 211.65 0.7251 1.725
260 15.45 16.54 155.80 16.77 78.07 205.11 271.98 205.11 0.7246 1.725

As can be observed in Table 9 and Figure 10, higher values of the solar field outlet
temperature mean an increase in ORC energy and exergy efficiency, and in CCHP exergy
efficiency. This is due to a higher temperature of the heat source causing a higher organic
fluid evaporation pressure in the ORC, leading to higher heat recovery efficiency in the
evaporator. For Case 5, which is the best performing variant, with the increase in the heat

33



Energies 2021, 14, 4770

source inlet temperature, the efficiency of the ORC increases from 9.0% to 16.3%. In terms
of relative increase for the electricity produced by the turbine, the increase of the heat
source inlet temperature of 180–260 ◦C represents an increase of 83% (from 45.0 kW to
82.5 kW).

(a) (b)

Figure 9. Effect of the solar field outlet temperature on: (a) ORC energy efficiency; (b) CCHP exergy efficiency.

  

(a) (b) 

Figure 10. Effect of ORC condensation temperature on: (a) ORC energy efficiency; (b) CCHP exergy efficiency.

For the CCHP with dual-pressure ORC (Case 6), the relative increase either for the
ORC energy efficiency and electricity produced by the turbine with respect to the increase
in the heat source inlet temperature of 180–260 ◦C is significantly greater: 90% for the
ORC efficiency (from 8.2% to 15.5%) and 92% for electricity produced by the turbine (from
40.6 kW to 78.1 kW).

3.2.2. Effect of ORC Condensation Temperature

The single-effect absorption heat pump requires a certain heat input in the desorber
within a specific temperature range for its operation. This inlet temperature is determined
by the condensation temperature of the ORC, so it is important to identify which is the
optimal operating temperature based on the production that needs to be prioritised.

In this study, the effect of the ORC condensation temperature is examined from 85 to
105 ◦C, and system performance and electrical and thermal generation for each analysed
pair are presented in Table 11 and Figure 10.
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Table 11. Results of the parametric simulation with ORC condensation temperature (T1).

Pair
T1

[◦C]
ηen,ORC

[%]
ηex,ORC

[%]
ηen,tri
[%]

ηex,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

COPcool COPheat

Case 1.
w/Benzene

85 10.26 10.99 165.20 11.24 51.75 226.57 299.50 239.02 0.7263 1.726
90 9.74 10.43 165.90 10.68 49.15 228.49 301.98 241.06 0.7264 1.726
95 9.21 9.87 166.70 10.12 46.55 230.42 304.45 243.11 0.7265 1.727

100 8.68 9.30 167.50 9.55 43.94 232.34 306.94 245.16 0.7266 1.727
105 8.15 8.73 168.30 8.99 41.32 234.28 309.43 247.23 0.7267 1.727

Case 2.
w/Benzene

85 10.24 10.97 165.20 11.22 51.60 226.65 299.61 239.11 0.7263 1.726
90 9.71 10.40 166.00 10.65 48.99 228.59 302.10 241.17 0.7264 1.726
95 9.18 9.83 166.80 10.08 46.37 230.52 304.59 243.23 0.7265 1.727

100 8.65 9.26 167.60 9.52 43.74 232.46 307.09 245.29 0.7266 1.727
105 8.12 8.69 168.30 8.95 41.11 234.41 309.60 247.36 0.7267 1.727

Case 3.
w/ Toluene

85 11.31 12.11 163.60 12.35 56.45 222.71 294.59 234.92 0.7259 1.726
90 10.71 11.47 164.50 11.72 53.50 224.94 297.41 237.29 0.7262 1.726
95 10.11 10.82 165.40 11.07 50.53 227.14 300.23 239.62 0.7263 1.726

100 9.51 10.18 166.30 10.43 47.55 229.34 303.07 241.97 0.7265 1.726
105 8.90 9.53 167.20 9.79 44.56 231.55 305.92 244.32 0.7266 1.727

Case 4.
w/ Toluene

85 11.56 12.38 163.20 12.62 57.70 221.78 293.40 233.93 0.7259 1.726
90 10.95 11.73 164.20 11.97 54.69 224.06 296.27 236.35 0.7261 1.726
95 10.34 11.07 165.10 11.32 51.66 226.30 299.15 238.73 0.7263 1.726

100 9.72 10.41 166.00 10.66 48.62 228.54 302.04 241.12 0.7264 1.726
105 9.11 9.75 166.90 10.00 45.57 230.80 304.95 243.52 0.7265 1.727

Case 5.
w/ Toluene

85 11.92 12.77 162.70 13.01 59.55 220.46 291.69 232.52 0.7258 1.726
90 11.24 12.04 163.70 12.29 56.19 222.98 294.89 235.21 0.7261 1.726
95 10.55 11.30 164.70 11.55 52.77 225.51 298.14 237.89 0.7262 1.726

100 9.85 10.55 165.80 10.80 49.28 228.09 301.45 240.63 0.7264 1.726
105 9.13 9.77 166.90 10.03 45.70 230.72 304.85 243.44 0.7265 1.727

Case 6.
w/ Toluene

85 10.96 11.73 164.10 11.98 54.65 224.04 296.24 236.33 0.7261 1.726
90 10.31 11.04 165.10 11.29 51.46 226.40 299.29 238.84 0.7263 1.726
95 9.66 10.34 166.10 10.59 48.24 228.78 302.35 241.37 0.7264 1.726

100 9.00 9.64 167.00 9.90 45.00 231.17 305.43 243.92 0.7266 1.727
105 8.35 8.94 168.00 9.20 41.74 233.57 308.52 246.47 0.7267 1.727

ORC condensation temperature can be a good parameter for controlling the cooling
and heating power to be produced by the absorption heat pump. It is observed that as
the ORC condensation temperature increases, both the ORC energy efficiency and CCHP
exergy efficiency decrease; the lower the condensing pressure, the higher the capacity to
extract work from the turbine. For Case 5, with the increase of the ORC condensation
temperature, the efficiency of the ORC decreases from 9.1% to 11.9%; in relative terms for
the electricity produced by the turbine, the increase in the ORC condensation temperature
of 85–105 ◦C represents a decrease of 23% (from 59.6 kW to 45.7 kW).

Regarding the energy efficiency of the trigeneration system, the effect is the opposite,
as the condensation temperature increases the overall efficiency of the system also increases
because the heat input to the absorption heat pump desorber is greater, and therefore the
heat of the evaporator, absorber and condenser are also greater.

3.3. Optimisation Analysis

The optimisation procedure proposed is based on the optimisation of the analysed
operating parameters (see Table 12), and not of the system devices, following strict energy
and exergy efficiency criteria. Therefore, a multi-objective optimisation approach is consid-
ered for each of the identified best pairs requiring the simultaneous satisfaction of certain
objectives, that is the ORC energy efficiency (Equation (1)) and CCHP exergy efficiency
(Equation (7)).
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Table 12. Optimisation variables.

Parameter Default Value Examined Range

Solar field outlet temperature—T1′ 200 ◦C [180–260] ◦C
ORC Condensation temperature–T1 90 ◦C [85–105] ◦C

The Pareto front is probably one of the most common approaches used for multi-
objective optimisation problems in thermodynamics [28,29]. However, the most straightfor-
ward approach to solve these problems is the weighted sum method [30,31], that combines
all the multi-objective functions into one scalar by summing the corresponding objectives
with some appropriate weights. For the trigeneration system analysis considered in this
paper, the bi-objective optimisation is constructed by summing the two beforementioned
objectives with some appropriate weights, as follows:

MAX (MOF = w1·ηen,ORC + w2·ηex,tri)
0 ≤ w1, w2 ≤ 1
w1 + w2 = 1

(17)

where w1 and w2 are the weighting coefficients for the ORC energy efficiency and CCHP
exergy efficiency, respectively. Though any set of optimal solutions can be chosen by
selecting the desired values of weighting coefficients, the two objectives are assumed to be
of the same importance. The “Conjugate Directions Method” which is supported by EES is
used in the bi-objective optimal design (Equation (17)). The results obtained for each of the
identified best pair are shown in Table 13.

Table 13. Results of the multi-objective optimisation.

Pair
Opt. Variables Objectives Performance Indexes

T1′

[◦C]
T1

[◦C]
ηen,ORC

[%]
ηex,tri
[%]

ηex,ORC
[%]

ηen,tri
[%]

Wturb
[kW]

Qe
[kW]

Qa
[kW]

Qc
[kW]

COPcool COPheat

Case 1.
w/Benzene 260 85 13.33 14.53 14.30 158.90 68.56 218.80 281.85 224.38 0.7252 1.725

Case 2.
w/Benzene 260 85 13.36 14.54 14.30 158.90 68.47 212.79 281.84 224.74 0.7252 1.725

Case 3.
w/Toluene 260 85 15.67 17.01 16.78 155.50 79.08 204.30 270.94 215.35 0.7245 1.725

Case 4.
w/Toluene 260 85 16.02 17.38 17.16 155.00 80.78 203.02 269.30 213.99 0.7244 1.724

Case 5.
w/Toluene 260 85 16.82 18.23 18.02 153.80 85.20 200.07 265.51 210.86 0.7241 1.724

Case 6.
w/Toluene 260 85 16.00 17.36 17.14 155.00 80.78 203.10 269.39 214.07 0.7244 1.724

The obtained results remark that the optimum design for all the analysed cases is
produced for the maximum solar field outlet temperature (260 ◦C) and the minimum
ORC condensation temperature (85 ◦C). The best performing pair is Case 5 with toluene,
presenting values of ORC energy efficiency and CCHP exergy efficiency of 16.82% and
18.23%, respectively. In comparison with nominal design conditions, the optimum design
for Case 5 is, in terms of ORC energy efficiency, 50% more efficient.

4. Conclusions

A comprehensive and systematic comparative thermodynamic analysis of six different
solar-heated CCHP systems based on ORC and absorption heat pump is conducted. Any
configuration can produce electricity, heating and cooling in temperature levels ideal for
building or small-medium industry applications. The most suitable CCHP configuration
has been identified in terms of system energy and exergy efficiency, as well as the best
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working fluid for each configuration variant. Through parametric and muti-objective opti-
misation analysis, it has been possible to determine how the solar field outlet temperature
and the ORC condensation temperature affect the performance of the CCHP system for
each best pair (configuration variant and working fluid). The main findings of the study
are summarised below:

• For the six CCHP configurations and the seven organic working fluids analysed,
the best performing variant is the CCHP with single-pressure ORC regenerative
recuperated superheated cycle (Case 5) with toluene as a working fluid. The achieved
energy and exergy efficiency are: 11.24% and 12.04%, respectively, for the ORC, and
163.7% and 12.3%, respectively, for the CCHP. The electricity, cooling and heating
productions are 56.2 kW, 222.3 kW and 530.1 kW, respectively.

• For the seven organic working fluids analysed, benzene performs best for Cases 1 and
2, and toluene for Cases 3–6.

• At nominal conditions and on average for the seven working fluids considered, Case
5 is about 25% more efficient than Case 1, and about 8% more efficient than Case 6 in
terms of ORC energy efficiency.

• A CCHP with single-pressure ORC superheated cycle (Case 2) only results in an
increase in efficiency if a recovery stage is available downstream of the turbine.

• The use of a dual-pressure evaporator (Case 6) does not imply a performance im-
provement of the CCHP system if the temperature of the heat source at the evaporator
outlet is constrained.

• A higher temperature of the solar heat source causes a higher organic fluid evaporation
pressure in the ORC, leading to higher heat recovery efficiency in the evaporator and
in CCHP efficiency. For Case 5 with toluene, the electricity produced by the turbine
presents an increase of 83% as with the increase of the heat source inlet temperature
from 180 to 260 ◦C.

• As the ORC condensation temperature increases, both the ORC energy efficiency
and CCHP exergy efficiency decrease. For Case 5 with toluene, the increase in the
ORC condensation temperature from 85 to 105 ◦C represents a decrease of 23% of the
electricity produced by the turbine.

• The optimum design conditions for all the analysed cases are produced for the max-
imum solar field outlet temperature (260 ◦C) and the minimum ORC condensation
temperature (85 ◦C). For Case 5 with toluene, in comparison with nominal design con-
ditions, the optimum design is 50% more efficient in terms of ORC energy efficiency.
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Nomenclature

Symbols
h heat transfer coefficient, W/(m2 K)
.

m mass flow rate, kg/s
T temperature, ◦C
ΔT temperature difference, ◦C
η efficiency
W electric power, kW
Q thermal power, kW
.

q′ heat rate per SPTC unit length, kW/m
wap aperture width of SPTC, m
L length of SPTC, m
N number of SPTCs
θ solar incidence angle on the SPTC, º
Acronyms
CCHP combined cooling heating and power
ORC organic Rankine cycle
SPTC solar parabolic trough collector
REC recuperator heat exchanger or recuperated cycle
REG regenerative cycle
SC simple cycle
SH superheater heat exchanger or superheated cycle
DNI direct normal irradiance
LS live steam
PP pinch point
AP approach point
COP coefficient of performance
LP low pressure
H high pressure
UA overall heat transfer coefficient
Subscripts
en energy
ex exergy
sol solar field
0 atmospheric conditions
in inlet
out inlet
turb turbine
cond heat conduction
conv heat convection
rad heat radiation
SolAbs solar absorption
tri trigeneration
d heat pump desorber
a heat pump absorber
s.he heat pump solution heat exchanger
c heat pump condenser
e heat pump evaporator
Evap.pump evaporator pump
s.pump solution pump
cool heat pump cooling mode
heat heat pump heating mode
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Abstract: This paper proposes a hybrid algorithm that combines two prominent nature-inspired
meta-heuristic strategies to solve the combined heat and power (CHP) economic dispatch. In this line,
an innovative hybrid heap-based and jellyfish search algorithm (HBJSA) is developed to enhance the
performance of two recent algorithms: heap-based algorithm (HBA) and jellyfish search algorithm
(JSA). The proposed hybrid HBJSA seeks to make use of the explorative features of HBA and the
exploitative features of the JSA to overcome some of the problems found in their standard forms. The
proposed hybrid HBJSA, HBA, and JSA are validated and statistically compared by attempting to
solve a real-world optimization issue of the CHP economic dispatch. It aims to satisfy the power
and heat demands and minimize the whole fuel cost (WFC) of the power and heat generation units.
Additionally, a series of operational and electrical constraints such as non-convex feasible operating
regions of CHP and valve-point effects of power-only plants, respectively, are considered in solving
such a problem. The proposed hybrid HBJSA, HBA, and JSA are employed on two medium systems,
which are 24-unit and 48-unit systems, and two large systems, which are 84- and 96-unit systems.
The experimental results demonstrate that the proposed hybrid HBJSA outperforms the standard
HBA and JSA and other reported techniques when handling the CHP economic dispatch. Otherwise,
comparative analyses are carried out to demonstrate the suggested HBJSA’s strong stability and
robustness in determining the lowest minimum, average, and maximum WFC values compared to
the HBA and JSA.

Keywords: heap-based algorithm; jellyfish search algorithm; economic dispatch; combined heat and
power plants

1. Introduction

The energy supply in the globe is shifting toward high efficiency, sustainability, and
low carbon content [1]. In conventional power units, a large amount of energy is wasted
during the conversion of fossil fuels into electricity because of the low efficiency of these
conventional plants. However, by utilizing the CHP economic dispatch, the whole fuel
cost (WFC) may be reduced by 10–40%, energy efficiency can be increased to 90%, and
greenhouse gases (GHG) can be reduced by roughly 13–18% [2]. The heat and electrical
energy in the CHP system can be generated from a single source at the same time. The
vital optimization challenge for the CHP economic dispatch is to find the minimum WFC
of heat and power supply. There are several constraints that should be considered in
the CHP economic dispatch, involving a load balance of the system, capacity limitations
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of generation plants, the valve-point effect of thermal plants, and the heat and power
mutual dependency provided by CHP. Two main categories of optimization approaches
are explained to solve the CHP economic dispatch problem in recent research, comprising
mathematical and heuristic optimization techniques [3,4].

One such task is the economic dispatch of the power system, which entails coordi-
nation, planning, and scheduling generators in an efficient manner. Due to the imposed
equality and inequality restrictions, the economic dispatch issue exhibits nonlinear behav-
ior. The economic dispatch problem has been highlighted as a multimodal optimization
problem that will be difficult to tackle. Because actual issues are multimodal in nature,
gradient methods are inapplicable [5]. In [6], an enhanced multi-objective particle swarm
optimizer (MOPSO) model was used to manage a bi-objective dispatch framework in
order to enhance the power quality and economic costs. In this study, a deep learning
approach has been used to improve wind forecast accuracy where uncertainty analysis is
a critical component of any assessment of a wind farm’s long-term electricity output [7].
In [8], an improved antlion optimizer was presented to search for potential solutions for
the economic dispatch issue in power systems with thermal units in order to minimize
the generating fuel costs and guarantee that all restrictions are within functioning ranges.
In [9], a modified crow search optimization was applied for solving the economic dispatch
considering the environmental impacts and high-voltage direct current systems.

Added to that, the CHP economic dispatch has been solved throughout lots of con-
ventional and mathematical approaches. In [10], a decentralized solution based on bender
decomposition (BD) was performed for the optimal schedule of the CHP economic dis-
patch. The Lagrange relaxation (LR) and LR with surrogate sub-gradient (LRSS) have been
employed in [11,12] with two levels to find out the optimal solution for studying the CHP
economic dispatch. In [13], sequential quadratic programming (SQP) was combined with
the LR method, where the LR technique was applied to the optimal CHP scheduling, and
SQP was applied on a portion of the CHP problem to check the validity of the acquired
operating point inside the trust region. In [14], the envelope-based branch and bound (EBB)
approach was utilized for optimal planning of the CHP.

However, to deal with the non-convex objective function of the CHP economic dis-
patch and to overcome computational time efforts, heuristic approaches have been applied
on the mentioned problem, such as the genetic algorithm (GA) [15], opposition teaching
learning-based optimization (OTLBO) [16], differential evolution (DE) [17], multi-player
harmony search (MPHS) algorithm [18], cuckoo search (CS) [19], and whale optimization
algorithm (WOA) [20]. In [21], a greedy randomized adaptive search procedure (GRASP)
method was hybridized with DE optimization and applied for the CHP economic dispatch
to increase global search capacity while avoiding converging to local minima. In [22], an
advanced mutation mechanism was involved in real coded GA and applied to the CHP
economic dispatch for minimizing the operation cost, in order to enhance the convergence
characteristics. In [23], an improved GA based on a new crossover and mutation was
utilized to solve the CHP economic dispatch problem for handling constraints and applied
to four cases for assessing the performance of the approach. In [24], a biogeography-based
learning PSO (BLPSO) was carried out to improve the solution accuracy and overcome
premature convergence where each particle utilized a migration operator to update itself
depending on the best position of the whole particles. In addition, a multi-objective PSO
has emerged with non-dominated sorting GA [25], and a modified version of shuffle frog
leaping (MVSFL) algorithm [26] has been successfully employed on the CHP economic
dispatch with limited small-scale applications, which are 5-unit and 7-unit systems.

The authors of [27] presented a combined optimization approach for power systems,
which managed energy with power market and active microgrids in electric vehicle parking
lots, diverse CHP economic dispatches, power and heat storage units, and distributed pro-
duction. In [28], a Manta ray foraging optimizer (MRFO) was incorporated with adaptive
constraint handling for solving the CHP economic dispatch, whereas the impact of the in-
clusion of wind power based on the MRFO was investigated in [29]. Moreover, a two-stage
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mathematical programming has been proposed in [30] to deal with the nondifferentiable
portion of valve-point loading influence and attain a convex operating zone in the CHP
economic dispatch problem. In [31], the authors investigated the heat in power equipment
and the availability of power flexibility in CHP technology from district heating networks.

Recently, two novel algorithms, heap-based algorithm (HBA) and jellyfish search
algorithm (JSA), have been introduced to solve global optimization problems. Firstly,
the HBA is a powerful metaheuristic optimization that is inspired from organization
hierarchy created by Qamar Askari et al. [32]. Its simplicity and effectiveness enforce the
research direction into its promising implementations in solving engineering problems.
In [33], the HBA was efficiently utilized for parameter estimation of fuel cells, while it
was applied for the CHP economic dispatch in [34] and optimal reactive power dispatch
in [35]. Secondly, the standard JSA, inspired from jellyfish movements, was created by
J.-S. Chou and D.-N. Truong in January 2021 [36]. In [37], the JSA was employed for a
spectrum defragmentation algorithm in an elastic optical network. In [38], the JSA was
utilized for efficient power system operation based on optimal power flow, whereas it was
effectively applied in distribution networks to integrate distributed generators and the
static volt-ampere reactive compensator [39]. In this paper, a novel hybrid heap-based
and jellyfish search algorithm (HBJSA) is proposed, which combines the benefits of the
standard HBA and standard JSA. Compared with the standard HBA and standard JSA, the
proposed HBJSA uses an adjustment mechanism to support explorative and exploitative
characteristics. The adjustment mechanism is constructed to boost the explorative features
at the start of iterations by enhancing the generated solutions via HBA. Furthermore,
towards the conclusion of iterations, it augments and enhances the exploitative features
by growing the generated solutions via JSA. The efficiency of the HBA, JSA, and the
proposed HBJSA is evaluated for solving the CHP economic dispatch by considering
various constraints of heat production and power output balance.

The rest of this paper is structured as follows: the CHP economic dispatch problem
is characterized in Section 2, whereas Section 3 includes a description of the standard
HBA, the standard JSA, and the proposed hybrid HBJSA. Furthermore, Section 4 presents
the outcomes of these algorithms and discussion for simulation, while a conclusion is
presented in Section 5 of this work.

2. Problem Formulation

The general form of the CHP economic dispatch problem is described in Figure 1.
This figure shows the single line diagram of the 24-unit test system for the CHP economic
dispatch problem. As shown, different sources of the CHP, heat only, and power-only units
supply power and heat are combined together to satisfy the power and heat demands.
Heat production and power output balance means that the total power generation equals
the total power load and the total heat generation equals the total heat load.

The objective function of the CHP economic dispatch problem can be illustrated as
depicted in the following equation [2]:

Min{WFC} = Min

{
Npp

∑
i=1

Ci

(
Ppp

i

)
+

Nhp

∑
h=1

Ch

(
Hhp

h

)
+

NCp

∑
k=1

Ck

(
PCp

k , HCp
k

)}
(USD/h) (1)

The three terms of costs manifested in Equation (1) are explained in Equations (2)–(4)
as in [20]. The cost function of a power-only plant involves quadratic and sinusoidal terms,
where the sinusoidal term displays the valve-point impacts as signified in Equation (2).
Furthermore, the heat-only cost is formulated in Equation (3), while the CHP cost function
is represented in Equation (4).
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Figure 1. A single line diagram of the CHP economic dispatch problem considering the 24-unit test system.
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Diverse constraints for feasible solutions are illustrated for the CHP economic dispatch
problem as follows:

Npp

∑
i=1

Ppp
i +

Ncp

∑
j=1

Pcp
j = Pd (5)

Ncp

∑
j=1

Hcp
j +

Nhp

∑
k=1

Hhp
k = Hd, (6)

Furthermore, power-only and heat-only capacity limits are exposed in Equation (7)
and Equation (8), respectively. In addition to that, capacity limits of CHP are designated in
Equations (9) and (10).

Pppmin
i ≤ Ppp

i ≤ Pppmax
i i = 1, . . . , Npp, (7)

Hhpmin
j ≤ Hhp

j ≤ Hhpmax
j i = 1, . . . , Nhp, (8)

Pcpmin
k (Hcp

k ) ≤ Pcp
k ≤ Pcpmax

k (Hcp
k ) k = 1, . . . , Ncp, (9)

Hcpmin
k (Pcp

k ) ≤ Hcp
k ≤ Hcpmax

k (Pcp
k ) k = 1, . . . , Ncp, (10)

In the above constraints, Equations (5) and (6) demonstrate the power generated and
the power demand balance and the heat generated and the demand balance, respectively.
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3. Hybrid HBJSA for CHP Economic Dispatch Problem

3.1. Standard HBA

The standard HBA concept is based on the corporate rank hierarchy (CRH), which
states that a team can arrange itself in a hierarchy to fulfill organizational goals [32]. The
HBA is classified into three levels: interaction among subordinates, self-contribution of
employees and their immediate supervisor, and interaction among colleagues.

In the CRH model, the population is manifested by the full CRH, whereas the heap
node is manifested by the search agent. The search agent’s fitness is the master of the heap
node, and the population index of the search agent is the value of the heap node. The agent
position of each search can be updated as:

xk
i (t + 1) = Bk + γ(2r − 1)

∣∣∣Bk − xk
i (t)
∣∣∣ (11)

The kth component of λ vector
→
λ is represented by:

λk = 2r − 1 (12)

γ is computed as follow:

γ =

∣∣∣∣∣2 − (t mod t
C )

t
4C

∣∣∣∣∣ (13)

The parameter (C) in Equation (14) controls the variation. However, this parameter
will complete in T iterations as follows:

C = Tmax/25 (14)

Added to that, the interaction between colleagues is modeled. As manifested in Equation (15),

the position of each agent (
→
xi) is updated by its arbitrarily selected colleague

→
Sr:

xk
i (t + 1) =

⎧⎨⎩ Sk
r + γλk

∣∣∣Sk
r − xk

i (t)
∣∣∣, f (

→
Sr) < f (

→
xi(t))

xk
i + γλk

∣∣∣Sk
r − xk

i (t)
∣∣∣, f (

→
Sr) ≥ f (

→
xi(t))

(15)

where the fitness of the search agent can be represented by f.
Additionally modeled is the self-contribution of each employee, where the position of

each agent is updated in this level according to the following equation:

xk
i (t + 1) = xk

i (t) (16)

Finally, the position updating equations have been emerged. The roulette wheel prob-
abilities, p1, p2, and p3, are selected to balance the exploration and exploitation processes.
The search agent updates its position using Equation (16). Selecting the proportion p1 is
carried out by using Equation (17) as:

p1 = 1 − t
Tmax (17)

The search agent updates its position using Equation (11). Selecting the proportion p2
is carried by using Equation (18) as:

p2 = p1 +
1 − p1

2
(18)
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The search agent updates its position using Equation (17). Selecting the proportion p3
is carried out by using Equation (19) as:

p3 = p2 +
1 − p1

2
= 1 (19)

Hence, the general positions’ updating mechanism of the HBA is formulated as in
Equation (20):

xk
i (t + 1) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

xk
i (t), p ≤ p1

Bk + γλk
∣∣∣Bk − xk

i (t)
∣∣∣, p1 < p < p2

Sk
r + γλk

∣∣∣Sk
r − xk

i (t)
∣∣∣, p2 < p ≤ p3 and f (

→
Sr) < f (

→
xi(t))

xk
r + γλk

∣∣∣Sk
r − xk

i (t)
∣∣∣, p2 < p ≤ p3 and f (

→
Sr) ≥ f (

→
xi(t))

(20)

The main steps of the proposed HBA are depicted in Figure 2.

 
Figure 2. Flowchart of the HBA.
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3.2. Standard JSA

The JSA is inspired by the jellyfish movements whether they move in the ocean current
or within their swarm [36]. The jellyfish population can be mathematically modeled as:

Xi(t + 1) = 4P0(1 − Xi), 0 ≤ P0 ≤ 1 (21)

Figure 3. Flowchart of the JSA.
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The time control function CF(t) value is assessed as described in Equation (22), and it
is varied from 0 to 1 over time:

CF(t) =
∣∣∣∣(1 − t

Tmax

)
× (2 × rand(0, 1)− 1)

∣∣∣∣ (22)

If the CF is greater than the constant COo (to be 0.5), the new location of each jellyfish
can be formulated as demonstrated in Equation (23)

Xi(t + 1) = R × (X∗ − 3 × R × μ) + Xi(t) (23)

If CF value is more than COo, each jellyfish location is updated depending on the
movement within the swarm, as clarified in Equations (24) and (25).

Xi(t + 1) = 0.1 × R × (Ub − Lb) + Xi(t) (24)

Xi(t + 1) =
{

Xi(t) + R × (Xj(t)− Xi(t)) i f f (Xi) ≥ f (Xj)
Xi(t) + R × (Xi(t)− Xj(t)) i f f (Xi) < f (Xj)

(25)

As soon as a jellyfish moves at the back of the search zone boundaries, it will go back,
as is demonstrated in Equation (26), to the reverse boundary.{

X′
i,d
= (Xi,d − Ub,d) + Lb(d) i f Xi,d > Ub,d

X′
i,d
= (Xi,d − Lb,d) + Ub(d) i f Xi,d < Lb,d

(26)

where Xi,d expresses the ith jellyfish location in dth dimension. The main steps of the JSA
are depicted in Figure 3.

3.3. Proposed Hybrid HBJSA

In this sub-section, a hybrid HBJSA is proposed to combine the benefits of the standard
HBA and standard JSA. Compared with standard HBA and standard JSA, the proposed
HBJSA employs an adjustment mechanism to support the explorative and exploitative
characteristics. This mechanism is constructed to boost the explorative feature at the start
of iterations by enhancing the generated solutions via HBA. Furthermore, toward the
conclusion of iterations, it augments and enhances the exploitative feature by growing
the generated solutions via JSA. The adjustment mechanism is executed by employing an
adaptive coefficient (ϕ) designed as follows:

ϕ =
t

2 × Tmax (27)

From this equation, the coefficient (ϕ) is correlated positively with the number of
iterations increases until it reaches 0.5 at the highest quantity of iterations. The more the
value of the coefficient (ϕ) increases, increasing of the generated solutions via JSA will be
updated by Equation (28) as follows:

xk
i (t + 1) = R × (Leaderk − 3 × R × μ) + xk

i (t) (28)

where Leader is the leader position of the search agents, which achieves the minimum
fitness value.

Another point of view for handling the CHP economic dispatch problem, the objective
function in Equation (1) is updated to incorporate penalized terms of the power and heat
units constraints as follows:

OF = WFC + Penv

Nc

∑
j=1

Bv

(
PC

j (HC
j )− PCLimit

j (HC
j )
)

(29)
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where the term (PCLimit
j (HC

j )) is the power limit to the CHP j heating output; ψv is a
penalized coefficient for CHP operating violating; Bv equals 1 when there is violation
or 0 when there is not. Accordingly, the farthest violated operating point will have a
greater penalty.

Figure 4 illustrates the main steps of the proposed hybrid HBJSA for handling the
CHP economic dispatch problem. For more information about the proposed HBJSA, the
main steps can be summarized as follows:

• Define the parameters of HBJSA.
• Randomly initialize the control parameters that involve the output of power and heat

of the committed units and keep it within the accepted boundaries. They are checked
versus its acceptable bounds’ mechanism. Both units began inside their respective
limitations, and if either of them is violated throughout the repetitions, it is reset to
the nearest limit.

• Evaluate the fitness function of the CHP problem that minimizes the overall cost
using Equation (28).

 

Figure 4. Flowchart of the proposed HBJSA.
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Figure 3 shows the second type of mutually dependent CHP unit. They are dealt with
as the penalty function that is added in the considered fitness function (OF) in Equation (29).
As shown in Figure 3, when an operational point is inside the limits, it has a Bv value of
zero, while the infeasible locations have a Bv value of one. On the other side, the greater
the penalty amount, the farther the infeasible point is from the nearest border.

As a result, the proposed hybrid HBJSA has a greater capacity for looking for suitable
locations. Furthermore, a stopping condition is used in which the ideal result is attained
if the maximum number of iterations is reached. HBA penalizes infeasible solutions to
varying degrees based on their distance from the next feasible point.

4. Simulation Results

The proposed HBJSA, the standard HBA, and JSA are employed on four test systems.
The first two test systems are medium-scale 24-unit and 48-unit systems, whereas the
second two test systems are large-scale 84-unit and 96-unit test systems. The number of
iterations (T) and population size (npop), which are the main two parameters of the standard
HBA, the standard JSA, and the proposed HBJSA account for 3000 and 100, respectively,
for all systems. MatlabR2017b is utilized to carry out the simulations using CPU (2.5 GHz)
Intel(R)-Core (TM) i7-7200U and 8 GB of RAM.

4.1. Simulation Results of the 24-Unit Test System

The data for the obtained system are mentioned in [40], which illustrates that 2350 MW
and 1250 MWth are the load demand and heat demand, respectively, and it has five heat
units, 13 thermal units, and six CHP units. The HBA, JSA, and proposed HBJSA are
applied on this test system, and the corresponding MW, MWth for each unit, and WFC
are demonstrated in Table 1. It can be manifested that the proposed HBJSA provides
the optimal solution for WFC minimization, which accounts for USD 57,968.5399, while
the standard HBA and the standard JSA account for USD 57,994.51 and USD 58,739.5241,
respectively.

Moreover, convergence characteristics of the proposed HBJSA versus the standard
HBA and the standard JSA for the 24-unit test system of the CHP economic dispatch
problem are depicted in Figure 5. It is seen from that figure that the proposed hybrid
HBJSA is capable of improving the solution quality compared to the standard HBA and
the standard JSA. At the last 400 iterations, the proposed hybrid HBJSA provides a higher
exploitative feature and, finally, reaches the lowest WFC of USD 57,968.5399. Additionally,
the standard HBA, the standard JSA, and the proposed HBJSA effectively achieve all
constraints with 100% accuracy, as illustrated in Table 1.

In addition, a comparison between the HBA, JSA, and the proposed HBJSA is con-
ducted in Table 2 for the 24-unit system of CHP economic dispatch with respect to reported
techniques such as PSO [40], time-varying acceleration coefficients-PSO (TVAC-PSO) [40],
group search optimization (GSO) [41], and improved GSO (IGSO) [42], MRFO [28], and
supply demand algorithm (SDA) [34]. In this table, ranking order is evaluated in ascending
order based on the minimum WFC. From this table, the proposed hybrid HBJSA achieves
the first rank with the lowest WFC. On the other side, the standard HBA occupies the
second rank, while the standard JSA occupies the last rank. This table demonstrates that
the proposed HBJSA overwhelmed the standard HBA, the standard JSA, and the reported
recent techniques for achieving minimum WFC.
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Table 1. Comparison between HBA, JSA, and the proposed HBJSA for the 24-unit test system of CHP
economic dispatch problem.

Unit JSA HBA HBJSA

P 1 449.27558 538.55874 448.81809
P 2 149.67888 300.2175 299.21886
P 3 202.56201 301.08256 300.72118
P 4 109.86032 159.77793 60.109633
P 5 109.93156 63.21736 159.74512
P 6 159.73642 60.688903 159.77696
P 7 160.00828 160.20653 159.77184
P 8 159.74295 111.5383 60.000007
P 9 109.83449 161.25396 159.75102

P 10 77.389984 40 77.411833
P 11 77.406979 40.000266 40.001098
P 12 92.367201 55.657936 55.008621
P 13 92.395174 55.284533 55.661102
P 14 115.82103 87.944171 85.844198
P 15 40.964462 41.266255 42.751997
P 16 114.87371 84.034893 95.888699
P 17 69.301243 43.143672 44.468374
P 18 10.133787 11.08247 10.046228
P 19 48.715961 35.04403 35.005125
H 14 124.27642 108.69733 107.49154
H 15 75.711188 76.092716 77.376451
H 16 123.80751 106.47628 113.15577
H 17 100.29358 77.714606 78.85075
H 18 40.003606 40.464341 40.020006
H 19 26.210361 20.020468 20.001274
H 20 399.97537 460.53782 453.10933
H 21 59.9258 60 60
H 22 59.902038 60 59.998827
H 23 119.91378 119.99644 119.99649
H 24 119.98035 120 119.99957

Sum (Pg) 2350.0000 2350.0000 2350.0000
Sum (Hg) 1250.0000 1250.0000 1250.0000

WFC 58,739.5241 57,994.5150 57,968.5399

Figure 5. Convergence characteristics of the proposed HBJSA versus the HBA and JSA for the 24-unit
system of CHP economic dispatch.
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Table 2. Comparison between HBA, JSA, and HBJSA with respect to reported techniques for the
24-unit system of CHP economic dispatch.

Method Sum (Pg) Sum (Hg) WFC Rank

GSO [41] 2350 1250 58,225.745 7
IGSO [41] 2350 1250 58,049.01 3
PSO [40] 2349.9 1250 59,736.26 8

TVAC-PSO [40] 2350.0002 1250 58,122.74 5
MRFO [28] 2350 1250 58,173.93 6
SDA [34] 2350 1250 58,061.477 4

JSA 2350 1250 58,739.5241 9
HBA 2350 1250 57,994.515 2

Proposed hybrid HBJSA 2350 1250 57968.54 1

4.2. Simulation Results of the 48-Unit Test System

Table 3. Comparison between HBA, JSA, and the proposed HBJSA for the 48-unit test system of CHP economic dispatch
problem.

Output HBA JSA HBJSA Output HBA JSA HBJSA

P 1 628.31969 538.55876 628.31847 P 33 89.741692 93.956738 92.056329
P 2 301.64745 166.31944 298.49068 P 34 45.760605 63.520906 44.496057
P 3 297.56062 299.2078 298.71921 P 35 93.563713 98.369246 95.721078
P 4 60.025209 109.86692 162.17614 P 36 54.117683 64.357184 46.047531
P 5 60.891955 159.73312 60 P 37 10.89958 16.476816 11.179988
P 6 115.51041 109.86683 60.187387 P 38 35 47.149532 36.636756
P 7 60 109.87111 60.000003 H 27 109.52988 130.11379 112.92198
P 8 112.29664 109.86759 61.265074 H 28 77.887623 76.952262 80.359207
P 9 163.79819 109.86802 60.012628 H 29 106.94451 118.12661 112.31166

P 10 84.337266 77.40216 40.077792 H 30 79.211207 102.05398 78.341268
P 11 44.380157 77.405413 77.401957 H 31 42.302628 42.775213 40.213152
P 12 92.442285 92.402577 92.236557 H 32 21.949409 24.616716 20.01776
P 13 92.547707 92.400831 55.000005 H 33 108.80007 112.07165 111.00119
P 14 538.58181 359.03989 628.66001 H 34 79.972231 95.305162 78.407382
P 15 150.5131 149.62114 299.67572 H 35 111.85121 114.54771 112.98988
P 16 302.48049 299.20217 224.39881 H 36 87.186384 96.027118 80.220448
P 17 159.0721 109.86997 160.3726 H 37 40.316118 42.776163 40.506134
P 18 159.48447 110.38702 110.74399 H 38 19.999898 25.522939 20.698728
P 19 60.042597 109.86649 159.34188 H 39 442.02953 399.58888 445.84515
P 20 60.163088 109.86727 60 H 40 59.963929 59.999977 60
P 21 160.27015 109.8666 60.001242 H 41 60 59.999861 59.99996
P 22 158.67694 159.73453 162.0577 H 42 119.87507 119.99992 120
P 23 40 77.402895 78.899748 H 43 119.99995 119.99993 119.99952
P 24 40.430825 77.408107 40 H 44 452.35143 399.52269 446.16766
P 25 55.283719 92.400956 55 H 45 59.829479 59.999808 59.99892
P 26 55.000343 92.649622 55.003382 H 46 59.999794 59.999907 60
P 27 89.427389 126.10612 95.4717 H 47 119.99989 119.99982 120
P 28 43.348156 42.260587 46.55662 H 48 119.99975 119.9999 120
P 29 84.844588 104.74609 94.384639 Sum (Pg) 4700 4700 4700
P 30 44.879351 71.338822 43.869636 Sum (Hg) 2500 2500 2500
P 31 15.371858 16.474563 10.500572 WFC (USD) 116,439.96 117,365.09 116,140.34
P 32 39.288183 45.156162 35.038114

The data for the obtained system are mentioned in [40], which illustrates that 4700 MW
and 2500 MWth are the load demand and heat demand, respectively, and it has 10 heat
units, 26 thermal units, and 12 CHP. The HBA, JSA, and proposed HBJSA are applied to this
test system, and the corresponding MW, MWth for each unit, and WFC are demonstrated
in Table 3. It can be manifested that the proposed HBJSA provides the optimal solution for
WFC minimization, which accounts for USD 116,140.34, while the standard HBA and the
standard JSA account for USD 116,439.96 and USD 117,365.09, respectively.
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Moreover, convergence characteristics of the proposed HBJSA versus the standard
HBA and the standard JSA for the 48-unit test system of the CHP economic dispatch
problem are depicted in Figure 6. It is seen from that figure that the proposed hybrid
HBJSA is capable of improving the solution quality compared to the standard HBA and the
standard JSA. After 900 iterations, the suggested hybrid HBJSA delivers more exploitative
features and ultimately achieves the lowest WFC of USD 116,140.34. Additionally, the
standard HBA, the standard JSA, and the proposed HBJSA effectively achieve the power
and heat balance constraints with 100% accuracy, as illustrated in Table 3.

Figure 6. Convergence characteristics of the proposed HBJSA versus the HBA and JSA for the 48-unit system of CHP
economic dispatch.

In addition to this, a comparison between the HBA, JSA, and proposed HBJSA is
conducted in Table 4 for the 48-unit system of CHP economic dispatch with respect
to other reported techniques such as MRFO [28], SDA [34] TVAC-PSO [40], CPSO [40],
GSO [43], modified PSO [44], OTLBO [16], and MGSO [43] and gravitational search algo-
rithm (GSA) [45]. Additionally, crow search algorithm (CSA) [46], grey wolf algorithm
(GWA) [47], salp swarm algorithm (SSA) [48], multi-verse algorithm (MVA) [49], DE [50],
MPA [51–53], civilized swarm optimization CSO [54] and Powell’s pattern search PPS [54]
are applied to the CHP economic dispatch for this system.
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Table 4. Comparison between HBA, JSA, and HBJSA with respect to reported techniques for the 48-unit system of CHP
economic dispatch.

Optimizer WFC (USD) Rank Optimizer WFC (USD) Rank

SDA [34] 116,620.61 7 Modified PSO [44] 116,465.54 3
MRFO [28] 117,336.9 9 TVAC-PSO [40] 118,962.54 14
CSA [28] 122,953.5 20 GSA [45] 119,775.9 15
GWA [28] 122,583.3 19 MPA [42] 116,860.6 8
SSA [48] 120,174.1 16 CSO and PPS [54] 117,367.09 12

MVA [28] 117,657.9 13 MGSO [43] 117,366.09 11
DE [28] 120,482.7 17 HBA 116,439.96 2

GSO [43] 116,578.475 6 JSA 117,365.09 10

OTLBO [16] 116,579.24 4 Proposed hybrid
HBJSA 116,331.21 1

PSO [40] 120,918.92 18

In this table, ranking order is evaluated in ascending order based on the minimum
WFC. From this table, the proposed hybrid HBJSA achieves the first rank with the lowest
WFC. On the other side, the standard HBA occupies the second rank, while the stan-
dard JSA occupies the tenth rank. This table demonstrates that the proposed HBJSA
overwhelmed the standard HBA, the standard JSA, and reported recent techniques for
achieving minimum WFC.

4.3. Simulation Results of the 84-Unit Test System

The data for the tested system are mentioned in [20]. The power and heat demands
equal 12,700 MW and 5000 MWth, respectively, and it has 20 heat units, 40 thermal units,
and 24 CHP. The HBA, JSA, and proposed HBJSA are investigated to this test system,
and the corresponding MW, MWth for each unit, and WFC are demonstrated in Table 5.
It can be manifested that the proposed HBJSA provides the optimal solution for WFC
minimization, which accounts for USD 288,820.7, while the standard HBA and the standard
JSA account for USD 289,822.4 and USD 290,323.8, respectively.

Moreover, convergence characteristics of the proposed HBJSA are depicted in Figure 7
versus the standard HBA and the standard JSA for the 84-unit test system of the CHP
economic dispatch problem. It is seen from that figure that the proposed hybrid HBJSA
is capable of improving the solution quality compared with HBA and JSA. At the last
950 iterations, the proposed hybrid HBJSA provides a higher exploitative feature and,
finally, reaches the lowest WFC of USD 288,820.7. Additionally, the standard HBA, the
standard JSA, and the proposed HBJSA effectively achieve all constraints with 100%
accuracy, as illustrated in Table 5.

In addition, a comparison study between the HBA, JSA, and proposed HBJSA is
conducted in Table 6 for the 84-unit system of CHP economic dispatch with respect to
reported techniques such as WOA [20], MRFO [28], marine predators algorithm (MPA) [42],
improved MPA (IMPA) [42], and SDA [34]. In this table, ranking order is evaluated in
ascending order based on the minimum WFC. From this table, the proposed hybrid HBJSA
achieves the first rank with the lowest WFC. On the other side, the standard HBA occupies
the second rank while the standard JSA occupies the fifth rank. This table demonstrates
that the proposed HBJSA overwhelmed the standard HBA, the standard JSA, and reported
recent techniques for achieving minimum WFC.
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Table 5. Comparison between HBA, JSA, and the proposed HBJSA for the 84-unit test system of CHP economic dispatch
problem. (a) Power outputs from power only and CHP units. (b) Heat outputs from CHP and heat-only units.

(a)

Unit HBA JSA HBJSA Unit HBA JSA HBJSA

Pg1 114 111.1626385 113.9718986 Pg33 181.7205 159.7499057 185.8014921
Pg2 113.11556 112.5520392 112.0171823 Pg34 199.99998 199.9449699 199.988706
Pg3 103.83725 107.7765112 98.99471338 Pg35 182.91598 199.6705009 181.7649853
Pg4 184.80695 179.7375644 179.6906294 Pg36 200 199.991963 199.9921324
Pg5 89.505208 87.78776144 94.40847581 Pg37 109.99936 89.86684403 109.9315908
Pg6 106.64827 139.9948775 138.9511133 Pg38 110 109.9917663 104.3481595
Pg7 256.25545 266.7806527 260.1628409 Pg39 89.839986 94.16960534 109.9999047
Pg8 297.05131 290.8186132 299.6320704 Pg40 550 511.3076161 517.5996621
Pg9 299.99539 284.6025908 288.5380215 Pg41 126.91167 132.3982552 110.3909623
Pg10 130 207.4135385 130 Pg42 126.65154 144.4049507 136.7428407
Pg11 169.30903 243.5827337 242.0952346 Pg43 115.3838 88.99398926 134.0103426
Pg12 306.09411 318.3996454 168.8036849 Pg44 133.27883 105.2551322 117.7366501
Pg13 394.50082 304.5241963 394.2779192 Pg45 42.80197 93.63589835 49.34154951
Pg14 393.7356 304.5184491 394.2937412 Pg46 43.679119 49.07352085 43.51922726
Pg15 305.53666 394.322214 396.1931056 Pg47 77.280238 76.78719074 59.37920101
Pg16 394.45006 304.521412 394.3233195 Pg48 74.818416 55.66222673 50.7813389
Pg17 500 489.2867798 489.4316065 Pg49 99.519272 167.415806 100.5621492
Pg18 490.89205 399.4800955 493.0301498 Pg50 116.0936 170.7899652 105.6288952
Pg19 514.62594 511.432115 511.337944 Pg51 109.31998 167.4168782 114.6635218
Pg20 525.35426 511.3041636 550 Pg52 106.01984 125.329591 133.3378228
Pg21 550 523.3475504 523.296119 Pg53 60.72298 60.42436073 70.08052756
Pg22 548.52995 523.2824448 527.9275831 Pg54 52.580944 79.5458983 67.82445444
Pg23 550 523.2914355 549.9999949 Pg55 43.691272 56.36733616 52.91754938
Pg24 521.61373 523.3169144 536.3000349 Pg56 56.186778 66.27287672 55.44283757
Pg25 522.56351 523.306813 526.3906729 Pg57 12.98492749 10.52629429 24.879583
Pg26 549.31974 523.2792844 523.3095942 Pg58 29.50082157 13.96655832 13.325097
Pg27 14.540184 10.00833641 11.43580483 Pg59 10.22458212 10.24231125 12.523674
Pg28 10.098278 10.00401295 11.56317354 Pg60 13.31866365 18.41685747 12.214388
Pg29 10.909877 10.02394824 10.00000666 Pg61 37.73118881 46.39822013 58.063135
Pg30 96.999939 96.95242919 89.71504585 Pg62 55.41904721 77.24184524 47.952259
Pg31 180.39147 181.241749 188.3825144 Pg63 38.52470481 53.47372752 35.709818
Pg32 189.8298 189.9953502 189.9818368 Pg64 58.3696072 57.21827797 45.08951

(b)

Unit HBA JSA HBJSA Unit HBA JSA HBJSA

Hg41 130.3604684 133.6418007 121.29 Hg65 397.9644411 347.8697453 409.80933
Hg42 130.2202223 140.381546 136.07204 Hg66 394.0861183 349.5293932 397.46604
Hg43 123.5432156 109.2841022 134.528 Hg67 400.2039596 349.7318595 413.03126
Hg44 134.1352577 118.4055739 125.13589 Hg68 401.4451605 344.0636931 366.65675
Hg45 77.30525496 121.3009135 83.04628 Hg69 59.9999999 59.99488855 59.953414
Hg46 78.02176698 82.83206972 78.035694 Hg70 59.3632427 59.97703456 59.988637
Hg47 107.1826963 106.7556784 88.175722 Hg71 59.86117224 59.99220729 59.466048
Hg48 105.056327 88.52055969 84.30425 Hg72 60 59.81462736 59.836488
Hg49 115.192982 153.2842745 113.88524 Hg73 58.88396654 59.98307532 60
Hg50 124.3738069 155.1483245 118.16811 Hg74 59.5417115 59.99915877 60
Hg51 120.69336 153.2958557 123.68397 Hg75 59.81273203 59.90067694 60
Hg52 118.7925953 129.3907541 133.9953 Hg76 60 59.98083928 59.999977
Hg53 92.88987192 92.63077153 100.95165 Hg77 120 119.9950741 119.99872
Hg54 85.7914299 109.1376617 99.009779 Hg78 120 119.9939719 117.44199
Hg55 78.18666618 89.12490012 86.055856 Hg79 119.9528822 119.9953091 119.99999
Hg56 88.97404025 97.67717242 88.298905 Hg80 120 119.9308343 120
Hg57 41.27968283 40.22573511 46.369847 Hg81 119.9999728 119.9583146 119.99954
Hg58 48.35748487 41.69903249 41.415021 Hg82 119.4423968 119.9958398 120
Hg59 40.09624275 40.10312819 41.063184 Hg83 119.999888 119.9968772 116.18205
Hg60 41.2298315 43.60456849 40.943192 Hg84 111.9564926 119.9957398 119.08122
Hg61 21.18412326 25.17541074 29.921693 Sum (Pg) 12702 12701 12704
Hg62 27.1688682 39.19892893 25.868861 Sum (Hg) 5000 5000 5000
Hg63 21.60258212 28.38461052 19.393777 WFC (USD) 289,822.392 290,323.818 288,820.7
Hg64 25.84708597 30.09746698 21.476288
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Figure 7. Convergence rates of the proposed HBJSA versus the HBA and JSA for the 84-unit system of CHP economic dispatch.

Table 6. Comparison between HBA, JSA, and HBJSA with respect to reported techniques for the
84-unit system of CHP economic dispatch.

Optimizer WFC (USD) Rank

WOA [20] 290,123.97 4
SDA [34] 292,788.5 7
MPA [42] 294,717.7 8
IMPA [42] 289,903.8 3
MRFO [28] 291,225.6 6

HBA 289,822.4 2
JSA 290,323.8 5

Proposed hybrid HBJSA 288,820.7 1

4.4. Simulation Results of the 96-Unit Test System

The data for the obtained system are mentioned in [20], which illustrates that 12700 MW
and 5000 MWth are the load demand and heat demand, respectively, and it has 20 heat
units, 52 thermal units, and 24 CHP units. The standard HBA, standard JSA, and pro-
posed HBJSA are applied to this test system, and the corresponding MW, MWth for each
unit, and WFC are demonstrated in Table 7. It can be manifested that the proposed
HBJSA provides the optimal solution for WFC minimization, which accounts for USD
234,836.04, while the standard HBA and the standard JSA account for USD 235,102.65 and
USD 235,277.05, respectively.
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Table 7. Comparison between HBA, JSA, and the proposed HBJSA for the 96-unit test system of CHP economic dispatch
problem. (a) Power outputs from power only and CHP units. (b) Heat outputs from CHP and heat-only units.

(a)

Unit HBA JSA HBJSA Unit HBA JSA HBJSA

Pg1 537.254715 628.137415 448.717297 Pg39 92.65458803 92.39186824 92.49373328
Pg2 341.5738074 224.3852587 299.2517474 Pg40 448.3942915 448.8085979 442.7202304
Pg3 151.1408777 224.523037 224.1274655 Pg41 297.8196029 150.3797127 299.2207761
Pg4 109.0977628 109.8640106 111.2441868 Pg42 146.2329552 299.2034647 299.2279809
Pg5 64.10866612 109.8714738 62.37611714 Pg43 110.6346294 111.2974761 160.3281579
Pg6 110.0480942 159.7649454 179.2961575 Pg44 161.7767837 110.3086384 60.04191249
Pg7 94.33638081 159.7332315 99.67889937 Pg45 61.66518066 159.5162729 60.0000011
Pg8 60.00000879 110.0519045 117.6713057 Pg46 108.9737886 109.8987507 160.4436803
Pg9 108.2875293 110.3981768 156.6263679 Pg47 110.4947542 109.9034171 60.69590696

Pg10 115.4310336 110.6273109 78.02377234 Pg48 109.9050818 110.2078249 115.9607595
Pg11 49.01342421 77.48642225 78.94705246 Pg49 42.02833221 77.39752348 40.52730593
Pg12 92.02655803 92.39805239 92.1778521 Pg50 72.25178996 77.33236811 76.26902551
Pg13 55.18840658 92.42912952 88.05166676 Pg51 93.0608812 92.76312061 86.46078517
Pg14 360.9754061 358.9389673 538.5168446 Pg52 92.57317097 93.12310103 82.99448914
Pg15 299.3860657 224.471123 224.6561836 Pg53 104.4403419 104.9831519 93.34146328
Pg16 359.9221971 227.8984155 149.8696746 Pg54 47.60359863 45.13159323 52.66559089
Pg17 159.7120077 109.9684494 60 Pg55 88.44497134 100.2247131 106.2115994
Pg18 109.3602599 109.9616018 60 Pg56 50.14389995 51.71950188 65.28739078
Pg19 110.4137284 109.8707063 154.0137736 Pg57 12.03402877 19.00938769 10.16852035
Pg20 101.8946306 110.4372778 109.7933677 Pg58 45.6270289 56.30321085 37.30026155
Pg21 109.8648707 109.96827 60 Pg59 91.41295489 125.4849027 110.4459566
Pg22 179.4592083 109.861271 159.8078912 Pg60 51.86266145 51.90216163 56.35148968
Pg23 40.13034648 114.7915897 40.00785124 Pg61 110.2162351 91.18311611 93.67867133
Pg24 77.22962911 77.44476922 40.00084287 Pg62 47.62594622 54.14716313 42.99511003
Pg25 66.61283247 92.41354325 92.2948894 Pg63 18.272772 34.655934 20.975389
Pg26 91.02277492 92.44381223 94.51903986 Pg64 45.155884 75.627888 35.029188
Pg27 359.4498313 359.4658937 629.8475952 Pg65 88.829361 148.19343 107.83001
Pg28 299.4259674 149.5651638 151.507932 Pg66 43.74986 75.326734 51.732368
Pg29 289.8301184 224.7535524 359.9646486 Pg67 95.340679 100.58341 87.64695
Pg30 161.92495 109.9432458 109.8286727 Pg68 67.297804 42.252459 52.983829
Pg31 107.7669533 109.7440166 60.38342883 Pg69 11.638244 17.202374 10.380566
Pg32 159.4640725 109.899657 109.8614158 Pg70 35.028678 47.915618 37.11649
Pg33 162.5783378 112.3437083 160.9958816 Pg71 87.384128 99.938915 110.78998
Pg34 159.9001838 118.7834711 159.7427634 Pg72 53.523651 67.954604 44.094744
Pg35 60.03756814 109.9579597 109.7936225 Pg73 106.28473 88.257959 99.595259
Pg36 113.7051781 114.8045459 120 Pg74 65.916093 53.319524 62.695199
Pg37 114.3819608 77.49926496 40.00494973 Pg75 12.449246 11.427801 10.796383
Pg38 94.29271341 92.63059511 86.65823591 Pg76 35.002312 47.191073 44.243458

(b)

Unit HBA JSA HBJSA Unit HBA JSA HBJSA

Hg53 117.8187 118.25717 111.65705 Hg77 385.57459 400.14747 390.26983
Hg54 81.187872 79.425882 85.919458 Hg78 59.99772 59.999812 56.453332
Hg55 108.9226 115.58344 118.85523 Hg79 60 59.922567 59.999913
Hg56 83.024668 85.11551 96.801938 Hg80 118.82035 119.99872 119.42771
Hg57 40.490709 43.852427 40.05269 Hg81 119.99892 119.97171 119.96065
Hg58 24.658925 29.679309 15.297858 Hg82 438.22049 402.77116 436.82909
Hg59 109.94761 129.76254 116.53145 Hg83 60 59.993989 59.982729
Hg60 83.140535 85.274518 89.077417 Hg84 59.858041 59.997954 59.888563
Hg61 120.77066 110.51193 111.89757 Hg85 119.95149 119.99343 119.76019
Hg62 81.226938 87.148267 77.525341 Hg86 118.46015 119.99908 119.9878
Hg63 39.67663 50.561873 44.68415 Hg87 450.50341 399.42417 429.43143
Hg64 23.984424 38.46521 19.947464 Hg88 59.784083 59.977283 60
Hg65 108.20515 142.50587 119.75308 Hg89 59.830588 59.991776 59.830142
Hg66 77.96514 105.49604 85.12105 Hg90 119.99947 119.9983 120
Hg67 112.78318 115.78643 108.31842 Hg91 118.32769 119.99419 119.89929
Hg68 98.469051 76.943631 85.900861 Hg92 451.81766 398.46975 449.27757
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Table 7. Cont.

(b)

Unit HBA JSA HBJSA Unit HBA JSA HBJSA

Hg69 40.664318 43.086924 40.158344 Hg93 60 59.998636 59.693249
Hg70 18.721909 25.870776 20.947021 Hg94 59.916361 59.985181 59.957398
Hg71 106.59216 115.42154 121.3902 Hg95 119.99988 119.98799 119.99901
Hg72 86.491633 99.131229 78.521522 Hg96 119.83914 119.99335 119.9259
Hg73 118.09871 108.86068 115.18485 Sum (Pg) 9400 9400 9400
Hg74 97.014286 86.491059 94.56892 Sum (Hg) 5000 5000 5000
Hg75 40.89038 40.610943 37.166946 WFC 235,102.65 235,277.05 234,836.04
Hg76 18.353784 25.540248 24.147382

Moreover, convergence characteristics of the proposed HBJSA versus the standard
HBA and the standard JSA for the 96-unit test system of the CHP economic dispatch
problem are depicted in Figure 8. From this figure, the proposed hybrid HBJSA is capable
of improving the solution quality compared to the standard HBA and the standard JSA. At
the last 1000 iterations, the proposed hybrid HBJSA provides a higher exploitative feature
and, finally, reaches the lowest WFC of USD 234,836.04. Additionally, the standard HBA,
the standard JSA, and the proposed HBJSA effectively achieve all constraints with 100%
accuracy, as illustrated in Table 7.

 

Figure 8. Convergence characteristics of the proposed HBJSA versus the HBA and JSA for the 96-unit system of CHP
economic dispatch.
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In addition, a comparison study between the standard HBA, JSA, and the proposed
HBJSA is conducted in Table 8 for the 96-unit system of CHP economic dispatch with
respect to reported techniques such as WVO-PSO [55], WOA [20], MPA [42], IMPA [42],
MRFO [29], and SDA [34]. In this table, the ranking order is evaluated in ascending order
based on the minimum WFC. From this table, the proposed hybrid HBJSA achieves the first
rank with the lowest WFC. On the other side, the standard HBA occupies the second rank,
while the standard JSA occupies the fourth rank. Additionally, this table demonstrates that
the proposed HBJSA overwhelmed the standard HBA and the standard JSA and reported
recent techniques for achieving minimum WFC.

Table 8. Comparison between HBA, JSA, and HBJSA with respect to reported techniques for the
96-unit test system of CHP economic dispatch problem.

Optimizer Sum (Pg) Sum (Hg) WFC (USD) Rank

WOA [20] 9400.033 5000 236,699.15 8
WVO-PSO [55] 9399.99 4999.99 238,005.79 9

SDA [34] 9400 5000 236,185.18 6
MRFO [29] 9400 5000 235,541.4 5
MPA [42] 9400 5000 236,283.1 7
IMPA [42] 9400 5000 235,260.3 3

HBA 9400 5000 235,102.65 2
JSA 9400 5000 235,277.05 4

Proposed hybrid
HBJSA 9400 5000 234,836.04 1

4.5. Statistical Assessment of HBA, JSA, and Proposed Hybrid HBJSA for CHP Economic Dispatch

For all test systems, the proposed hybrid HBJSA, HBA, and JSA are run several
times, and the corresponding whiskers box plots are drawn in Figure 9. For the 24-unit
system, as shown in Figure 9a, the proposed hybrid HBJSA outperforms HBA and JSA
in finding the lower minimum, average, and maximum WFC values. The proposed
hybrid HBJSA achieves minimum, average, and maximum WFC values of USD 57,968.539,
USD 58,103.95, and USD 58,293.6, respectively. On the other side, the HBA achieves
minimum, average, and maximum WFC values of USD 57,994.51, USD 58,111.3, and
USD 58,309.416, respectively, whereas the JSA obtains counterparts of USD 58,739.524,
USD 58,968.565, and USD 59,125.33, respectively.

For the 48-unit system, as shown in Figure 9b, the proposed hybrid HBJSA out-
performs HBA and JSA in finding the lowest minimum WFC value of USD 116,140.335.
Compared to the HBA, the proposed hybrid HBJSA obtains lower maximum WFC values
of USD 117,848.43 where the HBA obtains USD 117,980.55, while both acquire comparable
WFC values of USD 116,952.6 and USD 116,946.22 for the proposed hybrid HBJSA and HBA,
respectively. Compared to the JSA, the proposed hybrid HBJSA presents great superiority,
since the JSA obtains minimum, average, and maximum WFC values of USD 117,365.09,
USD 117,911.105, and USD 118,456.98, respectively.

For the 84-unit system, as shown in Figure 9c, the proposed hybrid HBJSA outperforms
HBA and JSA in finding the lower minimum, average, and maximum WFC values. The
proposed hybrid HBJSA achieves minimum, average, and maximum WFC values of
USD 288,820.68, USD 289,813.827, and USD 291,251.73, respectively. On the other side,
the HBA achieves minimum, average, and maximum WFC values of USD 289,822.392,
USD 290,891.01, and USD 292,342.51, respectively, whereas the JSA obtains counterparts of
USD 290,323.82, USD 292,366.86, and USD 293,747.44, respectively.
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For the 96-unit system, as shown in Figure 9d, the proposed hybrid HBJSA outper-
forms HBA and JSA in finding the lower minimum, average, and maximum WFC values.
The proposed hybrid HBJSA achieves minimum, average, and maximum WFC values
of USD 234,836.0389, USD 235,646.129, and USD 235,967.06, respectively. On the other
side, the HBA achieves minimum, average, and maximum WFC values of USD 235,102.65,
USD 2,356,921.613, and USD 239,119.46, respectively, whereas the JSA obtains counterparts
of USD 235,277.05, USD 236,688.76, and USD 237,940.189, respectively.

All these comparative assessments illustrate the high stability and robustness of the
proposed HBJSA in finding the lowest minimum, average, and maximum WFC value
compared with the HBA and JSA.

(a) 24-unit test system.

(b) 48-unit test system. 

Figure 9. Cont.
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(c) 84-unit test system. 

(d) 96-unit test system. 

Figure 9. Whiskers box plot for the proposed HBJSA versus HBA and JSA for solving the CHP economic dispatch problem.

From these implementations, the practical use of the HJBSA for a larger scale as 84-unit
and 96-unit test systems do not require cloud solutions. It requires the input data of the
system as follows:

• The data of the power and heat loads.
• The data of the power limits of power-only units.
• The data of the heat production limits of heat-only units.
• The data of the power and heat characteristics curves of the CHP units.

5. Conclusions

In this paper, an innovative hybrid heap-based and jellyfish search algorithm (HBJSA)
is presented for solving the CHP economic dispatch problem. The proposed hybrid
heap-based and jellyfish search algorithm (HBJSA) combines the benefits of the standard
HBA and standard JSA. Compared with standard HBA and standard JSA, the proposed
HBJSA uses an adjustment mechanism in order to support the explorative and exploitative
characteristics. In the proposed HBJSA, an adjustment mechanism has been constructed to
boost the explorative feature at the start of iterations by enhancing the generated solutions
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via HBA. Furthermore, towards the conclusion of iterations, it augments and enhances
the exploitative feature by growing the generated solutions via JSA. Besides, the HBA,
JSA, and the proposed HBJSA have been utilized to solve the complex CHP economic
dispatch problems with hard constraints, which are the feasible operating area of CHP
units and valve-point effects. They are applied on two medium systems, which are 24-unit
and 48-unit systems, and two large systems, which are 84-unit and 96-unit systems.

The major contributions of this paper are:

• A novel hybrid HBJSA is proposed, for the first time, in order to enhance the perfor-
mance of the standard HBA and JSA for solving the CHP economic dispatch problem.

• Significant improvements via the proposed HBJSA are achieved in terms of the solu-
tion quality with high exploitative convergence characteristics for all systems studied.

• High superiority of the proposed hybrid HBJSA has been satisfied compared with
several competitive algorithms in the literature.

• High robustness and stability of the proposed hybrid HBJSA with respect to standard
HBA and JSA in finding the lowest minimum, average, and maximum WFC objectives.
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Nomenclature

ak, bk, ck, dk, ek and fk Cost coefficients of the kth unit
aj; bj and cj Cost coefficients of jth heat plant
ai, bi and ci Cost coefficients of ith power plant
WFC Whole fuel cost

Ci

(
Ppp

i

)
Fuel cost of power unit i

Cj

(
Hhp

j

)
Fuel cost of jth heat plant

Ck

(
Pcp

k , Hcp
k

)
The operational cost of kth cogeneration unit

PcpLimit
k

(
Hcp

k

)
Power bound for the set heat-output of cogenerator (k)

BI Binary coefficient
Npp Number of power-only plants
Hd System heat load
Ncp Number of cogenerators
Nhp Number of heat-only units
Pd System power load
Hc Heat output of CHP
Pc The power output of CHP
ψv Penalty coefficient
λi and ρi Valve-point cost coefficients
CRH Corporate rank hierarchy
t Current iteration
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k kth vector component
| | Absolute value

(2r − 1) kth component of vector
→
λ

r Random number from the range [0,1]
f Fitness of the search agent
p Produced randomly number [0,1]
C User-defined parameter which its unit is (iteration)
COo Constant equals 0.5
Xi ith jellyfish logistic chaotic value
TC Time control
CF(t) Time control function
t Iteration number
Tmax Maximum iterations’ numbers
μ Mean for all jellyfish locations in the swarm
P0 The initial jellyfish population, P0 ∈ (0, 1), P0 /∈ {0.0, 0.25, 0.75, 0.5, 1.0}.
R A random number from [0–1]
X* Best location of currant jellyfish
f Objective function
Ub Search spaces upper limit
Lb Search spaces lower limit
Xi,d ith jellyfish location in dth dimension
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Abstract: The adoption of a diversification strategy of the energy mix to include low-water consump-
tion technologies, such as floating photovoltaics (FPV) and onshore wind turbines, would improve
the resilience of the Zambian hydro-dependent power system, thereby addressing the consequences
of climate change and variability. Four major droughts that were experienced in the past fifteen years
in the country exacerbated the problems in load management strategies in the recent past. Against
this background, a site appraisal methodology was devised for the potential of linking future and
existing hydropower sites with wind and FPV. This appraisal was then applied in Zambia to all the
thirteen existing hydropower sites, of which three were screened off, and the remaining ten were
scored and ranked according to attribute suitability. A design-scoping methodology was then created
that aimed to assess the technical parameters of the national electricity grid, hourly generation
profiles of existing scenarios, and the potential of variable renewable energy generation. The results
at the case study site revealed that the wind and FPV integration reduced the network’s real power
losses by 5% and improved the magnitude profile of the voltage at nearby network buses. The
onshore wind, along with FPV, also added 341 GWh/year to the national energy generation capacity
to meet the 4.93 TWh annual energy demand, in the presence of 4.59 TWh of hydro with a virtual
battery storage potential of approximately 7.4% of annual hydropower generation. This was achieved
at a competitive levelized cost of electricity of GBP 0.055/kWh. Moreover, floating PV is not being
presented as a competitor to ground-mounted systems, but rather as a complementary technology in
specific applications (i.e., retrofitting on hydro reservoirs). This study should be extended to all viable
water bodies, and grid technical studies should be conducted to provide guidelines for large-scale
variable renewable energy source (VRES) integration, ultimately contributing to shaping a resilient
and sustainable energy transition.

Keywords: energy transition; site appraisal and ranking; time complementarity; onshore wind;
levelized cost of electricity; hydro generation; grid integration; floating photovoltaics; energy mix;
electrical load; dispatch

1. Introduction

1.1. Overview

Man-made reservoirs currently have a global footprint of not less than 400,000 km2,
theoretically translating into a floating photovoltaic (FPV) potential in the terawatt scale,
excluding anchoring and mooring considerations. Mooring involves securing a system of
devices on water that are connected with fasteners or wires and anchored to the floor of
the water body. The 2017 installed global cumulative PV capacity of 400 GWp is presently
exceeded by the FPV global conservative estimate on man-made reservoirs [1]. Floating
photovoltaics, otherwise known as “floatovoltaics”, originally gained acceptance in Japan
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owing to limitations in land acquisition and utilization for new power generation projects
and thus took advantage of unused water surfaces [2]. Moreover, the new market of FPV
swiftly came into fruition as the price of solar photovoltaic modules dropped by 75 percent,
between 2010 and 2017, and PV panel efficiency increased from 14 to 21 percent. [3–5].
From the global viewpoint, between 2015 and 2018, more than 100 FPV plants had been
installed and commissioned, with a total cumulative equivalent capacity of 1.3 GWp [1,6,7].
With approximately 73 percent of the total global installed capacity in 2018 translating to an
equivalent of 950 MW, China had become the FPV systems market leader. The remainder
of the installed capacity was distributed among South Korea (6%), the United Kingdom
(1%), Japan (16%), and Taiwan (2%), while the rest of the world was represented by 2% at
the beginning of 2019. However, no fewer than thirty countries had FPV projects under
development [1]. Albeit on a large scale, FPV technology deployment having been initially
pioneered by Asian countries (i.e., Thailand, China, Japan, and South Korea), interest
had also spread to South America, North America and Europe [8,9]. Consequently, this
technology could be embraced by Sub-Saharan African (SSA) countries to complement
ground-mounted-based photovoltaics.

According to a recent World Bank and Joint Research Centre (JRC) under the Euro-
pean Commission study, installing floating photovoltaics on 1% of the area of the African
hydropower reservoirs corresponds to 101 GWp of FPV potential. This could double the
current installed hydropower capacity and increase the electricity output by 58%. More-
over, a 5% and 10% retrofitting of FPV on the reservoirs could translate into 506 GWp
and 1011 GWp, respectively, in the African context [1]. Combining solar PV with hy-
dropower installations and hybridizing their output is of keen interest in many countries,
in particular for smaller and weaker grids in Sub-Saharan Africa and in places with sig-
nificant differences in water availability between the dry and wet seasons. The hybrid
“hydro + solar PV” plant could behave as a PV + battery plant but can be more affordable
and safer while retaining the benefits of hydropower [1,2]. Additionally, FPV presents
the added benefit of saving water by decreasing the evaporation in reservoirs. Adding
solar capacity (land-based or floating) to existing hydropower plants utilizes the existing
transmission infrastructure. Hydropower can smooth the variable output by serving as
a storage asset. The FPV brings out resilience by helping manage periods of low water
availability [3–5].

1.2. Objectives and Research Contributions

The specific aims of this study are: (1) to document and categorize the potential of
FPV and wind near hydropower sites; (2) to develop a selection process based on the
documented capabilities of the sites; (3) to develop a systematic scoping design process that
can be applied anywhere in the country, region or globe. This will be achieved through:

i An initial filtering and screening process identifying potential sites for floating PV
and onshore wind installations near existing and future hydropower plants.

ii Development of a ranking and scoring methodology of filtered sites using multi-
criteria decision-making and the application of the same.

iii Development of a methodology for scoping the case study design.
iv Application of the design methodology on an actual site.
v Discussion of the findings.

The advent of FPV has been driven mostly by land scarcity for projects, energy
security and decarbonization targets, and a loss in PV system efficiency at high operating
temperatures. FPV has demonstrated great global market potential in the recent past,
with enhanced technological development in photovoltaic modules and a reduction in the
levelized cost of energy (LCOE) of PV energy systems [10,11]. Appraising FPV systems and
projects has been a challenge, owing to the scarcity of suitable energy simulation tools for
approximating the percentage increase in yield due to the cooling effect of the water surface
and the different technologies employed for floaters housing the PV modules. However,

68



Energies 2021, 14, 5330

research [12] correlated different heat loss factors in W/m2K to the configuration of the
floating photovoltaic structure (i.e., free-standing and small/large footprint).

This study aimed to harness the quantitative benefits of coupling FPV and onshore
wind facilities with hydropower plants by relating the proximity to the existing infrastruc-
ture and grid connection, technical characteristics of the electrical network, the water-saving
potential of the hydro reservoir through optimal dispatch strategies, and consequently,
reducing the seasonal variations of VRES. Moreover, this study utilized the time comple-
mentarity among hydropower, floating photovoltaics and onshore wind power to alleviate
the current national estimated power deficit of 810 MW. This has been attributed to reduced
hydropower generation, owing to low water levels in hydro reservoirs emanating from
climate change-induced droughts in the past six years [13,14]. Furthermore, this study
related the integration of VRES to the hydro reservoir water-saving potential by throttling
down on hydropower generation in the presence of FPV and wind power. Even though
there is growing interest in floating photovoltaics, there has been no systematic appraisal
of the techno-economical potential in the Zambian context and Sub-Saharan Africa (SSA).
This study provides the first national-level techno-economical site assessment of onshore
wind and FPV potential using a combination of validated datasets, geospatial analytical
tools, site-specific wind/PV energy production models and VRES grid assessment models
near existing and future hydropower plants. Furthermore, this research will help in the im-
plementation of renewable energy technologies, such as floating photovoltaics and onshore
wind power, to help increase electricity generation and supply. The study will contribute
to closing the data gaps that have existed in this field of study in Zambia. To put this into
perspective, the existing national grid code does not address the technical requirements (i.e.,
rate of frequency change, low/high voltage fault ride-through, the extent of reactive power
support, etc.) of integrating VRES into the network. Therefore, this paper also addresses
the nature and depth of technical studies that will have to be completed in the future
to bridge this gap and thus enhance participation from independent power producers.
Moreover, the research will help decision-makers to make timely and informed decisions
in this area. The paper will also form a basis for further studies in the academic realm.

Therefore, the authors are highly motivated to contribute to improving the lives of all
Zambians and that of neighboring citizens, by enhancing electricity access and increasing
the total power generation through the adoption of renewable energy technologies such
as onshore wind farms and floating photovoltaics, thus alleviating the energy poverty
being faced in the region. Additionally, Zambia has the potential to enhance FOREX
(foreign exchange) earnings through power exports with the interconnected SAPP countries,
mitigating the chronic trade deficit with which the country has been grappling.

Against this background, the remainder of the paper is structured as follows. The
subsequent section looks at the literature review; thereafter, the development of a site
assessment, and the screening and ranking methodology employed in this study, are
described. This ranged from site identification to the filtering and ranking of sites based on
the assigned relative weight and attribute suitability scores as adopted from the literature,
industry practice and stakeholder engagement. The developed methodology was then
applied to a case study in Zambia. Additionally, the limitations in the site appraisal methods
and tools used were highlighted. Having appraised and ranked the sites accordingly,
a scoping design methodology was developed to be applied to the site with the most
promising potential (i.e., highly ranked site). Furthermore, the results of the detailed case
study design and formulated models were examined and discussed. Lastly, the conclusion
and recommendations from the research were drawn by referencing the research outcomes,
key results, study limitations and further work to be done.

2. Literature Review

2.1. Overview on FPV and Onshore Wind Potential

The evolution of FPV has, in the recent past, included the hydropower industry,
owing to the opportunity for retrofitting or installing FPV panels on the abundant water
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surface area of hydro dams [6,15]. To put this into perspective, hydropower represents a
vital aspect of the renewable energy system and covered approximately 16.4 percent of
the global electricity generation at the end of 2017, which is equivalent to 1.27 TW and
4.185 TWh of total installed capacity and generated energy, respectively, owing to the
increased technological investment in the equatorial regions and China. However, the
negative impact of climate change (i.e., noticeable droughts) over the past decade in some
regions of the world has necessitated the rapid penetration of solar photovoltaics and wind
technologies [11]. The global FPV potential for waterbodies was mapped by research with
hydropower capabilities, which included electricity generation and installation capacity in
terawatt-hours and gigawatts, respectively. Figure 1 below outlines the total world energy
distribution in “GW” at the top and “TWh” at the bottom [16].

 
(a) 

 
(b) 

Figure 1. (a) Illustrating FPV capacity distribution potential in GW. (b) Showing electricity generation in TWh.

The percentage requirement of water-body surface area that matches the capacity of
some hydropower plants in Ghana, Brazil, Malaysia, India, Turkey, Egypt, Venezuela, and
Zambia is given in Table 1, which compares the various powerplants under consideration.
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Table 1. Showing estimated reservoir size and power generation to match hydropower capacity ([1] and authors’ compila-
tion). Reproduced from [1], the name of the publisher: ESMAP 2019.

Reservoir/Dam Country Dam Size (km2) Hydropower (GW)
% Dam Area for FPV
to Match Hydropower

Aswan Dam Egypt 5000 2.0 <1 */<1(0.68)

Attaturk Dam Turkey 820 2.4 3 */5

Bakun Dam Malaysia 690 2.4 3 */6

Guri Dam Venezuela 4250 10.2 2 */4

Itezhi-tezhi Dam Zambia 113 0.12 1 */2

Kafue Gorge Upper Zambia 70 0.99 14 */24

Kariba North Bank Zambia 4354 1.08 <1 */<1(0.42)

Lake Volta Ghana 8500 1.0 <1 */<1(0.2)

Narmada Dam India 375 1.5 4 */7

Sobradinho Lake Brazil 4220 1.0 <1 */<1(0.4)

Note: * means percentage excluding mooring (1 MW covers ~0.01 km2), including mooring (1MW covers ~0.017 km2).

To put things into perspective, and by taking Kafue Gorge Upper as an example,
Table 1 shows that approximately 14% of the dam area is required to match the existing
hydropower capacity of 990 MW, excluding mooring considerations, while the value
increases to about 24% by including mooring.

According to research published by Rosa-Clot and Tina, Farfan and Breyer, Cazzaniga,
and Nordmann et al., [11,16,17], the potential of large-scale hydro-connected photovoltaics
is vastly promising, owing to photovoltaics’ technological advancement, including en-
hanced mooring and anchoring techniques. The Longyangxia power plant in China is
an example of a large-scale hydro-PV hybrid energy generation system, with a distri-
bution of 850 MW and 1250 MW of solar PV ground-mounted and hydropower plants,
respectively. This energy mix offers a time complementarity in the output by utilizing
dispatchable hydropower to reduce the power variations and voltage sags of the system,
due to intermittent solar power. The network energy dispatch curve is thus met by the
downward or upward throttling of hydropower, depending on whether the photovoltaics
output is high or low, respectively, thereby improving the reliability and enhancing the
total energy generation of the system [11,18]. Scholarly analyses had brought to light the
mutual benefits of FPV systems by not only reducing algae growth and evaporation but
also making a reduction in the generation cost of solar PV energy, owing to the lower
operating temperatures of PV panels [16,19].

With regard to wind energy reviews, the research by Local-Arantegui and Serrano-
Gonzalez [20] has shown a technological evolution toward larger machines (i.e., taller
towers, longer blades and high-capacity power generators). To put this into a global
perspective, the size of the wind turbines in terms of hub height, rated power and rotor
diameter had increased from 30 m hub height, 30 m rotor diameters and 300 kW rated
power in the late 1980s, to 87.7 m hub height, 92.7 m rotor diameter and 2.1 MW rated
power at the beginning of 2015. This technological evolution has been driven mainly by
the process of attaining carbon neutrality, grid code integration adherence, scaling up the
process to minimize reliability issues, and further cost reductions owing to the increase in
capacity factor of most projects. Moreover, higher wind speeds, and consequently high
energy yields, prevail at high altitudes; as such, wind turbine technology has advanced
to accommodate longer heights of wind turbines (i.e., an increase in hub height and rotor
diameter) [21,22]. According to the global wind energy council and Jin et al., [23], at the
beginning of 2015, wind resources had become the largest and most successful renewable
technology deployment, with 370 GW of global cumulative capacity. This feat was achieved
in approximately 20 years. Many wind turbine configuration types have been addressed in
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the literature; nonetheless, the doubly fed induction generator (DFIG) configuration stood
out in terms of mainstream technological development, owing to its high energy efficiency,
low power consumption and low mechanical stress [24]. The evaluation and analysis of
the impact of the DFIG on system stability and reliability have become pertinent with
the increase in penetration of variable renewable energy source–VRES (i.e., wind) [25–28].
Swarna et al. [29] revealed the reactive power support capability of DFIGs at the wind
turbine machine terminals during instances of active power generation curtailment.

2.2. Local Context Perspective

Zambia has great solar thermal and photovoltaic application potential
(i.e., 5.5 kWh/m2/day of average solar insolation, with approximately 3000 sunshine hours
per annum) [30], coupled with 13 hydropower plants, accounting for 85 percent of the
total installed generation capacity (2800 MW), making the nation better suited to a mix in
generation sources. A recent wind resource study conducted by the World Bank revealed
great wind-speed potential (i.e., from 6 to 12 m/s) in some parts of Zambia (i.e., Luangwa,
Serenje, Muchinga, etc.) for utility-scale wind power generation at heights above sea
level between 80 and 200 m. These heights confirm that reasonable wind speeds with
the potential for wind energy occur at great altitudes. This resulted in the validation and
commissioning of a wind atlas with a mesoscale resolution, based on a 2-year period of
accurate wind speed measurement data taken from the 8 meteorological masts [31,32].

Moreover, Zambia aims to become a middle-income nation by the year 2030 (Vision
2030), even though the country is faced with significant challenges in the quest to achieve
this feat. Some of the issues faced include a limited infrastructure for electricity evacuation,
low electrification rates, and low access to clean energy technologies. With urban and rural
access to electricity at 67% and 4%, respectively, translating into a national average of access
to electricity of 31%, this leaves approximately 12 million people without access [33,34].
Thus, these unelectrified households depend on other fuel types for energy consumption
and utilization (conventional biomass for their cooking and heating, lighting using kerosene
and candles). The high dependence on biomass has resulted in huge deforestation of about
250,000–300,000 hectares per annum [35,36]. With a power consumption of approximately
706 kWh per capita, this is below expectations relative to Zambia’s economic and social
potential, when compared to other resource-rich countries like Namibia, Peru, South Africa
and Chile, whose per capita consumption is about 2 to 3 times higher than that of Zambia.
At the end of 2016, Zambia had a gross domestic product (GDP) of USD 20.5 billion for a
population of about 16 million people and scooped the eighteenth rank in terms of growth
economic prospects in Africa. Currently, approximately 69% of the Zambian population
has a lack of access to electricity, although the 31% with access usually experience power
outages, especially during the drought seasons [34]. The country’s estimated 2800 MW of
total installed capacity limits economic growth, mostly in drought-ridden years when the
expected generation output is lower than normal. This is because eighty-five percent of the
total installed capacity is hydropower, which depends on good water resource availability.
The country’s 3 major hydropower plants (Kafue Gorge, Kariba North Extension and
Kariba North) account for 81% of electricity production. This dependency on hydropower
can be ascribed to the vast water resource availability, resulting in an estimated hydropower
potential of 6000 MW. However, climate change has in the recent past shrunk the dynamics
of this potential by making the electrical power system susceptible to droughts. To put this
into perspective, four major droughts have been experienced in Zambia in the last fifteen
years, with the most recent occurring in the 2015/2016, 2016/2017 and 2019/2020 rainfall
seasons. Consequently, the difficulties in load management strategies by the country’s
power utility companies were exacerbated in the quest to conserve water resources. This
led in turn to turmoil in the national GDP, owing to reduced economic activity from the
commercial, manufacturing and mining sectors [33,34,37].

This study encourages all stakeholders involved in electricity generation by promoting
the use of alternative renewable energy technologies, such as onshore wind and floating
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photovoltaics, to enhance the capacity of electricity in the country, which is in tune with
the perceived outcomes of the Zambia energy policy of 2019. Although there is a need
to develop a firm and clear policy framework for effective regulation of these renewable
energy technologies, this could help abate risks in project financing and enhance investor
confidence. This could be key in transforming Zambia into a prosperous middle-income
country by 2030, owing to the technologies’ contribution in promoting sustainable and safe
electricity generation for economic development and growth. The capacity and provisions
to build resilient and better climate models (i.e., global circulation models) and the increase
in understanding natural variability would help in enacting sound and well-informed
environmental policies that tackle the existing energy challenges faced in the country and
prepare for the future at the same time [34].

2.3. Role of Renewable-Energy Hybrid Systems in Energy Transition (Climate Mitigation
and Dispatch)

The fight against climate change, through the attainment of carbon neutrality, has been
the major motivator toward the adoption of renewable energy systems globally [18,38].
Nevertheless, concerns about system security and stability are amplified by the huge pene-
tration of variable renewable energy sources (VRES), such as wind and solar photovoltaics,
into the electrical network grids [39]. The inherent fluctuations in VRES technologies add to
the uncertainty and variability in the electric power network and could negatively impact
system operations if they are not addressed [40]. Li et al. [41] define uncertainty as an
unanticipated change in demand and generation balance from what was forecasted, while
variability is an anticipated change in the demand-generation balance. The increase in the
penetration of VRES has necessitated the need to understand grid code constraints and
electrical network parameters to maintain the integrity, efficiency, and reliability of the
power system [42,43]. Large-scale penetration of VRES is one of the main challenges faced
in modern electric power systems, owing to the complexities in the interactions between
active and reactive power flows in the network, based on system design and connection
characteristics, thus impacting dispatch operating costs, network losses and the voltage
profile [43].

Certain scholarly analyses [18,44] found an economical operational balance between
non-dispatchable (i.e., solar) and dispatchable (i.e., hydro) power sources, hence promoting
the penetration of more renewable sources. Due to the benefit of increased system effi-
ciency and enhanced energy supply balance, many countries have adopted hybrid energy
systems providing a dynamic mix of two or more energy sources [45,46]. Typical hybrid
energy systems include hydro–PV [47,48], hydro–wind–thermal [49], hydro–wind [50,51]
and hydro–wind–PV systems [52,53]. A recent study by Maronga et al. [54] evaluated the
optimal mix of PV, concentrated solar power (CSP) and storage, for a mining context in
Zimbabwe. Previous research [55] found a mix of hydro and photovoltaics to be broadly
used in many countries, owing to the vast spread of solar PV as a principal renewable
energy source globally, and the swift regulation response of hydropower. Consequently,
regions such as SSA (i.e., Zambia) that are rich in both hydropower and solar PV renew-
able resources are better suited in the development and deployment of hydro–PV energy
systems. Regarding the dynamic and optimal mix of renewable energy sources involving
solar PV, hydro and wind, research mostly focuses on resource temporal complemen-
tarity [56–58], plant operations management [18,53,58], and the optimization of system
configuration [48,58–60]. A study by Beluco et al. [56] revealed a reduction in customer
power outages because of the time complementarity benefits attributed to the solar PV and
hydro hybrid system. Research conducted in Italy by Francois et al. [57] revealed a decrease
in energy balance fluctuations, owing to the mix of solar PV and hydro (run-of-river type)
power. Kougias et al. [58] were able to relate an improvement in the output of the PV–small
hydro energy system by the optimization of the tilt angle and system azimuth.

Studies on hybrid energy systems involving wind, PV, and hydro aim at enhancing
reliability and system flexibility by optimally dispatching the available resources. Such
scholarly analyses, however, introduce errors in the modeling process by omitting to
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include the stochastic tendencies of solar PV and wind power [61–63]. Furthermore, by
using deterministic and stochastic programming, Wei and Liu [64] tackled the uncertainties
of solar PV and wind systems. The enhanced system security, coupled with limitations on
the system economy and flexibility resulting from the deterministic inclusion of spinning
reserve to the dispatch model, were revealed by Wei and Liu [64] and Liu et al. [53]. Dong
et al. [65] and Zou [66] revealed that by adopting a structured multi-scenario perspective, a
stochastic optimization problem in nature was able to be converted to a deterministic one,
with the inaccuracy in the optimization output being the main trade-off.

In the recent past, the economic coordination of energy systems had employed robust
and resilient optimization techniques, owing to its efficiency in excluding large-scale
sampling variable datasets and probability models that have a precise distribution [67]. The
random nature of VRES necessitates the adaptions between the forecasted and the actual
generation of a hybrid system, so as to meet the load curve at any instant in time [52,68].
Researchers [69] had developed a method to track real-time deviations between two
consecutive energy-scheduling intervals, while attaching the variability and uncertainty
cost of energy. Another research study [64] incorporated the energy curtailment of solar
PV and wind as a penalty cost in the scheduling.

3. Methodology

3.1. Site Appraisal and Ranking Methodology
3.1.1. Overview

The decision-making process regarding the suitability and location of sites for variable
renewable energy sources (solar PV and wind) utilizes geospatial parameters, mainly
involving GIS models in dynamic analysis (i.e., to capture, analyze, store, manage, and
manipulate spatial or geographical data) [70–73]. To aid in formulating a ranking and
geospatial data interpretation methodology, such GIS modeling is usually paired with
multi-criteria decision-making (MCDM) [73]. Moreover, in the late 1990s, literature in
the development of VRES models started gaining traction [74,75]. Global interest in the
optimal siting of solar PV and wind in the recent past has arisen, due to the quest of
attaining carbon neutrality, leading to the development of generic models based on the
process shown in Figure 2. Firstly, the input parameter selection, ranging from social-
economical, technical, and environmental factors, is completed [76]. For example, ideal
wind site considerations typically include the proximity to the existing electrical network
(i.e., for easy grid connection), proximity to a good road network, positioning further
away from protected zones (i.e., national parks or heritage land), or further away from
settlements to prevent noise and flicker, good resource potential (i.e., average wind speeds
and capacity factor above sea level), and being further away from the flight path to prevent
interference with radar equipment near airports. Unsuitable sites are then excluded from
further analysis by scoring against the model input parameters (i.e., sites with low resource
potential).

 

Figure 2. Diagram showing the typical structure of the multicriteria decision method (source: [71]). Reproduced from [71],
the name of the publisher: ePrints Soton 2017.

The sites that have the potential for further development and pass the filtering stage are
then scored and ranking using the weighted sum method (WSM) to assess their suitability
(WSM is given in the equation below) [71,73]:

AWSM
i =

n

∑
j=1

wj aij for i = 1, 2, 3, . . . N (1)

74



Energies 2021, 14, 5330

where w is the relative parameter weighting, a is the parameter score value, and i is the
attribute layer.

3.1.2. Proposed Study Methodology

The proposed study methodology for assessing site suitability was confirmed after
stakeholder engagements (i.e., local experts, power utility) and extensive reviews from
the literature [77–80]. The sites of interest included 5 reservoir-type, 2 pondage-type and 7
run-of-river (RoR)-type hydro plants, as shown in Table 2.

Table 2. Showing the identification of the hydro sites under study.

No
Hydro Power

Station
Coordinates Rating (MW) Owner River Country Type Note

1 Kafue Gorge
Upper

15◦48′25.0′′ S
28◦25′16.0′′ E 990 Zesco Kafue Zambia Reservoir Grid

2 Kariba North Bank 16◦31′20.0′′ S
28◦45′42.0′′ E 1080 Zesco Zambezi Zambia Reservoir Grid

3 Kafue Gorge
Lower

15◦53′46.0′′ S
28◦33′33.0′′ E 750 Zesco Kafue Zambia RoR Grid

4 Itezhi-Tezhi 15◦45′55.0′′ S
26◦01′05.0′′ E 120 Zesco/ITPC Kafue Zambia Reservoir Grid

5 Lusiwasi Upper 12◦59′18.2′′ S
30◦51′53.6′′ E 15 Zesco Lusiwasi Zambia Pondage Grid

6 Lusiwasi Lower 12◦59′18.2′′ S
30◦51′53.6′′ E 12 Zesco Lusiwasi Zambia Pondage Grid

7 Lunzua 8◦48′06.4′′ S
31◦20′18.3′′ E 14.8 Zesco Lunzua Zambia RoR Grid

8 Musonda 10◦42′39.5′′ S
28◦48′23.1′′ E 10 Zesco Luongo Zambia RoR Grid

9 Chishimba 10◦06′29.8′′ S
30◦55′02.7′′ E 6 Zesco Luombe Zambia RoR Grid

10 Shiwangandu 11◦13′10.25′′ S
31◦45′0.61′′ E 1 Zesco Munshya Zambia RoR Grid

11 Lunsemfwa Hydro 14◦29′33.7′′ S
29◦06′54.6′′ E 24 LHPC Lunsemfwa Zambia Reservoir Grid

12 Mulungushi
Hydro

14◦43′47.48′′ S
28◦50′39.22′′ E 32 LHPC Lunsemfwa Zambia Reservoir Grid

13 Victoria Falls 17◦55′52.5′′ S
25◦51′37.9′′ E 108 Zesco Zambezi Zambia RoR Grid

14 Zengamina 11◦07′26.0′′ S
24◦11′32.0′′ E 0.7 NWZDT Zambia RoR Off-Grid

The developed methodology for the placement of wind turbines and FPV near hy-
dropower sites is illustrated in the flowchart given in Figure 3, below.
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Figure 3. Diagram showing a proposed methodology flowchart of the study area shown.

3.1.3. Criteria Hierarchy Structure
Optimal FPV Site

A two-stage approach was utilized in the selection of FPV sites, namely, screening and
filtering (stage 1), and ranking and scoring (stage 2), as shown in Figure 4. The filtering
stage looked at the capacity factor, distance to the grid, water surface area and distance
to protected zones as the model input parameters [81–83]. The scoring and ranking stage
included the relative weight (r.w.) distribution of the energy export (20% r.w.), ease of access
(15% total r.w.), demand (5% total r.w.) and floating PV potential (60% total r.w.) [84–87].

Optimal Wind Site

The selection of onshore wind sites utilized a two-stage approach, namely, filtering
and screening (stage 1) and scoring and ranking (stage 2), which is similar to the process
employed under FPV (please refer to Figure A1 in Appendix A). The filtering stage looked
at the distance to the grid, distance to the protected zone, wind speed, capacity factor,
the security risk of installation, and noise and flicker considerations due to proximity
to buildings and settlements, as the model input parameters [88–95]. The second stage
(ranking and scoring) included the distribution of the energy export (20% of r.w.), ease of
access (15% of total r.w.), demand (5% of total r.w.) and wind potential (60% of total r.w.).

3.1.4. Site Attribute Suitability Score

Adopted from previous research, three site-attribute suitability tables were developed
(shown in Appendix A); these included onshore wind, floating photovoltaics and hybrid
suitability, looking at the balanced parameters of FPV and wind [72,77–80,96–105]. Since
the wind potential is less pronounced than PV in Zambia, the relative weight for the wind
was set lower than that of FPV in the balanced suitability ranking.
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Figure 4. Diagram showing the proposed methodology flowchart of a 2-stage hierarchy structure for optimal floating
photovoltaics site selection. Abbreviations: CF—capacity factor, D. grid—distance to grid, G. Cap.—capacity of grid, L.
use—land use, L. own—land ownership, D. road—distance to road, D. dem.—distance to demand center, r.w.—relative
weight.

3.1.5. Methodology Limitations

The weighted sum method (WSM) was applied without having insight about the
assigned relative weight to the attribute layers and the layer combination procedures [73].
On the other hand, the analytic hierarchy procedure (AHP) was able to mitigate raised con-
cerns regarding the WSM [77], although the models remain sensitive to the adopted relative
weighting, as evidenced by planning permission refusal for some high-level projects within
the United Kingdom. Van Rensburg et al. [106] were able to address the weighting con-
cerns of input parameters by establishing the relationship between significant parameters
influencing the quantitative assessment-based decision and the project receiving planning
permission. This was then coupled with GIS modeling to assess the geospatial parameters
of influence in the UK [71].

To mitigate concerns raised about the weighted sum method, the proposed study
looked at a wide range of input parameters that include environmental, social, climate, eco-
nomic and topographical factors to attain a more pragmatic and acceptable site appraisal
(screening and ranking) process. Additionally, this was done with the help of stakeholder
engagement, the solicitation of local expert opinions and an extensive literature review in
the decision-making process; consequently, this contributed to the reduction in uncertain-
ties when categorizing the attribute suitability scoring scale owing to certain assumptions
that were made.

Since there is no commercial floating PV and wind project currently in Zambia, there
is an element of bias in the contribution to the study from stakeholders and experts on the
renewable energy generation forecast plan and agenda in line with existing policies (i.e.,
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Vision 2030, National Energy Policy 2019, and the Seventh National Development Plan).
Moreover, the authors acknowledge that the proposed appraisal method is an ongoing
process, and hence is prone to some fine-tuning, as stakeholders (i.e., project developers,
investors) with specific interests and viewpoints come on board.

3.2. Design Scoping Methodology
3.2.1. Design Methodology Formulation

The proposed energy system at Kafue Gorge Upper will comprise hydro, onshore
wind, floating photovoltaics and grid load, as given in the schematic in Figure 5. The
schematic shows the existing automatic generation control (AGC), excluding VRES, and the
proposed Hydro-FPV-Wind daily dispatch (HFWDD) strategy. The model assumes that all
the three sources of generation under consideration are coupled to the same generation bus.
Moreover, the model receives inputs from the reservoir height variation “Hr(t)”, reservoir
inflow “Qin(t)”, hydro generation schedule “PHYg(t)”, water usage/consumption “QT(t)”,
the hydro virtual battery from saved water “Qs(t)”, grid load “PLD(t)”, penstock flowrate
“Qp(t)”, onshore wind output “PWDg(t)” and floating photovoltaic output “PPVg(t)”.

 

Figure 5. Diagram showing the schematic for the hydro-FPV-wind grid-tied system (adopted from [107]). Reproduced
from [107], the name of the publisher: Elsevier 2019.

3.2.2. Hydro-FPV-Wind Daily Dispatch (HFWDD) Model

The objective of the HFWDD model is to balance the seasonal load characteristic curve
on the grid by optimally dispatching the three generation sources (i.e., hydro, FPV and
wind). This entails developing a two-stage model that addresses the technical parameters
of the electrical network for any additional generation and, thereafter, optimizes the energy
system using a customized dispatch algorithm (Figure 6). Firstly, the extent of wind
and FPV integration on the grid that would negatively impact the network parameters
(i.e., power losses, voltage magnitude and stability) is assessed in the two-stage model.
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This is in line with previous research [33,42,108–114]. Secondly, seasonal hourly reservoir
inflows, water consumption targets, grid demand characteristics and the total generation
scenarios (wind, FPV and hydro) are incorporated into the model. Subsequently, the
grid load is served by prioritizing the integration of VRES [115] as readily available,
followed by a downward regulation of hydro-generation at any moment. This throttling
down of hydropower is equivalent to the water-saving potential (virtual hydro battery).
Nevertheless, limited reservoir capacity, coupled with a reduction in the grid demand,
could present storage challenges in a wet year (which is “rarely experienced”), hence
necessitating the opening of the floodgates to get rid of excess water. Similar optimization
and dispatch studies of RES were conducted by [111,116–126].

 

Figure 6. Diagram showing the systematic flow of the decision level to attain optimal hydro-FPV-
wind daily dispatch (HFWDD).

Without putting the stochastic nature of wind and FPV power under consideration,
the optimization problem is the seasonal daily dispatch on a typical day, based on the
minimization of the operating cost of the existing automatic generation controller at the
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hydropower plant. Additionally, owing to the perceived low operational cost of wind and
FPV, the optimization problem also prioritizes the dispatch of VRES over other conventional
generation sources:

Mink → Convoperate(k) (2)

where “k” is the dispatch scenario for the day, including hydropower plant status, and
Convoperate(.) is the daily operating cost of the power plant.

Virtual storage, as indicated in Figures 5 and 6, was modeled in HomerPro in
Section 4.2.4. This looks at the availability of variable renewable energy sources (FPV
and wind). Based on this factor, the model calculates how much hydro would have to be
ramped down. The ramping down of hydro means that less water is utilized that is then
available later (i.e., at night when the sun is not shining, and also at times when the wind
is calm)—the dark/calm periods will require the saved water to be utilized.

Based on the relationship between hydrogeneration and the level of the reservoir, the
Qs(t) is determined. This also looks at the reservoir rule curves that must not be violated to
ensure optimal operation.

However, for a very wet year, which is “rarely experienced”, the storage can have
limitations in terms of reservoir capacity, and thus excess water is just wasted by opening
the flood gates.

Parameter Uncertainty of VRES

Adopted from [59,127], the wind and FPV outputs can be represented as shown below:

For wind → PWDg,t ∈
[
PWDg,t(pre) − PWDg,t(flu), PWDg,t(pre) + PWDg,t(flu)

]
(3)

For FPV → PPVg,t ∈
[
PPVg,t(pre) − PPVg,t(flu), PPVg,t(pre) + PPVg,t(flu)

]
(4)

where PWDg/PVg,t(pre) is the predicted VRES output, PWDg/PVg,t(flu) is the maximum output
fluctuation, and PWDg/PVg,t is the time-dependent power output of the VRES for any
given day.

Model Objective Function

Cost parameters are considered for the different generation stages to attain the eco-
nomical and optimum dispatch scenario “k”. The hydro unit’s generation cost Convoperate
(“Cope = in short form” = CHYg) is the first stage. The second stage (C+

ope) mostly includes
the hydro unit’s adjustment costs CHYgΔ, curtailment costs of FPV and wind, given as
CPVg(curt) and CWDg(curt), respectively [128]. Thus, the cost minimization objective function
is given as:

Cope = CHDg = ∑T
t=1

(
a × P2

HYg,t + b × PHYg,t + c
)

(5)

C+ope = CPVg(curt) + CWDg(curt) + CHYgΔ

= ∑T
t=1

[
yPVg(curt) ×

(
PPVg,t − PPVg,t(inject)

)
+ yHYg × ΔPHYg,t + yWDg(curt) ×

(
PWDg,t − PWDg,t(inject)

)] (6)

where the hydro units’ power output at time “t” is PHYg,t, PWDg,t(inject) and PPVg,t(inject)
are the wind and FPV injected power into the grid at time “t”, respectively, ʎHYg is the
hydro units adjustment penalty price, ΔPHYg,t the power output adjustment of hydro units,
ʎWDg(curt) and ʎPVg(curt) are curtailment penalty prices for wind and FPV, respectively, and
“a”, “b” and “c” are hydro unit cost coefficients.

HFWDD Model Constraints

Hydro Constraints:
PHYg(max) ≥ PHYg,t ≥ PHYg(min) (7)

QHYg,t = yb
HYg + ya

HYg × PHYg,t (8)
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Vflow(max) ≥ QHYg,t ≥ Vflow(min) (9)

Qt+1 = Qin,t − QHYg,t(curt) − QHYg,t + Qs,t (10)

Qmax ≥ Qs,t ≥ Qmin (11)

Qs,1 = Qs,ini (12)

Qs,T = Qs,term (13)

where yb
HYg and ya

HYg are hydro water conversion coefficients, Qs,term and Qs,ini are final
and initial storage values of the reservoir, Qmax and Qmin are the upper and lower reservoir
storage limit at time “t”, QHYg,t is the water consumption at any time “t” of the hydro unit,
PHYg,t is the power output of the hydro unit at time “t”, Qin,t is the inflow of reservoir at
time “t”; Qs,t is the hydro reservoir storage at time “t”, QHYg,t(curt) is the curtailment of the
reservoir water, and Vflow(max) and Vflow(min) are the water consumption upper and lower
limits in a given period.
Power Flow Branch Constraints:

∑Ni
i=1(fbi × Pit) ≤ Sb(max) (14)

where Sb(max) is the branch maximum capacity, “i” is the power system node identifier, “b”
is the branch identifier, Ni is the number of system network nodes in total, Pi,t is the net
active power injected into the ith node. fbi is the sensitivity factor of the bth node.
Power Balance Constraints:

PWDg,t(pre) + PHYg,t + PPVg,t(pre) = PLD,t (15)

where PLD,t is the grid load of the system at any given time “t”.
Onshore Wind Power Constraints:

PWDg,t ≥ PWDg,t(inject) ≥ 0 (16)

where PWDg,t is the variable wind generator power output at time “t”.
Floating PV Power Constraints:

PPVg,t ≥ PPVg,t(inject) ≥ 0 (17)

where PPVg,t the variable FPV power output at time “t”.

4. Results and Discussions

4.1. Application of Appraisal and Ranking Methodology
4.1.1. Stage 1—Site Screening

The floating photovoltaics site screening process involved the definition of five criteria
that include a distance to protected zones greater than or equal to 500 m, a distance
to existing electrical infrastructure less than or equal to 10 km, a capacity factor (CF)
greater than or equal to 14%, and a water body surface area greater than or equal to
4000 m2. Against this benchmark, Zengamina, Victoria, and Lunzua run-of-river sites were
excluded on account of having a surface area <4000 m2 to accommodate a commercially
and economically viable FPV project. Further, wind site filtering involved the definition
of six criteria that include a distance to protected zones (i.e., national parks) greater than
or equal to 500 m, the security risk (i.e., war-prone area) of installation, an average wind
speed value at 150 m above ground level greater than or equal to 6 m/s, noise and flicker
allowance at five times the rotor diameter (5D), a distance to electrical infrastructure less
than or equal to 60 km, and a capacity factor greater than or equal to 26%. Due to the
security risk zone bordering the Democratic Republic of Congo, the Zengamina wind site
was excluded from the list of potential sites. This is in line with the World Bank findings
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on mapping security risk-prone areas for the installation of wind validation masts. Table 3
summarizes the stage 1 screening and filtering process for all the FPV and wind sites.

Table 3. Table showing the combined stage 1 screening outcome for both FPV and onshore wind sites.

ID #

Name of
Site (FPV
and Wind)

Screening Criteria (Yes/No)

Capacity
Factor

Area
Distance to
Protected

Zone

Distance to
Grid/

Substation

Flicker and
Noise

Distance

Wind
Speed
(m/s)

Security
Risk

Site 1 KGU Yes Yes Yes Yes Yes Yes Yes

Site 2 Kariba Yes Yes Yes Yes Yes Yes Yes

Site 3 KGL FPV Yes Yes Yes Yes Yes Yes Yes

Site 4 Itezhi-
Tezhi Yes Yes Yes Yes Yes Yes Yes

Site 5 Lusiwasi Yes Yes Yes Yes Yes Yes Yes

Site 6 Lunzua Yes No Yes Yes Yes Yes Yes

Site 7 Musonda Yes Yes Yes Yes Yes Yes Yes

Site 8 Chishimba Yes Yes Yes Yes Yes Yes Yes

Site 9 Shiwangandu Yes Yes Yes Yes Yes Yes Yes

Site 10 Lunsemfwa Yes Yes Yes Yes Yes Yes Yes

Site 11 Mulungushi Yes Yes Yes Yes Yes Yes Yes

Site 12 Victoria
FPV Yes No Yes Yes Yes Yes Yes

Site 13 Zengamina Yes No Yes Yes Yes Yes No

4.1.2. Stage 2—Ranking and Scoring

Three ranking and scoring tables were developed; however, only the analysis for
the balanced ranking of the hybrid system is presented for simplicity. Table 4 illustrates
the site scoring results for a balanced ranking using the weighted sum method (WSM).
The distribution of the relative weight for the various attributes is as follows: demand
at 5%, ease of access at 15%, energy export at 20%, wind potential at 25% and floating
photovoltaics at 35%. Taking “FPV distance to grid” as an example under the “Energy
export” attribute layer, the application of the weight sum equation 1 is presented in Figure 7.
The results analysis places Kafue Gorge Upper (KGU) and Itezhi-Tezhi at second and first
rank, with total attribute values of 86.9% and 90%, respectively, while the least-ranked site
is Chishimba, with a total attribute combined value of 70.6%.

Figure 7 presents an example of how to apply the weighted sum method. This
looks at the “Energy Export attribute layer”, with a focus on the “Distance of the floating
photovoltaic plant from the grid”. With reference to Table 4, part 1 of Tables A1–A3 in
Appendix A, there are 5 attribute layers, namely, (i = 1) “Wind potential”, (i = 2) “Floating
PV potential”, (i = 3) “Energy export”, (i = 4) “Ease of access” and (i = 5) “Demand”.
These attribute layers have the following maximum weight distribution: attribute layer
(i = 1) → 25%, (i = 2) → 35%, (i = 3) → 20%, (i = 4) → 15%, (i = 5) → 5%. Therefore, under
“select input parameters” in Figure 7, (i = 3) represents the energy export attribute layer,
with 20% as total weight. The energy export layer is further broken down in “FPV distance
to grid” given a maximum weight of 5%, “Wind distance to grid”, also given 5%, and “Grid
capacity availability”, given 10%. Under the “weigh input parameters” FPV distance to the
grid is appearing as the first layer (j = 1) under the energy export attribute layer. This is
assigned as “w1” with reference to Equation (1). Under “score each site against parameter”,
if the site’s FPV distance from the grid is less than or equal to 2 km, then according to
Table A1 in Appendix A, the suitability score for the site will be 100%. This is assigned
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as “a31” from Equation (1). Therefore, to get the overall site score, the product between
the assignment “w1” under “weigh input parameters” and the assignment “a31” under
“score each site against parameter” is calculated. Multiplying “w1” by “a31” translates into
5% × 100%, yielding a value of 5%. The process is repeated for all other attribute layers
and the layers contained underneath. The total site score is the summation of the wind
total, FPV total, energy export total, ease of access total and demand total.

Table 4. Table showing balanced scoring and ranking matrix. Analysis based on sources [70,75–78,94–103] (detailed table
shown in Appendix A—Tables A2 and A3).

Wind
Potential

FPV
Potential

Energy
Export

Ease of
Access

Demand Site Total

Score *
(25% Weight)

Score *
(35% Weight)

Score *
(20% Weight)

Score *
(15% Weight)

Score *
(5% Weight)

(100%
Weight)

Rank # Name of Site Wind ∑ FPV ∑ Export ∑ Access ∑ Demand ∑
Score *
Weight

=1 Itezhi-tezhi
FPV/wind site 22.5% 35.0% 12.5% 15.0% 5.0% 90.0%

=2 KGU FPV/wind site 21.3% 30.6% 18.8% 11.3% 5.0% 86.9%

=3 KGL FPV/wind site 25.0% 26.3% 15.0% 13.8% 5.0% 85.0%

=3 Kariba FPV/wind site 18.8% 26.3% 20.0% 15.0% 5.0% 85.0%

=3 Lusiwasi
FPV/wind site 20.0% 35.0% 12.5% 15.0% 2.5% 85.0%

=6 Musonda
FPV/wind site 22.5% 30.6% 8.8% 15.0% 2.5% 79.4%

=6 Mulungushi
FPV/wind site 22.5% 30.6% 10.0% 13.8% 2.5% 79.4%

=8 Shiwangangu
FPV/wind site 21.3% 26.3% 12.5% 13.8% 2.5% 76.3%

=9 Lunsemfwa
FPV/wind site 25.0% 21.9% 8.8% 15.0% 2.5% 73.1%

=10 Chishimba
FPV/wind site 20.0% 21.9% 11.3% 15.0% 2.5% 70.6%

 

Figure 7. Diagram showing the application of the weighted sum equation under balanced scoring and ranking.

83



Energies 2021, 14, 5330

4.2. Application of Design Scoping Methodology—Kafue Gorge Upper Case Study

After appraising the potential wind and FPV sites, the stakeholder (ZESCO Ltd.) was
presented with the three ranking matrices (FPV, onshore wind and balanced) of the ten
potential sites to choose from. The power utility opted to adopt the balanced ranking for
the hybrid energy system, with Kafue Gorge Upper (KGU) as the chosen candidate site for
detailed design. Even though Itezhi-Tezhi (ITT) was ranked first over KGU, which was
second under the balanced scoring, the latter was chosen over the former owing to the
following factors: the presence of a data validation wind mast at KGU, the presence of
debris and dead trees in the ITT reservoir, the distance to the demand center (300 km from
ITT, compared to 100 km for KGU), less reliability and stability of the grid at ITT, with one
220 kV line emanating from ITT compared to three 330 kV lines from KGU to the grid.

4.2.1. VRES Grid Impact Study

Using the power system analysis toolbox (PSAT), the Zambian electrical power grid
was modeled at a 330 kV voltage level comprising a 27–bus system. The model for
the existing network had a real and reactive power load distribution of 2383 MW and
1061.8 MWVAr, respectively. The total modeled existing generation was 2530.6 MW real
power and 857.4 MVAr reactive power, comprising the following power stations: Itezhi-
Tezhi via Nambala, Lunzua via Kasama, Victoria Falls via Mukuni, Maamba Collieries
Limited (MCL), PV plant at Lusaka South Multi-Facility Economic Zone (LSMFEZ), Kariba
North Bank and Kafue Gorge Upper. For additional generation, 200 MW of VRES was
later integrated and modeled, comprising 100 MW FPV and 100 MW wind at the KGU
generation bus. The actual PSAT single-line diagram model for the network is shown in
Appendix B. The key summary results for the grid impact of VRES are presented below.

Analysis of Existing Network

Figure 8 shows the voltage violations at 11 out of the 27,330 kV buses for the existing
network before the addition of compensating equipment and additional generation (VRES,
in this case). According to the Zambian grid code limits, the permissible and acceptable
voltage should fall in the range between 313.5 and 346.5 kV, which is a tolerance of +/−5%.
The total power losses of the existing network were 1475 MW real and −204.3 MVAr
reactive power, as shown in the global power summary in Figure 9.

Analysis after VRES Integration

The addition of network compensating equipment corrected all 11 voltage violations
with the integration of VRES at the KGU bus, comprising 100 MW wind and 100 MW
floating photovoltaics, improving the voltage magnitude profile even further at buses near
the KGU generation bus (Figure 10). The integration of 200 MW of VRES contributed to
the reduction in the voltage support requirement by the network, owing to the drop in
the generated reactive power by the Kafue Gorge hydro plant from 239 to 201 MVAr. The
results also showed all the line flows to be within range (less than the 700 MVA maximum
line capacity). Moreover, VRES integration also reduced the network’s real power losses by
5 percent (from 147 MW to 140 MW), as can be seen in Figure 11.
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Figure 8. Figure showing the existing 330 kV bus voltage profile without VRES integration and
reactive compensation at Luano, Kansanshi, Lumwana, Kitwe, Kalumbila, and Chipata West
network buses.
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Figure 9. Figure showing the global power summary for the existing network.
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Figure 10. Showing bus voltage after adding network compensation and VRES.
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Figure 11. Showing power summary after VRES integration.

4.2.2. Hydro Modeling Results Analysis at KGU

The Kafue Gorge Upper hydro generation was modeled in iHoga using the power
plant ratings provided by the national power utility (ZESCO Ltd. located in Zambia).
The iHoga model for one turbine has 4% losses in penstock, 0% daily/hourly variability
and 85% total turbine efficiency. The key summary results of the model taking a typical
winter (i.e., June) and summer (i.e., November) month are presented in Figure 12a–d. In
June, the maximum power output of the hydropower plant was 805 MW, corresponding
to a discharge rate of 227.8 m3/s and reservoir level of 974.7 m above sea level, while the
minimum generation output was 697 MW, corresponding to a discharge rate and level of
197.9 m3/s and 974.9 m, respectively. In the month of November, hydro generation output
ranged between 648 and 712 MW, corresponding to a discharge rate and level range of
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185–201 m3/s and 974.5–974.7 m, respectively. Figure 12e shows the hydro-generation
hourly time-series graphs, serving a fraction of the total national grid load for the first day
of each month of January, March, June, September and November. On 1 January, KGU
generated 10.69 GWh of hydro, with an evening peak of 1.99 GWh, between 5 p.m. and
9 p.m., to serve about 27% of the total national grid demand for the day. KGU generated
15.6 GWh of hydropower on 1 March, with an evening peak of 3 GWh between 5 p.m.
and 9 p.m., to serve about 46% of the total national electrical grid demand for the day.
On 1 June, approximately 13.8 GWh of energy was generated, with an evening peak of
2.7 GWh between 5 p.m. and 9 p.m., to serve about 34.4% of the total demand for the day.
On 1 September, 14 GWh of hydro-generation was produced, with an evening peak of
2.7GWh to serve 36% of the total grid demand for the day. Further, 1 November yielded
12.6 GWh of hydropower, with an evening peak of 2.4 GWh between 5 p.m. and 9 p.m., to
serve 29.6% of the grid demand for the day.
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Figure 12. (a) Showing 3D June hydro-generation and discharge rate vs. time. (b) 3D June hydro-generation and reservoir
level vs. time. (c) 3D November hydro-generation and discharge vs. time. (d) Day of month time series for hydro-generation
vs. time. (e) Daily hydro output serving a fraction of grid load.

4.2.3. VRES Modeling and Results Analysis

Results analysis for the modeling and design of the 100 MWac onshore wind and
116MWdc floating photovoltaics at Kafue Gorge Upper hydropower plant is presented.

Floating PV

Detailed design and modeling of the FPV system were performed using the Photo-
voltaic System (PVSYST) software. A form factor (DC/AC ratio) of 1.16 was adopted for
the project, based on industry practice for Southern Africa. The system design comprises
a parallel connection of eight sub-arrays. Each sub-array comprises one hundred and
twenty series-strings of seventeen PV solar modules (unit photovoltaic module rating of
285 watt-peak with 72 polycrystalline cells) connected to an inverter rated at 500 kWac,
with the A/C combiner box linking twenty-five inverters in parallel for 1 sub-array. Firstly,
the photovoltaic module and array characteristics were analyzed, based on the results
in Figures 13 and 14. The average PV module running temperature of between 10 and
65 ◦C yielded a minimum of 60 h of operation throughout the year, with a design standard
irradiation of 1 kW/m2, an operating temperature range between 10 and 70 ◦C, coupled
with corresponding module efficiency between 15.8 and 11%, respectively, at a given oper-
ating temperature range. However, at all irradiation levels, an increase in efficiency was
observed with a decrease in temperature. Additionally, at 1 kW/m2, the PV module power
output at maximum power point (MPP) was found to be 229.1 W (20 percent decrease) and
305.3 W (7 percent increase) at the highest and lowest operating temperatures, respectively.

According to Figure 15, the annual energy yield injected into the grid from the FPV
system was 214.4 GWh/year. August had the most FPV energy injection into the grid, with
21.29 GW, while January had the least, with 13.59 GWh. Moreover, August and October
had the most average global horizontal irradiation of 187.6 and 193.4 kWh/m2, respectively,
while January and February had the least, with 155.3 and 155.2 kWh/m2, respectively.
October had the highest average ambient temperature of 25.61 ◦C, while July had the least,
at 16.78 ◦C. This corresponds to a monthly average system efficiency of 11.92 and 12.53 in
the hottest and coldest months, respectively.
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Figure 13. Showing FPV Array operational temperature.

 
Figure 14. Figure showing FPV efficiency vs. irradiation curves.
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Figure 15. Figure showing FPV energy and efficiency vs. time (months).

It must be mentioned that in the case of generation power being greater than that
injected, as indicated in Equation (17), the excess can still be injected as the local and
regional demands are far higher. The case study only serves a fraction of the entire national
demand; therefore, any excess can still be injected for local (Zambian) consumption or to
meet part of the Southern African Power Pool’s demand.

System optimization of the FPV system was performed by reviewing the impact
of azimuth, pitch, tilt angle and ground-cover ratio (GCR) on grid-injected energy per
year. The PVSYST embedded algorithm was used in the system optimization [129]. In the
PVSYST software, after the case study location coordinates are entered, the meteorological
data is selected from the list of databases. Thereafter, the design and system specifications
are selected. The tilt angle values from 0 to 90 degrees are selected, with a sensitivity
of 1◦ intervals, at an azimuth of 0 degrees. The azimuth is then changed to 180◦ while
maintaining the same tilt angle inputs [129]. The objective function is maximizing the
energy injected into the grid, which gives the simulation output in GWh. The embedded
algorithm carries out a parametric analysis to search for the optimal point and plots the
curves accordingly for all the input steps [129]. The ground cover ratio is optimized by
looking at the ratio of the active area to the ground area. In PVsyst, the “active area” is
the area of one module (length x width), multiplied by the number of modules, while the
“ground area” is the area occupied by the PV array. PVSYST maximizes the injected output
by tracking this ratio. The closer the ratio is to unity, the lower the injected energy into the
grid. Regarding the “pitch”, PVSYST will maximize the energy output by increasing the
pitch. However, this requires sound engineering judgment in design by factoring in the
land constraints for a particular project. Figure 16a shows a 2.6% increase in grid injected
energy yield (from a base value of 214.4 to 220 GWh) at a GCR of 5%, while there was
a steep decrease in yield of between 80 and 100% of the GCR ratio. Figure 16b shows
that the maximum annual yield, between 214 and 215 GWh, is injected into the grid for
tilt angles between 10 and 20◦ for the location in question. Figure 16c reveals that more
energy is injected into the grid with every step increase in pitch (i.e., a pitch of 15 m
yielded more energy compared to the baseline design value of 3 m). However, for practical
considerations on space constraints, the scenario regarding pitch calls for careful analysis
because, for a 400% increase (from 3 m to 15 m) in pitch, only a corresponding 2.5% increase
in grid injected energy was obtained. Furthermore, a negative and positive sensitivity
analysis of the azimuth angle from a baseline value of 0◦ yielded a reduction in grid-injected
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energy. This is because the baseline value was already at the optimized azimuth angle,
as illustrated in Figure 16d. Additional analysis was able to compare the energy yield
and performance ratio (PR) using the PVSYST software adjustments of the albedo and
heat loss factor or U–value for floating photovoltaics (0.1 albedo and U-value 31 W/m2K)
and ground-mounted (0.2 and 20 W/m2K) installations, in line with other research [72].
The results show that a floating PV has better performance (PR of 83.5% and energy yield
of 214.4 GWh/y) compared to a ground-mounted system (PR of 79.3% and energy yield
of 204.4 GWh/y) at the same location with similar design parameters (i.e., the tilt angle,
azimuth, pitch, GCR). PVSYST was also used to evaluate the economics of the floating
photovoltaic system. The analysis revealed that the cost of producing 214.4 GWh/year of
energy at an investment cost of GBP 0.68/Wp was GBP 0.04/kWh, excluding operation and
maintenance (O&M) costs. This FPV LCOE is competitive, with a value of GBP 0.0342/kWh
and GBP 0.0335/kWh, obtained by Maronga et al. [54] and RES4Africa [130], respectively,
for ground-mounted PV. Homerpro gave a more conservative annual yield of 175 GWh at
an LCOE of GBP 0.067/kWh (including O&M); however, this was without factoring in the
water albedo and heat loss factor of the PV module’s floating island. This goes to show
that a reduction in annual energy yield by approximately 18.4% increases the LCOE by
almost 40% for the PVSyst and Homerpro cases that are highlighted. The cost summary
and energy yield distribution for FPV and wind are summarized in Table 5.

Figure 16. (a) Optimization of injected energy vs. ground cover ratio. (b) Energy vs. panel tilt angle.
(c) Energy vs. pitch in meters. (d) Injected energy vs. azimuth angle.
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Table 5. Table showing the cost and energy production distribution (cost breakdown sources [130,131]).

FPV (116 MWpdc/100 MWac) Wind (100 MWac) FPV + Wind

CAPEX
GBP 80,233,200.00 GBP 109,393,980.00 GBP 189,627,180.00

GBP 0.69/kWp GBP 1.09/kWp GBP 0.88/kWp

OPEX
GBP 1,679,083.20 GBP 2,00,000.00 GBP 3,264,503.20

GBP 0.017/kWp GBP 0.02/kWp GBP 0.017/kWp

GWh/year

214.4 (in PVSyst) @
100 MWac output.
175 (Homerpro) @
96 MWpac output.

295 (in Renewables Ninja) @
100 MW.

166 (in Homperpro) @
75 MW output

513 (PVSyst + Renewables Ninja).
341 (in Homerpro)

Note: The hydro model in Homerpro had a capital cost of GBP 2.8/Wp with an operation and maintenance cost of GBP 0.017/Wp.

Onshore Wind

Homerpro and Renewables Ninja were used in a complementary fashion in the analy-
sis of the KGU wind-farm output. Owing to the wide coverage of its dataset, Renewables
Ninja was used to simulate the output potential of each wind turbine, whose design char-
acteristics included: 129 m hub height, 142 m rotor diameter and 4 MW power rating per
turbine. Thereafter, the Renewables Ninja wind speed output was exported to Homerpro
to facilitate detailed analysis, to include the practical losses imposed on a typical wind
farm with 25 by 4 MW turbines (i.e., wake effects, curtailment losses etc.). With the wind
farm capacity density of approximately 6.2 MW/km2, an optimistic annual energy yield of
294 GWh was registered at the wind farm excluding system losses. However, Homerpro
yielded a more conservative annual energy value, with a total of 8174 h of operation. In this
scenario, about 167 GWh/year of energy was produced at a competitive LCOE of about
GBP 0.07/kWh, as compared to the optimistic forecasted LCOE value of GBP 0.042/kWh
obtained in the recent RES4Africa study about Zambia for the 2021/2022 benchmark [130].
The higher LCOE of wind compared to FPV is due to the fact that the resource potential
for solar photovoltaics is pronounced, compared to wind in the Zambian context [30–32].
As illustrated from Figure 17a–c below, the total wind energy production on 1st January
was 553.87 MWh with a peak energy of 217.54 MWh between 4–8 a.m. On 1 March, the
total wind energy generated was 983.18 MWh with a peak energy of 186.1MWh between
6 a.m. and 10 a.m. and 207.2 MWh between 7 p.m. and 11 p.m. The 1st of June yielded
375.17 MWh of wind energy with a peak of 132.27 MWh between 7 a.m. and 12 p.m. and
98.2 MWh between 4 p.m. and 9 p.m. On 1 September, approximately 1654.2 MWh was
generated from wind with a peak of 422.2 MWh between 6 a.m. and 11 a.m. Furthermore,
1809.66 MWh of wind was generated on 1 November, with a peak of 457.88 MWh between
6 a.m. and 11 a.m. and 385.8 MWh between 2 p.m. and 7 p.m. Any excess power indicated
in Equation (16) is treated in a similar manner to FPV and is injected to meet additional
local or regional demand.

4.2.4. Optimal Dispatch of Hydro and VRES
Hybrid System Details

With a Homerpro model (Figure 18) comprising customized virtual storage, a cus-
tomized hydro initially modeled in iHoga, a PVSYST-based FPV system, and onshore wind
values based on Renewables Ninja wind speed data, the following analysis can be made:
the Homer Matlab Dispatch was implemented using a customized dispatch algorithm
and utilized 5 hydro units, which is equivalent to 700 MW, 100 MWp of FPV, 100 MWp
of wind. The Matlab code was used to ascertain a customized dispatch with high VRES
penetration. Homerpro calls the Matlab Dispatch at the beginning of each time step in
the simulation. The Matlab Dispatch has three input variables, namely, simulation_state,
simulation_parameters and custom_variables. The model virtual storage is dependent on
available water in the dam and the floating PV and wind potential.
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Figure 17. (a) June 3D wind speed and power vs. time. (b) November 3D wind speed and power vs. time. (c) Daily seasonal
wind farm output.

 

Figure 18. Graphic showing a hybrid energy system schematic in Homerpro.

The Custom Virtual Hydro Battery at Kafue Gorge has a reservoir that can store an
assumed maximum capacity of 20 million cubic meters of water (0.5 m rise, assuming it is
operating at a minimum elevation of 974 m above sea level), which can discharge over a
173 h (20,000,000 m3/(32 m3/s × 60 × 60) period at a rate of 32 m3/s. The effective head
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is ~382 m, and the generator efficiency is ~(85–90)%; the power and energy of the Virtual
Hydro Battery system during discharging can be calculated as follows:

Discharging:
Power generated = (p) × (g) × (v) × (h) × (eff)
where (p) is the density of water with a value of 1000 kg/m3, (g) is the gravitational

constant of 9.81 m/s2, (v) is the flow rate in m3/s, (h) is the head of 382 m, and (eff) is the
generator efficiency value of 90%.

Power Generated = 1000 × 9.81 × 32 × 382 × 0.9 ~= 108 MW.
For a 20-million-meter cube of water at a flow rate of 32 m3/s, the water utilization

duration is approximately 173 h for one turbine, based on the plant rating table shown
above. However, if more turbines operate to consume the stored water, the duration would
be proportional to the number of units in operation. The electrical energy generated over
the 173 h is given below.

Energy generated = Power generated × hours of usage
Energy generated = 108,000 kW ×173 h = 18,684,000 kWh (~18.7 GWh)
Charging:
The initial charging assumes having a wet season and thus an abundant water

supply, while other charging periods of the virtual battery system involve throttling
down on the hydro when there is an availability of floating photovoltaics and onshore
wind. The round-trip efficiency of the virtual battery is the efficiency of the turbo-
generator unit, including friction losses in the penstock (assumed to be 90% total effi-
ciency). The maximum capacity is the maximum electrical output, divided by the nominal
voltage = 18,684,000 × 1000/17,500 = ~1,067,657 amp hours, this assumes the utilization
of a generation voltage of 17.5 kV for storage calculations at KGU.

Optimal Daily Dispatch and Reservoir Water Saving

The optimal dispatch of the hybrid energy system at KGU involved the prioritizing
of FPV and wind to serve the load and the excess met by hydropower. From Figure 19a
below, 1.15 GWh of VRES generation dispatch translated into a reservoir water-saving
potential of 9.5% (equivalent to 1.02 GWh of generation) on 1 January. According to
Figure 19b, a water-saving potential of 9.7% (equivalent to 1.52 GWh of generation) was
realized with a dispatch of 1.67 GWh of VRES on 1 March. Figure 19c shows a water-saving
potential of 7.2% with a dispatch of 1.14 GWh of VRES on 1 June. Both 1 September
and 1 November yielded better water-saving potentials of 16.8% and 18.7% with VRES
dispatch of 2.52 GWh and 2.35 GWh, respectively (Figure 19d,e). Therefore, using the
customized Homer-Matlab dispatch code, 4.93 TWh of annual energy consumption was
served, translating into 28 percent more demand served when compared to other default
dispatch strategies embedded in Homerpro. This load was met by 166 GWh/year of wind,
175 GWh/year of floating photovoltaics, in the presence of 4.59 TWh of hydrogeneration
(five out of six 140 MW hydrogenator units with a 10% reserve operating margin per unit)
and at a competitive levelized cost of energy of GBP 0.055/kWh. The undispatched hydro
unit presents a virtual storage potential of approximately 108 MW by a 7.4% reduction
in annual hydropower generation. Moreover, the water saving potential in this study
excludes the added benefit of reduced evaporation owing to the presence of retrofitted
solar PV panels on the hydro reservoir.
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Figure 19. (a) Optimal daily dispatch of hydro, FPV and wind on 1 January to serve a fraction of the grid demand.
(b) Optimal daily dispatch on 1 March. (c) Optimal daily dispatch on 1 June. (d) Dispatch on 1 September. (e) Dispatch on
1 November.

5. Conclusions

This study presented a comprehensive assessment of integrating onshore wind and
floating photovoltaics that are adjacent to future and existing hydropower sites in Zambia.
All the project objectives were successfully achieved, and these included site appraisal
methodology formulation to score and rank possible hydropower sites for the potential
addition of onshore wind and retrofitting of floating PV, development and scoping of a
case study design methodology and its application. The authors presented an application
of the devised screening and ranking multicriteria-based methodology for floating PV
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and onshore wind, near hydro sites. The extensive data collection for stage 1, filtered off
3 sites (Lunzua, Victoria and Zengamina), thereby presented the remaining 10 sites to
the stage 2 scoring and ranking process. This ranking process was developed for three
scenarios, which are the balanced hybrid, floating PV and onshore wind models. The
three-level scoring and ranking procedure yielded the following results: the balanced
ranking placed Itezhi-tezhi and Kafue Gorge Upper (KGU) at first- and second-rank, with
total attribute values of 90% and 86.9%, respectively; FPV ranking placed Itezhi-tezhi and
Kafue Gorge Upper (KGU) at first- and second-rank, with total attribute values of 95% and
92.5%, respectively; the wind ranking placed Kafue Gorge Lower (KGL) and Kafue Gorge
Upper (KGU) at first- and second-rank, with total attribute values of 93.8% and 83.8%,
respectively. In all the three scoring and ranking levels, the Chishimba site was ranked the
least. This study presents great insight for planners and prospective investors in floating
photovoltaics and onshore wind as the factors influencing the suitability of the respective
sites can easily be understood.

Moreover, the authors developed a scoping design methodology to be applied at any
one of the 10 potential sites. The summarized methodology for the case study application
includes assessing the technical parameters of the local electrical grid for integration of
variable renewable energy sources (VRES), assessing current seasonal hydro generation
and grid electrical demand in a year on an hour-by-hour basis, detailed assessment and
design of the VRES (floating photovoltaics and onshore wind) for the chosen case study,
assessing the storage potential (implied by throttling down hydro in the presence of VRES
for the reservoir type), optimizing daily energy production of the system within grid
constraints and ascertaining the levelized cost of the energy of the system.

The results of the case study at Kafue Gorge Upper were promising, with VRES
integration potential within grid limits of 341 GWh and 508 GWh per annum, for the
conservative and optimistic case, respectively. Furthermore, it is worth noting that the
floating PV is not being presented as a competitor to ground-mounted systems, but rather
as a complementary technology in specific applications (i.e., retrofitting on hydro reser-
voirs). Along with providing such benefits as reduced evaporation and algae growth,
FPV systems have lower operating temperatures and potentially reduce the costs of solar
energy generation. To put this into perspective, the current study using PVSYST showed
that floating photovoltaics have a better energy yield compared to a ground-mounted
system, as evidenced by a 7.4%, 5.8% and 4.9% increase in energy production for the
freestanding, small-footprint and large-footprint FPV configurations, respectively, at a
reduced generation cost of GBP 0.04/kWh.

Therefore, floating PV and onshore wind integration could present added techno-
economic benefits by fast-tracking new capacity development with opportunities for private
investments (IPPs), new opportunities for the Zambian service and manufacturing sectors,
power structure decentralization, owing to the wide spread of the renewable resources in
the country (i.e., solar PV and wind are more diffused) compared to localized hydropower
projects (usually located near large lakes and rivers).

6. Recommendations

The following future work is recommended to add more value and traction to the
project research:

� An opportunity to conduct detailed financial and uncertainty analysis to cement
project bankability.

� The conducting of pre-feasibility studies (i.e., bathymetry, environmental impact
assessment, geotechnical and soil analysis of the reservoir/dam).

� The potential to widen the study scope to include all viable water bodies in the
country (both natural and man-made).

� An opportunity to assess the grid impact at the other 9 ranked sites to ascertain
overall impact on voltage stability and magnitude profile, network power losses,
operating cost differential for different unit commitment scenarios. Moreover, there
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is the potential to conduct detailed network analysis to cover: N-1static security
assessment, network fault level analysis and protection coordination, short-term and
long-term frequency response, the effects of a spinning reserve, transient and dynamic
stability performance, and voltage regulation during transience. Consequently, these
studies will further provide the necessary technical requirements in the national grid
code for large-scale VRES integration.

� Additionally, this study will pave the way for future research in optimizing the dis-
patch of VRES through an enhanced forecasting model for wind and PV (with the
utilization of artificial intelligence and machine learning such as deep neural net-
works). This will help reduce power balancing costs for large-scale VRES integration.
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Figure A1. Graphic showing the 2-stage hierarchy structure for optimal onshore wind site selection. Abbreviations:
Turbines#—number of turbines, CF—capacity factor, r.w.—relative weight, D. grid—distance to grid, G. cap.—grid ca-
pacity, L. use—land use, L. own—land ownership, D. road—distance to road, D. dem.—distance to demand center,
r.w.—relative weight.

Appendix B

ZESCO Power System Analysis Toolbox Models.

 
Figure A2. Layout showing the PSAT model for the existing 330 kV Zambian network.
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Figure A3. Layout showing the PSAT FPV and wind integration model for the 330 kV Zambian network.

Table A4. Showing the power system modeling data.

Base MVA 100 Shunt Compensation

Station Rating
(MVAr)

Kitwe 20

330kV Line Parameters Lumwana 20

R (p.u/km) X (p.u/km) B (p.u/km) Kansanshi 20

0.00004 0.000315 0.003708

SVCs

220kV Line Parameters Station Rating
(MVA)

R (p.u/km) X (p.u/km) B (p.u/km) Kitwe 35

0.000115 0.000682 0.001701 Luano 80

132kV Line Parameters

R (p.u/km) X (p.u/km) B (p.u/km)

0.001224 0.002365 0.000486

FROM TO km R(p.u) X(p.u) B(p.u) Voltage Level
(kV)

Rating
(MVA)

Kafue Gorge Leopards
Hill 47 0.00188 0.014805 0.174276 330 700

Kafue Gorge Kafue West 43 0.00172 0.013545 0.159444 330 700

Kariba North Leopards
Hill 123 0.00492 0.038745 0.456084 330 700

Leopards
Hill Kabwe 97 0.00388 0.030555 0.359676 330 700
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Table A4. Cont.

Kabwe Kitwe 211 0.00844 0.066465 0.782388 330 700

Kabwe Luano 247 0.00988 0.077805 0.915876 330 700

Kabwe Pensulo 298 0.01192 0.09387 1.104984 330 700

Kitwe Luano 40 0.0016 0.0126 0.14832 330 700

Kitwe Chambishi 21.5 0.00086 0.0067725 0.079722 330 700

Chambishi Luano 21.5 0.00086 0.0067725 0.079722 330 700

Luano Kansanshi 196 0.00784 0.06174 0.726768 330 700

Kansanshi Lumwana 72 0.00288 0.02268 0.266976 330 700

Kafue West Lusaka West 51 0.00204 0.016065 0.189108 330 700

Kafue West Kafue Town 3 0.00012 0.000945 0.011124 330 700

Kafue West Leopards
Hill 53 0.00212 0.016695 0.196524 330 700

VicFalls Muzuma 159 0.018285 0.108438 0.270459 220 230

Muzuma Kafue Town 189 0.021735 0.128898 0.321489 220 230

Luano Michelo 44 0.00506 0.030008 0.074844 220 375

Michelo Karavia 8 0.00092 0.005456 0.013608 220 375

Leopards
Hill Roma 28 0.034272 0.06622 0.013608 132 85

Leopards
Hill Coventry 28 0.034272 0.06622 0.013608 132 85

Roma Lusaka West 21 0.025704 0.049665 0.010206 132 85

Lusaka West Roma 21 0.025704 0.049665 0.010206 132 85

Transformers

Station Qty x(p.u) Rating Ratio

Kafue Town 1 0.185 60 220/88

Kafue Town 1 0.1707 60 330/88

Lusaka West 1 0.056 125 330/132

Leopard Hill 2 0.056 125 330/132

Kitwe 6 0.042 125 330/220

Luano 4 0.042 125 330/220
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Abstract: The operational challenge of a photovoltaic (PV) integrated system is the uncertainty
(irregularity) of the future power output. The integration and correct operation can be carried out
with accurate forecasting of the PV output power. A distinct artificial intelligence method was
employed in the present study to forecast the PV output power and investigate the accuracy using
endogenous data. Discrete wavelet transforms were used to decompose PV output power into
approximate and detailed components. The decomposed PV output was fed into an adaptive neuro-
fuzzy inference system (ANFIS) input model to forecast the short-term PV power output. Various
wavelet mother functions were also investigated, including Haar, Daubechies, Coiflets, and Symlets.
The proposed model performance was highly correlated to the input set and wavelet mother function.
The statistical performance of the wavelet-ANFIS was found to have better efficiency compared with
the ANFIS and ANN models. In addition, wavelet-ANFIS coif2 and sym4 offer the best precision
among all the studied models. The result highlights that the combination of wavelet decomposition
and the ANFIS model can be a helpful tool for accurate short-term PV output forecasting and yield
better efficiency and performance than the conventional model.

Keywords: PV forecasting; ANFIS; wavelet-ANFIS; wavelet decomposition; mother wavelet function

1. Introduction

Estimating and forecasting solar power output has played an influential and critical
role in integrated system management and the optimal operation of solar power in high-
demand periods. Therefore, this subject is of interest both to academia and to power
companies. The forecasting of upcoming events is the backbone of crisis management;
as soon as this target can be accomplished, integrated system management becomes
accessible [1]. Several published studies have proposed methods to forecast the future
power output. Exploiting each of these proposed prediction methods generally leads to
some error. Accurate prediction of PV output can provide helpful information for power
management in an integrated grid [1–3].

The booming power forecasting methods proposed for solar power systems in the last
decade can be divided into statistical, artificial intelligence, fuzzy inference, and hybrid
methods [4]. Statistical methods, for example, auto-regressive moving average and auto-
regressive integrated moving average, have been used in power system prediction [5,6].
Artificial intelligence (AI) methods can be used to minimize research costs and reduce
computing time as reliable alternative methods for forecasting the performance of complex
systems [7]. Among others, artificial intelligence methods, multilayer perceptron neural
networks [8–10], radial basis function neural networks (RBF NN) [11], physical hybrid
artificial neural networks [12], recurrent neural networks [13], deep neural networks [14],
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fuzzy logic (FL) [15] and ANFIS [16–18] have been developed to forecast the output power
of PV sources. Artificial neural network (ANN) is among the most effective techniques
to forecast solar power system output. ANN modeling of PV power forecasting has
recently been studied by researchers [19,20]. Numerous studies have demonstrated the
efficiency and robustness of the ANN approach for cases characterized with high non-
linearity and mapping function due to its effectiveness. ANN has a powerful learning
ability even with different noise levels, the ability to simplify complex functions, wide fault
tolerance, and good accomplishment for data uncertainty [19–22]. The backpropagation
learning using different variants algorithms, such as the Bayesian regularization, the scaled
conjugate gradient, and the Levenberg–Marquardt algorithms, with tremendous advantage
as mentioned above, were used in the ANN by Basurto et al. [22].

Meanwhile, fuzzy inference systems (FIS) offer more advantages than mathematical
ones. The inference operation is close to human thinking logic and can efficiently handle
complex non-linear systems. [23–25]. Moreover, FIS with a backpropagation algorithm that
is geared towards collecting input and output betters the effectiveness. The FIS modeling
and recognition toolbox creates Takagi–Sugeno fuzzy methods from data through product
space fuzzy clustering [23]. FIS has become popular in the field of engineering in the last
decade, finding a considerable variety of applications—for instance, forecasting, systems
pattern recognition, control theory, and power systems. Yona et al. [24] suggested a
fuzzy technique to forecast hourly PV-generated power. Besides the above asset, FIS can
be merged with ANN to create ANFIS [25–29]. Since Jang [25] first introduced ANFIS
in the early 1990s [25], its application in power system forecasting has become rather
recent. Different power system forecasting techniques have been developed to improve
integrated system management [26–31]. Yaïci et al. [26] highlight that ANFIS can yield
high reliability forecasting of the performance of this type of energy system. However, time
series decomposition would effectively improve the ANFIS model by obtaining usable
knowledge at various resolution levels to enhance the forecasting performance.

Research literature that uses wavelet and ANFIS to forecast PV-generated power,
setting the model input data as PV power output, has not been found during the inves-
tigation of other proposed methods. Nevertheless, various published studies in the PV
system field and other fields developed forecasting models based on the conjunction of
wavelet decomposition and ANFIS. One model uses the variability reduction index, gene
expression programming, wavelet transform, and ANFIS to assess the produced power
for a batch of PV systems spread over one square kilometer, utilizing solar irradiance data
and weather conditions [28]. Because of the irregularity and complexity of PV power,
the research model [28] yielded good forecast results, but it is not easy to improve the
prediction accuracy. Osorio et al. [29] proposed a short-term electricity market prices
forecasting model integrating wavelet transforms and ANFIS. In addition, another research
paper [30] presents a model using wavelet decomposition and ANFIS to forecast water
levels. Notwithstanding, this method [30] should not include the reconstructed wavelet.
Their accuracy should be calculated taking data after wavelet decomposition into consider-
ation. Stefenon et al. [31] showed in their study that the time-series decomposition with
wavelet transform improves the ANFIS robustness and accuracy and reduces training time.
However, they did not propose a study of the other wavelet mother functions.

As illustrated above, in many studies, numerical weather predictions (NWP), such
as temperature, relative humidity, irradiance, cloud cover, wind speed, and direction, are
utilized as input to forecast the output PV power. Besides, the numerical weather data
correlation with PV power is very low in the case study due to their low variation in the
study area. The present study proposed endogenous data (the recorded current and past
time series of the generated PV plant) as input; that is, the power generation data are
directly taken, implicitly incorporating the results of NWP. Accordingly, the PV-generated
power data cover the real situation on-site. In this study, two- and three-hours-previous
PV output data are used to forecast solar peak time output data at different time horizons
from 10 min to 60 min. The proposed idea comprises wavelet transform on the input data,
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training, and a testing stage using ANFIS. Compared to the existing literature, the main
contributions of this paper are:

• A new method of combined PV power forecasting based on the decomposition at
different resolution levels to optimize the weight determination.

• A study of different combinations of wavelet mother functions is proposed to find the
most suitable for PV power time series.

• The combination of wavelet decomposition and ANFIS would have a strong learning
ability and handle non-linear sequences regarding the chaotic and high non-linearity
PV power output.

• The use of 2 and 3 h of data each day to forecast 10 min to 60 min ahead to increase
the forecasting accuracy and reduce the computation time.

• Up to 30 shuffles are conducted to have initial random weighting and capture their
diversity for a reliable and robust proposed combination. Moreover, the reconstructed
wavelet features are used to calculate the accuracy of the proposed method.

This manuscript is organized as follows: The wavelet transforms (decomposition and
reconstruction) model is presented in Section 2; the overview of basic ANFIS methodology
is provided in Section 3; Section 4 gives an overview of the case study. In Section 5, the
forecasting results are presented with different mother wavelets, such as haar, Daubechies,
Symlets, and Coiffets wavelets, on forecasting accuracy. The discussion and conclusion are
presented in Sections 6 and 7, respectively.

2. Wavelet Transform

Generally, PV power output data can usually contain non-linear and dynamic features
in pick and fluctuations [32], which are among the principal attributes that influence
endogenous PV output power forecasting accuracy. In actual conditions, low and high-
frequency signals are included in PV power data [33], which can affect the learning process
of the artificial intelligence method. However, the outliers and behaviors at each frequency
are more easily forecasted. Accordingly, signal decomposition techniques such as wavelet
transforms can be used to forecast each frequency behavior. Consequently, the latter can
improve the PV-generated forecasting accuracy. Wavelet transform is a well-documented
effective “scalable” technique for time series data analysis with a higher time-frequency
localization. Conventionally, discrete wavelet transforms (DWT) are generally used to
increase the calculation efficiency of the prediction model. DWT of time series data can be
computed as [34]:

DWT(m,n) = 2−( m
2 )

T−1

∑
t=0

f (t)ψ
(

t − n2n

2m

)
(1)

where ψ(t), a continuous function, designates the wavelet mother function, f (t) is the
time-series function signal, and m and n are integers used to manage the wavelet dilatation
and translation, respectively. Various wavelet mother functions are available, such as
Harr, Daubechies, Symlets, Coiflets, Biorthogonal, Morlet, or Mexican Hat. The most
popular wavelet mother functions, including Haar, Daubechies (db3), Coiflets (coif2), and
Symlets (sym4), are illustrated in Figure 1.

The Mallat technique [34] is utilized as a fast-DWT method to equilibrate the wave-
length and smoothness in the current literature. This computation requires less time as it is
the least complex process of calculating the DWT. The original time-series function f (t)
signal can be reconstructed as the following [34]:

f (t) = T(t) +
M

∑
m=1

2 M−n−1

∑
n=0

DWT(m,n)2
−( m

2 )

(
t − n2n

2m

)
(2)
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the integers m and n are, respectively, in the range: 1 < m < M and 0 < n < 2 M−n − 1.
T(t) designates the approximation subsignal at the M level. A simple format of the signal
reconstruction can be computed as [34]:

f (t) = T(t)
M

∑
m=1

Wm(t) (3)

in which Wm(t) are the details subsignals that can apprehend the interpretation of the
value of small features present in the data.

Figure 1. Sample illustration of various wavelet mother functions: (a) haar, (b) db3, (c) coif2, and (d) sym4.

3. Adaptive Neuro-Fuzzy Inference System

ANFIS is an intelligent system that combines the strong points of the principles of
fuzzy logic and neural networks into a hybrid technique. ANFIS is considered as a mere
data learning algorithm that uses fuzzy logic to process data inputs into the desired output
through using strongly interconnected neural network processing elements and weighted
information connections to map inputs into output. This approach can simulate complex
non-linear mappings, and it is suitable for an accurate short-term predictions [35–37].

As illustrated in Figure 2, the ANFIS architecture uses five layers relying on Takagi–
Sugeno–Kang (TSK) rules inference system. Each layer carries out distinct functions.
There are five layers: the fuzzification layer, rule reasoning layer, normalization layer,
defuzzification layer, and output layer. The premise and consequent parameters are the
essential parameters of ANFIS. The premise parameters {αk, βk, γk} are included in the
designed membership functions of the fuzzification layer, which is the input layer of
the ANFIS network used to generate input spaces by retrieving patterns in the input
data. The consequent parameters {ρk, σk, τk} correspond to the parameter sets of the
defuzzification layer.

The premise and the consequent parameters are optimized through training. A
hybrid algorithm optimizes the parameter sets of the ANFIS forecasting system in the
proposed approach.

ANFIS is explained by assuming two input variables (z1 and z2) and a unique output
variable (ŷ). The rule illustrating the relationship associating the input, the membership
function, and the output can be expressed using the if–then TSK fuzzy rules illustrated in
the following conditional statements [25]:

if z1 is D1 and z2 is E1, then ŷ1 = ρ1z1 + σ1z2 + τ1 (4)

if z1 is D2 and z2 is E2, then ŷ2 = ρ2z1 + σ2z2 + τ2 (5)
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where D1, D2, E1 and E2 correspond to the fuzzy sets, also called linguistic labels. The
function of every layer is presented as below:

Fuzzification layer (layer 1): Each individual node is adaptive in this layer. The input
variables’ membership functions are mapped into fuzzy sets. The function is assigned to
every node as described:

L1
k = μAk (z1), for k = 1, 2 (6)

L1
k = μBk−2(z2), for k = 3, 4 (7)

where L1
k represents the output of the node kth, μAk and μBk are the membership function,

there exist various membership functions. The generalized bell function can be written as:

μAk (z1) =
1

1 +
∣∣∣ z1−γk

αk

∣∣∣2βk
0 ≤ μAk (z1) ≤ 1 (8)

where αk, βk, and γk represent premise parameters used to change the shape of the mem-
bership function.

Figure 2. Basic ANFIS diagram.

Rule layer (layer 2): Each node in the layer is shown with a non-adaptive node, labeled
as Π in Figure 2, and all the incoming signals are multiplied to compute the output:

L2
k = wk = μk(z1).μBk (z2), for k = 1, 2 (9)

where the layer 2 output is given by L2
k and wk is weight strength for the kth TSK rule.

Every node illustrates the weight strength of a rule.
Normalization layer (layer 3): the activity level of each rule is calculated by each node.

The kth node is normalized as wk. The kth rule determines the weight strength, then is
divided by the sum of all weight strength rules and can be computed by:

L3
k = wk =

wk
w1 + w2

, for k = 1, 2 (10)

where L3
k stands for the layer 3 output and wk the normalized weight strength.

Defuzzification layer (layer 4): The nodes of this layer are adaptable. This layer
function attributes to a single node the contribution of the kth rule inference to the fifth
layer. L4

k is computed as the defuzzification layer output using the consequent parameters
and is defined as:

L4
k = wkŷk = wk(ρkz1 + σkz2 + τk) (11)
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Output layer (layer 5): Only one fixed node composes this layer. The whole output is
computed by the sum of the arriving signals from the previous layer as:

ŷ = L5
k = ∑

k
wkŷk =

(
∑
k

wkŷk

)
/

(
∑
k

wk

)
(12)

4. Case Study

In power systems, for enhancing the grid performance, its stability should be guar-
anteed at all costs. To achieve grid stability, the appropriate scheduling of the spinning
reserves and demand response is vital. With the increase in the adoption of PV as a source
of energy, its intermittent nature may impact grid stability. There is a need to design
forecasting models with good accuracy in forecasting the PV output power to mitigate
issues with the grid stability and make PV a reliable energy source. This study used all-year
solar power output data from 2017 to 2020, averaging the values for 10 min interval data.
The data used for the current study were recorded at a solar power plant close to Taichung
in the middle of Taiwan. The first 900 days’ measurement data were employed as input
training data, and the last 185 last days’ data were employed to assess the trained model.
The model has been designed to forecast 10 min, 30 min, and 60 min ahead each day during
PV generation peak time.

The proposed forecasting algorithm consists of two parts. In the first part, the input
dataset of ANFIS training data are decomposed using DWT. At that point, the function
operated to decompose the training dataset is applied to the test dataset for test data
decomposition. The study has also investigated the accuracy of well-known wavelet
mother functions. A statistical study of different wavelet mother functions is conducted to
evaluate each function’s performance, including haar, db2, db3, db5, db8, coif1, coif2, coif3,
coif5, sym4, sym6, and sym8.

The second part corresponds to the training and testing steps using ANFIS. Before
developing the model, the optimal selection of input model numbers is essential because
it can significantly reduce the computational time and cost. Two different input pattern
numbers are presented in this work. The main settings of the ANFIS network include
the types of input and the output membership function, the number of input and output
membership functions, the number of iterations (epochs), and optimization methods such
as hybrid learning.

The MATLAB toolbox is used to generate the ANFIS model for the studied data. The
resulting equation of each rule is obtained by applying the linear least square assessment.
Fuzzy c-means (fcm) was employed as a data clustering technique. Every data point is
incumbent to a cluster and determined by membership level. The number of clusters has
been set to 12, with 4 partition matrix exponents in 0.01 steps. First, the optimal dataset
is carried out so that the generation of the initial FIS becomes possible. In this study, a
maximum of 200 epochs has been used to achieve accurate prediction.

The training data were trained to determine the parameters of the TSK-type FIS build
on the hybrid learning algorithm, which comprises the integration of the least square
estimator and backpropagation gradient descent, as described by Table 1. After the training
stage, the developed forecasting models were performed, and the efficiency was calculated
with different evaluation criteria. The architecture of the ANFIS model developed is
presented in Figure 3, with n inputs (k = 12 or k = 18), 1 output (ŷ), and 12 fuzzy rules
(r = 12). When k = 12, the inputs represent every 10 min PV generated data of the last 2 h;
meanwhile, k = 18 employs the last 3 h of data. The 12 conditional statements are used
as a rule-base. The output (ŷi) gives the forecasted value of PV power. Data for the same
training period are used to forecast the coming 10 min, 30 min, and 60 min of each day. That
is, using 2- or 3 h data to train the model (from 9 am to 11 am or 8 am to 11 am in other words
t − 12, and t − 18, separately) and forecast 11:10 (t + 1), 11:30 (t + 3), and 12:00 (t + 6) PV
power. The training and testing flowchart are, respectively summarized in Figures 4 and 5.
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The asterisk (*) in Figure 5 indicates that the test dataset wavelet transforms are acquired
by applying the wavelet transform function used to decompose the training dataset.

Table 1. The hybrid learning methodology for ANFIS.

Forward Backward

αk, βk, γk Fixed Gradient Descent
ρk, σk, τk Least-squares estimator Fixed
Signals Node outputs Error signals

Figure 3. The proposed idea for ANFIS architecture.

Figure 4. Wavelet-ANFIS training flowchart.
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Figure 5. Wavelet-ANFIS testing flowchart. The asterisk (*) indicates that the test dataset wavelet
transforms are acquired by applying the wavelet transform function used to decompose the train-
ing dataset.

The same datasets were used for an ANN model as a comparison to establish the
effectiveness of the current idea. The ANN model’s input pattern contained 12 or 16 inputs.
The output layer was designed to forecast the power output value as described above for
the ANFIS model.

5. Results

5.1. Forecasting Accuracy Evaluation

Various standard error metrics were exercised to evaluate the proposed PV output
power prediction strategy. The actual and forecast sequence are represented, respectively,
by

.
yi and ŷi with N time steps. yi represents the maximum recorded PV power in the

test dataset. Normalize root means square error (nRMSE (%)), mean absolute percentage
error (MAPE (%)), means absolute error (MAE (kWh)), root mean square error (RMSE
(kWh)), and the standard deviation (STD (kWh) criteria are used to assess the accuracy of
the different forecasting model. The metrics mentioned above are computed as below:

nRMSE(%) =

√√√√ 1
N

N

∑
i=1

∣∣∣∣ .
yi − ŷi

yi

∣∣∣∣2 × 100% (13)

MAPE(%) =
1
N

N

∑
i=1

∣∣∣∣ .
yi − ŷi

yi

∣∣∣∣× 100% (14)
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MAE(kWh) =
1
N

N

∑
i=1

∣∣ .
yi − ŷi

∣∣ (15)

RMSE(kWh) =

√√√√ 1
N

N

∑
i=1

( .
yi − ŷi

)2 (16)

STD(kWh) =

√√√√ 1
N − 1

N

∑
i=1

( .
yi − ŷi

)2 (17)

5.2. Wavelet Study Results

The performance of the wavelet-ANFIS model for various wavelets mother functions
for the input datasets is computed. Figure 6 shows the PV output of the original in blue
compared with the wavelet output with different mother functions (Haar, Daubechies(db3),
coiflets (coif2), and symlets (sym4)). Table 2 shows the forecasting result with different
wavelet mother functions. It is discernible from Table 2 that wavelet-ANFIS models using
coif2, sym4, and sym6 were more highly accurate than the other mother wavelets. The
wavelet-ANFIS models with sym4 gave the highest efficiency in an overall view, indicating
that wavelet decomposition utilizing the mother wavelet, sym4, can noticeably enhance
ANFIS forecasting models’ accuracy compared with other mother wavelets functions. It
should be mentioned that the value of Table 2 is the average value computed from 30-time
differently shuffled data points to have a strong comparison.

5.3. Forecasting Results

The forecasting evaluation analysis was performed by analyzing the results using the
forecasting accuracy evaluation metrics mentioned in Section 5.1.

All the mother wavelets described previously have been computed, and the subse-
quent outcomes are presented in Table 2. It is essential to mention that after the forecasting
output is obtained, the reconstitution function (2) is used to reconstruct the output. The
forecasting error is computed with

.
yi, which represents the original value of the PV power

output before the wavelet decomposition.

Figure 6. The original PV power output and different wavelet mother functions.
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Table 2. Different wavelet-ANFIS with mother function performance.

12 Input Patterns 18 Input Patterns

Forecasting Time

RMSE (kWh) 10 Min 30 Min 60 Min 10 Min 30 Min 60 Min

W
av

el
et

m
ot

he
r

fu
nc

ti
on

Haar 3.5965 × 10−4 3.8168 × 10−4 3.9033 × 10−3 3.7218 × 10−3 4.3430 × 10−3 5.9257 × 10−3

db2 2.3432 × 10−4 2.5778 × 10−4 2.7985 × 10−4 1.6028 × 10−4 2.1587 × 10−4 3.1221 × 10−4

db3 2.2701 × 10−4 2.2992 × 10−4 2.5655 × 10−4 1.5331 × 10−4 2.0677 × 10−4 2.1517 × 10−4

db5 1.9905 × 10−4 2.1077 × 10−4 2.3834 × 10−4 1.7060 × 10−4 1.8702 × 10−4 2.5660 × 10−4

db8 2.2789 × 10−4 2.8417 × 10−4 2.9929 × 10−4 1.5424 × 10−4 1.9433 × 10−4 2.9495 × 10−4

coif1 2.1413 × 10−4 2.3070 × 10−4 2.3842 × 10−4 1.7586 × 10−4 2.0476 × 10−4 2.3773 × 10−4

coif2 1.8734 × 10−4 2.1022 × 10−4 2.2619 × 10−4 2.1707 × 10−4 2.4265 × 10−4 2.7823 × 10−4

coif3 2.1759 × 10−4 2.3643 × 10−4 2.4524 × 10−4 1.7536 × 10−4 2.3334 × 10−4 2.8807 × 10−4

coif5 2.3467 × 10−4 2.8025 × 10−4 3.2647 × 10−4 2.1136 × 10−4 2.7625 × 10−4 3.3846 × 10−4

sym4 2.2402 × 10−4 2.3770 × 10−4 2.7530 × 10−4 1.5365 × 10−4 1.8049 × 10−4 2.1273 × 10−4

sym6 2.6657 × 10−4 2.8111 × 10−4 2.9734 × 10−4 1.4681 × 10−4 2.2755 × 10−4 2.5019 × 10−4

sym8 2.0610 × 10−4 2.4349 × 10−4 3.1602 × 10−4 1.9454 × 10−4 2.1813 × 10−4 2.9410 × 10−4

Different forecasting methods have been completed. Firstly, wavelet-ANFIS was de-
vised to show the effectiveness of wavelet decomposition. The decomposition significantly
improves the efficiency of the forecasting method. The same forecasting cases were than
conducted with ANFIS without wavelet decomposition. The statistical performance has
likewise been computed with the ANN forecasting model. The ANN and ANFIS model
have similar input patterns. They have inputs in the range of 12 and 18, an additional
2 hidden layers with 20 nodes at each hidden layer, and one output. The Bayesian regular-
ization algorithm of the backpropagation method is used to update the weighting value.
The maximum iteration epochs are equal to 800.

Table 3 gives the comparison of wavelet-ANFIS, ANFIS, and ANN models of the
different prediction scenarios. Up to 30 scenarios are conducted for each forecasting method
to randomize the initial weight. Each scenario is obtained by shuffling the available data to
capture their diversity for a reliable and robust comparison. The average value of all cases
RMSE is illustrated in Table 2. Table 3 summarized all evaluation criteria (nRMSE, MAPE,
MAE, RMSE, and STD) of the wavelet-ANFIS, ANFIS, and ANN model.

Table 3. The performance of the Wavelet-ANFIS compared with ANFIS and ANN model.

12 Input Patterns 18 Input Patterns

Inputs
Forecasting

Time
nRMSE

(%)
MAPE

(%)
MAE

(kWh)
RMSE
(kWh)

STD
(kWh)

nRMSE
(%)

MAPE
(%)

MAE
(kWh)

RMSE
(kWh)

STD
(kWh)

Wavelet-
ANFIS

10 min 4.4604
× 10−3

2.4436
× 10−3

1.0263
× 10−4

1.8734
× 10−4

1.8718
× 10−4

3.4954
× 10−3

1.8751
× 10−3

7.8754
× 10−5

1.4681
× 10−4

1.4681
× 10−4

30 min 5.0183
× 10−3

2.8624
× 10−3

1.2022
× 10−4

2.1077
× 10−4

2.1048
× 10−4

4.2973
× 10−3

2.2672
× 10−3

9.5222
× 10−5

1.8049
× 10−4

1.8049
× 10−4

60 min 5.3727
× 10−3

3.0646
× 10−3

1.2871
× 10−4

2.2565
× 10−4

2.2550
× 10−4

5.0651
× 10−3

2.6137
× 10−3

1.0977
× 10−4

2.1273
× 10−4

2.1273
× 10−4

ANFIS

10 min 1.5059
× 10−2

8.7031
× 10−3

3.6553
× 10−4

6.3248
× 10−4

6.3196
× 10−4

1.3616
× 10−2

6.5940
× 10−3

2.7695
× 10−4

5.7185
× 10−4

5.7216
× 10−4

30 min 2.0272
× 10−2

1.2034
× 10−2

5.0543
× 10−4

8.5144
× 10−4

8.5028
× 10−4

1.5735
× 10−2

7.3180
× 10−3

3.0736
× 10−4

6.6085
× 10−4

6.6011
× 10−4

60 min 2.5262
× 10−2

1.4211
× 10−2

5.9684
× 10−4

1.0610
× 10−3

1.0603
× 10−3

2.3642
× 10−2

1.1736
× 10−2

4.9290
× 10−4

9.9294
× 10−4

9.9184
× 10−4

ANN

10 min 3.8131
× 10−2

2.9975
× 10−2

1.2589
× 10−3

1.6015
× 10−3

1.6065
× 10−3 0.49695 0.35041 1.4717

× 10−2
2.0872
× 10−2

1.8214
× 10−2

30 min 4.6381
× 10−2

3.7486
× 10−2

1.5744
× 10−3

1.9480
× 10−3

1.9539
× 10−3 0.52487 0.36033 1.5134

× 10−2
2.2045
× 10−2

1.8964
× 10−2

60 min 5.4582
× 10−2

3.9186
× 10−2

1.6458
× 10−3

2.2924
× 10−3

2.2951
× 10−3 1.0199 0.71746 3.0133

× 10−2
4.2837
× 10−2

3.8449
× 10−2

118



Mathematics 2021, 9, 2438

6. Discussion

The model simulation results for different wavelet decomposition mother functions
and two different input patterns are listed in Table 2. All the examinations are estimated
by the index RMSE (kWh) defined in (13). One can observe that the mother function
coif2 yielded the highest efficiency among mother wavelets in the forecasting model with
12 input patterns. Regarding the 18 input patterns, the sym4 yielded the lowest amount
of forecasting errors in the overall view. Nevertheless, for the 10 min forecasting, sym6
yielded the lowest number of errors, followed by the sym4 wavelet model.

Furthermore, Table 2 also indicates that the best accuracy of 10, 30, and 60 min PV
power forecasting are obtained with 18 input patterns. Meanwhile, the comparison in
Table 2 demonstrates that DWT decomposition computing mother wavelets, coif2, sym4,
and sym6 can considerably increase ANFIS models’ effectiveness compared with the
ANN one.

The comparisons between the forecasts obtained using wavelet-ANFIS, the ANFIS,
and ANN are listed in Table 3. The maximums forecasting RMSE are obtained for 60 min,
2.2565 × 10−4, 1.0610 × 10−3, and 2.2924 × 10−3 kWh for the wavelet-ANFIS, ANFIS, ANN
model, respectively. In other words, the maximum forecasting error of the ANN model was
about 10.16 and 4.70 times higher than the wavelet-ANFIS and ANFIS model, separately.
Such results show that the wavelet-ANFIS and ANFIS models have better performance
in PV output forecasting. In addition, the MAPE, MAE, and nRMSE wavelet-ANFIS and
ANFIS led to better efficiency compared with the ANN prediction model in all of the
forecasting scenarios presented in this paper. The results in Table 3 are the average of
30 different shuffles, and it can be concluded that in the short-term, forecasting the PV
power using the ANFIS model is more efficient than doing so using the ANN.

For more investigation, the comparison between wavelet-ANFIS and ANFIS that
is presented in Table 3 indicates that the 10, 30, and 60 min for the ANFIS model with
12 input patterns forecasting RMSE are, respectively, equal to 6.3196 × 10−4, 8.5144 × 10−4,
and 1.0610 × 10−3 kWh, which are about 3.38, 4.04, and 4.70 times higher than the wavelet-
model, separately. Meanwhile, the RMSE for the previous scenarios with 18 input patterns
using the ANFIS model yielded, respectively, results about 3.90, 3.66, and 4.67 times the
RMSE higher than the wavelet-ANFIS model RMSE for the exact same scenarios. From
Figure 7, which illustrates the error distribution of the ANFIS and wavelet-ANFIS model,
it can be observed that the 10, 30, and 60 min forecasts using wavelet-ANFIS model have
more error-index computations in (18) close to zero.

error(kWh) =
.

yi − ŷi (18)

In summary, from Tables 2 and 3 and Figure 7, the models using wavelet components
used by DWT as inputs can result in greater efficiency than the ANFIS models without
wavelet transforms. It can be concluded that the forecasts using the wavelet-ANFIS models
are closer to the actual PV power output values than those with the ANFIS and the ANN
models. Such a result indicates that the wavelet decomposition has the capacity to enhance
the effectiveness of the ANFIS forecasting PV power models.
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Figure 7. The error distribution of wavelet-ANFIS and ANFIS with 18 input patterns: (a) 10 min
ahead forecasting using wavelet-ANFIS model; (b) 10 min ahead using ANFIS model; (c) 30 min
ahead forecasting using wavelet-ANFIS model; (d) 30 min ahead using ANFIS model; (e) 60 min
ahead forecasting using wavelet-ANFIS model; (f) 60 min ahead using the ANFIS model.

7. Conclusions

An extensive study on applying the wavelet-ANFIS method for PV output forecasting
is presented in this paper. The specific aims are to develop and evaluate a properly
endogenous method for PV output forecasting in Taiwan. In this work, we compared
wavelet-ANFIS, ANFIS, and ANN based on miscellaneous performance indexes, including
RMSE, nRMSE, MAE, MAPE and standard deviation. The results highlight that ANFIS
obtains better results than the ANN model. Furthermore, the wavelet-ANFIS model yields
a better accuracy in the PV output power than the ANFIS model and the ANN model.
Comparison of the wavelet-based model shows that wavelet-ANFIS-coif2 and sym4 yield
better performance than all other mother functions when the last 2 and 3 h of generated
PV power are used as the input of the proposed model, separately. The wavelet-ANFIS
model used the last 3 h of data sym4 decomposed to yield the best overall accuracy for 10,
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30, and 60 min ahead of PV power. All the same, forecasting ahead by 60 min has yielded
high accuracy. The outcomes of this research demonstrate that the conjunction of DWT
decomposition and the ANFIS model could meaningfully better the reliability of models
used in the short-term forecasting of PV output power. The results achieved in this paper
demonstrate that the connective forecast with discrete wavelet decomposition and ANFIS
could be an outstanding tool for the short-term forecasting of PV output power.
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Abstract: The continued use of fossil fuels is contributing to severe environmental pollution and
the establishment of an abnormal climate; consequently, alternative renewable energy sources are
being actively investigated worldwide. Further, following global trends, numerous countermeasures
aimed at improving carbon neutrality, promoting sustainable agriculture, and reducing fossil fuel
dependence are being implemented in the Republic of Korea. Therefore, this study was conducted to
investigate the application of renewable energies for greenhouse heating in the Republic of Korea.
Three hybrid systems, numbered 1–3, were constructed using a pellet boiler, hydrothermal heat
pump, and solar heat collection system, respectively. Thereafter, the heating performance, combined
heat efficiency, energy consumption per temperature lifting, and energy cost per temperature lifting
of the systems were compared. The combined thermal efficiency results showed no significant
differences. However, in terms of energy consumption and cost, hybrid system 1 demonstrated 25.7
and 24.1% savings, respectively, compared with the other systems. Moreover, based on economic
analysis via the net present value and life cycle cost analysis methods, the system reduced costs by
29.2 and 27.7%, respectively, compared with conventional fossil fuel boilers. Thus, hybrid system 1
was identified as the most economical system.

Keywords: hydrothermal heat pump; pellet boiler; solar heat collection; hybrid heating system;
greenhouse

1. Introduction

Carbon emissions are a global concern, and countermeasures to combat this issue are
being implemented globally. Numerous international treaties, such as the United Nations
Framework Convention on Climate Change, Kyoto Protocol, and Paris Agreement, aim
to reduce greenhouse gas emissions worldwide. Accordingly, most advanced countries
have set targets to achieve carbon neutrality by 2050 [1–6]. The increased focus on carbon
neutrality has prompted extensive research on new and renewable energy technologies. For
example, to actively participate in pollution reduction and voluntarily reduce estimated
carbon emissions by 37% by 2030, the Republic of Korea (ROK) announced the “2030
Greenhouse Gas Reduction Roadmap” in 2018 [7]. The roadmap included fixed targets
for greenhouse gas emission reduction for each industrial sector. For the agricultural
sector in particular, the target was to reduce total carbon emissions by 1%. The Energy
Consumption Survey conducted in the ROK in 2017 revealed that the fossil fuel dependence
of the agriculture, forestry, and fishery sectors was 97.5% [8]. Moreover, the use of fossil
fuels in heating systems and in powering agricultural equipment accounted for 53.4% of
all the energy consumption associated with the agricultural sector [9]. Accordingly, the
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ROK is promoting the “Agricultural New and Renewable Energy Utilization Efficiency
Project” to accelerate the utilization of new and renewable energy sources as well as
energy-saving technologies.

In accordance with this project, heating systems using pellet boilers and geothermal
heat pumps are being supplied to farms in the ROK. However, several post-installation
problems are associated with these thermal energy supply systems. On the one hand,
pellet boilers are difficult to maintain and have fluctuating operational costs because of
variations in the cost of the wood pellets that are used as fuel [10–14]. Consequently,
some farmers revert to using fossil fuel boilers. On the other hand, hydrothermal heat
pumps are known to have high thermal efficiency and high heat source stability in the ROK
(Republic of Korea) compared with those of air heat source pumps [15,16]. Specifically, the
hydrothermal heat pumps that are supplied to farmers under the project primarily use
groundwater as a heat source. However, the supply of heat, in this case, is unstable, as it
depends on the amount of groundwater available [17,18]. Moreover, hydrothermal heat
pumps require exorbitant initial investment costs.

Owing to these issues, farmers are hesitant to rely on alternative energy sources, and
the utilization of new and renewable energy in greenhouses has remained unsuccessful.

First of all, domestic and foreign papers that applied pellet boilers to greenhouse
heating include the following. Carlo Bibbiani et al. (2016) [12] judged the applicability of
boilers using fossil fuels and wood fuels for greenhouse heating. In the Italian peninsula, the
electric power energy load was estimated at 30 W/m2 (south) to 175 W/m2 (northern), but
it was estimated to be 75,362.4–1,967,796 kW/m2·yr depending on the outside temperature.
The flue gas produced by the boiler contains a large amount of CO2, so recycling it has
the advantage of leading to increased plant production, but biomass boilers emit more
NOx, SOx, VOC, PM, and ash than fossil fuels. There are disadvantages. When using a
scrubber and flue gas control device, it is possible to use a more stable wood pellet boiler,
and considering this, it is highly valuable to replace with a wood biomass boiler in the case
of 5–100 €/m2 depending on the greenhouse area. Kang et al. (2013) [19] designed and
manufactured a wood pellet boiler to obtain basic data for practical application of a wood
pellet boiler system for greenhouse heating. In order to estimate the heating efficiency
according to the change in heat capacity of 75,000, 100,000, and 120,000 kcal/h, the heating
efficiency test was performed by controlling the amount of air flowing into the wood
pellets and burner. The thermal efficiencies of 75,000, 100,000, and 120,000 kcal/h were
80.2%, 84.2%, and 81.6%, respectively, and the highest thermal efficiency was reported at
100,000 kcal/h.

Second, there are countless papers on greenhouse heating using a heat pump, but
the following studies using solar heat as an auxiliary heat source are typical for heating
systems that form a heat pump and a hybrid system. Hassanien et al. (2018) [20] studied
a heat pump system using a vacuum tube type solar collector as an auxiliary heat source
for greenhouse heating. The internal temperature for heating was set at 14 ◦C, and it
was possible to cover 62%, 40%, and 78% of the required heating load in October, March,
and April, respectively. In addition, the thermal efficiency of the vacuum tube type solar
collector was 0.49 and the COP of the heat pump was 4.24. However, in January, the
required heating load could not be fully met, and it was judged that it was due to heat
loss in the thermal storage tank. Kwon et al. (2013) [21] developed a system that improves
the performance of a heat pump by selectively using solar surplus heat and external air
heat in the greenhouse as heat sources, and reduces carbon dioxide fertilization costs by
delaying greenhouse ventilation. Using this system, the heating performance coefficient
in the internal circulation mode was about 3.35, which was improved compared to 2.46
in the night external circulation mode and 2.67 in the daytime external circulation mode.
However, as the greenhouse was operated without ventilation, the light transmittance
was only 62% due to excessive moisture and moisture condensation. In a horticultural
environment, light transmittance is the most important factor. It was mentioned that the
part showing the effect of decreasing light transmittance is considered to have room for
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improvement. As such, research on a heat pump system using a pellet boiler or solar heat
as an auxiliary heat source has been conducted in Korea and around the world. However, it
was limited to judging the suitability or application of greenhouse heating using renewable
energy. Therefore, this study was intended to study the continuous use of greenhouse
heating using renewable energy or a new hybrid system.

The aforementioned solar thermal system acts as an excellent heat source under
moderate climatic conditions [22]; however, its application in agriculture is challenging
because of the limited land area that can be used for agriculture in the ROK. In addition,
the economic feasibility of applying the solar heat collection system to agriculture without
government subsidies in Korea is limited [23]. Additionally, studies on the application of
solar heat in agriculture in the ROK are scarce; information regarding its performance and
economic properties as a renewable energy source in agriculture is lacking.

Therefore, to ensure the use of renewable energy for heating greenhouses in ROK,
this study was conducted to construct hybrid systems using new and renewable energies
and to test the applicability of these systems in agriculture in the ROK. Further, based on
multilateral comparative analyses and economic analyses of greenhouse heating, the most
suitable system was identified.

2. Materials and Methods

2.1. Greenhouse Design

A glass greenhouse with an area of approximately 90 m2 at Kangwon University in
Chuncheon-si, Gangwon-do, Korea was selected in this study. This greenhouse, which
is equipped with an insulating curtain as well as ventilation facilities, features a double
structure with an additional internal greenhouse. The experiments were conducted with
the internal greenhouse closed. The floor area of the internal greenhouse and the covering
area was 68.37 and 121.44 m2, respectively. The heating load of the experimental system
was calculated based on these areas, and the capacity of each piece of equipment used in
the heating system was also selected in consideration of these areas (Figure 1).

 
(a) 

Figure 1. Cont.

125



Energies 2021, 14, 6603

(b) 

Figure 1. Greenhouse overview. (a) Photo of experimental greenhouse, and (b) Heating device installation overview.

2.2. Thermal Energy Supply Systems

The thermal energy supply systems tested in the greenhouse included a 20,000 kcal/h-
class pellet boiler (KN-23D, Kyuwon Tech, Gyeongsan, Korea), a 3RT-class hydrothermal
heat pump (3RT, Inergy Technologies, Gwangsan-gu, Korea), and a 4.04 m2 solar heat
collecting plate with a heat collection capacity of 2230 kcal/m2·day. Three hybrid systems
were designed using these systems. The thermal energy supply device comprised a fan coil
unit and a tube rail. Hybrid system 1 consisted of a hydrothermal heat pump system with a
pellet boiler as the heat source. In hybrid system 2, a pellet boiler was used as the main heat
source, and a solar collector was used as an auxiliary heat source for the heat storage tank.
Hybrid system 3 consisted of a heat pump system that included all the heating systems,
with a pellet boiler and a solar panel as the main heat source and the auxiliary heat source,
respectively. The combined heating system is as shown in Figure 2.
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Figure 2. Schematic diagram of the combined heating system.

2.3. Data Measurement

In this study, a thermocouple (GTPK-02-17, GILTRON, Seoul, Korea), sensor-type
flowmeter (VVX25, SIKA Dr. Siebert & Kore GmbH & Co., Kaufungen, Germany),
and turbine-type flowmeter (VTH40, SIKA Dr. Siebert & KGmb GmbH & Co., Baden-
Wüttemberg, Germany) were used for data collection. The data were recorded using a data
logger (GL840, GRAPHTEC Co., Tokyo, Japan), and the heat energy transfer amount was
calculated by measuring the temperature and flow rate in each closed-loop system. A load-
cell scale (HPS-300A, CAS Co., Seoul, Korea), an integrated watt-hour meter (LD3410DRM-
080, LS ELECTRIC Co., Seoul, Korea), and a solar radiation meter (Li-200R LI-COR, Inc.,
Lincoln, NE, USA) were used to determine the amount of input energy. For the pellet boiler,
hydrothermal heat pump, and solar heating system, the input energy was the consumption
of the pellets as fuel, power consumption by the compressor, and the amount of collected
solar heat, respectively. The amount of input energy was measured before heating started
at 17:00, which was the standard time when the experiments commenced each day. In the
experimental groups involving solar heat, the input energy was measured every day from
15:00 to noon the next day, excluding three hours (12:00–15:00) for solar heat storage. To
calculate the coefficient of performance (COP) of the heat pump, the amount of instanta-
neous power was measured using a power analyzer (DW-6092, LUTRON ELECTRONIC
ENTERPRISE C, Taipei, Taiwan).

2.4. Auto Control System

The automatic control system used in this study was the Farmos program (JINONG
Co., Ltd., An-yang, Korea). This automatic control system allows communication between
mobile devices and PCs, making it possible to check the operation status of various
actuators, including the main heating pump, and to set manual and automatic operations.
The control logic was configured such that the main heating pump and heat source supply
pump could detect the temperature of the heat storage tank and the heat source tank, and
accordingly set the lower and upper temperature ranges required to attain the required
temperature range.

2.5. Overview of Experiments

Experiments using hybrid system 1 were conducted from 2 to 4 March 2020, and
experiments using hybrid systems 2 and 3 were conducted from 12 to 17 November 2020.
The heating water temperature was 55 ◦C, which is the maximum discharge temperature of
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the heat pump that was used in the experiment. In hybrid systems 1 and 3, the heat source
temperature was set to 20–25 ◦C. The reference heating temperature of the greenhouse
was based on melon, which requires a nighttime growth temperature of 18–22 ◦C and is
considered a high-temperature crop compared with other crops that are grown in Korea.
Further, all the experiments were conducted via automatic control based on the control
logic of the designed test method and were based on the on/off control of the thermal
energy supply device.

2.6. Experimental Methods
2.6.1. Hybrid System 1

The overview and control logic corresponding to hybrid system 1 are shown in
Figures 3 and 4, respectively. Specifically, the operation of hybrid system 1, which enabled
the detection of the temperature of the heat source tank, heat storage tank, and greenhouse,
began after the set temperatures of the heat source tank and the heat storage tank were
achieved and maintained before 17:00. The detected room temperature was used as
input for the control logic, which determines the presence or absence of heating. To heat
the greenhouse, energy was released from the heat storage tank; hence, its temperature
decreased. The operation of the hydrothermal heat pump supplemented the heat from the
heat storage tank based on the measured temperature of the heat storage tank. Once the
temperature of the heat source tank reached the lower limit of the temperature range of
the heat source, the pellet boiler was then utilized as a heat source and was operated by
controlling it between the circulation pump and the heat source tank. Thus, the control logic
was implemented during the realization of the experiment. Further, the daily experiments
were concluded at the same time as that of the energy input check, which was performed
at 17:00 the next day.

Figure 3. Schematic of hybrid system 1.
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Figure 4. Control logic of hybrid system 1.

2.6.2. Hybrid System 2

The overview and control logic of hybrid system 2 are shown in Figures 5 and 6,
respectively. The experiment involving hybrid system 2 commenced at sunrise with the
determination of the solar radiation. When the temperature of the circulating water inside
the collector reached approximately 60–70 ◦C, the circulation pump between the heat
exchanger and heat storage tank was operated to collect solar heat. This process continued
until approximately 15:00. Further, the system continuously checked whether the heating
temperature varied within the fixed range by measuring the temperature of the internal
greenhouse. Heating was activated when the ambient temperature fell below the lower
limit of the range. Continuous heating was performed up to the upper limit temperature of
the set temperature range, and once it was determined that heating was not required, the
system ceased heating activity. The collected solar heat served as an auxiliary heat source
and supplemented the heat lost from the heat storage tank during the day. Additionally,
the collected solar heat was used to increase the temperature of the heat storage tank to
more than 55 ◦C, which represents the standard temperature for heating water, when the
solar radiation intensity was high.
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Figure 5. Schematic of hybrid system 2.

Figure 6. Control logic of hybrid system 2.

2.6.3. Hybrid System 3

The overview and control logic of hybrid system 3 are shown in Figures 7 and 8,
respectively. The operation of hybrid system 3 was based on the experimental method
corresponding to hybrid system 1, with an additional solar thermal collection system. In
this system, heat storage was initiated when more than a certain amount of solar radiation
was detected after sunrise. Further, the heat storage process lasted from approximately
12:00 to 15:00, and once the temperature fell below the required value at 17:00, heating was
initiated, with the stored solar heat utilized first. The subsequent methodology was similar
to that corresponding to hybrid system 1.
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Figure 7. Schematic of hybrid system 3.

Figure 8. Control logic of hybrid system 3.

2.7. Analysis
2.7.1. Thermal Energy Calculation

Heat transfer was calculated to obtain the thermal efficiency of the different hybrid
systems. The amount of heat transferred was calculated using the temperature difference
(ΔT), flow rate (m), and specific heat capacity of water (Cp) obtained from each closed-loop
system. The calculation was performed according to Equation (1).

Q = ΔT × m × Cp × 3600, (1)

where Q represents the total caloric energy (kcal/h), ΔT represents the temperature
difference in in/out water (◦C), m represents mass flow (kg/s), and Cp represents the
specific heat capacity of water (kcal/kg·◦C).
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2.7.2. Determination of the Coefficient of Performance of the Heat Pump

The unit coefficient of performance (COP) was calculated by dividing the amount of
heat transferred (kcal/h) from the heat pump to the heat storage tank (Qhst, Qheat storage tank)
because of compressor power consumption (Pcpc, Pcompressor power consumption). The calcula-
tion was conducted by converting the amount of heat transferred into kilowatts-per-hour
or converting the power consumption of the compressor into kilocalories-per-hour.

COP =
Qhst
Pcpc

(2)

2.7.3. Energy Consumption and Cost Analysis

Energy consumption and energy cost are essential factors for the comparative analysis
of the developed hybrid systems. Energy consumption was also used to calculate the
efficiency of the combined thermal systems. The energy consumption of the individual
systems was determined as pellet consumption, power consumption, and solar heat collec-
tion. Specifically, pellet consumption was calculated by multiplying the daily consumption
amount (kg), which was obtained using a scale (HPS-300A, CAS Co., Ltd., Yang Ju, Korea),
by the low-level heating amount (kcal/kg) of the pellet. Power consumption (kcal/h) was
calculated by multiplying the amount of electricity measured using a watt-hour meter
with a unit conversion factor, and solar heat collection was calculated by multiplying the
solar heat collector efficiency by the solar radiation measured using an insolation meter
(Equation (3)).

Etotal = (Pellet consumption × LHV) + (Power consumption × UCF) + (insolation × η), (3)

where Etotal represents total energy consumption (kcal), LHV represents the lower heating
value (kcal/kg), UCF is the unit conversion factor (power to calories), and η represents
solar collector efficiency.

The energy consumption cost was calculated based on pellet and power consumption.
The standard price per unit energy was based on the wood pellet unit price (0.31 USD/kg)
as announced by the Korea Forest Service in June 2019 and the Korea Electric Power
Corporation (KEPCO) electricity bill calculation table (0.042 USD/kWh). The energy
consumption cost, based on energy consumption and energy cost, was calculated according
to Equation (4).

EPtotal = (Pellet consumption × PP) + (Power consumption × EC), (4)

where EPtotal represents energy consumption cost, (USD, $), PP represents pellet cost,
(USD/kg), and EC represents electricity charge (USD/kWh).

2.7.4. Combined Thermal Efficiency Analysis

The combined thermal efficiencies of the different hybrid systems were calculated
to compare and identify the system with optimal thermal efficiency. The calculations
were performed according to Equation (5), which considers the total energy consumption
corresponding to each system (Einput) and the amount of heat transferred to the heat storage
tank (Eouput).

ηcombined =
Eoutput

Einput
, (5)

where Eoutput represents energy transferred to the heat storage tank, and Einput represents
the input energy (pellet consumption, power consumption, and solar heat collection).

2.8. Economic Analysis
2.8.1. Heating Load Calculation

The total cost incurred by each system over 10 years can be predicted by dividing
the total energy required for 10 years, which was calculated based on the heating load, by
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the energy cost per unit energy. Specifically, the heating load was calculated according to
Equation (6), while the cover area heat flux, ventilation area heat flux, and floor area heat
flux were calculated using Equations (7)–(9), respectively [24].

Qg = Ag × [qt + qv] + As × qs × f w (6)

qt = ht × (Ts − Ta)× (1 − f r) (7)

qv = hv × (Ts − Ta) (8)

qs = hs × (Ts − Ta) (9)

The different parameters in these equations are defined in Table 1.

Table 1. Factors required for the calculation of the heating load.

Parameter Definition Unit

Qg Maximum heating load kcal/h

Ag Covered area of a greenhouse m2

As Floor area of a greenhouse m2

qt Transmission heat load
for unit covered area of the greenhouse kcal/m2

qv Ventilation heat load
for unit covered area of the greenhouse kcal/m2

qs Ground heat transfer load
for unit covered area of the greenhouse kcal/m2

fw Correction factor according to wind velocity -

ht Thermal perfusion ratio 4.50 kcal/m2·h·◦C

Ts Greenhouse inside set temperature ◦C

Ta Set ambient air temperature ◦C

Tg Ground temperature ◦C

Sf Safety factor 1.2 -

fr Reduction rate of heating cover 0.71
(Triple screen) -

hv Ventilation heat coefficient 0.2 kcal/m2·h·◦C

hs Ground heat transfer coefficients 0.244 kcal/m2·h·◦C

The total energy consumption could be calculated by multiplying the maximum daily
heating load by the 10-year durability period of the device as shown in Equation (10); a
12 h non-sunlight period was assumed.

TEC (kcal) = DAHL × daily data excluding July and August × 12 h × 10 year, (10)

where TEC implies total energy consumption and DAHL implies daily average heat-
ing load.

2.8.2. Economic Analysis (Net Present Value)

The net present value method was used for the comparative economic analysis of the
developed hybrid systems. In this regard, the cultivation area was assumed to be 1000 m2,
and the factors considered in the net present value method of economic analysis included
the durability life of the device, initial investment cost, interest rate, operating cost, and
depreciation amount. Further, the initial investment cost was analyzed in two parts based
on the total project cost (IIC) and the actual required project cost (IICsel f ) borne by the
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farmers according to the Renewable Energy Use Efficiency Project conducted in Korea. The
initial investment cost calculation method using the present value method was expressed
as shown in Equation (11).

TPW = IIC × CRF × DP, (11)

where TPW implies total present worth, IIC implies initial investment costs, CRF implies
capital recovery factor, and DP implies durability period.

The capital recovery factor (CRF) used in the net present value method was based on
the straight-line depreciation method, and the cash flow was assumed to follow the same
trend. The resulting CRF was calculated according to Equation (12), and the interest rate
was calculated according to Equation (13) based on a nominal interest rate (2%).

CRF =
i × (1 + i)n

(1 + i)n − 1
(12)

where i represents the nominal interest rate and n represents the applicable year.

i = [(1 + r)× (1 + p)]− 1 (13)

where i represents the nominal interest rate, r represents the real interest rate, and p
represents the inflation rate.

Interest expenses, income tax, and annual operating expenses were calculated using
the nominal interest rate, and the total expenses incurred during the durability period,
including initial investment expenses, were calculated using Equation (14) [25].

TC10yr = 0TPW +

[{
10

∑
n=1

DR × (1 + i)n +
10

∑
n=1

IT × (1 + i)n +
10

∑
n=1

AE × (1 + i)n

}
× 10

]
(14)

where TC10yr represents total cost for 10 years, DR represents debt return, IT represents
income tax, AE represents annual expenses, i represents nominal interest rate, and n
represents the applicable year.

The cost per unit energy for each system was determined using the total cost for
10 years calculated above and the total energy required for 10 years calculated using
Equation (10). Subsequently, Equation (15), which was used to calculate energy cost (EC),
was derived as follows:

EC =
TC10yr

TEC
. (15)

2.8.3. Economic Analysis (Life Cycle Cost)

The life cycle cost analysis method offers the possibility to calculate the total cost
incurred during the life cycle of a device. The components considered for the life cycle
cost analysis included initial investment cost, considering self-pay, maintenance and repair
cost, and total fuel cost, which were then multiplied by the hourly fuel cost for 10 years
of heating time required for the complex heating system. The formula that was used to
calculate the life cycle cost based on the abovementioned factors was expressed as shown
in Equation (16).

LCC = IICsel f + (IIC × MCR) + [
TEC
Qg

×
(

Fuel cost × Qg

LHV with used f uelratio

)
], (16)

where MCR implies maintenance cost ratio.
The values of the different factors that were used in the economic analysis are listed

in Table 2. The Table 2 is shown the initial investment cost & installation cost for pellet
boiler (KN-23D, KYUWON Co., Gyeong-san, Korea) and a heat pump (COMPORT-A-03,
Innergie Technologies Inc., Gwang-ju, Korea) and solar collector (KNSC-003, KANGNAM
Co., Kwang-ju, Korea) recommended by manufacturers.
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Table 2. Factors used in economic analysis.

Division
Hybrid 1

(Pellet Boiler/
Heat Pump)

Hybrid 2
(Pellet Boiler/

Solar Collector)

Hybrid 3
(Pellet Boiler/
Heat Pump/

Solar Collector)

Generating capacity 100,000 kcal/h (1 EA)/
15 RT (2 EA)

100,000 kcal/h (1 EA)/
2231 kcal/m2 day (40 EA)

50,000 kcal/h (1 EA)/
30 RT (1 EA)/

2231 kcal/m2 day (40 EA)

Initial investment cost
total cost (USD, $) 47,817 64,332 45,795

Initial investment cost
self-pay (USD, $) 12,386 28,227 28,901

Debt ratio (%) 13 9.6 13

Interest rate on agricultural loans
when using renewable energy Fixed interest rate of 2%

Annual average inflation (%) 2%

Effective income tax rate (%) 15%

Durability period (yr) 10

Depreciation method Straight-line

2.9. Statistical Analysis

Statistical analysis was conducted to confirm the significance of the comparative
analysis between the experimental groups. The statistical program, SAS v9.4 (SAS Institute,
Inc., Cary, NC, USA), was used, and the analysis was performed using Duncan’s multiple
range test. Given that the heating experiments were conducted in connection with external
weather, repeating them was challenging. Therefore, the effective data obtained during the
experiments were assumed to be a single data sample per day.

3. Results

3.1. Experiment Schedule and Heating Performance Comparison

Each experiment was conducted for three days. The weather data during this experi-
mental period are listed in Table 3.

Table 3. Weather data during experimental period.

Experiment Period

Temperature
(◦C)

Wind Speed
(m/s)

Humidity
(g/m3)

Insolation
(MJ/m2)

Max Min Max Min Max Min Max Min

Hybrid 1
55 ◦C 2020-03-02~2020-03-04 14.5 −1.3 4.9 0.0 5.8 2.5 2.7 1.85

Hybrid 2
55 ◦C 2020-11-15~2020-11-17 22.3 5.7 2.3 0.0 9.6 5.4 1.7 1.3

Hybrid 3
55 ◦C 2020-11-12~2020-11-14 25.6 5.5 2.7 0.0 7.6 3.9 1.9 1.8

The results of the comparison of the heating performances of the hybrid systems
are listed in Table 4. Overall, the results satisfied the heating temperature setting range.
However, hybrid system 1 showed the highest temperature increase, even though the
outside temperatures of hybrid systems 2 and 3 were higher.
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Table 4. Summary of experimental results.

System at 55 ◦C
Average Ambient Temperature for

Heating Period (◦C)
Lifting Temperature

Average (◦C)
Average Greenhouse

Temperature (◦C)

Hybrid 1 5.8 16.06 20.76

Hybrid 2 11.2 10.83 21.41

Hybrid 3 12.7 13.43 21.97

The variation of the temperature of the greenhouse under the different heating sys-
tems is shown in Figure 9, from which it is evident that when the outdoor temperature
decreased, the indoor temperature also decreased. Further, an abnormal state with severe
fluctuations in room temperature, which was considered to occur because the system was
heated above the set heating temperature via simple on/off control, was observed during
the experiment. In hybrid systems 2 and 3, in which solar heat was used, the indoor
temperature decreased with the outside temperature, despite the relatively high outside
temperature. Additionally, solar heat increased the temperature of the heat storage tank
to 57 ◦C, but could not go above the reference temperature of 55 ◦C. This phenomenon
was attributed to the relatively small amount of insolation due to seasonal characteristics.
Consequently, the necessity for additional solar heat collection facilities was established.
Although the hybrid systems showed excellent heating capacities, they suffered from some
unwanted phenomena, including seasonal effects or failure to maintain the temperature
of the heat storage tank evenly when solar heat was being used. However, as the heating
capacities in the experiments involving the use of solar heat were generally lower than
that corresponding to hybrid system 1, the application of the solar heat collection system
changed the temperature of the heat storage tank, thereby reducing heating performance
and decreasing the indoor temperature.

 
(a) 

Figure 9. Cont.
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(b) 

 
(c) 

Figure 9. Experimental results showing variation of greenhouse temperature. (a) Hybrid system 1,
(b) hybrid system 2, and (c) hybrid system 3, all at a standard temperature of 55 ◦C.

3.2. Results of Combined Thermal Efficiency

A comparison of the combined thermal efficiencies is shown in Figure 10 and
Tables 5 and 6. The thermal efficiency was highest at 68.1% in hybrid system 3. Con-
sidering hybrid systems 1 and 3, which involved the use of the hydrothermal heat pump,
the average and maximum COP were 2.73 and 3.47 and 2.29 and 3.16, respectively. For
hybrid system 2, which involved the use of the heat pump, the average COP was 2 because
of the partial load operation of the inverter using the PID control that was built into the heat
pump used in this study. Further, statistical analysis showed that all three experimental
groups, which did not show any significant differences, could be classified under group A.
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Table 5. Comparative analysis combined thermal efficiency.

Device at 55 ◦C
Input Calorie

(kcal/h)
Heating Calorie

(kcal/h)
Combined Thermal

Efficiency (%)

Combined Thermal
Efficiency (%),

Average
max/min

Average COP/
Maximum COP

Hybrid system 1

16,075 10,679 66.4
63.8

2.29/3.1618,640 10,812 58.0

15,016 10,076 67.1 67.1 58.0

Hybrid system 2

12,749 8485 69.5
59.1

-13,445 8036 62.8

21,960 9893 45.1 69.5 45.1

Hybrid system 3

12,286 8703 70.8
68.1

2.73/3.4712,728 8811 69.2

13,535 8717 64.4 70.8 64.4

Figure 10. Comparison results of combined thermal efficiency.

Table 6. Statistical analysis results of combined thermal efficiency.

Duncan Grouping Mean N System at 55 ◦C

A 68.1 3 Hybrid system 3

A 63.8 3 Hybrid system 1

A 59.1 3 Hybrid system 2

3.3. Variation of Energy Consumption with Increase in Temperature

A comparison of the energy consumption of the different hybrid systems as a function
of increasing temperature is shown in Figure 11 and Table 7. The aim of studying these
effects was to convert the energy consumption into a unit for comparison so as to recur any
uncertainties arising from the fact that the different groups have different experimental
dates. The comparison results revealed that hybrid system 1 consumed the lowest amount
of energy, followed by hybrid systems 3 and lastly hybrid system 2. These results could
be attributed to the proportion of power usage associated with the use of heat pumps in
hybrid systems 1 and 3. For hybrid system 2, which involved the use of pellets and solar
heat, the energy consumption with increasing temperature was expected to be the highest
because of the high dependence on the pellets. Additionally, the energy-saving effect of
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hybrid system 1 was the greatest, as statistical analysis showed that this system had the
lowest energy consumption. Thus, hybrid system 1 and the other experimental groups
were classified under different groups and showed significant differences in this regard.

Figure 11. Comparison of energy consumption as a function of increasing temperature.

Table 7. Results of the statistical analysis of energy consumption as a function of increasing temperature.

Duncan Grouping Mean N System at 55 ◦C

A 14,584.0 3 Hybrid 2

B 12,849.7 3 Hybrid 3

C 10,830.8 3 Hybrid 1

3.4. Results Corresponding to the Variation of Energy Cost with Increasing Temperature

A comparison of the energy cost with increasing temperature is shown in Figure 12
and Table 8. Hybrid system 1 exhibited the lowest application energy cost at 0.86 USD/h,
whereas hybrid systems 3 and 2 showed higher energy costs at 0.98 and 1.13 USD/h,
respectively. Unlike energy consumption, the energy cost was obtained by converting
energy consumption. However, the cost served as a correction value; thus, it differed from
energy consumption. Statistical analysis showed that hybrid system 2 could be classified
under group A, while hybrid systems 1 and 3 could be classified under group B. The energy
consumption cost corresponding to hybrid system 1 was significantly lower than that
corresponding to hybrid system 2 but showed no significant difference compared with that
corresponding to hybrid system 3. Additionally, the energy consumption and used energy
cost tended to be similar. For the sake of comparison, the ratio of the energy consumption
in each system is shown in Table 9.
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Figure 12. Comparison of average cost of fuel consumption with increasing temperature.

Table 8. Statistical analysis results corresponding to the variation of energy consumption with
increasing temperature.

Duncan Grouping Mean N System at 55 ◦C

A 1.13 3 Hybrid 2

B 0.98 3 Hybrid 3

B 0.86 3 Hybrid 1

Table 9. Used fuel ratio of hybrid systems 1, 2, and 3.

Hybrid System 1
(Pellet:Power)

(%)

Hybrid System 2
(Pellet:Solar)

(%)

Hybrid System 3
(Pellet:Power:Solar)

(%)

Day 1 experiment 83.3:16.7 95.7:4.3 82.8:12.3:4.9

Day 2 experiment 79.9:20.1 95.1:4.9 82.7:12.2:5.3

Day 3 experiment 84.4:15.6 96.0:4.0 78.5:18.3:3.4

Average ratio 82.5:17.5 95.6:4.4 81.1:14.2:4.6

The energy consumption ratio revealed that no significant difference existed between
hybrid systems 1 and 3 with respect to pellet consumption; the difference in power con-
sumption due to solar heat was approximately 3.3% on average. Further, when comparing
hybrid systems 2 and 3, the amount of solar heat used was 4.5–4.6%, showing no signifi-
cant difference. Thus, higher power consumption led to lower energy consumption and
cost. The absolute energy consumption figures corresponding to hybrid systems 2 and 3
increased because of the use of solar heat; however, considering the three systems, hybrid
system 1 showed superior performance in terms of energy consumption and cost.

3.5. Results of Comparative Economic Analysis (Net Present Value)

For a comparative analysis of economic feasibility, the developed hybrid systems were
compared with conventional fossil fuel boilers (kerosene and diesel boilers). Additionally,
the results obtained when only self-pay was considered when applying the government
subsidy program that is currently in place in the ROK was compared with that based on
the total project cost. Further, the results of the comparative analysis of economic feasibility
using the net present value method are presented in Table 10.
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Table 10. Results of economic analysis based on the net present value method for each system.

Division
Kerosene

Boiler
Diesel
Boiler

Hybrid 1
(P.B + H.P)

Hybrid 2
(P.B + S.C)

Hybrid 3
(P.B + H.P + S.C)

Initial investment cost
(USD, $) 5055 5055 47,817 64,332 45,795

Debt ratio (%) 0 0 13 13 9.6

Initial investment
cost—Self-pay

(USD, $)
5055 5055 12,386 28,227 28,901

Debt ratio (%) 0 0 50 20.7 21.4

Capital recovery factor 0.12

TC10yr of
total investment cost
(USD, $)/10 years)

196,139.79 209,114.17 183,879.34 184,834.68 201,293.06

TC10yr of self-pay
(USD, $)/10 years) 196,139.79 209,114.17 139,416.16 163,957.79 156,836.28

TEC
(Mcal/10 years) 1,511,842

EC total investment cost
(KRW/Mcal) 0.129 0.138 0.121 0.122 0.133

EC self-pay
(KRW/Mcal) 0.129 0.138 0.092 0.108 0.103

Regarding the total project cost, hybrid systems 1 and 2 showed an energy cost
reduction effect of approximately 5.8–6.5% compared to that of the kerosene boiler, whereas
hybrid 3 was less economical than the standard kerosene boiler. Furthermore, hybrid
systems 1 and 2 exhibited no significant differences. However, when implementing self-
payment by applying the government subsidy project in Korea, hybrid system 1 led to
29.2% cost savings compared with that of kerosene boilers, showing the highest economic
feasibility. In this regard, all systems built in this study were more economically feasible
than kerosene boilers.

3.6. Results of Comparative Economic Analysis (Life Cycle Cost)

Based on the results of the economic analysis performed using the net present value
method, it was difficult to confirm whether the observed dependence on the initial invest-
ment cost was large or whether the difference in operating expenses affected the economic
feasibility of the systems. Therefore, we examined the economic feasibility of the hybrid
systems and compared them, taking operating costs into consideration, by performing life
cycle cost analysis. The results thus obtained are presented in Table 11.

Comparison performed using life cycle cost analysis showed that hybrid system 1
exhibited the best cost reduction effect (27.7%) as compared with that of the kerosene
boiler. Further, kerosene and diesel boilers were found to have low economic feasibility
due to their excessive fuel costs. Additionally, hybrid systems 1, 2, and 3 all showed higher
economic feasibility than that of the fossil fuel boilers; however, despite exhibiting the
lowest operating cost, hybrid system 3 was less feasible than hybrid system 1 because of
its high initial investment cost. Consequently, hybrid system 1 was judged to be the best
system overall.
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Table 11. Comparative results of economic analysis based on life cycle cost analysis for each system.

Division Kerosene Boiler
Diesel
Boiler

Hybrid 1
(P.B 1 + H.P 2)

Hybrid 2
(P.B + S.C 3)

Hybrid 3
(P.B + H.P + S.C)

Fuel using ratio 100% 100% P.B 82%
H.P 18% 96% P.B 82%

H.P 14%

TEC 151,184,200 kcal

Heating load per hour 97,262 kcal/h

Total heating time
required per 10 years 1554.4

Fuel cost Kerosene, 0.92 USD/L; diesel, 1.09 USD/L;
Pellet, 373 KRW/kg; electricity, 50 KRW/kWh; solar: 0 KRW

Fuel cost per hour
(USD/h) 10.94 11.79 7.06 7.26 6.87

Operating expenses required
for 10 years

(total investment cost)
(USD, $)

170,517.19 183,725.14 114,555.86 117,488.20 113,244.86

Initial investment cost self-pay
(USD, $) 5055.61 5055.61 12,386 28,227 28,901

LCC
(USD, $) 175,572.80 188,780.75 126,942.11 145,715.37 142,146.11

1 P.B: Pellet Boiler; 2 H.P: Heat Pump; 3 S.C: Solar Collector.

4. Conclusions

In this study, different hybrid systems for the heating of greenhouses in the ROK were
built using available renewable energy sources. Their heating performances, combined
thermal efficiencies, energy consumption characteristics, and energy costs as a function of
increasing temperature were analyzed and compared. Additionally, the practical applicabil-
ity of the developed hybrid systems was evaluated by performing a comparative analysis
of their economic feasibility with respect to fossil fuel boilers. All the systems showed
similar heating performance. Specifically, hybrid system 3 showed the best performance in
terms of the combined thermal efficiency. However, the differences between the systems in
this regard were not significant. Hence, comparing them with respect to combined thermal
efficiency was challenging. Additionally, given that the results of the combined thermal
efficiency analysis showed a tendency to change with changes in the external temperature,
an appropriate balance between the thermal insulation of the systems and the thermal
energy supply system was necessary. Hybrid system 1 showed a 25.7% reduction in energy
consumption and a 24.1% reduction in energy cost with increasing temperature compared
with those of the other systems. Thus, its performance was the best when considering the
three hybrid systems. Further, the practical applicability of the developed hybrid systems
was evaluated by performing economic analysis. Subsequently, the net present value
approach and the life cycle cost analysis method were implemented. In the net present
value approach, when considering only self-pay, hybrid system 1 showed a cost reduction
effect of 29.2% compared with that of a kerosene boiler, and in the life cycle cost analysis,
which included operating costs and initial investment costs; it showed a cost reduction
effect of 27.7% compared with that of the kerosene boiler. Thus, it was judged to be the
best system. Hybrid systems 2 and 3 showed higher economic efficiency than that of fossil
fuel boilers; however, they were less efficient than hybrid system 1. In addition, hybrid
systems 2 and 3 have seasonal restrictions on the use of solar heat collection systems. It
can be used in spring and autumn when the outside temperature does not drop below
freezing. However, it is difficult to use in winter due to the freezing problem of the collector.
Therefore, hybrid system 1 is suitable for heating applications using renewable energy, and
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it is applicable to greenhouses in the ROK. In addition, Hybrid System 1 is judged to be
applicable not only to ROK, but also to countries with a climate environment similar to
that of ROK, or to greenhouses of small and medium size requiring heating anywhere in
the world.
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Abstract: A study on the application of oxygenated turpentine oil as a bio-additive in diesel fuel was
conducted. The purpose of this research was to investigate the effect of oxygenated turpentine oil
additive in diesel fuel on the performance and emission characteristics in diesel engines. Oxygenated
turpentine oil is obtained from the oxidation process of turpentine oil. In this experimental study, the
influences of oxygenated turpentine oil-diesel blended fuel OT0.2 (0.2% vol oxygenated turpentine
oil and 99.8% vol diesel) were compared with pure diesel on engine performance, and emission
characteristics were examined in a one-cylinder four-stroke CI engine. The test was performed at two
engine loads (25% and 50%) and seven engine speeds (from 1200–2400 rpm with intervals of 200 rpm).
The physiochemical characteristics of test fuels were acquired. The engine indicated power, indicated
torque, fuel flow rate, and emissions (carbon dioxide, CO2; carbon monoxide, CO; and nitrogen
oxide, NOX) were examined. The results revealed that the engine power shows slight increments of
0.7–1.1%, whereas the engine torque slightly decreased with oxygenated turpentine usage compared
to pure diesel in most conditions. Furthermore, a reduction in NOX emission decreased by about
0.3–66% with the addition of oxygenated turpentine in diesel compared to diesel. However, usage
of OT0.2 decreased fuel flow rate in most speeds at low load but gave a similar value to diesel
at 50% load. CO emissions slightly increased with an average of 1.2% compared to diesel while
CO2 emissions increased up to 37.5% than diesel. The high-water content, low cetane number, and
low heating value of oxygenated turpentine oil were the reasons for the inverse effect found in the
engine performances.

Keywords: bio-additive; oxygenated turpentine oil; diesel fuel; diesel engine performance; emission

1. Introduction

Diesel fuel is produced from the distillation process of petroleum and is used to
fuel diesel engines. Diesel engine usage has become more popular today ever since it
was founded in 1983 by Rudolf Diesel. The popularity of diesel engines comes from the
advantage of having a low-cost of fuel compared to gasoline engines. There is a wide
use of diesel engines from transportation to industrial applications [1–4]. As a result, the
amount of harmful gas emissions emitted from diesel fuel combustion such as CO, NOX,
and hydrocarbon (HC) will be increased as well [5–8]. Consequently, this has led to adverse
impacts on human health and on the environment. For this reason, a lot of studies have
been conducted to minimize harmful gases emitted from diesel engines [9–11].
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Mixing diesel fuel with additives is one of the many attempts to reduce emissions from
diesel combustion, as well as a way to optimize fuel consumption of the engine. There are
many compounds used as diesel fuel additives such as organometals, nitrates, oxygenates
(compounds rich with oxygen), and natural matters (bioactive) [12–15]. Organometals
and nitrates have been known to increase the burning efficiency of diesel fuel. However,
it is also discovered that those additives may result in additional emissions of NOX that is
harmful to humans [16–18]. On the other hand, oxygenates and bio-additives are known
to be more environmentally friendly. Nayyar et al. [19] in their recent work stated that the
addition of compounds rich in oxygen (oxygenates) into diesel fuel could reduce smoke
and NOX production by 61.85% and 8.07%, respectively. This finding was also supported
by other research [20–23], which explained how soot reduction is linearly related to the
increasing oxygen mass fraction in the fuel. Other researchers who used oxygenated
additives reported enhancement in its application [24–27].

Turpentine oil is often referred to as spirits of turpentine in the form of volatile liquid,
derived from the distillation of tree sap species belonging to the pine genus. It is colorless
(liquid), has a distinctive smell, and is flammable [28–30]. In general, the physical and
chemical properties of boiling turpentine oil is 149–180 ◦C, insoluble in water, density
0.9, flash point 30–46, auto ignition temperature 220–225 ◦C (International Program on
Chemical Safety and the European Commission, 2002) [31–34]. It contains monoterpenes
with C 10 carbon atoms. Turpentine oil is generally composed of a mixture of unsaturated
isomers, bicyclic hydrocarbons namely α-pinene, β-pinene, and δ-carene as presented in
Figure 1 [28].

  

α-Pinene β-Pinene -carene 

Figure 1. Chemical structure of the main component of turpentine oil.

From the work of Polonowski et al. [35], it is reported that diesel fuel with 5% of pure
turpentine oil could reduce smoke production and reduce fuel consumption. This was
in line with Butkus’ finding that 5% of oxidized turpentine oil was the best diesel fuel
additive [36–38]. Furthermore, Kadarohman et al. [39] found that terpene compounds
contained in clove oil (0.2%) were largely contributed to make a better mixture between
bio-additive and diesel fuel, which lead to rapid combustion and shorter ignition delay in
combustion of diesel engines. This discovery is interesting for further investigation on the
influence of terpene compounds addition in diesel fuel [40–42].

The four atom C rings on α-pinene and β-pinene have high spatial strain that are
reactive. The presence of a double bond causes α-pinene to easily undergo an oxidation
reaction when there is air contact, then forms a hydroperoxyl compound which has in-
termediate molecules that are reactive [43]. The cyclic structure in turpentine oil will
effectively disrupt the Van der Waals interaction between the carbon chains of diesel fuel,
consequently leading to the diesel oil molecules becoming easier to evaporate, hence accel-
erating the combustion process [39,44]. The reactive nature of turpentine oil constituents is
also expected to accelerate the combustion of diesel fuel. Song et al. [45] suggested that the
addition of oxygen enriched additives into diesel fuel has a significant role to increase the
cetane number of the fuel. Choi and Reitz [46] mentioned that oxygen atoms in fuel play a
major role in oxidizing soot and CO gas.
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For this reason, efforts to speed up and to refine the combustion process of diesel
fuel can be carried out by enriching the levels of oxygen atoms contained in turpentine
oil through the oxidation of the double bonds formed in the compound. In this paper,
the effects of additive oxygenated turpentine oil-diesel (0.2% vol and 99.8% vol) on the
performance and emission in one-cylinder diesel engines were tested. The experiment
was performed at different engine speeds and two engine loads (25% and 50%). The
physiochemical characteristics of test fuels were determined. Moreover, the effects of tested
fuels upon indicated power, indicated torque, flue flow rate, and emissions characteristics
were systematically observed.

2. Materials and Methods

2.1. Materials

In this study, the diesel used was pure diesel Euro2M from Malaysia. Turpentine oil
and oxygen gas were from Brataco and Sangkuriang companies, Indonesia. Turpentine
oil was oxygenated via the oxidation process. It was carried out by reflux method using
a cylindrical column reactor with length and diameter dimensions of 30 cm and 2 cm,
respectively. The 15 mL turpentine oil was aerated by oxygen gas with flow rate of 3 L/min
and heated by an electrical wire heater at 90–100 ◦C for 3 h. The oxidation procedure was
conducted at Life Science Laboratory, Department of Chemistry, Indonesia University of
Education, Bandung Indonesia. Oxygenated turpentine oil as a bio-additive was dissolved
in diesel fuel at a volume percent level of 0.2% (note as OT0.2) by a manual direct blending
method using a mechanical stirrer IKA RW20 with blending speed 700 rpm for 15 min
at room temperature. The characterizations of diesel, turpentine oil, and oxygenated
turpentine oil were done by gas chromatography—mass spectrometry GC-MS QP5050A.
Diesel fuel and OT0.2 were examined on one-cylinder DI engines in order to obtain their
performance and emission.

2.2. Experiment Setup

The test engine was a YANMAR TF120M one-cylinder DI diesel engine with a 17.7 com-
pression ratio. The specifications of the engine and schematic diagram of the set up for
this test are shown in Table 1 and Figure 2, respectively. The data were recorded by data
acquisition system TFX Engineering, which consisted of in-cylinder pressure and crank
angle sensors. Furthermore, exhaust gas temperature and ambient temperature were
measured using K-type thermocouples, that were recorded using a TC-08 thermocouple
data logger by Pico Technology. The thermocouple was installed at the exhaust manifold.
The emissions were measured using KANE Auto 4-1 series exhaust gas analysers. The
experiment was conducted with seven speeds from 1200 to 2400 rpm with intervals of
200 rpm and two engine loads at 25% and 50%. The test fuels used were diesel as base line
and oxygenated turpentine oil-diesel (0.2% vol and 99.8% vol). The data were recorded
under steady state conditions. The engine power, engine torque, the fuel flow rate, and
the emissions (CO, CO2, and NOx) were measured. The experiment was conducted at
Universiti Malaysia Pahang (UMP), Kuantan, Malaysia.

Table 1. Engine Specifications.

Description Specification

Engine model YANMAR TF120M
Engine year 2016
Engine type Horizontal, 4-cycle, 4 stroke, diesel engine
Number of cylinders 1
Continuous power output (kW) 7.82 kW at 2400 rpm
Rated power output (kW) 8.94 kW at 2400 rpm
Bore x Stroke (mm) 92 × 96
Displacement (L) 0.638
Injection timing 17◦ BTDC
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Table 1. Cont.

Description Specification

Compression ratio 17.7
Combustion system Direct injection
Aspiration Natural aspiration
Cooling system Water-cooled
Starting system Manual (Hand) Starting

YANMAR TF120M 
ENGINE

COOLING 
RADIATOR

HIDRAULIC OIL 
TANK

PRESSURE 
GAUGE

DATA ACQUISITION 
SYSTEM

User

FILTEREXHAUST GAS 
ANALYZER

ALTERNATIVE 
FUEL TANK

DIESL FUEL 
TANK

FUEL CONTROL UNIT

Hydraulic 
Dynamometer

Intake
Air box

Intake 
Thermocouple

Air flow 
meter

Figure 2. Schematic diagram of diesel engine test set up.

3. Results and Discussion

3.1. Physiochemical Properties

The performed research on physical properties showed that the bio-additive fuel
blends were in full compliance with the standard of American Society for Testing and
Materials, ASTM D975 specifications for diesel fuel. The physical properties of diesel and
OT0.2 were presented in Table 2.

Table 2. Physical properties of test fuels.

Parameters Diesel Fuel OT0.2 ASTM D975 Limit
Min Max

Specific Gravity at 25 ◦C (g/mL) 0.8452 0.8549 - -
Specific Gravity at 15.55 ◦C (g/mL) 0.8522 - 0.848 0.87
API Gravity 34.5408 - - -
Anilin point (◦F) 156.2 159.2 129.6 -
Index Diesel 53.9527 51.3883 - -
Viscosities (cSt) 3.7215 4.4625 1.3 4.5
Flash Point (◦C) 61.89 - 60 80

The diesel, turpentine, and oxygenated enriched turpentine used in this experiment
were characterized by GC-MS. Figure 3 shows the chromatogram of diesel fuel, turpentine,
and oxygenated turpentine that provides the information of its chemical components
and composition. In particular, diesel fuel consisted of saturated hydrocarbons such as
normal paraffins, is paraffins, and cycloparaffins. The main components of diesel fuel
are hexadecane (n-cetane), pristane (2,6,10,14-tetramethylpentadecane), and is paraffins
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(Figure 3a), in line with previous studies [47]. The chemical constituents of diesel fuel are
listed in Table 3.

 
(a) 

 
(b) 

 
(c) 

Figure 3. Chromatogram of diesel fuel (a), turpentine (b), and oxygenated turpentine (c).
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Table 3. Chemical constituents of diesel fuel.

Peak No
Molecular
Formula

Name
Retention Time

(Min) Conc. (%) Structure

22 C15H32 Pentadecane 14.050 5.27
 

26 C19H40

2,6,10,14-
tetramethylpentadecane

(pristane)
15.993 2.44

 

28 C16H34 Hexadecane (n-cetane) 16.769 10.67
 

31 C18H38 n-octadecane 17.980 7.47
 

32 C19H40 n-nonadecane 19.151 5.37
 

34 C21H44 n-heneicosane 20.284 4.84
 

35 C22H46 n-docosane 21.365 4.81
 

37 C23H48 n-tricosane 22.404 4.07
 

On the other hand, turpentine contains at least 12 compounds as shown in Figure 3b,
that are predominantly composed of α-pinene (61.61%), δ-carene (19.70%), β-pinene (4.8%),
limonene (3.58%), and camphene (2.25%), with based mass fragment at retention times
of 3.127, 3.950, 3.568, 4.712 and 3.267 min, respectively. These results align with previous
studies [48]. All chemical compounds of turpentine including its structure and composition
is listed in Table 4.

Interestingly, oxidation treatment led to remarkable modifications of turpentine in
term of chemical constituents and composition. Figure 3c demonstrates the chemical
constituents of oxygenated turpentine where at least 44 compounds were detected by
GCMS. In particular, the oxidation process of turpentine yields new compounds with
various composition. After oxidation, the composition of major constituents of turpentine
experienced a significant reduction, i.e., α-pinene (32.68%), δ-carene (5.77%), β-pinene
(4.44%), and limonene (1.93%). This presents new oxygenated compounds with significant
composition such as α-pinene-oxide, patchcoulane, trans-verbenol, verbenone, and α-
champholene aldehyde at retention times of 5.213, 8.684, 5.932, 6.974, and 5.604, respectively.
Details of chemical constituents of oxygenated turpentine are summarized in Table 5.
Additionally, the mass fragment of major chemical components of oxygenated turpentine
is shown in Figure 4. The oxygenated products contain more oxygen related functional
groups, i.e., hydroxyl (-OH), aldehyde (-HC=O), and ketone (-C=O). These results indicated
the effectiveness of selected oxidation procedures of turpentine where the predominant
oxygenated compounds came from the oxidation of α-pinene and δ-carene as the most
major constituents of turpentine.
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Table 4. Major chemical constituents of turpentine.

Peak No
Molecular
Formula

Name
Retention Time

(Min)
Conc. (%) Structure

2 C10H16 Alpha-pinene 3.127 61.81

H3C

CH3

CH3

 

3 C10H16 Camphene 3.267 2.25

CH3

CH3

CH2 

5 C10H16 Beta-pinene 3.568 4.80

H3C
CH3

CH2

 

8 C10H16 Delta 3 Carene 3.950 19.70

H3C
CH3

CH3

 

11 C10H16 dl-Limonene 4.172 3.58

H3C

C

CH2

CH3

 

13 C10H16 Alpha-terpinolene 4.993 2.49

H3C

CH3

CH3
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Table 5. Major chemical constituents of oxygenated turpentine.

Peak No
Molecular
Formula

Name
Retention Time

(Min)
Conc.
(%)

Structure

3 C10H16 Alpha-pinene 3.143 32.68

H3C

CH3

CH3

 

4 C10H16 Camphene 3.272 2.94

CH3

CH3

CH2 

7 C10H16 Beta-pinene 3.571 4.44

H3C
CH3

CH2

 

11 C10H16 Delta 3 Carene 3.944 5.77

H3C
CH3

CH3

 

14 C10H16 dl-Limonene 4.173 1.93

H3C

C

CH2

CH3

 

17 C10H16O Alpha-pinene oxide 5.213 6.15
O

H3C
CH3

CH3

 

20 C10H16O Alpha-campholene
aldehyde 5.604 3.59

H3C CH3

CH3

C
O

H
 

23 C10H16O Trans-verbenol 5.932 6.66

H3C
CH3

OH

CH3  
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Table 5. Cont.

Peak No
Molecular
Formula

Name
Retention Time

(Min)
Conc.
(%)

Structure

29 C10H14O Verbenone 6.974 3.11

H3C
CH3

O

CH3  

38 C15H26 Patchoulane 8.684 8.29

H3C CH3 

3.2. Engine Performance

Figures 5 and 6 show comparison results of indicated power and indicated torque at
various engine speeds and loads, respectively. The power and torque depended on the fuel
supplied and engine operating conditions. In this study, at the maximum engine speed
of 2400 rpm, the indicated power of the engine slightly increased with the addition of an
oxygenated additive compared to diesel fuel. The average increment when an additive
was introduced into diesel was 0.7% to 1.1%. The higher oxygen content in oxygenated
turpentine improved the in-cylinder combustion reaction process, hence producing higher
power than diesel [33,49,50]. Another reason is due to higher fuel mass flow used for
additive fuel. The increments were supported by a few studies that used oxygenated
additives in the fuel [51–53]. On the other hand, the torque profile for low and high loads
of oxygenated turpentine was found to be lower than diesel. The decrement is due to the
increase in mass and flow resistance and the decrease in volumetric efficiency [33,54].

 
(a) 

 
(b) 

Figure 4. Cont.
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(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure 4. Mass fragments of α-pinene (a), camphene (b), β-pinene (c), δ-carene (d), limonene (e), α-champholene aldehyde
(f), α-pinene oxide (g), trans-verbenol (h), and Patchoulane (i) for oxygenated turpentine.
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Figure 5. Indicated power at various engine speeds.
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Figure 6. Indicated torque at various engine speeds.

Figure 7 presents the variations of fuel flow rates at different speeds and loads for
diesel and oxygenated turpentine oil-diesel fuel. Mostly, the flow rate increases with the
increment of engine speed and load. At low load cases, at most engine speeds, there are
decrement of fuel flow rate of additive fuel compared to diesel. The enhancement rate of
fuel flow while using an additive are between 5 to 9.09% compared to diesel. However,
at 50% load, oxygenated turpentine oil-diesel fuel shows a slight increment of fuel flow
rates with diesel at most engine speeds. The percentage of increment of fuel flow rate while
using an additive at 50% load are in the range of 0.42 to 10.67%, compared to diesel. It is
due to the lower heating value of oxygenated turpentine oil—diesel that requires higher
fuel consumption. In contrast, at medium load with high speeds, 2200 and 2400 rpm, fuel
flow rate of oxygenated turpentine oil-diesel fuel shows reduction up to 4.6% compared
to diesel.
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Figure 7. Fuel flow rate at various engine speeds.

3.3. Gas Emissions

In general, carbon monoxide emission shows a decline pattern when oxygenated
additives are introduced into diesel fuel [55–57]. Reduction in CO occurs due to oxy-
genated characteristics of fuel and well-flammability properties of the oxygenated additive.
Furthermore, the higher latent heat of evaporation in oxygenated-based fuels compared
to diesel allows lower intake of manifold temperature and enhances the volumetric effi-
ciency [58–60]. Figure 8 presents variations in CO emission emitted from the combustion
diesel engine using diesel and oxygenated turpentine oil-diesel fuel. In this study, the
lowest value of CO emission was found at low engine speeds for both engine loads. Mostly,
an increase in engine speed leads to an increase in CO emission. In most operating condi-
tions, CO emission shows a slight increment of 1.2% on average compared to diesel. This
is parallel with previous statements. Several studies also reported the same decrements
relative to diesel fuel when oxygenated fuel was added into diesel [61–64]. However,
at 1600 rpm engine speed, the percentage of CO was increased for both load cases.
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Figure 8. CO emission at various engine speeds.

CO2 emission is a product of complete combustion. Theoretically, the combustion of
hydrocarbon-based fuel should form only two elements, namely CO2 and H2O. Figure 9
shows the CO2 emissions for diesel and oxygenated turpentine oil-diesel fuel at low and
medium loads. For both load cases, there are slight increments of CO2 emissions compared
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to diesel at most engine speeds. The average increment was 0–37.5% and 0–18% for 25%
load and 50% load, respectively. The increase in CO2 emissions compared to diesel fuel
is due to higher average carbon content per energy in oxygenated turpentine. The high
oxygen content of additives also leads to an increment of CO2. The increment aligns with
the reported studies [22,56,65].
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Figure 9. CO2 emission at various engine speeds.

The major concern of emissions from compression ignition engines is NOX. Formation
of NOX is strongly related to combustion temperature. It is also connected to engine
operation conditions including engine speeds and engine loads, as well as fuel-to-air ratio.
Nitrogen reacts with oxygen inside the combustion chamber at high temperatures. At
temperatures above 1600 ◦C, NOX formation occurs and increases rapidly with increments
of temperature [66]. Moreover, NOX formation happens in the presence of CH radicals
at the flame front [67–69]. In this study, generally, there are slight increments of NOX
emission using additives compared to diesel as shown in Figure 10. At 25% load, the range
of increment for NOX emission was 0.5–66% compared to diesel. At 50% load, increments
of NOX emission was 0.3–7.9% relative to diesel. The increment of NOX formation is due
to higher oxygen content in oxygenated turpentine oil-diesel fuel compared to diesel fuel.
A similar finding was reported on oxygenated fuel addition in diesel [56,70].
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Figure 10. NOX emission at various engine speeds.
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4. Conclusions

The performance and emission of a one-cylinder DI engine using pure diesel and
oxygenated turpentine oil-diesel (0.2% vol and 99.8% vol) blend was studied. The addition
of oxygenated turpentine into diesel affected the physicochemical properties of the blends
including specific gravity, density, aniline point, viscosities, flash point, and stability. The
acquired results lead to major conclusions as drawn below.

• The engine power shows slight increments, 0.7–1.1%, whereas the engine torque was
slightly decreased using oxygenated turpentine oil-diesel fuel compared to diesel fuel
in most conditions.

• The fuel flow rate was lower for OT0.2 compared to diesel in most conditions for low
load. The enhancement rate of fuel flow while using an additive is between 5 and
9.09 percent.

• CO emission shows a slight increment when OT0.2 was used, 1.2% on average com-
pared to diesel.

• CO2 emission increases with OT0.2 usage in diesel fuel up to 37.5%.
• NOX emission decreased by about 0.3–66% in addition to oxygenated turpentine in

diesel compared to diesel fuel.

Therefore, there are a few recommendations for future work and research that could
improve and broaden the scope of this experiment. The following suggestions could be used
to improve and gain a better understanding of the additive’s performance and emission.

• The load applied to the engine could be increased to a high-level load;
• For wider understanding of the effect of oxygenated turpentine to the performance

and emission, a larger volume of additive could be tested;
• The application of the additive could be tested in higher power and different types

of engines.
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Abstract: As renewable energy increasingly penetrates into electricity-heat integrated energy system
(IES), the severe challenges arise for system reliability under uncertain generations. A two-stage
approach consisting of pre-scheduling and re-dispatching coordination is introduced for IES under
wind power uncertainty. In pre-scheduling coordination framework, with the forecasted wind
power, the robust and economic generations and reserves are optimized. In re-dispatching, the
coordination of electric generators and combined heat and power (CHP) unit, constrained by the
pre-scheduled results, are implemented to absorb the uncertain wind power prediction error. The
dynamics of building and heat network is modeled to characterize their inherent thermal storage
capability, being utilized in enhancing the flexibility and improving the economics of IES operation;
accordingly, the multi-timescale of heating and electric networks is considered in pre-scheduling
and re-dispatching coordination. In simulations, it is shown that the approach could improve the
economics and robustness of IES under wind power uncertainty by taking advantage of thermal
storage properties of building and heat network, and the reserves of electricity and heat are discussed
when generators have different inertia constants and ramping rates.

Keywords: multi-timescale; integrated energy system (IES); robust; scheduling; uncertainty

1. Introduction

With the enhancement of coupling between multi-type energy sources, integrated
energy system (IES) has drawn the increasing attention. In IES, combined heat and power
(CHP) unit, as a significant component, generates electricity and heat simultaneously,
leading to the higher energy utilization efficiency. With the growth in utilization of CHP
unit, its heat-led mode has caused serious wind abandonment especially in winter heating
periods. This becomes a key issue limiting wind power penetration. Moreover, the strong
intermittency and uncertainty of wind power make its precise forecasting difficult to
achieve; as a result, the current wind power prediction error is usually up to 25% to 40% [1],
imposing serious challenges to the secure and stable operation of IES.

Many studies have been conducted to improve the flexibility of electricity and heat
coupled IES under wind power uncertainty. The maximum flexibility of a combined heat
and power system with thermal energy storage is discussed [2], where the robustness of
the system under renewable energy resources uncertainty is not considered. A chance-
constrained programming-based scheduling is proposed [3], with the joint operation
optimization of battery energy storage and heat storage tank integrated. However, the
distribution of uncertainty is assumed to be known, which is inconsistent with engineering
practice. Two-stage scheduling is a commonly used approach to deal with wind power
uncertainty. The two stages are implemented day-ahead and in real time, based on day-
ahead wind power prediction and wind power realization, respectively. In the first pre-
scheduling stage, the factors such as units’ startup and shutdown, heat storage tank
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capacity, etc. need to be determined in advance. Furthermore, in the second stage, namely
re-dispatching, the decision should be amended to compensate for wind prediction error,
such as units’ generations and so on. In [4], a minimax regret model based two-stage robust
scheduling for IES is introduced, where the electrical and thermal load tracking strategies
are applied to attenuate the uncertainty. However, its heat balance cannot be guaranteed
under wind power uncertainty. A two-stage robust operation strategy is explored [5]. The
decisions of day-ahead thermal storage charging/discharging are in the first stage, and
the decisions of CCHP and auxiliary boiler output are in the second stage to compensate
the first stage operation and follow the uncertainty realization. However, its timescale for
the second-stage is too long. The real-time robustness of the system cannot be guaranteed
due to the randomness of wind power changes. A scenario-based stochastic multi-energy
scheduling is developed in [6], where the scenario-independent and scenario-relative two-
stage decisions are made in an optimization model with various energy storage considered.
However, of all the mentioned research above, the energy storage units are installed to
alleviate uncertain wind power, which is not recommended since it might cause extra costs
and failures. Taking full advantage of thermal energy storage of heating system can solve
this problem.

Distinct from electric system, heat energy supply and demand balance are kept not
instantaneously but during a period, since a few minutes to several hours are taken
for hot water to carry heat energy from source to load through pipeline [7]. Moreover,
the real-time heat power imbalance is reflected in the variation of water temperature,
the operational limits of which are within a wider range. Thus, contrary to the electric
transmission network, the heat network could serve as a natural thermal storage, bringing
great flexibility to wind power absorption in IES. Several scholars have noticed the potential
role of heat network and endeavored to implement coordinated scheduling by considering
the dynamics of thermal energy transmission. The unit commitment in IES is studied [8],
where temperature quasi-dynamics of heat network is modeled to characterize its heat
storage capacity in CF-VT (constant mass flow and variable temperature) strategy. The
intra-day power dispatching of IES is explored [7], integrating the heat network dynamics
under the variable mass flow and variable temperature (VF-VT) strategy. A dispatching
model of IES is proposed, considering thermal energy storage of pipelines and the detailed
heat transfer constraints [9].

Furthermore, the heat load at an instant is usually pre-given as a constant in previous
research on heat and electricity coupled scheduling. However, since the building has the
potential of thermal energy storage and could offer a source of flexibility to absorb wind
power, it is necessary to model the heat load and then integrate it into the coordinated
scheduling. The storage capacity of building could be illustrated as follows: similar to
heat network, the thermal inertia of building is reflected in thermal transmission dynamics,
usually lasting for a period that could not be ignored. In building, the instantaneous imbal-
ance between heat power supply and demand is allowed, resulting in indoor temperature
changes; and the indoor temperature meeting human comfort requirements is usually
given as an interval. In addition, modeling the building’s heat load by considering the heat
loss and comfortable requirement for indoor temperature could improve the practicality of
the approach. In a few studies on heat and electricity coupled scheduling, the dynamic heat
load model of buildings is established. Feasible region method is proposed to formulate
the flexibility of IES [10] and the IES scheduling with demand response is explored [11],
where the first-order equivalent thermal parameter method is employed to model the
heat dissipation of building. The thermal modeling of dwelling is established through
equivalent thermal resistance and capacitance, and the expected thermal discomfort metric
is defined to quantify user’s discomfort level [12].

In order to accommodate uncertain wind power in two stages of pre-scheduling with
its forecasting value and re-dispatching with its uncertain realization, a two-stage robust
and economical scheduling methodology of IES is developed. In this method, the natural
storage capacity of heat network and buildings, and the reserves and generations of electric
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generators and CHP unit are utilized. The main contributions of the paper are summarized
as follows:

• The dynamic models of heat network and building are established to describe their
thermal energy storage characteristics. Their storage capacities are utilized and in-
tegrated in the two-stage robust and economic scheduling to accommodate wind
power. The thermal transmission dynamics in the seat network represents the water
temperature variations with respect to time variable and pipeline position, considering
heat loss, heat propagation and time-delay of flowing. In order to make a practical
description of the thermal demand from building, the heat dissipation process from
indoor to outdoor is modeled, and the standard effective temperature (SET) is applied
to measure the degree of user’s thermal comfort.

• Inspired by the robust scheduling of power system [13], the approach for accommodat-
ing uncertain wind power in heat and electricity coupled IES is developed, specifically
in two stages, i.e., in pre-scheduling with its forecasted value and in re-dispatching
with its realization, by utilizing the coupled reserves of electricity generators and
co-generator CHP unit, along with the natural thermal storage of heat network and
building. With the predicted wind power, the robust generation and reserves of elec-
tric generators and CHP unit are optimized in pre-scheduling, where the dynamics of
building and heat network are integrated to absorb wind power. With the uncertain
realization of wind power, prediction error is alleviated in re-dispatching constrained
by the reserves optimized in pre-scheduling. In pre-scheduling, the feasibility con-
straints of re-dispatching solution under uncertain realization are considered, with
zero-sum game between the re-dispatching and wind power uncertainty formulated
as a max–min problem.

• In the electricity-heat IES, the generators with different inertia constants and reserve
costs are considered, leading to two situations: the reserve supply by CHP unit
or not. Due to the strong coupling between electricity supply and heat provision
of CHP unit, when the CHP generator takes on the electricity reserve, there exists
the security margins of temperature in heat network and building to provide heat
reserve. From this perspective, the natural energy storage capacity of heat pipeline
and building could be utilized to serve as heat reserve in electricity-heat coupled IES.
When no reserve is required from CHP unit due to its high cost, the temperatures
in heat network and building could reach their bounds, induced by the objective of
economic operation.

The remainder of this paper is organized as follows. Section 2 describes the framework
of two-stage robust economic scheduling approach. In Section 3, the detailed formulations
of robust economic scheduling problem in electricity-heat coupled IES are illustrated, where
the heat transmission dynamics in heat network and building are modeled. Simulation
results are presented in Section 4 to demonstrate the effectiveness of the proposed approach.
Conclusions are finally given in Section 5.

2. Framework Description

2.1. Uncertainty Set

In robust and economic scheduling, uncertainty set is used to define the possible range
of uncertain variables. Excessive description of uncertainty may lead to conservatism, i.e.,
higher operational cost; while insufficient consideration of uncertainty cannot guarantee
the operational reliability under uncertain realizations. Since it is almost impossible for
all the predicted values simultaneously reaching the boundaries, budget uncertainty set is
adopted to describe and restrict wind power uncertainty [13], formulated as:

Pwind = {Pwind,t = Pm
wind,t + v+t Pu

wind,t − v−t Pu
wind,t,v

+
t , v−t ∈ {0, 1}, v+t + v−t ≤ 1, ∀t; ∑

t

(
v+t + v−t

)
≤ Γ} (1)
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Pm
wind,t = 0.5(Pmin

wind,t + Pmax
wind,t)

Pu
wind,t = 0.5(Pmax

wind,t − Pmin
wind,t)

(2)

where Pwind is the uncertainty set of wind power; Pwind,t is the wind power at time t;
Pmin

wind,t and Pmax
wind,t are the upper and lower bounds of prediction interval; the uncertainty

budge Γ is the number of uncertainty variables reaching the boundaries, influencing the
conservativeness. According to the central limit theorem, the value of Γ is given as [13]

Γ = Nμ + Φ−1(α)
√

Nσ (3)

where μ and σ are the expected value and standard deviation of |Pwind,t−Pm
wind,t|

Pu
wind,t

; N is the

number of uncertain variables; Φ(·) is the cumulative probability distribution function of
standard normal distribution; α is the confidence level. All the parameters in (1)–(3) can be
obtained by the historical and predicted values of wind power.

2.2. Coordinated Framework and Multi-Timescale

To alleviate wind power uncertainty, before and after the real value of wind power is
observed, the scheduling is divided into two stages, i.e., pre-scheduling and re-dispatching,
the framework of which is displayed in Figure 1. In pre-scheduling stage, the robust and
economic generations and reserves of electric generators and CHP unit are optimized
based on the predicted wind power, where the robust feasibility constraint is considered.
In re-dispatching stage, with the wind power realization, the coordinated generations
of electric generators and CHP unit are optimized within the pre-scheduled reserves to
compensate the wind power forecasting error. In the pre-scheduling and re-dispatching,
the optimization is implemented over a time window rather than just at an instant in order
to describe the thermal dynamics. In the proposed approach, two kinds of generators are
included, the CHP unit and electricity generator that only generates electric power.

With the next real 
wind power

Real wind power
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Re-dispatching

Real wind power
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Predicted wind power

 

Real wind power

Predicted wind power

Reserve and 
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Figure 1. Coordinated framework of pre-scheduling and re-dispatching.
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The pre-scheduling problem is formulated as (4) [13]:⎧⎨⎩
min aTx
s.t. Ax + Cwp ≤ b

Y(x, w) �= ∅ ∀w ∈ W
(4)

where a is the cost coefficient vector; Ax+Cwp ≤ b represents the constraints for economic
operation; wp is the predictive wind power; Y denotes the feasible region of re-dispatching
strategy, which is a function of the uncertain wind power realization w and pre-scheduling
decision x; the uncertain set of wind power is defined as W, determined by (1)–(3). In
order to ensure the secure operation of IES under the uncertain wind power prediction
error, the pre-scheduling strategy x, composed by the optimal coordinated generations
and reserves of electric generators and CHP unit, needs to ensure that there exists a
feasible re-dispatching strategy y for any w under the pre-scheduled reserves. Insufficient
reserves may lead to the infeasibility of re-dispatching and drive the system to an unsecure
operating state. On the contrary, excessive reserves may result in higher operational cost.
Therefore, as shown in pre-scheduling problem (4), Y(x, w) �= ∅ gives the constraint that
the appropriate reserves should satisfy. The detailed formulation of Y will be illustrated in
Section 2.3, where zero-sum game describes the relation between uncertain wind power
realization and re-dispatching.

The re-dispatching optimization can be expressed as:{
min dTy
s.t. Ax + By + Cwr(p) ≤ b

(5)

As shown in Figure 1, in the re-dispatching time horizon, considering that the current
dispatching strategy may have some impact on the subsequent operation states of IES
because of the long transient process of heat network, not only the real wind power at the
current moment but the predicted values at following instants are used, denoted as wr(p)

in (5). Among the re-dispatched strategies over the time horizon, only the current one is
implemented on the IES.

In the pre-scheduling and re-dispatching of electricity-heat coupled IES, two timescales
are considered for electricity and heat networks coordinate in the unified framework, shown
in Figures 2 and 3. It is assumed that the time resolution of wind power prediction is Δt.
The smaller time resolution of real wind power fluctuation is defined as Δτ. The inertia of
CHP unit is assumed to be smaller and the time resolution of ramping up/ down is set as
Δτ. The electricity generators having different inertia are considered, respectively with the
different ramping time resolution Δτ and Δt.

In pre-scheduling, the timescale of the variables in power grid, such as the electricity
power of CHP unit and electric generators, is same as that of the predicted wind power;
the timescale of the variables in heat network is Δτ, such as the heating power by CHP
unit, the temperatures of flowing water and insulation layer, heat load, indoor temperature
and so on; the timescale of the reserves from CHP unit and the electric generator with
smaller inertia is Δτ and that of the reserves from the electric generator with larger inertia
is Δt. In re-dispatching, the time resolution of real wind power is Δτ; the timescale of the
generations from CHP unit and the electric generator with smaller inertia is Δτ since they
are dispatched to follow wind power fluctuation, while that of the power of the electric
generator with larger inertia is Δt because of its slower ramping rate.
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Figure 2. Multi-timescale coordination in pre-scheduling.
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Figure 3. Multi-timescale coordination in re-dispatching.

2.3. Robust Feasibility Constraint of Re-Dispatching in Pre-Scheduling

In pre-scheduling, besides the electricity and heat power generations, the optimal
reserves of electric generators and CHP unit are derived to ensure the feasibility of re-
dispatching under uncertain wind power, while both economy and robustness are guar-
anteed. The dispatcher and the uncertain wind power act as the two sides of zero-sum
game [13], i.e., uncertainty intends to violate the secure constrains of the system as much
as possible, resulting in more reserve required; on the contrary, facing the uncertainty, the
dispatcher tries to maintain secure operation through dispatching strategy constrained by
the reserve, which is expected as low as possible due to the objective of economic operation.

With a given pre-scheduling strategy x∗, the indicator S(x∗, w�) is formulated in (6) to
reflect the feasibility of re-dispatching strategy y under wind power realization w∗ [13].⎧⎪⎨⎪⎩

S(x∗, w�) = min
y,r+ ,r−

(
1Tr+ + 1Tr−

)
s.t. Ax∗ + By + Cw∗ + Ir+ − Ir− ≤ b

r+ ≥ 0, r− ≥ 0

(6)

where r+ ≥ 0 and r− ≥ 0 are the introduced slack variables. If re-dispatching is feasible,
there must exist a solution where S(x∗, w�) = 0; on the contrary, if re-dispatching is
unfeasible, S(x∗, w�) > 0.

The most unfavorable wind power realization w intends to maximize S, and the
zero-sum game between the dispatcher and wind power uncertainty is expressed as⎧⎪⎨⎪⎩

S
(
x*
)
= max

w
min

y,r+ ,r−

(
1Tr+ + 1Tr−

)
s.t. Ax∗ + By + Cw + Ir+ − Ir− ≤ b

w ∈ W

(7)
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With the pre-scheduling strategy x∗, S
(
x*
)
= 0 suggests that there exists the feasible

re-dispatching strategy y under any wind power realization w; S
(
x*
)
> 0 indicates that the

most unfavorable wind power realization w could make re-dispatching problem infeasible.
By transforming the inner layer into its dual problem, the problem in (7) can be converted
into a single-layer optimization:⎧⎪⎪⎨⎪⎪⎩

S(x∗) = max
(
oT(b − Ax∗)− oTCw

)
s.t. oTB ≤ 0T

−1T ≤ oT ≤ 0T

w ∈ W

(8)

where o is dual variable. The optimization (8) is a mixed integer programming problem
containing quadratic form oTCw in its objective function. It can be solved by many solvers
such as Cplex.

Up to now, it is almost impossible to give the explicit expression of constraint
Y(x, w) �= ∅. However, with the solution of (8), the iterative solving approach of pre-
scheduling strategy x∗ is proposed to guarantee its robust feasibility [13], illustrated as
follows:

S(x) is linearly approximated at x∗

S(x) ≈ S(x∗)− (o∗)TA(x − x∗) (9)

where o∗ is the optimal solution of (8). Then, the robust feasible x should satisfy the
constraint.

(o∗)TAx ≥ S(x∗) + (o∗)TAx∗ (10)

In order to replace Y(x, w) �= ∅, constraint (10) is gradually added to the optimization
problem (8) until S(x∗) = 0. Then a robust feasible solution x∗ can be derived.

2.4. Procedure of Two-Stage Robust Economic Scheduling

The procedure of two-stage robust economic scheduling is illustrated as follows.
Step 1. Set initial parameter k = 0, x0 = 0, o0 = 0, x∗, where k denotes the iterative

step;
Step 2. The pre-scheduling problem (4) is solved, where the robust feasible constraint

Y(x, w) �= ∅ is replaced by the constraints (ol)
TAx ≥ Sl + (ol)

TAxl , 0 ≤ l ≤ k; and then
k = k + 1.

Step 3. With the obtained pre-scheduling strategy x∗, calculate S
(
x*
)

according to
(8). If S

(
x*
)
= 0, the pre-scheduling ends and the re-dispatching in (5) is optimized with

the real wind power; otherwise, derive the constraint (ok)
TAx ≥ Sk + (ok)

TAxk where
Sk = S

(
x*
)
, ok = o∗, xk = x∗ and go to Step 2.

3. Model Formulation

3.1. Pre-Scheduling Model
3.1.1. Optimization Objective

The optimization objective in pre-scheduling is to minimize the total costs during
the time horizon, including the costs for operations and reserves of CHP unit and electric
generators. It is formulated as:

min

(
NΔτ/Δt

∑
t=1

(
ae1·Pp

e1,t + ae2·Pp
e2,t + aCHP·Pp

CHP,t + qe1·Re1,t

)
·Δt +

N

∑
τ=1

(qCHP·RCHP,τ + qe2·Re2,τ)·Δτ

)
(11)

3.1.2. Optimization Constraints

(1) CHP unit
There are usually two types of CHP units, back-pressure turbine and extraction
condensing turbine [14]. For the former, the heat-to-electricity ratio is constant and
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the relation between electricity and heat power is linear; for the latter, the heat-
to-electricity ratio varies in a wide range by pumping rate, with the lower energy
efficiency and more flexibility compared with the former. In the paper, in order to
show the flexibility brought by thermal storage of heat network and building, the
CHP unit with the fixed heat-to-electricity ratio is chosen to study. Its operational
characteristics is described as:

Pp
CHP,t = K·Hp

CHP,τ , τ ∈ t (12)

as shown in (12), the CHP unit combines the different timescale τ and t.
CHP unit generation is constrained by the ramping rate in MW/Δτ. Since the
timescale of CHP unit generated electric power is Δt in pre-scheduling, its ramping
rate constraint is described as:

Pdown
CHP · Δt

Δτ
≤ Pp

CHP,t+1 − Pp
CHP,t ≤ Pup

CHP·
Δt
Δτ

, t = 1, · · · ,
NΔt
Δτ

− 1 (13)

The scheduled electric power output of CHP is bounded by its upper and lower limits
considering reserve:

Pmin
CHP + RCHP,τ ≤ Pp

CHP,t ≤ Pmax
CHP − RCHP,τ , t = 1, · · · ,

NΔt
Δτ

, τ ∈ t (14)

The scheduled reserve cannot exceed its upper limit:

0 ≤ RCHP,τ ≤ Rmax
CHP (15)

(2) Electricity network
For electric network modeling, DC power flow model is employed for simplicity. The
active power flow Pmn,t through bus m to bus n is described as

Pp
mn,t = −bmn

(
θ

p
m,t − θ

p
n,t

)
, t = 1, · · · ,

NΔt
Δτ

(16)

where bmn is the reactance of line from m to n; θm,t and θn,t are the voltage phase angle
at bus m and n at the time t respectively.
For each bus m, power balance constraint should be satisfied

Pp
inject,m,t − Pp

load,m,t + ∑
n∈Om,branch

Pp
mn,t = 0, t = 1, · · · ,

NΔt
Δτ

(17)

where Pp
inject,m,t and Pp

load,m,t are power injection and load at bus m at time t respec-
tively; Om,branch denotes the set of buses directly connected with bus m; active flow
Pmn,t is the active power though the line between bus m and n, which is positive when
inflow to bus m and negative when outflow from bus n.
Moreover, a slack node d is defined, whose voltage phase angle remains zero:

θ
p
d,t = 0, t = 1, · · · ,

NΔt
Δτ

(18)

The voltage phase angle at a bus should be kept within its upper and lower limits:

θmin
m ≤ θ

p
m,t ≤ θmax

m , t = 1, · · · ,
NΔt
Δτ

(19)

The power flow is limited by its transmission line capacity:

Pmin
mn ≤ Pp

mn,t ≤ Pmax
mn , t = 1, · · · ,

NΔt
Δτ

(20)
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Similar to CHP unit, the output of electric generators is also constrained by the
ramping rate and the upper and lower bounds:

Pdown
e1 ≤ Pp

e1,t+1 − Pp
e1,t ≤ Pup

e1 , t = 1, · · · ,
NΔt
Δτ

− 1 (21)

Pmin
e1 + Re1,t ≤ Pp

e1,t ≤ Pmax
e1 − Re1,t, t = 1, · · · ,

NΔt
Δτ

(22)

Pdown
e2 · Δt

Δτ
≤ Pp

e2,t+1 − Pp
e2,t ≤ Pup

e2 · Δt
Δτ

, t = 1, · · · ,
NΔt
Δτ

− 1 (23)

Pmin
e2 + Re2,τ ≤ Pp

e2,t ≤ Pmax
e2 − Re2,τ , t = 1, · · · ,

NΔt
Δτ

, τ ∈ t (24)

The reserve should also be kept in its physical limit:

0 ≤ Re1,t ≤ Rmax
e1 (25)

0 ≤ Re2,τ ≤ Rmax
e2 (26)

(3) Heat network
Heat network is mainly composed of heat exchanger stations, pipelines and loads.
Heat energy is extracted from the heat station, carried by hot water and distributed
to heat consumers through heat pipelines. Heat transfer time, usually varying from
hours to days, cannot be ignored [7]. In the paper, the thermal transmission dynamics
of heat network is described since steady thermal model cannot reflect its energy
storage property. The pressure dynamics are faster than thermal dynamics, with little
impact on temperature distribution, so it is not considered here.

(a) Heat pipeline
For a pipeline, in radial direction, hot water dissipates heat energy to insu-
lation and the surrounding soil; while in axial direction, hot water transfers
heat energy downwards through water flowing. Consequently, the water
temperature in the pipeline varies with the time τ and the position variable x
along the pipeline, representing its temporal and spatial characteristics. The
most commonly used strategy CF-VT in north China is considered.
The pipeline is divided equally into small segments of length Δx. For the
segment k, the thermal transmission dynamical model is established by includ-
ing the heat dissipation to the surrounding soil and heat transferring to the
adjacent segment, and then the heat energy delivering dynamics through the
pipeline is modelled considering the pipeline topology.
The thermal resistance between hot water and insulation layer can be calculated

Rwb =
1

hwpDin
+

1
2λb

ln(
Dout

Din
) (27)

The thermal resistance between insulation layer and soil layer can be described as

Rbs =
1

2λs
ln

⎡⎣ 2Z
Dout

+

√(
2Z

Dout

)2
− 1

⎤⎦ (28)

The insulation layer absorbs heat energy from the hot water and then dissi-
pates it to the soil layer. The heat dissipation of the insulation layer can be
expressed as

171



Energies 2021, 14, 8434

Cb
Tf

b,l,k,τ+1 − Tf
b,l,k,τ

Δτ
=

πΔx
Rwb

(Tf
w,l,k,τ − Tf

b,l,k,τ)−
πΔx
Rbs

(Tf
b,l,k,τ − Ts), τ = 1, · · · , N, k = 1, · · · , L/Δx (29)

where Cb = cb
π
4 (Dout

2 − Din
2)Δxρb.

In additional to the heat energy dissipation to insulation layer, heat energy is
transferred to the adjacent next segment at the same time, which is modeled as

mw
∂Tw

∂τ
+ MlCw

∂Tw

∂x
=

π

Rwb
(Tb − Tw) (30)

Using the finite difference approximation method, (30) can be reformulated as

Tp
w,l,k+1,τ+1 =

π

4
Din

2ρwcwΔxTp
w,l,k+1,τ + MlcwΔτTp

w,l,k,τ+1 +
π

Rwb
ΔxΔτTp

b,l,k+1,τ+1

π

4
Din

2ρwcwΔx + MlcwΔτ +
π

Rwb
ΔxΔτ

τ = 1, · · · , N − 1, k = 1, · · · , L/Δx − 1

(31)

The water temperature is limited by the upper and lower bounds

Tmin
hn ≤ Tp

w,l,k,τ ≤ Tmax
hn , τ = 1, · · · , N, k = 1, · · · , L/Δx (32)

(b) Hydraulics
In order to model the hydraulics of the pipeline, the following assumptions
are made: (1) Water is continuous and uncompressible, and according to mass
conservation law, the mass flow entering into a node is equal to the mass flow
leaving the node; (2) there is no heat energy loss at the mixed node; (3) when
the flowing water meets at the crossing node, the water temperature uniformly
mixes instantly.
The mass flow balance at the mixed node i is expressed as

∑
l∈Oi,pipe+

Ml = ∑
j∈Oi,pipe−

Mj (33)

where Oi,pipe+ and Oi,pipe− are the sets of pipelines that flows into and out of
node i.
At the crossing node i, the water temperature after mixing is given as

Tp
w,j,1,τ =

∑
l∈Ok,pipe+

MlT
p
w,l,L/Δx,τ

∑
l∈Ok,pipe+

Ml
, j ∈ Oi,pipe− (34)

(c) Heat exchanger
Absorbing the heat energy produced by CHP unit, the heat exchanger heats
the water at the terminal end of return pipeline, which then flows out of the
exchanger to the beginning end of supply pipeline. The heat exchange station
is simplified to a node r, and the heat energy exchange is formulated as(

∑
j∈Or,pipe−

Tp
w,j,1,τ+1Mj − ∑

l∈Or,pipe+

Tp
w,l,L/Δx,τ Ml

)
cw = ηexHp

CHP,τ , τ = 1, . . . , N (35)

where ηex is the heat energy utilization coefficient of heat exchanger.
(d) Heat load

The heat load refers to the heat power which is absorbed from the heat network
to maintain the temperature of the building within the human comfort range,
while the heat dissipation from the building interior to exterior is considered.
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Similar to the heat exchange station, the heat load is simplified to be a node
g. It absorbs heat energy from the hot water flowing in supply network. The
heat exchange at the heat load is expressed as⎛⎝ ∑

i∈Og,pipe+

Tp
w,i,l/Δx,τ Mm − ∑

j∈Og,pipe−

Tp
w,j,1,τ+1Mn

⎞⎠cw =
Hp

h,τ

ηload
, τ = 1, . . . , N, h = 1, . . . , E (36)

Due to the difference between indoor and outdoor temperature, the heat
power dissipates from indoors to outdoors. It is assumed that the heat dissi-
pation power is linearly proportional to the temperature difference, which is
formulated as

Hp
dis,h,τ = AhSh(T

p
in,h,τ − Tp

out,h,τ), τ = 1, . . . , N, h = 1, . . . , E (37)

where the heat transfer coefficient Ah of building h is related to the structure
of the fences such as windows and walls; the outdoor temperature Tp

out,h,τ of
building h at time τ in pre-scheduling is a known parameter.
Considering the heat energy absorption from the heat network and the heat
energy dissipation from indoors to outdoors, the indoor temperature of the
building can be expressed as

Tp
in,h,τ+1 = Tp

in,h,τ +
(Hp

h,τ − Hp
dis,h,τ)Δτ

FhGh
, τ = 1, . . . , N, h = 1, . . . , E (38)

The indoor temperature should be restricted within a certain range in order
to guarantee thermal comfort of users. SET established by the ASHRAE
(American Society of Heating, Refrigerating and Air-Conditioning Engineers)
is introduced in the paper for its universality and concision. The range of
comfortable indoor temperature has the following constraints [15]:

22.2 ≤ Tp
in,h,τ ≤ 25.6, τ = 1, . . . , N, h = 1, . . . , E (39)

3.2. Re-Dispatching
3.2.1. Optimization Objective

The optimization objective of re-dispatching is to minimize the total operational costs
of CHP unit and electric generators during the time horizon, formulated as:

min

(
U

∑
τ=1

(aCHP·Pr
CHP,τ + ae2·Pr

e2,τ)·Δτ +
UΔτ/Δt

∑
t=1

ae1·Pr
e1,t·Δt

)
(40)

3.2.2. Optimization Constraints

With the pre-scheduled reserve, the outputs of generators are appropriately adjusted to
adapt to the wind power realization in re-dispatching. Similar to Section 3.2, the operational
constraints of re-dispatching are illustrated below.

CHP unit constraints are given in (41)–(43):

Pr
CHP,τ = KHr

CHP,τ , τ = 1, . . . , U (41)

Pdown
CHP ≤ Pr

CHP,τ+1 − Pr
CHP,τ ≤ Pup

CHP, τ = 1, . . . , U − 1 (42)

Pp
CHP,τ − RCHP,τ ≤ Pr

CHP,τ ≤ Pp
CHP,τ + RCHP,τ , τ = 1, . . . , U (43)

Electricity network constraints are represented in (44)–(52):

Pr
mn,τ = −bmn

(
θr

m,τ − θr
n,τ
)
, τ = 1, . . . , U (44)
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Pr
inject,m,τ − Pr

load,m,τ + ∑
n∈Om

Pr
mn,τ = 0, τ = 1, . . . , U (45)

θr
d,τ = 0, τ = 1, . . . , U (46)

θmin
m ≤ θr

m,τ ≤ θmax
m , τ = 1, . . . , U (47)

Pmin
mn ≤ Pr

mn,τ ≤ Pmax
mn , τ = 1, . . . , U (48)

Pdown
e1 ≤ Pr

e1,t+1 − Pr
e1,t ≤ Pup

e1 , t = 1, . . . ,
UΔt
Δτ

− 1 (49)

Pp
e1,t − Re1,t ≤ Pr

e1,t ≤ Pp
e1,t + Re1,t, t = 1, . . . ,

UΔt
Δτ

(50)

Pdown
e2 ≤ Pr

e2,τ+1 − Pr
e2,τ ≤ Pup

e2 , τ = 1, . . . , U − 1 (51)

Pp
e2,t − Re2,τ ≤ Pr

e2,τ ≤ Pp
e2,τ + Re2,τ , τ = 1, . . . , U (52)

The heat network constraints in (27)–(29), (31)–(39) are included in re-dispatching
optimization, with the superscript ‘p’ replaced by ‘r’.

4. Simulation Results

To illustrate the effectiveness of the two-stage robust and economic scheduling method-
ology for electricity and heat coupled IES in accommodating uncertain wind power, an
electricity-heat IES, with an IEEE 9-bus, 9-branch electricity network and a 3-building,
12-pipeline heat network, is established in Figure 4. The two electricity and heat networks
are coupled by CHP unit and heat exchanger. Electricity generator G1 with larger inertial
time constant is attached to Bus 1, and the electricity generator G2 with smaller inertial
time constant is installed at Bus 7. The parameters involved in the simulation are given in
Table A1.

Figure 4. Diagram of electricity-heat IES.

Several cases are implemented to explore the effectiveness of thermal energy storage
properties of buildings and heat network in improving system flexibility and enhancing
wind power absorption. The cases with different considered factors, such as storage
capacity of heat network and buildings, time-of-use price of CHP unit generation, ramping
speed limit of generators, are listed in Table 1, where

√
denotes considering the factor

while × denotes not. In Cases I, II and IV, the cost coefficients remain unchanged during
the scheduling; while the cost coefficient of CHP generation varies in Case III, as shown
in Table 2. The real and forecasted wind power values are depicted in Figure A1. The
electricity load and outside temperature are drawn in Figures A2 and A3.
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Table 1. Simulation cases and the considered factors.

Case
Thermal Storage Properties of
Heat Network and Buildings

Time-of-Use Price of
CHP Generation

Ramping Speed Limit

CHP (MW/
τ) G1 (MW/
t) G2 (MW/
τ)

Case I
√ × 0.3 0.3 0.03

Case II
√ × 0.3 0.3 0.3

Case III
√ √

0.3 0.3 0.03
Case IV × × 0.3 0.3 0.03

Table 2. Cost coefficients of generators.

Cost Coefficient Case CHP ($/(MW·min)) G1 ($/(MW·min)) G2 ($/(MW·min))

Generation cost
coefficient

Cases I, II and IV 1 0.67 0.8

Case III 0.67 (12:00–14:00)
1.33 (14:00–16:00) 0.87 1.2

Reserve cost coefficient All Cases 2 1.33 1.6

4.1. Case I

From Figures A2 and A3, it can be observed that during the scheduling horizon, the
thermal demand gradually increases as the outdoor temperature drops; on the contrary,
the electrical load gradually decreases. The pre-scheduled electricity generations and the
balance between electricity supply and demand are depicted in Figure 5. The water tem-
perature of heat network is drawn in Figure 6. It can be seen, in order to achieve economic
operation, the generator G1 with the cheapest cost coefficient is scheduled to generate the
most electric power; the G2 generation is very small in order to satisfy the down reserve
requirement; the CHP unit with the highest cost coefficient is scheduled to satisfy the heat
demand by the lowest generation, which can be indicated by the phenomenon shown in
Figure 6 that the water temperature at the return Pipeline 7 at the end of the pre-scheduling
period is close to its lower limit.

Figure 5. Pre-scheduled electricity generations and the balance between supply and demand in Case I.
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Figure 6. Pre-scheduled water temperatures in heat network in Case I.

The temperature at the beginning of Line 1, i.e., the outlet of heat station, fluctuates
greatly, for it is closely related with CHP unit generation. In order to maintain the real-time
supply and demand balance of electricity load, the heat power output of CHP unit with the
fixed heat-to-electricity ratio has a higher volatility. However, after the heat transferring
through the pipelines, the temperature curves at the inlet of the load and the heat station,
such as the beginning of Lines 4–6 and 12, becomes smooth. Consequently, from this
perspective, the large volume of water in the pipeline serves as energy storage and the
fluctuation of instantaneous load or wind power can be smoothed by heat network.

The imbalance between heat supply and demand is depicted in Figure 7. From 12:00 to
13:00, CHP unit generates more heat power than the total building dissipation. Further, the
surplus heat energy, depicted in green, is stored into the pipeline and buildings. From 13:00
to 16:00, since the electricity demand decreases and at the same time the heat load increases,
the stored heat energy drawn in yellow, is discharged to satisfy the heat demand, ensuring
the indoor temperature in comfortable range. The indoor temperatures of buildings are
shown in Figure 8.

Figure 7. Pre-scheduled heat energy charging and discharging in Case I.
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Figure 8. Pre-scheduled building indoor temperature in Case I.

Due to predicted wind power errors, CHP unit and electric generators need to keep
some reserve in advance. If the robust and economical scheduling methodology is not
considered, when there is wind power prediction error, the system cannot meet the electric
and heat balance for lack of reserve, which leads to infeasibility. On the contrary, when
robust and economical scheduling methodology is taken into consideration, the system
can operate safely and stably and also absorb all wind power. The costs are manifested in
Table 3.

Table 3. Comparison of reserve and operation cost between Cases I and II.

Cost Case I Case II

Reserve cost ($) 12.9600 11.5200
Operation cost ($) 178.4432 176.7158

Total cost ($) 191.4023 188.2358

The reserves of generators are shown in Figure 9. At each instant, the sum of the
electricity power reserves of all generators is 0.03 MW, equal to the wind power uncertainty.
It is worth noting that the reserve of G1 is always 0. It is because that the timescale 
t of G1
ramping speed is larger than the time resolution 
τ of wind power fluctuation. In order to
achieve economic operation, G2 with the cheaper reserve cost should be given more priority
to provide reserve, rather than CHP unit. CHP unit will take on the remaining reserve
when G2 cannot accommodate the uncertain wind power, constrained by its ramping speed
0.03 MW/
τ. Considering the strong coupling of electricity generation and heat supply of
CHP unit, the heat energy reserve is also required, which is represented in security margin
of the water temperature and indoor temperature. As shown in Figure 6, at the beginning
end of Line 7, i.e., the outlet of Load 1, the temperature reaches its lower bound at 15:45
with no secure water temperature margin left; but the indoor temperature of Building 1 is
also 25.6 ◦C, much higher than the lower bound, which means it can supply heat reserve.
The indoor temperature of Building 2 is equal to its lower limit, but the water temperature
at the beginning end of Line 8 has some distance from the limit. The excess heat is stored
in the heating pipelines and buildings, providing the heat reserves when CHP unit is
scheduled to take on the reserves.
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Figure 9. Reserves of generators and wind power uncertainty in Case I.

4.2. Case II

Compared with Case I, the ramping speed of G2 changes from 0.03 MW/
τ to
0.3 MW/
τ in Case II. The pre-scheduled electricity generation and the balance of supply
and demand is depicted in Figure 10. The reserves of generators are shown in Figure 11. It
can be seen that only G2 offers 0.03 MW reserve to alleviate the wind power uncertainty.
Considering that G2 has sufficient reserve capacity and its reserve cost is cheaper, reserve
is completely supplied by G2. From the time 12:00 to 14:00, G1 generation reaches its upper
limit and then G2 with the medium operational cost is scheduled to satisfy the remaining
electricity load; since no reserve is required from CHP unit and simultaneously the CHP
unit generation cost is the most expensive, there is no scheduled CHP unit generation,
and the pipelines and buildings are in the heat energy release state, causing the water
temperature and indoor temperature to drop. From the time 13:00 to 16:45, G2 generation
is kept as 0.03 MW in order to provide sufficient downward reserve; and most of the
electricity demand is satisfied by G1 to achieve the economic operation.

Figure 10. Pre- scheduled electricity generations and the balance between supply and demand in
Case II.
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Figure 11. Reserves of generators and wind power uncertainty in Case II.

Because there is no need for CHP unit to supply reserve to accommodate the fluc-
tuation of wind power, as shown in Figure 12, the indoor temperatures of buildings and
the water temperatures at the outlets of heat loads all reach at their lower bounds, in-
duced by the optimization objective of economic operation. The comparison of reserve
and operational cost between Cases I and II are listed in Table 3. Owing to the enhanced
ramping speed of G2, more G2 electricity generations and reserves in Case II decrease the
corresponding cost, compared with Case I. Moreover, Due to the less CHP unit generation,
the heat network always stays in the state of releasing energy. As a result, the water
temperatures in the pipelines and indoor temperature in buildings show the downward
trend, which can be seen in Figures 13 and 14.

Figure 12. Pre-scheduled water temperature of heat network in Case II.

Figure 13. Pre-scheduled heat energy charging and discharging in Case II.
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Figure 14. Pre-scheduled building indoor temperature in Case II.

4.3. Case III

The pre-scheduled electricity generations are drawn in Figure 15. Comparison of
electricity generations during different time periods are given in Table 4. From 12:00–14:00,
more CHP unit generation is scheduled owing to the lower price; while from 14:15–16:00,
G1 generates more electricity. The scheduling results represent the operational economics.

Figure 15. Pre-scheduled electricity generations and the balance between supply and demand in
Case III.

Table 4. Comparison of electricity generations under time-of-use price.

Case
Average Output of CHP Unit (MW)

Average Output of G1 and G2
(MW)

12:00–14:00 14:00–16:00 12:00–14:00 14:00–16:00

Case I 0.1831 0.0607 1.0497 0.7998
Case III 0.5790 0.0350 0.6538 0.8255

Pre-scheduled water temperature of heat network is displayed in Figure 16. It can be
seen that, the outlet temperature of the heat station drops first and then rises, consistent
with the load inlet temperature. However, the turning point for outlet of the heat station
appears at 12:15–13:15 while the load outlet at 13:15–14:30. This shows that it takes some
time for hot water flowing from heat station to load. Heat production and consumption
are not balanced in real time. It is very necessary to conduct transient analysis on the heat
network. The water temperatures in Figure 16 are higher than those in Figures 6 and 12,
caused by the cheaper cost coefficient of CHP unit generation during 12:00–14:00.
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Figure 16. Pre-scheduled water temperature of heat network in Case III.

4.4. Case IV

In Case IV, both time-of-use price and the thermal storage capacity of heat network
and buildings are not concerned. Assuming that the temperature of the building is kept
at 23 ◦C constantly, and the heat dissipation from indoor to outdoor is regarded as heat
load. Heat network is simplified to be three heat load nodes. The heat supply and demand
are balanced instantaneously for no heat reserve is supplied. The wind power is absorbed
as much as possible under the condition of satisfying the operational constraints. The
absorbed and abandoned wind power is depicted in Figure 17.

Figure 17. Absorbed and abandoned wind power in Case IV.

The electricity generators G1 and G2 are limited to their ramping speed, and the CHP
unit working in constant heat-to-electricity ratio mode is subjected to real-time heat balance.
It is difficult for all of them to respond to the wind power fluctuation, inevitably leading to
wind abandonment. Wind power abandonment occurs at three instants and the maximum
abandonment appears at 13:15, with about 53.18% wind power abandoned; on the contrary,
the wind absorption is 100% if the thermal storage capacity is considered, as shown in
Cases I, II and III. What is more, it will lead to infeasibility under wind power uncertainty
for there is no heat reserve in Case IV.

4.5. Discussions on Robustness and Economics

To verify the robustness of the proposed method, 10,000 scenarios are generated by
Monte Carlo sampling within the wind prediction boundaries to simulate the real wind
power uncertainty. The price coefficient is chosen the same as Cases I, II and IV, listed in
Table 2. According to (3), the appropriate value Γ = 6 is chosen, whose corresponding pre-
scheduled electric power generation and reserve results have been given in Figures 5 and 9,
and heat energy results have been depicted in Figure 7. With the pre-scheduled results of
generations and reserves, the re-dispatching problem could derive the feasible solutions
of re-dispatched generations under all the 10,000 uncertain wind power realizations. The
robustness of the proposed pre-scheduling and re-dispatching coordination approach is
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validated. As shown in Table 5, if the smaller value Γ= 2 is chosen, the feasibility of re-
dispatching problem under any uncertain wind power realization might not be guaranteed,
with the unfeasibility proportion about 5.55% among the 10,000 wind power realizations,
although the total cost could be decreased. On the contrary, with the larger value Γ= 16, the
derived total cost in pre-scheduling optimization increases and even worse the computing
burden is significantly exacerbated, consuming the computational time several hundred
times as much as Γ = 6 due to the less feasibility domain.

Table 5. Comparisons in robustness, economics and computational costs.

Solutions
Operation Cost

($)
Reserve Cost ($) Total Cost ($)

Infeasibility
Proportion of

Re-Dispatching
Iterations

Robust economic
scheduling

Γ = 2 178.2558 12.96 191.2158 5.55% 787
Γ = 6 178.4432 12.96 191.4023 0% 528
Γ = 16 178.5876 12.96 191.5476 0% 256

Interval
optimization

The worst optimal 182.0079 24.75 206.7579 0% 65,536
The best optimal 172.4928 23.0630 195.5558 0% 65,536

Scenario-based
optimization

N1 = 1000, N2 = 100 177.1415 5.7776 182.9191 100% 100
N1 = 10,000, N2 = 1000 177.2181 12.1895 189.4076 65.57% 1000

In order to evaluate the superiority of the proposed approach, the interval optimiza-
tion [16–18] and scenario-based optimization methods [19–21] are employed for compar-
ison. In the interval optimization method, the robust feasibility constraints are added
iteratively as described in Section 2.3 to solve the pre-scheduling problem. The best and
worst optimal solutions of interval optimization considering robust feasibility constraints
are given in Table 5. It is shown that the robustness can be guaranteed, but their total costs
are respectively 2.17% and 8.02% higher compared with the robust economic scheduling.
In the scenario-based optimization method, the wind power scenarios are sampled by the
Monte Carlo simulations, and reduced by the backward reduction method. In Table 5, N1
and N2 mean the scenario number before and after the scenario reduction. For the reduced
scenarios, the feasible iterations are carried out. The total costs of scenario-based optimiza-
tion methods are lower, but the safe operation of the system cannot be guaranteed when
facing the uncertain wind power realization. Under the pre-scheduling results derived
by 1000 scenarios-based optimization, the infeasibility proportion of re-dispatching is still
about 65.57%. Both of the methods, i.e., the interval optimization and the scenario-based
optimization, will face the combinatorial explosion problem as time horizon increases,
indicated by the iterations in Table 5. Although the scene reduction can decrease the
number of scenarios, its calculation time also cannot be ignored.

Consequently, the robust economic scheduling approach can ensure the feasibility of
re-dispatching problem under any uncertain wind power realization while ensuring the
economics of scheduling solution. Furthermore, the combination explosion problem can be
solved.

5. Conclusions

A two-stage robust economic scheduling is proposed for electricity-heat IES to cope
with the wind power uncertainty. In pre-scheduling, while ensuring the economics of
scheduling results, the sufficient regulation margin subjected to the operational bounds
is reserved for the possible uncertain wind power realization by considering the robust
feasibility constraint of re-dispatching. With the pre-scheduling solution, for electric
system the appropriate generation reserve is kept to achieve the flexibility, and for heat
system, the inherent thermal energy storage of buildings and heat network is utilized
to compensate for the fluctuations of heat power generation from CHP unit caused by
wind power uncertainty. The thermal storage capability is characterized by modeling
the dynamics of building and heat network. The simulation indicates that the proposed
approach could enhance the flexibility of heat and electricity coupled system in wind power
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accommodation. Furthermore, the appropriate choosing of uncertain budget could achieve
the robustness and economics of scheduling results at the lower computational cost. The
optimization objective of the total cost derived by the proposed approach is lower than
the traditional interval optimization. The proposed approach is more robust compared
with the traditional scenario-based optimization method. Gradient explosion problem
existing in the two traditional methods could be avoided by the proposed approach. The
superiority of the proposed approach can be demonstrated.

In cold seasons, with large heat demand and abundant wind power, the fixed heat-
power ratio of CHP unit could cause problems in wind accommodation and more im-
portantly, the safe operation of the system, especially in Northeast China. The proposed
method can effectively enhance wind power accommodation and achieve robustness and
economics of scheduling. In the future research, the uncertainties of electricity demand
and heat network parameters will be further considered.
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Nomenclature

Indices and Sets

O the set of branches or pipelines directly connected with a bus or node
τ time index for heat network
d index of electric network slack node
g node index of heat load
i index of heat network node
j, l index of heat pipeline
k index of pipeline segment
m, n indices of electric network buses
r node index of heat exchange station
t time index for electricity network

Superscript and Subscript

CHP CHP (combined heat and power) unit
b insulation layer
dis heat dissipation of building
down downward ramping
e1 electric generator with large system inertia
e2 electric generator with small system inertia
ex heat exchange station
in inner layer of pipeline or indoors
inject power injection
load electric or heat load
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out outer layer of pipeline or outdoors
p pre-scheduled value or wind power predicted value
r re-dispatched value or real wind power value
s soil layer
up upward ramping
w water flow layer
wind wind power

Input Parameters

A heat transfer coefficient of building fence [W/(m2·◦C)]
D diameter of pipeline [m]
E total number of buildings
F equivalent specific heat capacity of building [J/(kg·◦C)]
G equivalent mass of building [kg]
L length of the pipeline [m]
M mass flow rate in pipeline [kg/s]
N/U time horizon length of pre-scheduling/re-dispatching
R thermal resistance [(m·K)/W]
S area of the fence [m2]
Z buried depth of pipeline [m]
λ thermal conductivity [W/(m·K)]
ρ density [kg/m3]
η energy utilization coefficient
a price coefficient of operation [$/(MW·min)]
b reactance [pu]
c specific heat capacity [J/(kg·K)]
h convection heat transfer rate [W/(m2·K)]
k heat-to-electricity ratio of CHP unit
q price coefficient of reserve [$/(MW·min)]

t timescale of heat network [min]

τ timescale of electricity network [min]

x segment length of heat pipeline [m]

Decision Variables

Hp
CHP,τ , Hr

CHP,τ
heat power generation of CHP unit at time τ in pre-scheduling/
re-dispatching [W]

Hp
dis,h,τ , Hr

dis,h,τ
heat power dissipation of building h at time τ in pre-scheduling/
re-dispatching [W]

Hp
h,τ , Hr

h,τ
heat power absorbed by building h at time τ in pre-scheduling/
re-dispatching [W]

Pp
CHP,t, Pr

CHP,τ
electric power generation of CHP unit at time t in pre-scheduling/
τ in re-dispatching [W]

Pp
e1,t,P

r
e1,t

electric power generation of electric Generator 1 at time t in pre-scheduling/
re-dispatching [W]

Pp
e2,t,P

r
e2,τ

electric power generation of electric Generator 2 at time t in pre-scheduling/
τ in re-dispatching [W]

Re1,t,Re2,τ ,RCHP,τ
reserve of electric Generator 1/electric Generator 1/CHP unit at time
t/τ [W]

Tp
b,l,k,τ , Tp

w,l,k,τ
temperature of insulation layer/water flow at k-th segment of pipeline l
at time τ in pre-scheduling [K]

Tr
b,l,k,τ , Tr

w,l,k,τ
temperature of insulation layer/water flow at k-th segment of pipeline l
at time τ in re-dispatching [K]

Tp
in,h,τ , Tr

in,h,τ
indoor temperature of building h at time τ in pre-scheduling/
re-dispatching [◦C]

θ
p
m,t, θr

m,τ
voltage phase angle at bus m at time t in pre-scheduling/
τ in re-dispatching [rad]
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Appendix A

Table A1. Simulation parameters.

Parameters Value Parameters Value Parameters Value

Δt/min 30 ηex 1 AhSh/(MW·◦C)−1 7.5 × 10−3

Δτ/min 15 ηload 1 FhGh/(MJ·◦C)−1 7.5 × 10−2

Δx/m 50 Pmin
mn /MW 3 Pmin

CHP/MW 0
N 16 Pmax

mn /MW 0 Pmax
CHP/MW 1

E 3 λb/W·(m·K)−1 0.033 Pmin
e1 /MW 0

K 1 Z/m 1 Pmax
e1 /MW 1

Thn
max/◦C 90 λs/W·(m·K) −1 0.31 Pmin

e2 /MW 0
Thn

min/◦C 30 cb/J·(kg·◦C) −1 1380 Pmax
e2 /MW 1

cw/J·(kg·◦C)−1 4200 ρb/(kg·m−3) 1000 θmax/◦ 5
ρw/(kg·m−3) 1000 αs/W (m2·K)−1 14 θmin/◦ −5

Din/m 0.4 M4, τ/(kg·s)−1 1.5 Rmax
CHP/MW 0.3

Dout/m 0.6 M5, τ/(kg·s)−1 1.5 Rmax
e1 /MW 0.3

hwp/W·(m2·K)−1 7000 M6, τ/(kg·s)−1 1.5 Rmax
e2 /MW 0.3

Figure A1. Wind power forecasting and true value under ±0.03 uncertainty.

Figure A2. Electric load of each bus in power system.
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Figure A3. Outside temperature of buildings.
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Abstract: Scientists have been paying more attention to the shortage of water and energy sources all
over the world, especially in the Middle East and North Africa (MENA). In this article, a microgrid
configuration of a photovoltaic (PV) plant with fuel cell (FC) and battery storage systems has been
optimally designed. A real case study in Egypt in Dobaa region of supplying safety loads at a
nuclear power plant during emergency cases is considered, where the load characteristics and the
location data have been taken into consideration. Recently, many optimization algorithms have been
developed by researchers, and these algorithms differ from one another in their performance and
effectiveness. On the other hand, there are recent optimization algorithms that were not used to
solve the problem of microgrids design in order to evaluate their performance and effectiveness.
Optimization algorithms of equilibrium optimizer (EQ), bat optimization (BAT), and black-hole-based
optimization (BHB) algorithms have been applied and compared in this paper. The optimization
algorithms are individually used to optimize and size the energy systems to minimize the cost. The
energy systems have been modeled and evaluated using MATLAB.

Keywords: isolated microgrids; cost of energy (COE); loss of power supply probability (LPSP);
optimization techniques

1. Introduction

Recently, Egypt has shown interest and determination to be one of the worldwide
energy producers. In 2030, Egypt plans to increase its renewable energy production to 30%
of its demand to support the rising population and growth [1–3]. Egypt’s location provides
it with an excellent average irradiance all over the year. In addition, the wind energy atlas
shows a great ability to depend on wind energy. In the last decade, the total installed
capacity of new and renewable energy sources of wind and solar power plants has been
raised from 1157 MW in 2017/2018 to 2247 MW in 2018/2019 with an increase of 94.2%, as
reported in the 2018/2019 annual report of the Egyptian electricity holding company [4,5].
Likewise, the total energy generated from wind and solar sources, which are connected to
the unified national grid, has been increased from 2871 GWh in 2017/2018 to 4543 GWh in
2018/2019 with a growth rate of 58.2% [1–6]; on the other hand, solar energy generation
has increased by 184% reaching a value of 1525 GWh in 2019 [1–6].

Several renewable energy configurations have been designed and evaluated for such
cases. Different configurations that are based on solar, wind, and fuel cells have been
introduced [7–9]. Solar PV energy is a great source of clean energy in Egypt source; the
high average irradiance all over the year [4], as well as the low costs of both operation and
maintenance, led to a remarkable increase in the investments in PV plants to be the safest
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source in distant zones [7–9]. PV plants became the main energy source in most of the
presented system configurations in Egypt as well as other countries [1–9]. Wind energy,
storage batteries, geothermal, wave, tidal energies, and fuel cells are other sources that can
be used with PV forming a hybrid system. The necessity of hybridization of other energy
sources with PV sources is due to the variation in the generated solar energy with many
factors such as meteorological conditions. Another suggested case study of a microgrid
is to feed the nuclear power plants (NPPs) during emergencies, enhancing the electrical
system safety and NPP reliability.

Design of emergency power systems provides electrically independent and physically
separated power distribution divisions. One is designated odd and the other even. The
distribution design provides power to redundant station loads and prevents failures or
damage of one division cascaded to the others. Integration of all power sources in a
microgrid arrangement enhances the safety of operation, normal shutdown, and unplanned
shutdown, as well as overall plant safety. In addition, it mitigates the negative impact of
emergency power absence on the environment. Solar and/or wind energy may supply the
services and emergency load, while fuel cells can be used as storage devices.

Backup diesel generators have been used for compensating the lack of solar energy
in the shortage periods [10]. However, the dependency on fossil fuels is still the main
problem besides environmental conditions [3]. On the other side, batteries storage units are
the first decision as a traditional storage component. The battery storage units assist the
system to be both stable and reliable. More attention has been paid to reducing the cost of
battery units and raising its efficiency and lifetime. Researchers have proposed the usage of
battery units to improve the power quality of power systems that are being interconnected
with renewable energy sources [7–10]. Fuel cells have been utilized as a reliable storage
device with acceptable efficiency [11]. Fuel cells have distinguished advantages compared
to the battery units, which include lower cost and less negative effect on the environment.
Water-based FC with a combined electrolyzer unit is the standard type that is used with
renewable energy sources. From the reported papers [7–12], it could be noted that the
battery storage units increase the cost of the COE of all configured systems. Moreover,
the grid-connected hybrid systems, in most cases, have the best COE. The reasons may
be summarized in the lower cost of kWh obtained from the grid compared to the initial
costs obtained from renewable energy sources. However, in recent years, acceptable rate
reduction in the initial costs of renewable energy sources increased the chances of using
such sources.

Several research studies have been carried to develop a reliable procedure to optimize
the configuration of hybrid energy systems. Few reported attempts considered real case
studies, while others focused on the techniques and methodologies [12–21]. Great efforts
have been made to better manage the uncertainties of renewable energy systems (RES), cost
of energy (COE), and load demands (LD) by various recent research studies. In [22], the
authors proposed the management strategy of RES uncertainties, the electricity price, and
LD based on a hybrid stochastic/robust (HSR) optimizer in different scenarios, which have
the advantage of improving the convergence characteristics. The authors in [23] developed
a distributed robust optimization approach to overcome the restrictions of the dispatchable
flexible resources taking into account the uncertainties from RES and LD based on different
constraints that can be appropriate in piratical schemes with tacking the transmission loss
in the consideration.

In 2020 [12], a hybrid configuration composed of PV plant, WT plant, battery units,
and diesel generators was designed, involving a comprehensive comparison between the
different possible configurations. The simulation and optimization process has been done
using HOMER® (Hybrid Optimization of Multiple Energy Resources, Boulder County,
CO, USA) and NEPLAN® (NEPLAN AG, Zurich, Switzerland) platforms. A case study
in Egypt has been considered for evaluating the designed configurations to determine
the best configuration involving renewable and conventional energy sources. The results
showed that the most effective design is the interconnected grid system with PV and diesel

190



Mathematics 2022, 10, 140

generators without any storage devices with a COE of 0.124 USD/kWh. A procedure for
designing an isolated microgrid in Con Dao Island in Vietnam has been presented in [13].
The results through HOMMER show that a reliable operation of the designed microgrid.

Away from the fixed configurational platforms, many optimization algorithms have
been proposed and applied for determining the optimal configuration of the microgrids.
In [14], the optimal sizing of the energy storage system using the state of energy model
was reported for an active distribution network. The results show an effective reduction
in the possible error in the sizing optimization considering the case of insufficient data
at the planning stage. In [15], a valuable effort has been made to present a method for
optimizing the size of battery and ultracapacitor hybrid storage systems. The technique
can be used for plug-in electric vehicles (PEVs) and smart grids. The presented energy
management method had been applied in real-time applications with Markov chain and
stochastic dynamic programming (SDP) algorithm. Moreover, a village in Egypt has been
recognized as a case study. A complete system from PV, wind, and diesel generators with
battery storage units has been developed to feed people with electricity [10]. A fuel cell and
renewable energy sources have been combined in an energy hybrid system [11]. Various
optimization algorithms of water cycle optimizer, hybrid particle swarm, whale optimizer,
and moth-flame optimizer have been applied for designing different configurations of
microgrids involving photovoltaic, diesel generators with battery storage units or hydro-
electric pumped storage considering real data have been presented in [6,11]. The results
show that the whale optimization algorithm and whale optimization algorithm gives the
best results regarding the best COE and convergence characteristics for the specified case of
study. A grid-connected photovoltaic and wind turbine hybrid system has been designed
with the application of the methods of GA and PSO as presented in [16]. The results
showed that the COE waw minimized by continuing feeding to the load demand. A techno-
economic of a stand-alone hybrid system involving hybrid pumped and battery storage
with photovoltaic has been presented with the application of the algorithms of GA, firefly
algorithm, and grey wolf optimizer in [17]. In [17], a case of study for feeding a low load
has been considered. The results prove the ability of the grey wolf optimizer to minimize
the COE of the system. To improve the energy-use efficiency in a case study related to
agricultural fields, GA has been applied to optimize the configuration of a hybrid energy
system for reducing environmental impacts [18]. In Spain, a PV/WT/Biomass/H2/fuel
cell hybrid system based on model predictive control and genetic algorithm results in a
COE of 0.123 USD/kWh [19].

The application of the optimization techniques is essential for finding solutions and
optimal configuration of the energy systems in many fields, such as agricultural, milling
industry, nuclear power plant systems, and flood control operations, to find the optimal
configuration with satisfying the constraints [20,21]. The optimization leads to finding
the optimum and finest solutions between reasonable alternates, which ensure satisfying
the considered problem constraints. Additionally, the complex task, the multidisciplinary
problem of designing the microgrid systems considering many variables and constraints,
leads to implementing it as an optimization problem to achieve one or more objectives such
as minimizing cost, minimizing loss of power supply probability, and/or maximizing the
energy reliability.

This paper presents a comprehensive comparison between the performances of three
metaheuristic methods of equilibrium optimizer (EQ), bat optimization (BAT), and black-
hole-based optimization (BHB) to optimize and get the techno-economic optimal configura-
tion of microgrids to evaluate their effectiveness. Acceptable convergence characteristics
of the three optimization techniques have been proved considering other optimization
problems. However, no attempt has been made to present a comprehensive comparison
between the performance of the three algorithms to optimize the sizing of such a hybrid
energy system of this paper. Therefore, for a closer look at their performance, the applica-
tion of these methods was considered to optimize the hybrid energy system (PV plant, FC
systems, and battery storage systems) considering a real case study of Egypt in the Dobaa
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region. Moreover, statistical tests were performed to evaluate the robustness of the three
applied algorithms.

The article is developed as follows: Section 2 illustrates methods involving the system
configurations, complete microgrid mathematical model, energy management methodol-
ogy, the sizing of microgrid problem formalization, the applied optimization techniques,
and the case of study. The numeric results and discussions are executed in Section 3. The
last section contributes to the conclusion of the proposed work.

2. Methods

2.1. System Configurations

The configuration of a stand-alone microgrid is illustrated in Figure 1. This is a general
configuration that contains a PV power plant with FC. Moreover, a battery was included as
a storage device. This system is designed to introduce an essential solution in remote areas.

Figure 1. Arrangement of the studied microgrid.

2.2. Complete Microgrid Mathematical Model
2.2.1. Solar System

The solar system is modeled considering the variations of the produced power from
the PV solar system with both irradiance and temperature. The model of the produced
power is illustrated using Equations (1) and (2) [10,11].

PPV(t) = NPV PPV_ratedηPVηWire ×
G(t)
Gnom

(1 − βT(TC(t)− TC_nom)) (1)

where NPV and PPV_rated indicate the PV modules number and the nominal power of each,
while ηPV and ηwire represent the efficiencies of the PV and connected wire, respectively.
Moreover, G(t) and Gnom represent solar irradiance at the operating temperature and
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the standard one of 1000 W/m2, respectively. BT, TC, and TC_nom indicate temperature
coefficient module, cell temperature, and standard temperature of 25 ◦C, respectively.
Furthermore, the cell temperature is estimated as follows:

TC(t)− Tambient = G(t)
TTest
800

(2)

where Tambient and TTest denote the module’s ambient and tested temperatures, respectively.

2.2.2. Battery Storage Unit

Battery storage units have been used to mitigate the variation of the PV and wind-
generated power, which vary with many uncontrolled operation conditions, for instance,
irradiance, temperature, and wind speed. The usage of storage units will be useful to
control power flow to loads. Several studies reported that the lead-acid battery has a wide
usage for such applications because of its availability and competitive price with respect to
other battery types. Factors affecting the battery bank sizing include lifetime, temperature
as well as depth of discharge (DOD) [10,24]. The capacity boundary of the battery banks
can be weighed considering the state of charge (SOC).

Moreover, SOC respecting the storage banks is determined using the charging and
discharging energy. The state of charge is estimated using time as per Equations (3)–(6).
There are two modes of operation: the first one is the charging mode, while the other is the
discharging mode. In the period of charging, the charged energy is calculated as follows:

ECH(t) = (
PWT(t)− Pload(t)

ηconv
+ PPV(t))× ηCH × Δt (3)

where ECH(t) represents the charged energy during Δt, which is one hour at instant t. Pload(t)
represents the load power at the same instant t, while ηconv and ηCH are the efficiencies of
converter and charging, respectively. Moreover, the state of charge is estimated as

SOC(t) = SOC(t − 1)(1 − σ) + ECH(t) (4)

where SOC (t) and SOC(t − 1) denote battery SOCs at two instances of t and t − 1, one-
to-one. Additionally, σ denotes the rate of self-discharging. While the discharging mode
energy and SOC can be calculated as follows:

EDIS(t) = (
Pload(t)− PWT(t)

ηconv
− PPV(t))× ηDIS × Δt (5)

SOC(t) = SOC(t − 1)(1 − σ)− EDIS(t) (6)

where EDIS(t) represents the discharging energy at a time t. At the same time, ηDIS denotes
the discharging efficiency of the battery.

2.2.3. Electrolyzer

The electrolyzer is implemented based on the water-electrolysis concept, producing
hydrogen and oxygen by flowing a DC-current among two electrodes. Subsequently, the
hydrogen is gathered on all sides of the anode surface. According to the water electrolyzer
mentioned by [25–27], the generated hydrogen is gathered at a pressure of 30 bar. This value
is very high as compared with the produced one from the reactant-pressure to supply the
proton exchange membrane fuel cell (PEMFC). In many studies, the generated hydrogen
from the electrolyzer can be supplied to the hydrogen tank, or its pressure is increased
to 200 bar by a compressor to boost the energy stored density [25]. The other studies
stated that the hydrogen evaluated from the electrolyzer is applied to a low-pressure tank
until it is charged; therefore, a compressor is utilized to force the stored hydrogen to a
high-pressure tank. Hence, the energy depleted by the compressor is decreased because it is
not in the process of launching the whole time [25,26]. In this work, the generated hydrogen
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is applied to the hydrogen tank. The electrolyzer can be simulated via the transmitted
power from the DC-bus to the hydrogen tank, and it can be expressed by the following
formula [25–27],

PElectro−tank = Pren−Electro × ηElectro (7)

where PElectro−tank is the output electrolyzer power that is injected into the hydrogen tank.
Pren−Electro is the output electrolyzer power. The ηElectro is the electrolyzer efficiency.

2.2.4. Hydrogen Tank

In the proposed work, the hydrogen tank is simulated via the energy-stored quantity
(Etank) in the hydrogen tank at a time t. The Etank can be formulated as follows [25]:

Etank(t)= Etank(t − 1) +
(

PElectro−tank(t)−
Ptank−FC(t)

ηstorage

)
× Δt (8)

where Ptank−FC(t) is the equivalent power that pulled out from the hydrogen tank and
applied to the fuel cell (FC), and ηstorage is the efficiency of the storage tank, and it indicates
the losses, and it can be provided as 95% for all operating scenarios [25]. Δt is the interval
of the simulation process, and it is deemed to be one hour in the proposed work.

The mass of stored hydrogen Mtank in the tank can be expressed by the following
equation [25–27]:

Mtank(t) =
Etank(t)
HHVH2

(9)

where HHVH2 is the higher heating value of hydrogen (HHV). In line with [26], the amount
of HHV is deemed as 39.7 kWh/m2. The energy stored in the tank comes among a
predefined upper and lower limit of the tank capacity. According to some issues related to
hydrogen nature, there is a recommendation that the low quantity (lower limit) of stored
hydrogen is not discharged and can be considered here by 5%. Consequently,

Mtank,min ≤ Mtank(t) ≤ Mtank,max (10)

where Mtank is ranged between the upper Mtank,max and lower Mtank,min limits of hydrogen
tank at time t.

2.2.5. Fuel Cell (FC)

The electrolysis of the hydrogen FC is working in reverse to generate electric current
when the hydrogen is recombined with the oxygen. However, the PEMFC is manufactured
in large generating sizes to be reliable with a short-power release time of around 1–3 s [25].

In this work, the efficiency of the FC (ηFC) is considered to be 50% constant value.
Therefore, the produced power can be estimated in a simple way based on the input power
Ptank−FC and ηFC of the FC by the following formula:

PFC−inv = Ptank−FC × ηFC (11)

2.2.6. DC/AC Converter

The main roles of the inverter are to convert the produced DC power from renewable
sources and the FC source into AC power, besides exceeding the supplied power to the
grid. In this study and based on [28], the inverter efficiency (ηinv) is supposed to be 90%
as a constant value. Hence, the output power of the inverter can be estimated using the
following equation:

Pinv−AC = (PFC−inv + Pren−inv)× ηinv (12)

2.3. Energy Flow Scenarios

The methodology of the energy management system in a microgrid is planned to
ensure continued energy covering the load demand. The energy management can be con-
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cluded in the following six scenarios. The first three scenarios are related to the generated
energy from PV being less than the demand load; in this case, the battery and FC should
be operated to cover the load demand energy. The other three scenarios are related to the
generated energy from PV being larger than the demand load; in this case, the battery and
FC should be operated to store the extra energy.

2.3.1. Case 1

Scenario I:

The battery should operate in the discharging mode of the battery to feed the load
demand when renewable energy does not cover it. So, in this case, the load power shearing
is as follows:

Pload(t)× Δt = (PPV(t)× ηconv)× Δt + EDIS(t)× ηconv (13)

Scenario II:

Continuously; if the renewable energy and battery do not cover the load demand, this
is the time of FC operation. The generated power from the FC is estimated as

PFC(t)× Δt = (Pload(t)− PPV(t)× ηconv)× Δt − EDIS(t)× ηconv (14)

Scenario III:

Continuously; if the renewable energy, battery, and FC, does not suffice the load needs,
there is a shortage in the energy to supply the load needs. The LPS should be calculated to
be minimized. Moreover, a solution of DG may be used.

2.3.2. Case 2

Scenario IV:

On the other hand, when the generated energy from renewables exceeds the load
demand, the battery will be operated in charging mode. The power fellow in this scenario
will be demonstrated as follows:

Pload(t)× Δt = (PPV(t)× Δt − ECH(t))× ηconv (15)

Scenario V:

Sometimes the battery is full in the time of the renewable energy is exceeds the load
demand. In this scenario, the extra energy will be stored in the FC tank. The power fellow
in this interval is expressed as:

Pload(t)× Δt = (PPV(t)× Δt − PElectro−tank(t))× ηconv (16)

Scenario VI:

Sometimes, the battery is full in the time of the renewable energy is exceeds the load
demand. The extra energy is supplied to the dummy load in this scenario. The dummy
load in this interval is expressed as

Pdummy(t)× Δt = (PPV(t)× ηconv − Pload(t))× Δt − ECH(t))× ηconv − PFC−inv(t)× ηconv (17)

All scenarios can be visualized as the flowchart of Figure 2.
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Figure 2. Scenarios of energy management flowchart.

2.4. Sizing of Microgrid Problem Formalization
2.4.1. Optimized Objective Function Indices

There are many indices that should be minimized to ensure the excellent design of
the microgrid. Three indices have been considered, which are (1) the cost of rnergy (COC),
(2) loss of power supply probability (LPSP), and (3) the dummy load (Pdummy) [10,29,30].
Therefore, the objective function is composed of the four indices with a weighted ratio. The
system will be designed in order to minimize the weighted objective function.

(1) Cost of Energy (COC)
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The net present cost (NPC) is utilized to estimate the whole cost of the hybrid micro-grid.
The system annual cost of investment Cann_tot can be expressed by the following formula:

Cann_tot = Cann_cap + Cann_rep + Cann_oper&maint (18)

where, Cann_cap, Cann_rep, and Cann_oper&maint are the annual costs of the system components,
system components’ replacements, operation and maintenance, respectively.

(a) The Annual Capital Cost of the Microgrid System

The capital recovery factor (CRF) is utilized changing the initial investment to annual
capital costs based on the following equation:

CRF(r, Msys) =
r × (1 + r)Msys

(1 + r)Msys − 1
(19)

where r and Msys are the rate of interest (%) and the life span of the whole hybrid system
under study.

The annual capital cost of the individual subsystems is evaluated using the next
expressions, ⎧⎪⎪⎨⎪⎪⎩

Cann_cap_PV = Ccap_PV ∗ CRF(r, MPV)
Cann_cap_FC = Ccap_FC ∗ CRF(r, MFC)

Cann_cap_batt = Ccap_batt ∗ CRF(r, Mbatt)
Cann_cap_conv = Ccap_conv ∗ CRF(r, Mconv)

(20)

where Ccap_PV , Ccap_batt, Ccap_FC, and Ccap_conv are the initial capital cost of PV system
integration, the initial cost of the battery bank, and the initial cost of all components of
FC, respectively. MPV, Mbatt, and MFC are the lifetime of PV modules, battery banks, and
FC, consequently.

Therefore, the annual capital investment cost of the hybrid system is formulated
as follows:

Cann_cap = Cann_cap_PV
+Cann_cap_batt
+Cann_cap_FC
+Cann_cap_conv

(21)

where Cann_cap_PV , Cann_cap_batt, Cann_cap_FC, and Cann_cap_conv are the annual-capital-cost
share of the integration of the PV, FC, battery bank, and converter, consequently.

(b) The Operation and Maintenance Cost

The operation and maintenance cost of the proposed scheme is estimated in the
following form:

Coper&main = Coper&main_PV ∗ tPV
+Coper&main_batt ∗ tbatt
+Coper&main_conv ∗ tconv
+Coper&main_FC ∗ tFC

(22)

where, Coper&main_PV , Coper&main_batt, Coper&main_conv, and Coper&main_FC are the operation
and maintenance costs of PV, battery banks, converter, and FC per unit time, respectively.
tPV , tbatt, tconv, and tFC are the operating time of PV, battery banks, converter, and FC,
respectively.

(c) The Annual Replacement Cost

The replacement cost of the hybrid system components during its lifetime is deter-
mined by the next formula [10–27],

Crep =
nrep

∑
j=1

KCrep Cu

(
1 + i
1 + r

)jMsys/(nrep+1)
(23)

197



Mathematics 2022, 10, 140

where, i, KCrep , Cu, and nrep are the inflation-rate of replacement, the unit’s size utilized in
the system, the cost of the replaced units, besides the number of the replacements during
the project time Msys.

Hence, the net present cost (NPC) is expressed as follows,

NPC =
Cann_tot

CRF
(24)

The cost of energy (COE) is defined as the generated electrical energy cost from the
hybrid system in (USD/kWh). The COE is expressed as

COE =
Cann_tot

∑h=8760
h=1 Pload

=
NPC

∑h=8760
h=1 Pload

∗ CRF (25)

(2) Loss of Power Supply Probability (LPSP)

The LPSP is defined as a design factor. It takes the measurements of the insufficient
operation probability of the power supply in the case of the hybrid microgrid is unsuc-
cessful in satisfying the energy demand. The loss of power supply LPS(t) is given by the
following formula:

LPS(t) = PLoad(t)× Δt
−(PPV(t)× ηconv)× Δt
−EDIS(t)× ηconv
−EFC(t)× ηconv

(26)

LPSP is known as a practical index to estimate the reliability in the issues of the
optimum capacity of hybrid renewable energy systems. Thus, the LPSP is evaluated based
on the summation of the LPS(t) overall load demand within all study periods, and it can
be mathematically written as follows:

LPSP =
∑8760

t=1 LPS(t)

∑8760
t=1 Pload(t)× Δt

(27)

2.4.2. The Proposed Objective Function

The objective function (OF) of this work is proposed to minimize the COE, LPSP, in
addition to the dummy load (Pdummy) based on the optimization technique. Subsequently,
the OF is created in the following expression:

OF = ψ1 ∗ COE + ψ2 ∗ LPSP + ψ3 ∗ Pdummy (28)

In this work, the weighting factors Ψ1, Ψ2, and Ψ3 are selected based on trial and
error to achieve the best results. This selection is considered according to the following
conditions; weighting factors summation are equal to unity, their values ε (0, 1), and the
Ψ2 value must be higher than Ψ1, and Ψ3 values for ensuring the whole system reliability.
Therefore, the produced Ψ1, Ψ2, and Ψ3 values are 0.2, 0.6, and 0.2, respectively.

2.4.3. Design of Constrains for Optimization

In off-grid hybrid systems, the operation of the system components must be considered
based on constraints. To ensure the optimal operation of the system to confirm the condition
in Equation (29), the generated energy at a time (t) is balanced with the energy consumed
by the load. This constraint can be expressed as follows:

PLoad(t)× Δt = (PPV(t)× ηconv
+PWT(t) + PDG(t))× Δt
+Ebatt(t)× ηconv
+EFC(t)× ηconv

(29)
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Equation (30) is considered as one of the optimization policies to assure that the power
storage per hour by hydrogen tank at a time should be performed within limits, and it can
be represented as

Mtank,min ≤ Mtank(t) ≤ Mtank,max (30)

Avoiding the over/under charging issues, the SOS of the battery bank is constrained
between its maximum SOCmax and minimum SOCmin values. Where the SOCmax is con-
sidered the full size of the battery, on the other hand, the SOCmin is subjected to the depth
of discharge. This condition can be illustrated by Equations (31) and (32):

SOC(t + 1) = SOC(t)(1 − σ) (31)

SOCmin ≤ SOC(t) ≤ SOCmax (32)

The LPSP can be lower than the system indicator of predefined reliability (βL). In this
work, the βL is equal to 0.04 [10]. This can be formulated as follows:

LPSP ≤ βL (33)

2.5. Optimization Algorithms
2.5.1. Bat Optimization (BAT)

Bat algorithm (BA) is inspired by the echolocation manner of bats detecting their
foods [31]. Only mammals can detect their prey based on sonar waves “echolocation”
avoiding barriers in the darkness. Based on the echolocation attitude, bats can determine
the distance of object “prey” as follows [31]:

• Based on the echolocation characteristics, the bat can detect their prey and recognize
the variation between food and surrounding barriers.

• The flying bat is in a random form toward a place (xi) via velocity (vi) and frequency
(Fmin), wide wavelength (λ), and loudness (Lo) for detecting the prey. It has the
capability to control its pulses λ/Fmin based on pulse rate emission r via a range of 0–1
to approximate its goal.

• Based on [31], the loudness has been supposed to be ranged from maximum value (Lo)
to a minimum value (Lmin).

The virtual movements of ith bat can be evaluated based on xi and vi in D-dimension.
Additionally, the values of xi and vi are upgrading at each iteration, and the process can be
defined as follows:

Fi = Fmin + β·(Fmax − Fmin) (34)

vt
i = vt−1

i + (xt−1
i − x∗)Fi (35)

xt
i = xt−1

i + vt
i (36)

where β ε [0, 1] is a random vector that is extracted from a uniform distribution, and x* is
the current global best solution from all bats. Locally, if a current best solution is so far,
then it is generated new solutions based on a local walk randomly as formulated below:

xnew = xold + ε·Lt (37)

where ε ε [−1, 1] is a random number, and Lt is the average of loudness at t time. In the
case of the bat being very close to prey, it reduces its loudness increasing the emitted rate of
pulses. It can be assumed that when a bat detected its prey, then the Lo = 1 and Lmin = 0,
and it can be formulated as

Lt+1
i = α·Lt

i ; rt+1
i = ro

i [1 − exp(−γ·t)] (38)
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where α and γ are constant values that are α > 0 and γ < 1. In addition,

Lt+1
i → 0; rt

i → ro as t → ∞ (39)

Note that the initial values of Lo and ri can range between 0 and 1.
The steps of the BAT technique process can be deduced in the flowchart in Figure 3.

 

Figure 3. Flowchart of BAT technique.

2.5.2. Black-Hole-Based Optimization Technique (BHB)

The BHB technique was inspired by the black-hole phenomenon [32]. It is a population-
based algorithm, where a “black-hole” is known as the best solution/candidate of the
population at every iteration, and the other solutions are known as “normal stars”. The
basic election of the black hole is one of the genuine candidates of the population. The
black hole attracts all solutions based on their current placement, including a random
number. The normal stars can be pulled around the black hole after the initializing process.
In addition, the black hole will allow the too-closed stars to be gone forever.

The proposed BHB can be formulated in the following process [32]:
Process 1: Initializing. For stars, a population size “N” has been generated with ran-

dom sittings in a research space that is distributed in limited upper and lower boundaries.
Process 2: Run the program performing all constraints for every star of the population.

If the satisfied star constraints, then it is workable; otherwise, it is not workable.
Process 3: Evaluate the fitness function for every workable star.
Process 4: Record the best fitness/star as the black-hole XBH star.
Process 5: Start with count t = 1.
Process 6: Alter the sitting of every star based on the following Equation (40):

Xt+1
i = Xt

i + randi(0, 1) ∗ (XBH − Xt
i );

i = 1, 2, 3, . . . , N
(40)
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where t is the iteration number, Xi is the sitting of the star at iteration t, and XBH is the
sitting of the black-hole in the search space.

Process 7: If a star gets a sitting where the parameters of the proposed design are
lower than previous, then update their sittings as the following:

Xt+1
BH =

⎧⎨⎩ Xt+1
i → i f

[
F(Xt+1

i ) < F(Xt
BH)
]

Xt+1
BH → i f

[
F(Xt+1

i ) ≥ F(Xt
BH)
]
⎫⎬⎭ (41)

Process 8: Calculate the radius of events horizon R based on the following Equation (42):

R =
F(XBH)
N
∑

i=1
F(Xi)

(42)

where the F(XBH) is the fitness content of the black hole, and the F(Xi) is the fitness content
of ith star.

Process 9: If a star passes the event horizon R of the black hole, alter it with a new one
in a random sitting in the space. Otherwise, go to process 6.

Process 10: Raise generation count t = t + 1.
Process 11: If t ≤ tmax, start again from process 6. Otherwise, stop.
According to the above process, the flowchart of the proposed BHB technique is shown

in Figure 4.

 
Figure 4. Flowchart of BHB technique.
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2.5.3. Equilibrium Optimizer (EQ)

The EQ technique was created by Farmarzi in 2020 [33]. It is a meta-heuristic technique
that simulates the dynamics and equilibrium mass balance schemes. This technique can
be initiated with concentrations of ith particles “C” via special number and dimensions as
recorded in the following equation:

Ci = Bl + r·(Bu − Bl) (43)

where the Bl and Bu are the lower and upper boundaries of the search space, the r ε (0, 1) is
uniform random.

Based on evaluating the fitness function, the “C” can be upgraded via computing the
equilibrium solutions to deduce the best candidates. The upgrading process of the EQ
technique can be deduced in the following form:

Cnew = Ceq +
G
μ
(1 − E) + (C − Ceq)·E (44)

where the exponential term “E” and the rate of generation “G” can be known as

E = a1sign(m1 − 0.5)(e−λt − 1) (45)

t = (1 − iter
max_iter

)
a2(

iter
max_iter )

(46)

G =

{
0.5r1(Ceq − C)E → i f r2 ≥ GP

0 → i f r2 < GP

}
(47)

where a1 and a2 are constants and equals 2 and 1, respectively, m1 ε (0, 1) is random vector,
iter and max_iter are the iteration number and the maximum one respectively. r1 and
r2 ε [0, 1] are random numbers, GP = 0.5 and it is the generated probability.

Within every upgrading, the proposed fitness function is calculated for every particles’
concentration to evaluate their states and to include the best so far particles. Based on
Equation (44), the upgrading process of every concentration particle re-generated depends
on the sharing of three sections. The first section is random, and it is extracted from the
equilibrium pool. The other sections focus on the variations in concentrations. The last two
sections are in charge of the exploitation accuracy and the global searching in the research
space to deduce the optimum issues, respectively.

Figure 5 illustrates the flowchart of the proposed EQ technique.

2.6. Case Study

To evaluate the energy management system based on various optimization algorithms,
a real study case was introduced with the purpose of designing a hybrid renewable en-
ergy system, and it was selected in the Dobaa region in Egypt. The microgrid has been
designed for the emergency operation of the projected nuclear station of Dobaa in Egypt
at Geographical coordinates of 30.040566, 26.806641 (30◦02′26′′, 26◦48′24′′) [34]. For the
emergency operation, the microgrid should be disconnected from the electrical grid. The
location of the site, as mentioned, is in the Dobaa nuclear station, as shown in Figure 6. The
data of horizontal solar radiation are presented in Figure 7. As the temperature represents
an essential factor for the PV performance, the monthly average temperature is shown in
Figure 8. The estimated emergency average load demand per month and the estimated
load curve per day are introduced in Figures 9 and 10. The load curve was calculated and
estimated based on the expected load of the plant in an emergency. It should be noted the
residential loads in the period from 7 pm to 10 pm. Other domestic facilities were recorded.
The average load and the maximum load demand were 265 kW and 420 kW, respectively.
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Figure 5. Flowchart of EQ Technique.

Figure 6. Location of the studied microgrid.
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Figure 7. Solar radiation for the study area.
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Figure 8. Temperature for the study area.

Figure 9. The average load demand per month.

204



Mathematics 2022, 10, 140

Figure 10. The load curve per day of the study area.

3. Results and Discussions

MATLAB package was used in order to determine the optimal configuration-based
individual optimization algorithms. For each algorithm, the maximum iterations and
search agents number were considered to be 200 and 30, respectively. According to this
work, the capacity of the proposed microgrid (hybrid system) is realized as PV rated
power and their modules number, the mass of hydrogen tank, number of battery units,
the rated power of the electrolyzer and fuel cell. The optimization algorithm should
determine the configuration of the energy system to minimize the objective function. The
data specifications of the system components can be found in [11] and are given in Table 1.

Table 1. The system components’ descriptions [11].

Component
Capital Cost
(USD/Unit)

Replacement
Cost (USD/Unit)

O&M
(USD/Unit–yr)

Lifetime (yr) Efficiency (%) Unit

PV array 7000 6000 20 20 0.15 1 kW
Electrolyzer 2000 1500 25 20 75 1 kW

Hydrogen tank 1300 1200 15 20 95 1 kg
Fuel cell 3000 2500 175 5 50 1 kW

Battery bank 146.5 102.55 - 10 86 12 V (50 Ah)
DC/AC converter 800 750 8 15 90 1 kW

3.1. The Optimal Configuration of Energy System

Table 2 displays the comprehensive outcomes of the optimization procedures of BAT
algorithm, equilibrium optimizer, and black hole algorithm. The minimum value of each
is highlighted in the table for visualizing the best results. The minimum best objective
function was obtained by the EQ algorithm. Moreover, the best COE is 0.289129, which
is obtained by BAT algorithm, while LPSP and dummy Load indices with BAT algorithm
are 0.045548 and 0.113331, respectively, which indicate more load is not covered in certain
periods and other periods; the dummy load index shows that more surprise energy is
dissipated. The results of the EQ algorithm for LPSP and dummy load are 0.043986 and
0.113607, respectively. This indicates that although the COE is higher than that of the BAT
algorithm, the LPSP of 0.0436418 was obtained, which results from more uninterrupted
energy to the load.
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Table 2. Optimization parameters of microgrid configurations based on the three algorithms.

Items BAT EQ BHB

Best objective function 0.112231 0.1074 0.108078

Best solution

PV (kw) 339.6977 339.6308 348.8188
Battery 4695.026 4909.019 4893.064

Electrolyzer (kw) 459.6776 452.9702 491.7788
Tank (kg) 88.80917 87.25968 107.2796
FC (kw) 34.73013 34.10566 35.4967

COE 0.289129 0.291437 0.302562
NPV 546067.9 550426 571437.7
LPSP 0.045548 0.043986 0.039623

Dummy load 0.113331 0.113607 0.118959

The net present values are 546067.9, 550426, and 571437.7 for BAT, EQ, and BHB
optimizers, respectively. Although the net present value of EQ is higher than that of BAT
by 0.9664%, the recommended design is that of the EQ algorithm. This recommendation
is because of the decrease of the LPSP with the EQ algorithm rather than that of the BAT
algorithm. In general, the two designs based on BAT and EQ algorithms can be considered
concerning the priority of LPSP or COE. Figures 11 and 12 visualize the obtained results of
the various configurations of the microgrid based on the three algorithms.

 
Figure 11. Indices of the energy system based on various algorithms.

3.2. Performance of Different Algorithms

Figure 13 illustrates the convergence curves for the proposed BAT, EQ, and BHB
techniques. From this figure, the proposed optimizers can achieve the optimal values of
the recommended objective function to be 0.112231, 0.1074, and 0.108078 for BAT, EQ, and
BHB algorithms, respectively, which indicated that the EQ has the best minimum objective
function. Nevertheless, Figure 13 demonstrates that the EQ is the fastest one compared
with BAT and BHB optimization techniques. The detailed results of the three algorithms
are presented in Section 3.3.
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Figure 12. Configuration of the energy system based on various algorithms.

Figure 13. Convergence curves of the three algorithms.

3.3. Statistical Results

The BAT algorithm was implemented for 30 individual runs. The statistical results of
the BAT, EQ, and BHB algorithms are listed in Table 3. The results show that the minimum
and maximum obtained cost functions of the BAT algorithm are 0.112231 and 0.13043,
respectively, while the stranded division and the average obtained results of the BAT
algorithm are 0.117865 and 0.469301, respectively. On the other hand, the statistical results
show that the obtained minimum and maximum values of the cost functions of the EQ
algorithm are 0.1074 and 0.112216, respectively, while the stranded division and the average
values EQ algorithm are 0.223387 and 0.110812, respectively. Moreover, the table shows
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that the minimum and maximum obtained cost functions of BHB are 0.108078 and 0.124731,
respectively. In comparison, the stranded division and the average results of BHB are
0.41938 and 0.114019, respectively. The obtained results show that the best-obtained results
are acceptable for all algorithms, but EQ and BHB algorithms are better algorithms rather
than BAT. Furthermore, the statistical indices show that the divisions between the results
of individual runs of the BAT algorithm are bigger than those of the EQ and BHB.

Table 3. Statistical results of the three algorithms of BAT, EQ, and BHB.

Items BAT EQ (Best Results) BHB

cost_min 0.112231 0.1074 0.108078
cost_maxworst 0.13043 0.112216 0.124731

cost_mean 0.117865 0.110812 0.114019
cost_median 0.117716 0.112215 0.113443

cost_sD 0.469301 0.223387 0.41938
RE 1.506026 0.762435 1.649028

MAE 0.005634 0.003412 0.005941
RMSE 0.007282 0.004053 0.007231

eff 95.36117 96.95946 94.91016
p 1.73 × 10−6 1.82 × 10−5 1.73 × 10−6

h 1 1 1

The convergence curves of the 30 individual runs are shown in Figure 14 for the three
algorithms. Furthermore, the boxplot of the best objective functions is shown in Figure 13.
On the other side, the Wilcoxon signed-rank test was performed to validate the application
of the BAT, EQ, and BHB algorithms. The results show that the value of the rank h is 1
for the three algorithms, which indicates that the test rejects the null hypothesis of zero
median. Moreover, the p is 1.73 × 10−6, 1.82 × 10−5, and 1.73 × 10−6, which proves the
robustness of the BAT, EQ, and BHB algorithms, respectively. The box plot has been plotted
for the three algorithms for more visualization of the performance of the three algorithms,
as shown in Figure 15. The figure demonstrates the superiority of the EQ algorithm for
optimizing the size of the microgrid for the considered case study.

  
(a) BAT (b) EQ (c) BHB 

Figure 14. Convergence curves of the three algorithms over 30 runs: (a) 30-run convergence curves
of BAT, (b) 30-run convergence curves of EQ, and (c) 30-run convergence curves of BHB.
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(a) BAT (b) EQ (c) BHB 

Figure 15. Box plots of the three algorithms over 30 runs: (a) box plot of BAT, (b) box plot of EQ, and
(c) box plot of BHB.

3.4. Operation of the Microgrid

The operation of the microgrid is investigated in this part. The performance of the
microgrid is shown in Figure 16. Figure 16 illustrates the generated power change per
hour of proposed hybrid system components at the optimal case of the EQ technique.
Figure 16a shows the load demand (Pload), the hole generated power from the renewable
energy (PPV), and the difference between the renewable generation and the load (Pdiff).
Moreover, Figure 16b illustrates the battery charge, discharge, tank, and fuel cell during the
operation period.

Furthermore, Figure 16c displays the dummy load and LPSP. Because of the design
conditions, it is not easy to realize the optimization requirements even though keeping
LPSP or dummy load to be zero. Through the hourly period of the high generated power
from renewables, the extra energy is utilized to charge the battery and fill the hydrogen
tank. For more clearance of the energy management concept behindhand the optimization
techniques, the simulated numeric results are focused on the hybrid system performance
for one day at the optimal conditions of their operation.

Figure 17 displays the results for a certain day regarding the optimum capacity from
the EQ optimizer. According to Figure 17a, it is noticeable that the per diem curve of
load demand includes two topmost points. The first one is nearby at 1 pm, where the
temperature is high during this time. Hence, all existing equipment is required to be
in service to decrease the air temperature. The second topmost point is nearby at 6 pm
after the sunset. Within the nighttime till the early hours, the generated power from the
renewable sources is very low; consequently, the battery and full cell are operating to cover
the electricity demand. If the same conditions are still, the LPSP, as shown in Figure 17c,
has a value. During the sunrise, around 6 am, the generated power from the PV station
increases. Consequently, the electric energy over the load needs is utilized to charge the
battery and fill up the hydrogen tank. Through the daytime between 2 pm and 6 pm, the
generated power from the nontraditional sources is higher than the load needs. Therefore,
the excess power is used to fill the tank and charge the battery, as shown in Figure 17b. The
hydrogen increased until the tank amounted to its maximum limit and the battery charging.
When the battery and the tank also are fully charged, the excess power is pushed into the
dummy load, as shown by Figure 17c.
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(a) (b) 

 
(c) 

Figure 16. The results for the operation of the microgrid over one year considering the optimal
configuration based on EQ technique. (a) Load, PV, and the different power. (b) Performance of the
charging and discharging of the storage units for the battery and FC. (c) Dummy load and LPSP.

210



Mathematics 2022, 10, 140

 

(a) (b) 

 
(c) 

Figure 17. Numeric results of the microgrid operation for one working day via optimal configuration
using EQ technique. (a) Load, PV, and the different power. (b) Performance of the charging and
discharging of the storage units for the battery and FC. (c) Dummy load and LPSP.

4. Conclusions and Future Directions

In this paper, a stand-alone microgrid has been designed to feed emergency loads
of a nuclear power plant using recent optimization algorithms of equilibrium optimizer
(EQO), bat optimization (BAT), and black hole (BH). A comprehensive comparison between
the ability and performance of the algorithms was conducted to solve the problem of
microgrids design. A configuration of a microgrid consisting of a PV plant with FC
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and battery storage systems was optimally designed, and the possibility of integrating
with a nuclear power plant to enhance the emergency power supplies was studied. The
optimization algorithms are individually used to optimize and size the energy systems to
minimize the cost and ensure the optimized microgrid’s reliability. The energy systems
were modeled and evaluated in MATLAB.

The results show that the EQ algorithm has a better performance than the other
algorithms considering the best objective function value. The objective function was
improved to 0.1074 using the EQ algorithm, while its values were 0.112231 and 0.108078
with BAT and BHB. However, the COE of the EQ-based results is higher than the BAT
algorithm, while it is lower than the BHB. On the other hand, the reliability index of the EQ
algorithm is better than the BAT algorithm, which is the main reason to increase the COE of
the EQ algorithm. The results of BHB indicate that the LPSP is a smaller one with respect
to the EQ and BAT, while the dummy load of the BHB is higher than those of the BAT and
EQ algorithms. Finally, the designed microgrid based on the EQ and BHB is recommended
based on the obtained results of the simulation of the microgrid operation and statistical
analyses. It should be remarked that the storage energy cost is considered one of the main
reasons to increase the COE and affect the system reliability. Using other renewable energy
sources such as bioenergy or wind energy may enhance the system performance. Therefore,
in future work, different configurations of off-grid and grid-connected microgrids should
be designed to include a wind power plant, bioenergy, and/or diesel generator to increase
the system’s reliability and reduce the COE.
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Abstract: The interdependency of electric and natural gas systems is becoming stronger. The challenge
of how to meet various energy demands in an integrated energy system (IES) with minimal cost
has drawn considerable attention. The optimal scheduling of IESs is an ideal method to solve this
problem. In this study, a day-ahead optimal scheduling model for IES that included an electrical
system, a natural gas system, and an energy hub (EH), was established. The proposed EH contained
detailed models of the fuel cell (FC) and power to gas (P2G) system. Considering that the optimal
scheduling of an IES is a non-convex complex optimal problem, a piecewise self-adaptive particle
swarm optimization (PCAPSO) algorithm based on multistage chaotic mapping was proposed to
solve it. The objective was to minimize the operating cost of the IES. Three operation scenarios were
designed to analyze the operation characteristics of the system under different coupling conditions.
The simulation results showed that the PCAPSO algorithm improved the convergence rate and
stability compared to the original PSO. An analysis of the results demonstrated the economics of an
IES with the proposed EHs and the advantage of cooperation between the FC and P2G system.

Keywords: integrated energy system; optimal scheduling; piecewise self-adaptive; chaotic mapping;
fuel cell

1. Introduction

An integrated energy system (IES) can couple various forms of energy, such as electric-
ity and natural gas, to meet the demands of users for multiple energy sources. Additionally,
IESs are capable of realizing the complementary utilization of energy, reducing the opera-
tion cost of the system, promoting the absorption of solar/wind power [1,2], improving
energy efficiency, and mitigating pollution emissions, which makes them a viable option to
solve the energy and environmental problems [3]. Optimal energy flow (OEF) calculation
provides a basis for the economic operation of IESs. Furthermore, the daily fluctuation of
wind power and load should be taken into consideration [4], which requires day-ahead
planning of the optimal energy flow of the IES.

The modeling of the energy hub (EH) and its internal components is one of the key
points in current research on day-ahead optimal energy flow. In [5], taking the industrial
production process (IPP) as a control variable of optimal scheduling, a universal extension
EH model was proposed. The results demonstrate that such a method reduces the operation
cost. Analogously, a digester can be added to the EH to interconnect the EH with a
biogas–electric multi-energy system to form a biogas–solar–wind complementary model,
which improves the absorption rate of renewable energy and reduces the operation cost
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215



Energies 2022, 15, 690

of the IES [6]. A concentrating solar power plant model that couples the power grid
and the heating network, making the internal components of the EH more diversified,
was established in [7]. The results showed that the EH can lower the operation cost and
promote the wind power penetration of the IES. Considering nitrogen and ammonia cycles,
Xu et al. used a power to ammonia system to replace the P2G system in a general EH,
which improved the operating efficiency and economics of the EH [8]. This topology
strengthened the interconnection between electrical and thermal systems but weakened the
interconnection between electrical and gas systems. An energy router was added into the
EH in [9] to form a new EH model structure, and an optimal energy management strategy
was proposed. The case studies demonstrated that the interconnection of two EHs could
effectively reduce the operation cost of the IES. Ju et al. designed a novel structure of a
P2G-based virtual power plant. The P2G model was divided into two parts: electrolysis
for hydrogen production and the synthesis of methane [10]. In [11], an energy hub that
incorporates emerging distributed energy resources as well as energy storage devices was
proposed. The results showed that the operation cost was reduced with multiple energy
hubs. A literature review shows that the research on EHs mainly focuses on the elaboration
and enrichment of the model, which can improve the energy utilization rate of the IES and
reduce its operation cost.

On the other hand, exploring the optimal algorithms suitable for the OEF problem is
also important research in the field of IESs. Numerical algorithms, such as mixed-integer
linear programming [7,12,13], Benders decomposition [14], and second-order cone program-
ming [15], are fast in convergence. However, the implementation of the numerical algorithm
is complicated, and they may not converge when the objective function is discontinuous or
contains multiple extreme points. Many intelligent optimization algorithms are used to
solve the OEF problem of the IES, such as the genetic algorithm [16–18], teaching–learning-
based optimization algorithm [19,20], whale optimization algorithm [21,22], particle swarm
optimization (PSO) algorithm, etc. PSO, proposed by Eberhart and Kennedy [23], does not
require the continuity and convexity of the objective functions and has a strong adaptability
to the uncertainty of computational data. Nevertheless, premature convergence and falling
into local optima are disadvantages of PSO [24,25]. In [26], a modified crisscross PSO
and improved binary PSO technique was proposed, in which the crisscross search has
horizontal and vertical crossover operators to explore the search space in every dimension
and mitigate the stagnancy problem. The results showed that the modified crisscross
PSO reduced the local optimal problem of PSO and the computational effort of the algo-
rithm. Mellouk et al. proposed a new parallel hybrid genetic algorithm–particle swarm
optimization algorithm to solve the optimization problem, which had a convergence time
and solution quality that were better than those of ordinary PSO [27]. Combining PSO
with other algorithms can also overcome the weaknesses of the original PSO. Bao et al.
integrated a heuristic PSO into the decomposition-based sequential multi-energy flow
calculation to effectively solve a scheduling model with highly nonlinear multi-energy flow
constraints [28]. In [29], the PSO algorithm and niche technology were combined to form a
nonlinear decreasing inertia weighting strategy to prevent the algorithm from falling into
local optima. The authors in [30] proposed a distributed algorithm that combined PSO
and the interior point method. The above work indicates that the modification of the PSO
algorithm or its combination with other algorithms can feasibly solve the OEF problem
of IESs.

Little of the above literature jointly considered detailed models of the FC and P2G
system, and none of it mentioned the effect of their operation on the energy flow distribu-
tion, renewable energy consumption, and economics of IESs. In the literature, the deeply
modified PSO algorithm and the mathematical optimization algorithm are improved in
efficiency; however, their complexity or computation effort is also increased accordingly.

Based on the above discussion, we developed a piecewise self-adaptive particle swarm
optimization (PCAPSO) algorithm based on chaotic mapping, which updates the inertia
weight factor utilizing the random numbers generated by different types of chaotic map-
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pings during the iteration, to prevent the algorithm from falling into local optima and
to enhance its ability to jump out of local optima. In addition, a novel model of energy
hubs (EH) was established, which includes detailed models of the fuel cell (FC) and P2G
system, and the joint operation of the P2G system, FC, and hydrogen storage tank (HST)
was studied. To investigate the influence of multiple EHs on the IES, three EHs were added
to the electricity–gas energy system. The operation costs of the systems with different
numbers of EHs were compared.

The rest of this paper is organized as follows. In Section 2, the novel EH model is
proposed, and the mathematical models of the coupling components are presented. The
models of the electrical system and natural gas system are presented in this section as well.
In Section 3, the constraints of each system are introduced. The PCAPSO algorithm based
on chaotic mapping is constructed and the objective function is presented. Case studies for
the day-ahead scheduling of OEF for IESs are provided in Section 4. Finally, the conclusions
are drawn in Section 5.

2. Electric–Natural Gas IES Considering New Structural EH

In this section, the structure and formula of EHs are explained first. Then the detailed
mathematical models of each coupling component, specifically the two-stage model of the
P2G system and co-generation model of the FC, are presented. Thirdly, the steady-state
energy flow model of the electric and natural gas system is introduced.

2.1. EH Model

In an IES, the EH is an important structure that couples different energies to provide
input and output interfaces for each energy sub-system. The schematic diagram of the
proposed EH is shown in Figure 1. The EH mainly includes a battery storage system (BSS),
power to hydrogen (P2H) system, hydrogen to gas (H2G) system, hydrogen storage tank
(HST), fuel cell (FC), electrical chillers (EC), gas boiler (GB), micro-turbine (MT), and an
external renewable energy source (RES). The P2G model consists of an electrolytic cell
and a synthetic cell. The electrolytic cell can cooperate with the HST and FC to integrate
hydrogen energy flow into the EH, thus enhancing the flexibility of the energy supply. The
input energy mainly includes electric energy and natural gas, while the output energy
includes electric, thermal, cooling energy, and natural gas.

Figure 1. Structure of proposed EH.

The relationship between the input and output ports of the EH can be expressed by a
coupling matrix [20]:

L = C · P (1)
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⎡⎢⎢⎢⎣
Lα

Lβ
...

Lζ

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
cαα cβα · · · cζα

cαβ cββ · · · cζβ
...

...
. . .

...
cαζ cβζ · · · cζζ

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Pα

Pβ
...

Pζ

⎤⎥⎥⎥⎦ (2)

where L is the output matrix; P is the input matrix; and C is the coupling matrix; α, β, . . . , ζ
represent the forms of energy, such as electricity, natural gas, thermal energy, cold en-
ergy, etc. Each element in C can be a constant or an input-output formulation of a
coupling component.

2.2. Modeling of Coupling Components
2.2.1. Power to Gas (P2G) System

The P2G system is an energy coupling device capable of converting electrical energy
into natural gas using two main processes: electrolysis and synthesis. In the electrolysis pro-
cess, water is used as a feedstock to produce hydrogen. The hydrogen is then synthesized
with carbon dioxide to produce synthetic natural gas. The chemical reaction equations
corresponding to the above processes are [31]:

2H2O → 2H2+O2
CO2+4H2 → CH4+2H2O

(3)

The mathematical model of the P2G system is refined into two processes, P2H and
H2G. In this case, the hydrogen produced by the electrolytic cell can be used not only as
the reactant of synthetic natural gas, but also as the fuel material for the FC; in addition, it
can be fed into the HST for storage, thus enhancing the coupling between the P2G system,
HST, and FC. The conversion equations are:

FP2H = ηP2HPP2H (4)

FH2G = ηH2GFP2H (5)

where FP2H is the hydrogen flow generated by electrolysis; ηP2H is the operation efficiency
of the electrolytic cell; PP2H is the electric power input into the electrolytic cell; FH2G is the
flow of synthesized natural gas; and ηH2G is the synthesis efficiency.

2.2.2. Co-Generation Model of the Fuel Cell (FC)

The FC is a device that can convert the chemical energy in hydrogen into electricity
and thermal energy. The FC output voltage is affected by various internal overvoltages [32]:

VFC = ENernst − ςact − ςohm − ςdiff (6)

where ENernst is the Nernst voltage; ηact is the activation polarization overvoltage; ηohm is
the ohmic overvoltage; and ηdiff is the concentration overvoltage. The expressions for the
above overvoltages are [32,33]:

ENernst = 1.299 − 0.85 × 10−3(TFC − 298.15)
+4.3085 × 10−5TFC · [ln(pH) + 0.5 ln(pO)]

(7)

where TFC is the operation temperature of the FC; pH is the pressure of hydrogen fed into
the FC; and pO is the pressure of oxygen fed into the FC.

ςact = ξ1 + ξ2TFC + ξ4TFC ln I + ξ3TFC ln
[

pO

5.08 × 106 exp(−498/TFC)

]
(8)
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In Equation (8), I is the current density of FC; ξ1 = −0.9514; ξ2 = 0.00286+ 0.0002 ln AFC
+ 4.3 × 10−5 ln

{
pH/
[
1.09 × 106 exp(77/TFC)

]}
; AFC is the effective area of the FC; ξ3 =

7.4 × 10−5; and ξ4 = −1.87 × 10−4.

ςohm = IRint (9)

In Equation (9), Rint is the internal resistance of the FC.

ςdiff = m exp(nI) (10)

In Equation (10), n is the porosity function of the gas diffusion layer, which is a
constant in this paper, and m is the conductivity function of the electrolyte, which is a
temperature-related function as follows [34]:{

1.1 × 10−4 − 1.2 × 10−6(TFC − 273.15), TFC ≥ 312.15K
3.3 × 10−3 − 8.2 × 10−5(TFC − 273.15), TFC < 312.15K

(11)

If N1 FCs are in parallel and N2 FCs are in series, then the output voltage and current
of the FC stack are:

Vout = N2VFC (12)

I =
2FWH

N1MH
(13)

where F is the Faraday constant, 96,485 C/mol; WH is the rate of hydrogen fed into the FC
stack; and MH is the molar mass of hydrogen. The active power and thermal energy output
of the FC can be obtained as:

PFC = Vout I =
2FWH

MH
(ENernst − ςact − ςohm − ςdiff) (14)

QFC = I(N1ENernst − Vout) =
2FWH

MH
(ςact + ςohm + ςdiff) (15)

2.2.3. Hydrogen Storage Tank (HST)

The HST is mainly used to store hydrogen converted from surplus renewable energy
through the P2H process. On the one hand, the stored hydrogen can be used in the P2G
process to synthesize natural gas; on the other hand, it can be used as fuel for the FC. The
storage state of the HST at time t can be expressed as [10]:

SHST,t = SHST,T +
T

∑
t=1

ηHST

(
FP2H

HST,t − FFC
HST,t − FH2G

HST,t

)
(16)

where SHST,T is the hydrogen storage capacity of the HST at initial time; ηHST is the
operation efficiency of the HST; FP2H

HST,t is the hydrogen fed into the HST from the P2H
system at time t; FFC

HST,t is the hydrogen fed into the FC from the HST at time t; and FH2G
HST,t is

the hydrogen fed into the H2G system from the HST at time t.

2.3. Modeling of Power System
2.3.1. Electric Network

The steady-state power flow model is assumed [35].

2.3.2. Battery Storage System (BSS)

The energy storage state of the BSS is generally represented by its state of charge (SOC).
According to the different operating characteristics, the SOC can be divided into two states:
the charging process and the discharging process [10]. For charging:
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SOC(t) = (1 − δ)SOC(t − 1) +
PcΔtηc

Ec
(17)

where SOC(t) is the SOC of the BSS at time t; δ is the self-discharge rate; SOC(t − 1) is the
SOC of the BSS at time t−1; Pc is the charging power of the BSS; Δt is the time interval; ηc
is the charging efficiency of the BSS; and Ec is the rated capacity of the BSS.

For discharging:

SOC(t) = (1 − δ)SOC(t − 1)− PdΔt
Ecηd

(18)

where Pd is the discharge power of the BSS and ηd is the discharge efficiency of the BSS.

2.4. Modeling of Natural Gas System

The model of the natural gas system is described in [35].

2.5. Energy Conversion Relationship of the Proposed EH

Combining Equation (2) with the mathematical models of the coupling devices, the
energy conversion relationship between input and output can be expressed as:

⎡⎢⎢⎣
Le

Lngs
Lh
Lc

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎣
0 vg1ηMT + 2FηP2H

MH
(ENernst − ςact − ςohm − ςdiff)

ve1ηP2H · ηP2G 0
0 vg2ηGB + 2FηP2H

MH
(ςact + ςohm + ςdiff)

ve2ηEC 0

⎤⎥⎥⎥⎦
[

Pe
Pngs

]
(19)

where ηMT, ηGB, and ηEC are the conversion efficiency of MT, GB, and EC, respectively;
vg1 and vg2 are dispatch factors of natural gas; ve1 and ve2 are dispatch factors of electric
power; Pe is electric power input into the EH; Pngs is natural gas input into the EH; Le is
electric power output from the EH; Lngs is natural gas output from the EH; Lh is thermal
energy output from the EH; and Lc is cold energy output from the EH.

3. PCAPSO Algorithm for the Optimal Scheduling of IES

In this section, the constraints of the subsystems and components are explained. The
objective function of the day-ahead scheduling of optimal energy flow for an IES is
presented to evaluate the operation cost of IESs. After that, the piecewise self-adaptive
particle swarm optimization based on chaotic mapping is proposed to solve the opti-
mization problem.

3.1. System Constraints
3.1.1. Power System Constraints

Considering that coal-fired generators are the main power sources of a power sys-
tem [36], the power system constraints mainly include active power constraints, reactive
power constraints, node voltage constraints, and other constraints.

3.1.2. Natural Gas System Constraints

The constraints in a natural gas system mainly include node pressure constraint,
pipeline flow constraint, and compressor inlet and outlet pressure constraints.

3.1.3. Battery Storage System (BSS) Constraints

The main constraints of the BSS are the electric quantity constraint and power con-
straint [9,37].

The electric quantity constraint is given by:

SOCmin < SOC(t) < SOCmax (20)

where SOCmin and SOCmax are the lower and upper limit of SOC, respectively.
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The power constraints are given by:⎧⎨⎩ Pc,max(t) = min
{

Pmax,C, Ec·[SOCmax−(1−δ)SOC(t−1)]
Δtηc

}
Pd,max(t) = min

{
Pmax,D, Ec·ηd·[(1−δ)SOC(t−1)−SOCmin]

Δt

} (21)

where Pc,max(t) is the maximum charging power of the battery at time t; Pmax,C is the
maximum permissible continuous charging power of the battery; Pd,max(t) is the maximum
discharge power of the battery at time t; and Pmax,D is the maximum permissible continuous
discharge power of the battery. If the rated power of the battery is Pn, then:{

Pmax,C = Nc,maxPn
Pmax,D = Nd,maxPn

(22)

where Nc,max and Nd,max are the maximum charge and discharge multiples, respectively.

3.1.4. Hydrogen Storage Tank (HST) Constraints

The constraints of the HST are given by:

SHST,min ≤ SHST,t ≤ SHST,max (23)

FHST,min ≤ FHST,t ≤ FHST,max (24)

where SHST,min and SHST,max are the minimum and maximum values of the hydrogen
reserves in the HST, respectively; FHST,t is the amount of hydrogen input/output into
the HST at time t; and FHST,min and FHST,max are the minimum and maximum values of
hydrogen input/output in the HST, respectively.

3.2. PCASO Optimization Model and Algorithm
3.2.1. Objective Function

The objective function includes the electric cost, natural gas cost of compressor, opera-
tion cost of the FC and BSS, and the profit from selling heat, as:

min
24

∑
t=1

(
Celectric(t) + Cnatural gas(t) + CFC(t) + CBSS(t)− Csell(t)

)
(25)

where Celectric(t) is the operation cost of the electrical system at time t; Cnatural gas(t) is the
operation cost of the natural gas system at time t; CFC(t) is the operation cost of the FC at
time t; CBSS(t) is the operation cost of the BSS at time t; and Csell(t) is the profit from selling
heat and cold energy at time t. Each of these variables can be expressed as follows:

Celectric(t) =
NG

∑
i=1

(
ai(t)P2

G,i(t) + bi(t)PG,i(t) + ci(t)
)

(26)

Cnatural gas(t) =
Ncom

∑
i=1

(ccom,i(t)τcom,i(t)) (27)

CFC(t) =
NFC

∑
i=1

(cFC,i(t)PFC,i(t)− sFC,i(t)QFC,i(t)) (28)

CBSS(t) =
NBSS

∑
i=1

(cBSS,i(t)PBSS,i(t)) (29)

Csell(t) = sEC,i(t)
NEC

∑
i=1

QEC,i(t) + sAC,i(t)
NGB

∑
i=1

QGB,i(t) (30)
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where NG, Ncom, NFC, NBSS, NEC, and NGB are the number of generators, compressors,
FCs, BSSs, ECs, and GBs, respectively; ai(t), bi(t), and ci(t) are the cost coefficients of the
ith generator at time t; PG,i(t) is the active power generated by the ith generator at time t;
ccom,i(t) is the cost coefficient of the ith compressor at time t; τcom,i(t) is the natural gas flow
fed into the ith compressor at time t; cFC,i(t) and sFC,i(t) are the cost and profit coefficients,
respectively, of the ith FC at time t; PFC,i(t) and QFC,i(t) are the electricity and thermal
energy, respectively, produced by the ith FC at time t; cBSS,i(t) is the cost coefficient of the
ith BSS at time t; PBSS,i(t) is the charge or discharge power of the ith BSS at time t; sEC,i(t)
is the profit coefficient of the ith EC at time t; sGB,i(t) is the profit coefficient of the ith GB
at time t; QEC,i(t) is the cold energy produced by the ith EC at time t; and QGB,i(t) is the
thermal energy produced by the ith GB at time t.

3.2.2. Optimization Algorithm

In this paper, by simplifying and modifying the algorithm in reference [25], a piece-
wise self-adaptive particle swarm optimization (PCAPSO) based on chaotic mapping
is proposed.

Chaotic mapping is a typical collection of nonlinear mappings. Random sequences
generated by chaotic mappings are often used in intelligent optimization algorithms. In
PCAPSO, the nonlinear inertial weight factor is divided into two sections: search and
escape. This piecewise inertial weight factor based on the use of different mappings can
accelerate the iterative convergence and evade local optima. The basic working principle
is that the search section of the inertial weight factor is used in a regular iterative process,
while the escape section is used when particles are trapped in local optima. Based on this
mechanism, Gaussian mapping and logistic mapping are used in the search and escape
sections, respectively. The definition of Gaussian mapping is as follows:

z(1) = rand

z(k + 1) =
{

0, z(k) = 0
mod(1/z(k), 1), z(k) �= 0

(31)

where z(1) is the first number generated by Gaussian mapping; z(k) and z(k + 1) is the kth
and (k+1)th number generated by Gaussian mapping; rand represents random number,
and mod (a, b) represents obtaining the remainder after a is divided by b. Thus, the search
section of the nonlinear inertia weight factor can be expressed as:

ωsearch(k) = z(k) · ωmin +
(ωmax − ωmin)

kmax
· k (32)

where ωmax and ωmin are the maximum and minimum of the inertia weight factor, respec-
tively; kmax is the maximum of iteration; and z(k) is a random number generated by the
Gaussian mapping.

The definition of logistic mapping is as follows:{
r(0) = rand, k = 0
r(k + 1) = μ · r(k) · (1 − r(k)), 0 < k

(33)

where r(0) �= {0, 0.25, 0.5, 0.75, 1} and μ ∈ [0, 4]. Correspondingly, the escape section of the
nonlinear inertia weight factor can be expressed as:

ωesc(k) = r(k)cmag + coffset (34)

where cmag and coffset are the magnitude and offset coefficient, respectively, and r(k) is a
random number generated by the logistic mapping.

The algorithm flowchart of PCAPSO is shown in Figure 2.
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Figure 2. Flowchart of PCAPSO.

4. Case Study

In this section, the testing system and the coupling mode between subsystems under
different operation conditions are introduced. Based on the simulation results, the improve-
ment of the proposed algorithm is demonstrated, and the operation characteristics and
economics of the optimized IESs with different numbers of EHs are analyzed.

4.1. System Description

The simulation system was composed of a modified IEEE 30-bus system, the 48-bus
natural gas system referred from [35], and EHs. The topologies of the two subsystems are
depicted in Figures 3 and 4. Three EHs were connected to electric buses 3, 4, 5, 10, 12, 16, 20,
26, and 29 in the electrical system and the natural gas nodes 2, 8, 10, 13, 14, 19, 21, 31, and
40 in the natural gas system. The coupling relationship inside the IES is shown in Figure 5.
The detailed internal structure of the EH is shown in Figure 1 in Section 2.
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Figure 3. Topology of the electrical system.

Figure 4. Topology of the natural gas system.

Figure 5. Coupling relationship of IES.

In the modified IEEE 30-bus system, three groups of photovoltaic power (PV) and
wind power (WP) were included, and load fluctuation [38–40] was considered. It was
assumed that the output of WP and PV in every group was the same. The curves are shown
in Figure 6. The load curves of nodes 10, 12, 16, 20, 26, and 29 are shown in Figure 7. In this
simulation, the time-of-use (TOU) price was taken into account in both the electrical and
natural gas systems. The price was set to the valley price from 00:00 to 7:00 h. At 8:00 h and
from 12:00 to 18:00 h, it was set to the normal price. From 9:00 to 11:00 h and from 19:00 to
23:00 h, the price was set to the peak price. The TOU for the IES is displayed in Table 1.
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Figure 6. Daily output curves of WP and PV.

Figure 7. Daily fluctuation curves of loads: (a) node 12, (b) node 16, (c) node 10 and node 26, and
(d) node 20 and node 29.

Table 1. Time-of-use prices for the IES.

Coefficient

Price Type
Peak Price/� Normal Price/� Valley Price/�

Electrical system a(t) 0.045 0.0375 0.03
b(t) 2.1 1.75 1.4

Natural gas system Ccom(t) 0.24 0.2 0.16

4.2. Effectiveness of OEF Using PCAPSO Based on Chaotic Mapping

A new optimal algorithm called PCAPSO was proposed and used to solve the OEF
problem of IES. To validate the effectiveness of the proposed optimization methodology, the
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original PSO and PCAPSO were used to optimize the above simulation system three times,
the results of which are shown in Table 2. The iteration curves are depicted in Figure 8.

Table 2. Comparison of optimal results with different optimization algorithms.

Algorithm

Calculation Label
No.1/×103� No.2/×103� No.3/×103� Average/×103� Standard

Deviation/×103�
PCAPSO 89.59 89.52 88.96 89.36 0.24

PSO 90.67 92.14 91.56 91.46 0.52

 

Figure 8. Iteration curves with different optimization algorithms.

As shown in Table 2, the optimal cost of PCAPSO was lower than that of PSO. There-
fore, PCAPSO based on piecewise-chaotic mapping was less likely to fall into local optima
than PSO. The average value of the three optimization results obtained by using PCAPSO
was also lower than that of PSO. Since the standard deviation of PCAPSO was much lower
than that of PSO, it can be concluded that the stability of PCAPSO is better than that of
PSO. Comparing the three iteration curves of PSO and PCAPSO in Figure 8, it can be
observed that each optimization with PSO fell into a local optimum at least once in the
first half of the iteration, and the optimization results did not converge to the optimal
value when reaching the maximum number of iterations. However, the optimization with
PCAPSO barely fell into local optima during entire iteration. This is because in the search
section, the randomness of the Gaussian mapping ensures the global searching ability of
the inertia weight factor, and its weakening fluctuation characteristic causes the volatility
of the inertia weight factor to weaken regularly, which ensures the transition of the inertia
weight factor from the global search to the local search. However, once PCAPSO detects
that the optimization has fallen into local optima, the escape section is activated; in the
escape section, the stationary and stronger volatility of the logistic mapping allows the
inertia weight factor to keep its ability of global search, which can help the algorithm
to jump out of the local optima. On the other hand, these results also demonstrate that
the convergence rate of PCAPSO was faster than that of PSO. The results in Table 2 and
Figure 8 show that PCAPSO outperformed PSO in computational efficiency, stability, and
convergence accuracy.

4.3. Operation Characteristics and Economic Analysis of IES in Different Scenarios

To illustrate the effectiveness and economics of the proposed EH model and IES
framework, three operation scenarios of an IES according to the different operation states
of the EHs were designed and analyzed:

Scenario 1: Only EH1 is operational, and the fuel cell in EH1 is operational.
Scenario 2: All three Ehs are operational, but the fuel cells in each EH are deactivated.
Scenario 3: All three Ehs are operational, and the fuel cells in each EH are also operational.
The remaining IES operation parameters were the same in the three scenarios.
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Figure 9 shows the daily operation cost of the aforementioned scenarios. The daily
operation cost of the IES in Scenario 1 was more than that of Scenario 3, which indicates
that with more operational Ehs, the operation cost of the Ehs increased; however, this
can be compensated for by selling the cooling and heat power produced by the Ecs, GBs,
MTs, and FCs. The profits obtained from selling heat or cooling power are presented in
Figure 10, which also shows the components of the sold energy. The daily operation cost of
the IES in Scenario 2 was slightly larger than that of Scenario 3. This shows that due to the
co-generation function of the FC, the profit of sold heat is further increased when the FC in
each EH is operational.

Figure 9. Operation cost of the IES in different scenarios.

Figure 10. Profit from selling heat/cooling power in the different scenarios.

Table 3 describes the load fluctuations of node 10, 16, and 26 in the three different
scenarios. Comparing the data from Scenarios 2 and 3, it can be seen that the peak loads
were reduced up to 10%, the load valleys were filled up by P2H, and the standard deviations
of the loads were reduced up to 77% when the FC was operational. These changes reflect
the effect of FC–HST cooperation in peak load shifting.

Table 3. Load fluctuation of the IES in different scenarios.

Node 10 Node 16 Node 26

Peak
Load/MW

Valley
Load/MW

Standard
Devia-

tion/MW

Peak
Load/MW

Valley
Load/MW

Standard
Devia-

tion/MW

Peak
Load/MW

Valley
Load/MW

Standard
Devia-

tion/MW

Scenario 1 6.31 4.81 0.48 3.88 3.28 0.19 5.68 5.39 0.09

Scenario 2 6.31 4.81 0.48 3.88 3.28 0.19 6.19 4.88 0.38

Scenario 3 5.65 5.24 0.11 3.59 3.23 0.11 5.68 5.39 0.09
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Figure 11 displays the electrical (PFC) and heat power (QFC) produced by the FC in
each EH and the change of the hydrogen storage capacity of the corresponding HST in
Scenario 3. As can be seen from Figure 11a, from 3:00 to 10:00 h, due to the light load and
cheap electricity price, the IES purchases electricity from the upstream grid to supplement
the hydrogen in the HST1 by electrolysis, which explains why PFC1 is negative during
this period. At 11:00, both the load and the price of electricity increase. FC1 then uses
the hydrogen supplied by the HST1 to generate heat and power, and the electric energy
produced is used to smooth the load fluctuations and reduce the pressure on the power
grid. The heat produced is then sold to the heat market to offset the operation cost of
the system. At the end of the day, the hydrogen reserves in HST1 are slightly larger than
those at the beginning of the day, which ensures the continuous supply of hydrogen. The
situation in Figure 11b,c is similar to that in 11a.

Figure 11. Output power of FCs and states of HSTs in Scenario 3: (a) FC1 and state of HST1, (b) FC2
and state of HST2, and (c) FC3 and state of HST3.

Figures 12–14 present the optimal schedules of the coupling nodes. Comparing the
optimal schedule of identical coupling nodes in Scenarios 2 and 3, again the load fluctu-
ations are reduced with operational FCs. Hence, the results show that the FC is capable
of peak load shifting if it cooperates with the HST, and its operation cost can be offset
by selling heat. Adding more Ehs into an IES not only strengthens the coupling between
subsystems, but also improves the economics of IES operation. In addition, PCAPSO has
good applicability in solving IES optimization scheduling problems in different scenarios.

Figure 12. Optimal schedule of the coupling node (node 26) in scenario 1.

The optimal energy structures of the nodes connected with sustainable energy in
scenario 3 are displayed in Figure 15. As shown in Figure 15a, when the output of WP1
and PV1 exceeds the load demand, surplus electric energy is used to charge the BSS1
(e.g., 10:00–14:00 h). If the charging power or SOC reaches the upper limit during the
charging process, the excess electric energy is transferred to the electrolytic cell of the FC for
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hydrogen production (e.g., 15:00–17:00 h). When the output of WP1 and PV1 is not enough
to meet the load demand, the BSS compensates the power deficiency by discharging (e.g.,
5:00–7:00 h). If the SOC of BSS is less than the minimum limit at this time, the additional
load must be borne by the upstream grid (e.g., 8:00–10:00 h). At the end of the day, the
SOC1 is slightly higher than that at the beginning of the day, which ensures the continuous
supply of electric power from the BSS1. Given the above discussion, with the integration of
the BSS and FC into the IES, the consumption rate of renewable energy increases and the
amount of electricity drawn by the load from the upstream grid decreases, which reduces
the operating cost of the IES.

Figure 13. Optimal schedules of the coupling nodes in scenario 2: (a) node 26, (b) node 16, and
(c) node 10.

Figure 14. Optimal schedules of the coupling nodes in scenario 3: (a) node 26, (b) node 16, and
(c) node 10.

Figure 15. Optimal energy structures of nodes connected with sustainable energy in scenario 3:
(a) node 12, (b) node 20, and (c) node 29.
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5. Conclusions

Considering the detailed models of the FC and P2G system, this study developed a
new framework of EH for the optimal day-ahead operation of IES. The IES model consisted
of electrical and natural gas systems, presented in Section 4, and an EH, presented in
Section 2. The day-ahead scheduling of the IES was carried out considering the nodal
pressures, voltage constraints, and energy flow constraints of each sub-network. The
objective function of the IES day-ahead scheduling was to minimize the daily operating
cost of the IES. To solve the optimization problem, PCAPSO based on multistage chaotic
mapping was proposed in this paper. The major contributions of this work are:

(1) Developing a new efficient PCAPSO algorithm based on multistage chaotic mapping.
(2) Integrating detailed models of FC and P2G into the EH to form a novel framework of

the EH, in which the joint operation of the FC, P2G system, and HST is considered
and hydrogen is introduced.

(3) Establishing a new scheduling strategy to reduce the operation cost of IES. In this
strategy, when the electric load is light, P2H and HST cooperate to absorb excess
wind/solar energy and transform it into hydrogen, which can then be used as the
starting material for the H2G process to synthesize natural gas. When the electric load
is heavy, hydrogen transformed from the P2H process or stored in the HST can be
used as the fuel in the FC to generate electricity.

Numerical tests were performed on an IES including the modified IEEE 30-bus and
natural gas 48-bus systems. The key findings are as follows:

(1) The PCAPSO based on piecewise-chaotic mapping is less likely to fall into local
optima than PSO. In addition, the stability and convergence rate of PCAPSO are better
than those of PSO.

(2) The FC cooperating with the HST and P2H system is capable of peak load shifting
when operated as a co-generation device, and its operation cost can be compensated
by selling heat.

(3) The integration of the BSS and FC into the IES can increase the consumption rate of re-
newable energy and decrease the amount of electricity drawn from the upstream grid.

(4) The proposed EH, which contains the detailed model of the FC and P2G, is more in
line with actual operations than the EH described in [3,12,20]. With the insertion of
multiple EHs, the system coupling is enhanced, and the stability and economics of
IES operation are improved.

Future work should include detailed modeling of the natural gas system considering
the hydrodynamic properties of natural gas. In addition, the thermal network could be
coupled with electrical and natural gas systems to improve the flexibility and diversity of
IES operation. On the other hand, the introduction of a new optimization algorithm with
a high computational efficiency and convergence rate may also be an important area of
research in day-ahead optimal scheduling of IESs.
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Abstract: The building sector is responsible for 50% of worldwide energy consumption and 40% of
CO2 emissions. Consequently, a lot of research on Building Energy Efficiency has been carried out
over recent years, covering the most varied topics. While many of these themes are no longer of
interest to the scientific community, others flourish. Thus, reading trends within a field of knowledge
is wise since it allows resources to be directed towards the most promising topics. However, there is a
paucity of research on trend analysis in this field. Therefore, this article aims to analyse the evolution
of the Building Energy Efficiency field of knowledge, identifying the recurrent themes and pointing
out their trends, supported by statistical methods. Such an analysis relied on more than 9000 authors’
keywords collected from 2000 articles from the Scopus database and classified into 30 topics/themes.
A frequency distribution of these themes enabled us to distinguish those most published as well as
those whose academic interest has cooled down. This field of knowledge has evolved over three
distinct phases, throughout which, eight themes presented an upward trend. These findings can
assist researchers in optimising time and resources, investigating the topics with growing interest,
and possibilities for new contributions.

Keywords: energy efficiency; energy saving; building energy efficiency; trend analysis; Mann-Kendall
test; clustering

1. Introduction

Energy consumption has increased over the last decades [1]. Such an increase brings
several concerns, such as the necessity to develop alternative energy sources and reduce
environmental impacts due to greenhouse gas emissions [2,3]. The building sector has
overtaken the industrial sector and has played an important role in such a scenario, being
responsible for more than 50% of the total energy consumption and 40% of the total CO2
emissions [4]. In Europe, according to the European Commission [5], only residential
buildings are responsible for approximately 40% of energy consumption and 36% of CO2
emissions. Therefore, it was necessary to find a way to decrease such energy consumption
without affecting economic development, as well as the comfort of the building’s occu-
pants [6,7]. The way that researchers found to achieve such a goal was to increase the
efficiency of processes and products [8,9]. This put the building sector on the target of
important public policies.

Hence, a lot of research on Building Energy Efficiency (BEE) has been carried out.
From 2000 to 2018, more than 14,000 papers were published dealing with several themes
concerned with BEE. From this total, a little more than 100 papers reviewed specific themes:
building energy modelling [10–34]; building envelope [21–25]; building energy perfor-
mance [35–42]; sustainability [43–53]; building information modelling [54–69]; thermal
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comfort [70–77]; thermal storage [78,79]; zero energy buildings [49,80–87]; building inte-
grated photovoltaics [88–90]; green buildings [91–93]; occupancy behaviour [94–98]; smart
buildings [99–101]; lighting [102,103]; and regulations [104].

Unfortunately, only a few of these reviews dealt with trend analysis and yet, in
a restricted way, only considered technical aspects within the respective themes, miss-
ing the big picture: building energy modelling [15]; building energy performance [38];
building information modelling [65,66,68]; building integrated photovoltaics [89]; and
smart buildings [101].

Therefore, this article aims to fill this gap by answering important questions. Has the
BEE field of knowledge reached maturity? What are the recurrent themes within this field
of knowledge? What is the trend of each of them? How has the relationship between such
themes changed over time?

Identifying the currently relevant topics, regardless of the field of knowledge, is wise
because resources are becoming increasingly scarce, and this means they can be directed
towards the most promising themes. This also allows researchers to be able to optimise
resources, investigate the topics with growing interest, and increase the possibility for
new contributions.

This article is organised as follows: Section 2 provides an extensive description of
the methodological approach used to answer the research questions. Section 3 shows the
results of the research. The article concludes with Section 4, discussing the main findings.

2. Materials and Methods

The deductive method was the methodological approach chosen to carry out this
research. This was well-explained by Davidavičienė [105]. The deductive method starts
with a set of theory-driven research questions, which guide the data collection and their
analysis. Such questions were precisely posed in the previous section.

The analyses carried out in this research were based on the authors’ keywords of a sig-
nificant sample of relevant articles addressing Building Energy Efficiency (BEE). Therefore,
this section will describe the procedures used to collect and manipulate such keywords.
Figure 1 illustrates the methodological flow of this research.

2.1. Research Problem Formulation

This is the stage in which the general orientation of the research was established.
In this step, the research theme was formally defined and well delimited. Furthermore, the
gaps in the field of knowledge under investigation were stated and the questions that had
to be answered in order to fill such a gap were posed [106].

Energy Efficiency is a huge field of knowledge with several intertwined branches.
Building Energy Efficiency (BEE) is one of these branches, which constitutes several themes.

Since the building sector is a great energy consumer, overlapping the industrial sector,
much has been written about Building Energy Efficiency. However, no article has studied,
in a methodological manner, the evolution of this field of knowledge, the themes within it,
or how they relate to each other. Thus, in order to fill this gap, it was necessary to answer
the research questions as posed in Section 1.
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Figure 1. Procedural flow diagram (source: authors).

2.2. Document Retrieval

The main goal of this step relied on retrieving a significant sample of publications
addressing relevant issues in the Building Energy Efficiency field of knowledge. In order to
accomplish such a goal, it was necessary to define the database from which the documents
would be gathered and, most importantly, design the proper query to get the job done.

The publications were retrieved from the SCOPUS database since it has a wide cover-
age of high-impact journals, and “it is the largest database of abstracts and citation literature
peer review” [107]. Only journal articles from 2000 to 2018 were considered because, before
then, only a few articles presented the authors’ keywords, which provided the background
of the method employed.
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The construction of a query is a process of association of several terms concerned with
a core theme. Such terms could be the keywords of the first sample of articles related to the
field of knowledge under analysis. A very simple query can be used to capture the articles
in which keywords will be used, to formulate the ultimate query.

In this case, the term “Building Energy Efficiency” was used to formulate the very first
query, retrieving 893 publications and resulting in more than 3000 keywords, illustrated as
a word cloud in Figure 2.

Figure 2. Word Cloud used to build the search terms (source: authors).

Figure 2 is a graphical representation of the word frequency that greater prominence
to the key terms that appeared more frequently in the 893 publications previously gathered.
The larger the word in the visual, the more common the word was among the keywords.
Thus, words like building, energy, efficiency were prevalent, whilst others like pattern,
technical, measuring were incidental. Therefore, not all 3000 keywords fit with the current
research. Thus, after examining these keywords, only 682 of them were considered suitable
to the scope of this research and were used in the construction of the ultimate query, as
shown in Figure 3.

Figure 3. Fragment of the query applied in the search on SCOPUS database (source: authors).
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Figure 3 illustrates just a fragment of the query used to collect the articles scrutinised
by this research. As can be seen at the beginning of the fragment, were selected articles
containing one or more of the key terms in its title and/or abstract. At the bottom of the
Figure 3 the type of source selected (only articles) and the year of publication can be seen.

The search using this query returned more than 14,000 articles, indexed on the Scopus
database. However, most of them have never been cited and, as the number of citations
is recognised as a quality standard [106,108], only the documents cited five or more times
were considered eligible for further analysis. Thus, the number of selected articles dropped
to nearly 2000.

2.3. The Evolution of the Building Energy Efficiency Field of Knowledge

According to Price’s Law [109], every field of knowledge is a dynamic structure that
evolves over time, with a few publications covering distinct themes within it, until maturity
when it is consolidated and there are only a few left to explore. Thus, it is important to
investigate which stage of development this field has reached.

Price [109] stated that the number of publications related to a field of knowledge can
be used to characterise its evolution. Indeed, scientific publications meet the scientific
community’s demand for new finds. Thus, it is fair to say that scientific productivity is
directly associated with scientific community interest in themes within this field. Based
on that, Price [109] established a law, which states that the several stages of evolution of a
field of knowledge can be characterised by the growth of the number of publications over
the years.

Based on that, the evolution of the Building Energy Efficiency field of knowledge was
assessed by means of Price’s fundamental law.

2.4. Authors’ Keyword Collection, Classification, and Manipulation

This step shows the data structure used to store 9326 keywords, collected from the
2000 articles that sourced this research; the classification procedure of these keywords into
themes; and the data manipulations necessary to feed the following step.

Initially, the keywords and the respective articles were stored in a matrix, as illustrated
in Table 1.

Table 1. Articles and their keywords.

Metadata
Identification

Keyword1 Keyword2 . . . Keyword3

a1 [authors; . . . ; year] kw1
1 kw2

1 . . . kwn1
1

...
...

...
...

ai [authors; . . . ; year] kw1
i kw2

i . . . kwni
i

...
...

...
...

a2000 [authors; . . . ; year] kw1
2000 kw2

2000 . . . kwn2000
2000

ai = article; kwj
i = jth keyword extracted from the ith article.

Each row of Table 1 represents one of the 2000 articles (a1, ai, a2000)). Each row stores
the metadata for the articles (article title, authorship, publication date, and keywords).
Special attention was given to the keywords, which number varies from article to article.
For data processing purposes, each keyword is represented as kwj

i meaning the jth keyword
from the ith article.

The keywords from Table 1 were screened, looking for those relevant to Building
Energy Efficiency, as well as for insights about their classification into groups. As a result,
7598 keywords were discarded and the remaining 1728 were grouped into 30 distinct
themes, as illustrated in Table 2.
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Table 2. Keywords classified into 30 themes.

Theme1 . . . Theme2 . . . Theme3

kw1
1 . . . kwj

1
. . . kw30

1
...

...
...

kw2
k1

. . . kwj
k2

. . . kw30
kn

Table 2 classifies the keywords, stores in Table 1, into thirty categories, or themes (the
number of categories was defined a priori). Each column of Table 2 is assigned to a theme,
and each theme has a different number of keywords assigned to it.

The task of accounting for the number of times a given theme appears in the literature
was made easy by combining Tables 1 and 2, which resulted in Table 3.

Table 3. Themes addressed by each article.

Article Theme1 . . . Theme2 . . . Theme3

a1 [authors; . . . ; year] X - X
...

...
...

...
ai [authors; . . . ; year] - X X

...
...

...
...

a2000 [authors; . . . ; year] X - X

Table 3 is very similar to Table 1, except for the fact that in Table 1 each article is
associated which its own keywords, whilst in Table 3 each article is associated with one, or
more, the themes previously defined. Thus, Table 3 can be read in two ways: by row or by
column. When read by row, it is possible to see the themes addressed by each article. When
read by column, it is possible to see which theme is present in which article. Thus, the
presence of a theme in the literature in a given year can be assessed by counting the number
of articles addressing such a theme that year. Therefore, in order to build a distribution of
themes over a given period, it was enough to restrict Table 3 to articles published over such
a period.

2.5. Evolution and Trend of the Themes

The participation of a theme within a given period can be assessed by the percentage
of the articles published within this period that address such a theme, as shown in (1).

Themei% =
#articles adressing themei

total articles published in the year.
(1)

Thus, the higher Themei%, the more important is the theme. Based on this, it was
possible to study the evolution of the themes over time.

The evolution of a theme was defined as the participation of such a theme in the
literature over the years covered by the analysis. Thus, if the participation of a theme
increases over time, it can be said that the theme shows an upward trend. Conversely, if
the participation decreases, the theme shows a downward trend. There are also occasions
in which the trend is stable over the years.

In order to avoid subjectivity, the trend analysis was supported by a nonparametric
statistical procedure, called the Mann-Kendall test for trend [110].

Table 4 shows a fragment of a table used to show the evolution and trend of the themes.
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Table 4 presents the evolution of each theme over the period under analysis, both in
figures and graphically, as well as their trends according to the Mann-Kendall test with 5%
of significance. The rows represent each of the thirty themes and, the columns store the
participation of each of them in the literature calculated according to Equation (1). A bar
graph illustrates the calculations, whilst ↑ means an upward trend, ↓ means a downward
trend and ↔ means no-trend.

2.6. Stages of the Evolution of this Field of Knowledge

Table 4 can also be read from the point of view of the columns, i.e., from the point of
view of the years. By doing that, it was possible to establish the profile of the years based
on the themes addressed by the articles published during these years. This opened up the
possibility of comparing the years and identifying certain patterns that allowed them to be
grouped into clusters, demarcating evolutionary stages of this field of knowledge.

2.7. Interrelationships between Themes

According to Sun and Latora [111], the development of a field of knowledge is marked
by the flow of knowledge between several themes or subareas of this field. That is why it is
important to study the relationship between the themes.

Yet according to Sun and Latora [111], the knowledge flows with more intensity be-
tween synergetic themes, and the most influential themes are those most interconnected,
around which the field develops itself. The relationship between the themes can be repre-
sented by means of an abstract two-dimensional plot resulting from a
multidimensional scaling [112].

3. Results

The following section presents the outcomes of the complete analysis carried out to
answer the research questions.

3.1. The Evolution of the Building Energy Efficiency Field of Knowledge

According to Price’s Law [109], the scientific production concerned with a field of
knowledge grows exponentially until it reaches a point of inflection and, afterwards, a
threshold value around which it stabilises, meaning that this field has reached its maturity.
The aspect of the curve that represents the evolution of publications goes from exponential
to logistics, signalling that the scientific community’s interest in this field has cooled down.

According to Dabi et al. [113]: “The main hypothesis of Price’s law is that the devel-
opment of science follows an exponential growth. The growth of a scientific domain goes
through four phases”. The first phase is the precursors’ phase. According to Dabi et al. [113]
“during this phase only a small number of researchers begin publishing”. The second phase
is the proper exponential growth. “During this phase, the expansion of the field attracts
many researchers as many aspects of the subject still have to be explored” [113]. In the
third phase, the body of knowledge is consolidated and the growth of scientific production
becomes linear [113]. The next phase, according to Dabi et al. [113], “corresponds to the
collapse of the domain and is marked by a decrease in the number of the publications”. The
aspect of the curve transforms from exponential to logistical, reaching a ceiling value after
passing through an inflection point. Therefore, in order to perform the Price’s Law analysis,
the frequency distribution of the publications addressing BEE is presented in Figure 4.
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Figure 4. Frequency distribution of publications addressing Building Energy Efficiency. (a) Discrete,
(b) cumulative (source: authors).

Figure 4a shows the number of publications on a yearly basis, whilst Figure 4b shows
the cumulative version, on which compliance with Price’s Law is investigated.

The first phase roughly extends to 2005. The second phase is from 2005 to 2014.
The number of publications fits well with an exponential function since the statistic R2 is
very close to 1.00. The third phase extends from 2014 to 2018. The growth of scientific
production becomes linear (R2 = 0.988). There is no statistical evidence that an inflection
point has been reached yet. It is worth mentioning that only articles with 5 or more citations
were considered and it is well known that the older the article, the more cited it is. Thus,
it is likely that the number of articles during the later years will increase, reinforcing the
linear trend of the plot for the final years even more. Therefore, the maturity of this field of
knowledge has not yet been reached, leaving several aspects to be explored.

3.2. Authors’ Keyword Collection, Classification, and Manipulation

From the 9326 keywords collected, only 1728 were useful for the purposes of this
study. They were, naturally, classified into 30 categories (or themes): building automation
and control (BAC), building energy modelling (BEM), building envelope (BEV), building
information modelling (BIM), building integrated photovoltaics (BIP), building manage-
ment systems (BMS), building retrofitting (BRF), data analysis techniques (DAT), decision
making (DMK), energy management systems (EMS), environmental (ENV), energy perfor-
mance software (EPS), energy storage (EST), green building (GRB), heat pumping systems
(HPS), heating-ventilation-air-conditioning (HVAC), life cycle assessment (LCA), lighting
(LIG), occupancy behaviour (OCB), regulations (REG), renewable energy sources (RNE),
smart buildings (SMB), smart grids (SMG), sustainability (SUS), thermal comfort (THC),
thermal storage (THS), types of building (TOB), windows (WIN), water heating (WTH),
and near zero/zero energy building (ZEB). Figure 5 shows a schematic representation of
such a classification. Figure 5 is a pictorial representation of the thirty categories along with
the number of keywords classified into each of them.

In the majority of cases, the classification of a keyword into a given category was
straightforward, like ‘green building’ (classified under the Green Building theme or group)
for instance. However, there were cases in which a keyword could be coded into more than
one theme. In such cases, the classification demanded some extra work. It was necessary to
read the title and abstract and, in some cases, the introduction of the articles from which
the keyword was collected, to decide which theme it fitted best.

A keyword was classified into a unique theme but a theme could cluster several
keywords with similar meanings, in such a way that each theme represents a homoge-
nous group. It is worth mentioning that an article can have keywords classified into
different themes.
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Figure 5. Keywords category (theme) and their number of members (source: authors).

3.3. Associating the Articles with the Themes

Once the keywords were classified into themes, the next step was to associate the
2000 articles captured for this research, with the themes. Some articles addressed only one
theme, while others addressed more than one. The presence of a theme in a given period
was used as a measure of its relevance and it was estimated by counting the number of
articles in which the theme appeared during a period.

3.4. Evolution and Trend of the Themes

Before studying the evolution and trend of the themes it is worth discussing their
relevance over the period under investigation.

The relevance of a theme can be derived from the number of articles that address it
over the period considered [111]. Thus, Table 5 presents the themes ranked according to
their relevance.

Table 5. The total number of articles dealing with each theme.

Themes N % Interdisciplinarity

BEM Building energy modelling 505 25.3 30
DAT Data analysis techniques 337 16.9 27
BIM Building information modelling 244 12.2 22

HVAC Heating-ventilation-air-conditioning 159 8.0 30
ENV Environmental 157 7.9 27
GRB Green building 144 7.2 27
TOB Types of buildings 130 6.5 27
ZEB Zero energy building 128 6.4 28
SMB Smart buildings 121 6.1 26
THC Thermal comfort 121 6.1 28
REG Regulations 117 5.9 26
SUS Sustainability 114 5.7 23
BRF Building retrofitting 105 5.3 26
OCB Occupant behaviour 103 5.2 26
BAC Building automation and control 99 5.0 26
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Table 5. Cont.

Themes N % Interdisciplinarity

LCA Life cycle assessment 89 4.5 24
SEM Energy management systems 87 4.4 25
BIP Building integrated photovoltaics 83 4.2 23

SMG Smart grids 81 4.1 23
EPS Energy performance software 75 3.8 23
BEV Building envelope 52 2.6 25
WIN Windows 52 2.6 17
LIG Lighting 52 2.6 24

DMK Decision making 49 2.5 27
RNE Renewable energy sources 48 2.4 26
BMS Building management systems 36 1.8 22
THS Thermal storage 25 1.3 14
EST Energy storage 24 1.2 17
HPS Heat pumping systems 17 0.9 12
WTH Water heating 12 0.6 10

Table 5 shows the absolute number and percentage of articles addressing each of the
thirty themes. Therefore, it can be seen that the three largest themes are BEM, DAT, and
BIM, which are present in more than 54% of the articles captured for this research. Eleven
themes are addressed by less than 4% of the articles, meaning that the interest in them is
small, so that they will be neglected for further analysis (grey background). However, it is
worth mentioning that some of them are indirectly of interest for the ZEB and BRF themes.
The themes BMS, BEV, EPS, EST, LIG, RNE, THS, and WIN could be still focused on the
recent research under the umbrella of other themes with increasing.

Table 5 also shows the interdisciplinary character of the research carried out in the BEE
field of knowledge. For instance, from the 2000 articles collected for this study, 505 (25.3%)
address the theme BEM and the other 29 themes. According to Sun and Latora [111], such
interaction can reflect the exchange of knowledge across themes. It is possible to infer
that the strength of such an interaction depends on the number of publications sharing
the themes.

Table 5 provides a static view of the BEE field of knowledge. It shows the most relevant
themes within the field but it does not show the evolution and trend of each theme. Thus,
Table 6 presents the trend of each theme, allowing investigation as to whether a given theme
has a perennial presence or is just incidental in the literature. A theme can be analysed as to
when it emerged, if it is still active or vanished, and when its apogee was. Table 6 presents
the annual participation of each theme in the literature, summarising their trend in the last
column.

Eight themes are in an upward trend: BAC, EMS, DAT, BEM, BIM, OCB, BRF and
ZEB. It can be seen that the themes BAC, EMS and DAT reached a maximum in the
early 2000s, while the others peaked in the late 2010s. The development of the internet
and image processing software packages explain the remarkable growth of the theme
BIM [112,114]. Once the stock of old buildings far surpasses the stock of new buildings
everywhere in the world, the only way to achieve the current energy-saving standards is by
retrofitting them, which explains the growing interest of the scientific community in the BRF
theme. The raising of the theme OCB can be explained because the scientific community
has realised that the success of energy-efficient projects are significantly influenced by
human factors [115,116].
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Since there are many consecrated statistical methods, which have been waiting for the
development of informatics to become popular, it is expected that DAT will keep growing
for a while, even within other fields of knowledge. According to Cristino et al. [108]
the data analysis techniques mentioned by the papers within this field of knowledge
can be roughly clustered into the following categories: regression analysis, descriptive
statistics, multivariate analysis, computational intelligence, inferential statistics, and design
of experiments.

There is no statistical evidence of a particular trend for SMB, TOB, GRB, HVAC, LCA,
THC, BIP, REG, ENV and SMG.

The theme SUS shows a downward trend. The themes concerned with environmental
issues (ENV, SUS and LCA) reached their maximum in the second half of the 2000s and
have decreased since then, showing that interest in these subjects cooled down.

The volume of publications addressing each theme, as well as the interaction between
them, defines the evolution of a field of knowledge. As these variables change over time, it
is possible to infer that such an evolution is marked by distinct phases. Thus, the next step
in this study is to identify such stages.

3.5. Stages of the Evolution of this Field of Knowledge

The evolution of a field of knowledge is marked by a sequence of periods with a
similar profile of publications. Thus, reading Table 6 from the columns’ point of view, it is
possible to see the profile of the years according to the themes published and look for a
pattern.

One of the ways to identify similarities between multivariate observations is to apply
clustering techniques [112,117]. Thus, the space of the columns in Table 6 was submitted to
a hierarchical clustering algorithm, leading to the dendrogram presented in Figure 6.

Figure 6. Years grouped according to the profile of themes (source: authors).

It is worth mentioning that a dendrogram is a tree diagram that shows hierarchical
relationships between similar objects [118], which, in this case, are the years.

Therefore, the dendrogram shows in Figure 6 two well-defined clusters. One of these
clusters groups the years 2007–2011, at a similarity level of 66.7, and the other, the years
2012–2018, at a similarity level larger than 80. The years ranging from 2000 to 2006 are very
heterogeneous. This suggests that the period covered by this research could be divided
into three phases. Figure 7 shows the profile of each of these phases. Figure 7 presents
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the annual participation of the themes in the literature for the three evolutionary periods
determined by the cluster analysis.

During the first period (2000–2006), the scientific community’s gaze was scattered
over 26 themes, differently distributed over the whole period. In 2000, ten themes were
presented in the literature; in 2001, only one theme (BEV); in 2002, this number increased to
14; in 2003 and 2004 decreased to 10; in 2005, increased to 15; and in 2006, the number of
different themes presented in the literature reached its maximum, 20.

The participation of the themes in the literature varied over the years. In 2000, ten
themes shared the same participation in the literature (10%); in 2002, the theme BEM stood
out (24%); in 2003 two themes were highlighted, GRB and HVAC with 19%; in 2004, other
two themes stood out, but this time, with 12% of participation (DAT, REG); in 2005, the
theme DAT increased its participation to 25%, and, in 2006 the theme BEM stood out with
17% of participation in the literature.

The low number of themes in 2001 is due to the fact that only the articles that reached
five or more citations were considered, which leads to the conclusion that the production
of articles addressing the Building Envelope was the most consistent in 2001.

Therefore, it can be seen that the evolution of this field of knowledge over this period
did not exhibit any pattern. The second period (2007–2011) is the shortest of the three
periods (five years). It presented more themes consolidated than the previous one. Twenty-
nine themes had been explored over this period, and 15 of them were present in all five
years of this period. In 2007, 20 different themes were present in the literature; in 2008,
23 themes; in 2009, 26; in 2010, 24; and in 2011, 27. Thus, it is fair to conclude that the
scientific community’s interest in this field of knowledge became more consistent.

Figure 7. Column profile from each period (source: authors).
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It was in this period that the themes BIP, ENV, REG and THC reached their greatest
participation in the literature. However, the theme BEM was by far the one most present in
the literature, closely followed by DAT. The participation of the themes BAC, BRF, EMS,
OCB, SMG and ZEB had a neglectable participation in the literature over this period, while
the participation of the themes BEV, BMS, GRB, HVAC, SMB, SUS and TOB shrank.

In the third period (2012–2018), all the thirty themes had been explored, 29 themes
in 2012, 2013 and 2015; 28 themes in 2014; 30 themes in 2016, 2017 and 2018. Thus, it
can be said that the scientific interest in this field of knowledge increased even more over
this period.

The participation of the themes BEM, BIM, BRF, DAT, OCB and ZEB had increased
and, according to statistical analysis, they are in an upward trend. participation of other
themes like BAC, EMS and SMG had increased as well, but not enough signalise an upward
trend. The interest for the themes ENV, GRB, HVAC, REG and SUS had decreased. The
other themes remained stable.

3.6. Interrelationships between Themes

According to Sun and Latora [111], the interaction between themes within a field of
knowledge reflects the flow of knowledge between the sub-areas of this field. Thus, in
order to understand the evolution of this field, it is fundamentally important to define and
study the interaction between the themes.

Many articles address multiple themes at once. What indicates an interaction be-
tween themes? The interaction between the themes i and j can be assessed by means of
Equation (2).

λij = 100·
Nij

Np
(2)

where Nij is the number of articles that concurrently address the themes i and j, and Np is
the number of articles for the considered period (N1 = 149, N2 = 342 and N3 = 1509).Thus,
λij is the percentage of the articles produced during the period under investigation that
addresses the themes i and j. Figure 8 presents a graphical representation of the model
used to account for the interactions between themes.

Figure 8. Model of the interrelationship between themes (source: authors).

Based on Figure 8, it can be seen that λij can be stored in a symmetric matrix, called
interaction or interrelationship matrix. According to Equation (2), such a matrix varies
depending on the evolutionary period. Figure 9 shows the interrelationship matrix for each
period. The darker the fill colour, the greater the interaction between themes i and j.

Observing the matrix for the first period, it can be said that, during this period,
this field of knowledge was driven in large part by themes concerned with sustainable
development and thermal comfort. Also, it can be noticed that the greatest interaction
occurred between HVAC-THC and LCA-SUS. It is possible to observe the emergence of
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the relationship between the themes BEM-DAT, which would increase until the end of the
third period.

During the second period, the interest of the scientific community revolved more
around the interaction between BEM-DAT; BEM-HVAC; GRB-SUS; HVAC-TOB
and HVAC-THC.

The interaction between BEM-DAT is remarkable; it is by far the largest one, not
only over the third period, but over the whole period covered by this research. Therefore,
these two themes have been the great engine for developing the research on Building
Energy Efficiency.

Figure 9. λij for each period (source: authors).

Since it is difficult to analyse and understand the interaction between the themes only
by examining the interrelationship matrices in Figure 9, a visual representation of such
matrices is valuable. Such a representation can be obtained by means of a data analysis
technique known as multidimensional scaling [119], which allows the representation of the
interrelationship of the themes in an abstract, two-dimensional Cartesian plot, as illustrated
in Figure 10. Although such a representation is not absolutely perfect, it gives some insight
into the interaction between themes. For instance, the greater the interaction between
themes, the closer they are in the plot, forming clusters of synergetic themes. In other
words: the closer the themes, the greater the flow of knowledge between them.
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Figure 10. Evolution of the themes and relationship between them in each period (source: authors).

The left side of Figure 10 shows the participation of the themes over the three evolu-
tionary stages. On the right side, three plots represent the interrelationship matrix between
the themes for each of the three evolutionary stages.

The clusters shown in Figure 10 only include the themes for which the λij >1.0. The dis-
tance between clusters and elements was assessed according to the nearest
neighbour strategy [118].

Observing the plots for the three evolutionary periods, it should be noted that the
themes have clustered around the origin of the plot as this field evolved. In general,
although it can distort the representation of the themes in the plot, the more central a theme,
the greater the interaction with the others.

In the first evolutionary period of this field of knowledge, significant interaction
between themes related to thermal comfort (THC-HVAC), themes concerned with environ-
mental/sustainability issues (SUS-ENV-LCA-GRB-SMB), and themes addressing modelling
and data analysis techniques (BEM-DAT) can be seen.

A number of clusters dropped from the first to the second evolutionary period. The
cluster BEM-DAT remained and came closer to the centre of the plot. They are cross themes.
Some articles are devoted to revisiting a given theme and have an interest in comparing the
results emerging from different data analysis techniques, in such a way that the modelling
and data analysis become the kernel of the paper instead of being tools by means of which
better results can be achieved. Such articles give little attention to the aspects concerned
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with Building Energy Efficiency, which are only the background and data source, while
their main purpose is data analysis.

Still, within the second period, the themes LCA and SMB leave the
environment/sustainability cluster because of the lack of interaction with the other themes.
The interaction of the remaining themes with the thermal comfort cluster increased, result-
ing in the formation of a new cluster.

The cluster BAC-EMS was extinct by this stage. Since the participation of both themes
in the literature increased over this period, it is fair to assume that both themes developed
in isolation, without sharing knowledge.

The number of isolated themes in this period was the largest amongst the evolutionary
stages. Thus, it can be said that, during this period, the exchange of knowledge was
the smallest.

The third stage is the one with the largest number of clusters and the smallest number
of isolated themes. It can be considered the period with the greatest flow of knowledge
between sub-areas within this field of knowledge.

The clusters THC-HVAC and BAC-EMS, from the first evolutionary stage, have been
re-established, meaning that the themes within each cluster restarted, triggering knowledge
production in each other.

The cluster BEM-DAT is even closer to the centre of the plot in this stage. According
to the interaction matrix for the third period, in Figure 9, this cluster interacts with all the
themes (λij > 1.0) except the themes BIP and REG.

The cluster concerned with environment/sustainability in the first period was bro-
ken into three small clusters (LCA-ENV, SMB-SMG, and SUS-GRB-BIM), suggesting the
exchange of more specialised knowledge. The flow of knowledge between themes related
to sustainability and information modelling is noteworthy. As the latter theme shows an
upward trend, it is quite possible that its development increases the knowledge production
of themes related to green buildings and sustainability.

The themes BIP, TOB, REG, ZEB, BRF, and OCB developed in isolation over all three
evolutionary stages. The latter three are in an upward trend, according to the trend analysis
previously presented. Thus, a clear relation between trend and evolutionary development
of a theme within the Building Energy Efficiency field of knowledge could not be seen.

4. Conclusions

After analysing 2000 articles concerned with Building Energy Efficiency, this paper
shows that this field of knowledge has not yet reached maturity. Thus, much remains to be
studied, meaning that investment in research is still needed.

This research identified thirty recurrent themes within this field of knowledge. How-
ever, only nineteen of these themes are statistically significant. According to the Mann-
Kendall trend test, eight out of these themes show a clear upward trend, one a downward
trend, and ten do not show any clear evidence for a particular trend.

This study shows that the evolution of this field of knowledge passed through three
stages, whose dynamics were clearly explained, as well as the changes in the patterns
of cross-fertilisation.

This research shows that energy modelling, along with data analysis techniques,
have been influencing this field of knowledge since its beginning and they have been
instigating production in other areas within this field. Therefore, themes like Building
Energy Modelling and Data Analysis Techniques are in an upward trend and still very far
from maturity, constituting good research opportunities.

The scientific community’s gaze is on other themes with low connections, like Occu-
pancy Behaviour, Building Information Modelling, Zero Energy Buildings, and Building
Retrofitting. All of these themes have increased in importance and seem to be new frontiers
of this field of knowledge.

Considering the Occupancy Behaviour, topics like eco-feedback, gamification, be-
haviour, and advanced building automation systems have not been adequately addressed.
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Building Information Modelling is a very recent research front, therefore there is a
great interest among the scientific community in this field, which signalise that there is a
great potential for research on integrating BIM with technologies like monitoring systems,
thermography, geographic information systems.

The concept of Zero Energy Building has drawn the attention of the scientific commu-
nity. However, there are few studies focusing on the feasibility of Zero Energy Building in
a diversity of climates and the integration with information technology.

Building Energy Retrofitting provides substantial opportunities to reduce the energy
consumption of the building sector. There are a lot of research opportunities such as
identifying and designing optimal cost-effective energy retrofitting strategies, combining
retrofitting with Building Energy Modelling, Retrofitting, and Occupancy Behaviour.

Furthermore, it is worth mentioning that some of the themes are indirectly of interest
for the Zero Energy Building and Building Energy Retrofitting themes. The themes Building
Management Systems, Building Envelope, Energy Performance Software, Energy Storage,
Lighting, Renewable Energy Sources, Thermal Storage, and Windows could be still focused
on the recent research under the umbrella of themes with increasing trends.

These findings allow the researchers to optimise time and resources by investigating
the themes with growing interest and possibilities for new contributions, as the scientific
community directs its efforts towards cutting edge themes and topics. Furthermore, they
improve the understanding of the laws governing the development of a field of knowledge,
impacting the formulation of research strategies.

This research identified the interaction between themes but does not propose a mecha-
nism to objectively identify the direction of the flow of knowledge. Such information can
improve the understanding of the development of the field of knowledge. Therefore, it is
suggested that future research addresses this unanswered aspect of the current research.

Author Contributions: Conceptualisation, T.M.C. and A.F.N.; methodology, T.M.C. and A.F.N.;
software, T.M.C.; validation, T.M.C.; formal analysis, T.M.C.; investigation, T.M.C. and A.F.N.;
resources, A.F.N.; data curation, A.F.N.; writing—original draft, T.M.C.; writing—review & editing,
A.F.N., F.W. and B.D.; visualisation, T.M.C.; supervision, A.F.N. and B.D.; project administration,
T.M.C. and F.W.; funding acquisition, T.M.C., A.F.N., F.W. and B.D. All authors have read and agreed
to the published version of the manuscript.

Funding: This research has been partially supported by the CDP Eco-SESA, receiving funds from the
French National Research Agency in the framework of the “Investissements d’avenir” programme
[ANR-15-IDEX-02]; by the Coordination for the Improvement of Higher Education Personnel—Brazil
(CAPES) [Finance Code 001]; and by the São Paulo Research Foundation (FAPESP) [grant numbers
2021/01423-9 and 2019/17937-1].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this research:
BAC Building Automation and Control
BEE Building Energy Efficiency
BEM Building Energy Modelling
BEV Building Envelope
BIM Building Information Modelling
BIP Building Integrated Photovoltaics
BMS Building Management Systems
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BRF Building Retrofitting
DAT Data Analysis Techniques
DMK Decision Making
EMS Energy Management Systems
ENV Environmental
EPS Energy Performance Software
EST Energy Storage
GRB Green Building
HPS Heat Pumping Systems
HVAC Heating-Ventilation-Air-Conditioning
LCA Life Cycle Assessment
LIG Lighting
OCB Occupancy Behaviour
REG Regulations
RNE Renewable Energy Sources
SMB Smart Buildings
SMG Smart Grids
SUS Sustainability
THC Thermal Comfort
THS Thermal Storage
TOB Types Of Building
WIN Windows
WTH Water Heating
ZEB Near Zero/Zero Energy Building
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Abstract: This paper presents a new Fuel Cell Fuel Consumption Minimization Strategy (FCFCMS)
for Hybrid Electric Vehicles (HEVs) powered by a fuel cell and an energy storage system, in order
to minimize as much as possible the consumption of hydrogen while maintaining the State Of
Charge (SOC) of the battery. Compared to existing Energy Management Strategies (EMSs) (such as
the well-known State Machine Strategy (SMC), Fuzzy Logic Control (FLC), Frequency Decoupling
and FLC (FDFLC), and the Equivalent Consumption Minimization Strategy (ECMS)), the proposed
strategy increases the overall vehicle energy efficiency and, therefore, minimizes the total hydrogen
consumption while respecting the constraints of each energy and power element. A model of a hybrid
vehicle has been built using the TruckMaker/MATLAB software. Using the Urban Dynamometer
Driving Schedule (UDDS), which includes several stops and accelerations, the performance of the
proposed strategy has been compared with these different approaches (SMC, FLC, FDFLC, and
ECMS) through several simulations.

Keywords: HEV; electromobility; hybrid drive; fuel cell; energy consumption; optimization process

1. Introduction

Currently, as the levels of air pollution caused by the consumption of fossil fuels
reach alarming levels, a less polluting fuel source is being considered. Hydrogen has good
characteristics to become the fuel of the future such as a high calorific value and clean
combustion without producing pollutants, but hydrogen fuel cell technology has not yet
been mastered. In 2014, although hydrogen-powered cars and buses began to hit the streets,
the technology is not yet fully controlled [1].

A Hydrogen-powered Fuel Cell (HFC) is a non-polluting energy source that generates
electricity through the chemical reaction of hydrogen and oxygen. These must be continu-
ously fed to the Fuel Cell (FC) so that it can provide the electricity requirements of the load.
In on-board applications, the hydrogen is usually stored in the system, while the oxygen is
obtained from the atmosphere by a compressor. Due to the mechanical time constant of the
compressor, the HFC system is characterized by a slow response time to load changes, and
an auxiliary energy source, such as batteries or supercapacitors, is used to support it in the
energy requirements of the load [2,3].

In the last few decades, there has been much research on new transport solutions due
to the emission reduction objectives, among which Hybrid Electric Vehicles (HEVs) based
on FCs are becoming an attractive technology. Energy management in these vehicles allows
for improved fuel economy (hydrogen in this case), which is a very promising solution
due to its high mass and volume energy density compared to other polluting sources such
as gasoline and diesel. Hydrogen represents a non-toxic, non-polluting fuel with zero
emissions, where the combustion only releases water [4].
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The future of sustainable transportation is closely linked to the development of these
vehicles. Indeed, these vehicles are much quieter, non-polluting, and more efficient than
vehicles based on Internal Combustion Engines (ICEs) [5]. However, the use of hydrogen
in a running vehicle poses problems: the need for a storage system, the power electronics
converters, the choice of the traction motor, and finally, the management of the energy
flows. This latter corresponds to the subject of study proposed in this paper, which aims
to improve the consumption of the fuel while respecting the constraints imposed by the
sources. The FCs are high-current and low-voltage sources. In order to use them in electric
vehicle powertrains, it is necessary to use adapted static converters in order to increase the
operating voltage. The global optimization of these powertrains requires the hybridization
of the battery using an Energy Storage System (ESS) [6].

A control strategy, in the field of hybrid vehicles, is an algorithm whose objective is to
regulate the power distribution coming from the different propulsion parts. The considered
input data are the operating conditions of the vehicle such as the speed, acceleration,
or torque requested by the driver. The output data recovered can be the activation or
non-activation of certain components, the increase or reduction of the power output, or
the modification of the operating ranges [7]. An energy management strategy can be
implemented to satisfy different demands. The most common ones are to ensure the
driver’s power demand, to maintain the State Of Charge (SOC) of the battery, to reduce the
number of starts, to optimize the efficiency of the drive train, or to reduce fuel consumption
and pollutant emissions. In general, a compromise must be found to achieve several of
these objectives simultaneously [8,9]. The strategy varies according to the type of vehicle
and the type of engine. Indeed, if we consider Hybrid Electric Vehicles (HEVs), the objective
is to have a final SOC equal to the initial SOC. If we consider a Plug-in-HEV (PHEV), it is
preferable to recharge the battery from the grid rather than from the engine. Therefore, the
final SOC should be as close as possible to the minimum tolerated threshold. A typical
method is to run the vehicle in full electric mode until the minimum threshold is reached
and then maintain the SOC. This method is called Charge Depleting/Charge Sustaining
(CD/CS). However, it is not the most suitable method [10–12]. To obtain an optimal
solution, the principle consists of progressively discharging the battery and reaching the
minimum at the end of the trip [11]. This method is often found in the literature under
the term blended mode. C. Silva et al. [13] studied the factors of PHEVs affecting the fuel
consumption and emissions of this type of vehicle. Recently, with the development of
on-board systems in cars, it is possible to access many other parameters. Technologies such
as GPS, the Geographical Information System (GIS), and the Intelligent Transport System
(ITS) make it possible to define a route and observe the traffic conditions in real time [11].
Several strategies need to know the cycle to work, but some can be used without prior
knowledge. In general, these strategies have been parameterized on a predefined cycle,
and their efficiency is better on this one. Based on this observation, several works have set
up cycle recognition strategies, which use data from the present and the past to determine
the appropriate strategy [14–16]. Some studies have also been interested in cycle prediction,
using for example Markov chains [17–20]. In this case, the efficiency of the strategy
will depend directly on its ability to predict future events. The integration of available
information while using new technologies therefore appears to be an interesting way of
reducing emissions and consumption [21,22]. Management strategies can be broken down
into two main families, rule-based methods and optimization methods. There are many
studies that have been conducted on each of these two families. Reference [23] provided
an overview of the existing control strategies. This allows us to have an indication of the
methods that have been studied. In [24,25], the EMS based on deterministic rules or based
on fuzzy logic or Neural Networks (NNs) was detailed. Similarly, the optimization methods
based on Model Predictive Control (MPC) to solve the energy management problem online
were presented in [26]. An EMS based on the Pontryagin Minimum Principle (PMP) was
introduced as an optimal control solution [27,28]. The global optimization requires the
driving profile to be known a priori. Therefore, the results are only valid in the laboratory,
but they can be used as a basis for comparison with other real-time strategies. A real-time
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optimization algorithm called the Equivalent Consumption Minimization Strategy (ECMS)
was also developed in [29–35]. It introduces the concept of equivalent consumption. A
MATLAB model was implemented for the study of this algorithm, which was subsequently
developed using Stateflow on the hybrid vehicle model.

In this paper, a new Fuel Cell Fuel Consumption Minimization Strategy (FCFCMS)
is proposed and compared with existing EMSs (such as the well-known State Machine
Strategy (SMC), Fuzzy Logic Control (FLC), Frequency Decoupling and FLC (FDFLC), and
the Equivalent Consumption Minimization Strategy (ECMS)). The proposed strategy is to
minimize the hydrogen consumption of the fuel cell during a vehicle run, while respecting
the constraints of the power of the fuel cell and the SOC of the ESS. The model of a hybrid
vehicle and the performance of the proposed strategy is compared with these different
approaches (SMC, FLC, FDFLC, and ECMS) through TruckMaker/MATLAB software

This paper is organized as follows: In Section 2, the problem formulation of multi-
source energy management is presented. In Section 3, the modeling of the hydrogen fuel
cell/battery hybrid vehicle is presented. Section 4 presents the proposed hybrid EMS.
Finally, Section 5 presents the results on different driving cycles by applying the different
methods. Conclusions and future prospects are presented in Section 6.

2. Formulation of the Optimization Problem

The problem of energy management consists of finding the best distribution of power
among the energy sources of the system. The presence of the ESS introduces additional
degrees of freedom in the supply of the required power. However, this distribution must
satisfy the power demand of the Electric Motor (EM) and respect the operating constraints
(power of the FC, define the SOC of the battery). The HEV considered in this paper has
three energy sources, as illustrated in Figure 1. The energy management problem can
be formulated as a dynamic optimization problem in which the system, represented as a
dynamic Equation (1), is controlled in order to minimize a cost criterion (2) by respecting
equality constraints (3) and inequality constraints (4) [36].

ẋ(t) = f (x(t), u(t), t) (1)∫ t f
to

Ψ(x(t), u(t), t)dt (2)

ϕ(x(t), u(t), t) = 0 (3)

φ(x(t), u(t), t) ≤ 0 (4)

where x(t) represents the state variables and u(t) the control variables.

2.1. Overall Multi-Criteria Optimization Formulation

The overall objective of the developed algorithms is to optimize the energy distribution
among the energy sources in order to minimize the fuel cell hydrogen consumption, while
respecting the constraints of the power limits of the fuel cell and the SOC of the ESS. The
most used criterion is the fuel consumption (fuel for thermal engines, hydrogen for FCs,
etc.). This criterion is also called the cost function and is expressed as (2) [6]. In our study,
we consider that the state variable is the SOC of the battery, and by choosing the power
supplied by the FC as the control variable, the equation governing the dynamics of the
system is in this case [37–39]:

SȮC = −i
Qbat

, ibat =
Vbat−

√
V2

bat−4RbatPbat

2Rbat
, (5)

where Qbat, Pbat, Vbat, and Rbat are the capacity, power, voltage, and resistance of the battery,
respectively. On the other hand, the hybrid system must ensure the instantaneous power
demand, which results in the following equality constraint [40]:

Pdemand = PFC + Pbat (6)
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where Pdemand is the power demanded and PFC is the fuel cell power.

2.2. The Constraints

The design of the hybrid system’s components imposes maximum and minimum
limits on the power exchanged and the energy levels that can be reached. These limits form
the inequality constraints (4), expressed as follows [41]:

PFC,min ≤ PFC(k) ≤ PFC,max (7)

ΔPFC,drop ≤ dPFC(k)
dt ≤ ΔPFC,rise (8)

SOCmin ≤ SOC ≤ SOCmax (9)

where PFC,max and PFC,min are respectively the maximum and minimum power supplied by
the FC and SOCmax and SOCmin the maximum and minimum SOC that can be reached by
the battery. Knowing that the response time of the FC is large compared to other energy
sources, the HEV will not be able to withstand certain slopes of charge power (accelerations).
To remedy this problem, the battery will provide a power whose maximum slope will not
exceed a value to be determined (at the rise rate ΔPFC,rise and at the drop rate ΔPFC,drop of
the FC power slope). Finally, an additional condition is imposed on the system in order
to guarantee the maintenance of the battery’s SOC. In this respect, we considered that the
SOC of this element at the end of the studied time horizon is equal to its initial state [41]:

SOC(to) = SOC(t f ) (10)

where SOC(to) and SOC(t f ) are the initial value and the final value of the SOC.

2.3. The Optimization Criteria

The objective of optimal control applied to energy management is the minimization
of fuel consumption in a time interval [to;t f ] on a given mission profile. This amounts to
finding at each instant the power to be requested from the FC, in order to minimize the
energy consumed from the fuel tank in this interval while verifying the constraints (7)–(10).
The energy consumed from the fuel tank can be expressed as a function of the net power
delivered by the cell and its total effort, so the cost function to be minimized is expressed
by the following equation [42]:

Ψ(x(t), u(t), t) = PFC
ηFC(PFC)

+ (SOC(to)− SOC(t f ))
2 (11)

Thus:
J =
∫ t f

to
PFC

ηFC(PFC)
+ (SOC(to)− SOC(t f ))

2 (12)

The FC efficiency (ηFC) can be determined by [41]:

ηFC = −2Vbat F
NcellΔh (13)

where F is the Faraday constant (in As/mol) and Ncell is the number of fuel cells. Let us
introduce the Hamiltonian applied to the system defined by the following equation:

H(x(t), u(t), t) = Ψ(x(t), u(t), t) + λ(x(t), u(t), t) (14)

with,
λ̇(t) = ∂H(x∗(t),u∗(t),λ(t))

∂x = −2(x(t)− x(to)) (15)

where ∗ means the optimal Hamiltonian solution.

λ(t) = λo − 2
∫ t f

to
(x(t)− x(to))dt (16)
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where λo is the initial value of λ. Therefore, the optimization problem consists of finding the
values of the power demanded at the FC that allows respecting the condition of maintaining
the SOC with the minimization of the Hamiltonian function, as indicated by the following
equation:

P∗
FC = arg minH(x∗(t), u∗(t), λ(t)) (17)

For the implementation of the algorithm, the driving cycle is known a priori, which
gives us the values of the final time, as well as the values of the initial and final load states;
what remains to be found is the initial value of the adjoint state (the Lagrangian multiplier),
since we have a unique value that is suitable for an optimal trajectory to maintain the SOC
inside the required constraints. A search was performed by implementing a dichotomy
algorithm using a graphical approach. Nevertheless, this value is not totally exact, and it
changes with the driving cycle and the initial SOC of the storage element.

2.4. Hydrogen Consumption and Overall Efficiency

To present the optimization-based energy management strategies, first, the equation
that defines the hydrogen consumption must be determined. The energy consumed from
the fuel tank can be expressed as a function of the net power delivered by the cell (PFC) and
the total efficiency of the generator set (ηoverall), according to the following equation.

WH2[g/s] =
PFC

ηFCΔH (18)

where the calorific value Δ is a property of the fuels whose value depends on the state
of the water produced in the chemical reaction (liquid or gas). Then, if we perform the
numerical integration, the hydrogen consumption results are given by:

ConsH2[g/s] =
∫ t f

to
PFC

ηFCΔH (19)

The overall efficiency (ηoverall) is given by [43]:

ηoverall =
Pdemand

Pin
FC+Pin

bat+Pin
SC

(20)

where Pin
FC, Pin

bat, and Pin
SC are the fuel cell power (input of the DC/DC converter), battery

power (input of the DC/DC converters), and supercapacitor power, respectively.

2.5. Global Optimization

If the driving profile is known a priori, a global optimization method can be used to
determine the optimum of (20). Thus, the minimization of the consumption is equivalent to
determining the power profile of the FC that produces the minimum hydrogen consumption
to achieve the driving profile. The objective function to be optimized is therefore:

ConsH2[min] = Min ∑
t f
0 PFC(tk)Δtk = Min(PFC(t0)Δt0 + · · ·+ PFC(t f )Δt f ) (21)

with the constraints given in (7) and (9) and:

ΔSOC = SOC(t f )− SOC(to) = ∑
t f
0 PSC(tk).Δtk = 0 (22)

Therefore, Equation (6) gives the power balance, but (7) and (9) limit the power of the
FC and the SOC of the battery, while (22) indicates that the energy balance of the ES must
be zero at the end of the drive cycle to ensure that the final SOC of the battery is equal to
the initial SOC.

3. Modeling of the Hydrogen Fuel Cell/Battery Hybrid Vehicle

The studied vehicle structure (cf. Figure 1) consists of Proton Exchange Membrane
Fuel Cells (PEMFC) as the main energy source connected to a step-up DC/DC converter
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and the ESS connected to a bi-directional step-down DC/DC converter, a DC bus connected
via a DC/AC converter that supplies the mechanical traction. The power converters of
the chopper type or direct current (DC/DC) and inverter or DC/AC converter types are
used to connect the vehicle’s electrical power devices, namely the electrical machinery,
the FC, and the ES. The vehicle’s electrical architecture specifies how the connection is
made. The DC/AC converter transforms the power in the DC buses into AC power to the
Electric Motor (EM) and controls the traction torque of the motor. In addition, it must be
reversible to allow energy recovery during braking. The DC/DC converters control the
power distribution between the FC and the ES. They allow adapting the voltages of the FC
and the ES to the DC bus and limiting their currents. The structure of the studied hybrid
fuel cell vehicle is shown in Figure 1. SimPowerSystems includes already built models of
the FC, battery, and supercapacitor, and the formulas determined for these components
help in understanding them.

Figure 1. Hybrid system configuration and the powertrain power flows (ICE: Internal Combustion
Engine, HP: Hydraulic Pump, HM: Hydraulic Motor, EM: Electric Motor).

3.1. The Static Model of PEMFC

Many works, such as [44–49], have proposed a static model describing the polarization
curve of the PEM cell (cf. Figure 2) [50] as the sum of four terms: the theoretical open-circuit
voltage E, the activation surge voltage VFC (or activation drop: Region 1 in Figure 2), the
ohmic surge voltage Vohm (or ohmic drop: Region 2), and the concentration surge voltage
(or concentration drop: Region 3) [48].
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Figure 2. A typical PEMFC voltage–current curve.

This voltage–current characteristic fuel cell comportment can be defined as follows [51]:

VFC = E − A log( IFC+in
io )− Rm(IFC + in) + B log(1 − IFC+in

iL
) (23)

where E is the reversible no loss voltage of the fuel cell; IFC the delivered current; io the
exchange current; A the slope of the Tafel line; iL the limiting current; B the constant in the
mass transfer term; in the internal current; Rm the membrane and contact resistances.

3.2. The Energy Storage Element

Two types of ESs are considered in the hybridization of vehicles: batteries and su-
percapacitors. Figure 3 shows the differences in the power and energy of some types of
capacitors and batteries. The specific energy represents how much electrical energy per
unit of mass can be stored by an energy source, while the specific power represents how
much power per unit mass can be supplied by an energy source. The specific power also
represents the ability of the source to provide or recover energy. The higher the specific
power, the faster the source will supply or recover energy.

Figure 3. Power vs. energy density [52].

3.2.1. The Battery Model

Several battery models found in the literature use a simple model (cf. Figure 4a). This
includes an electromotive force modeling the open circuit voltage of the battery, a capacitor
modeling the internal capacity of the battery, and an internal resistance.
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Figure 4. Electrical model of: (a) the battery, (b) the supercapacitor.

Thus, we have:
Vbat = Eo − Rbat Ibat − Vc (24)

The SOC is defined as the ratio of the charge stored in the battery to the maximum
charge capacity Qbat:

d(SOC)
dt = − Ibat

Qbat
(25)

In order to express Ibat, it should be noted that the instantaneous power delivered by
the battery at load is:

Pbat = IbatVbat (26)

We also determine the SOC of the battery by:

SOC = SOC(0)− 1
Cbat

∫
Ibatdt (27)

The SOC can be expressed according to the following equation:

d(SOC)
dt = −Vbat−

√
V2

bat−4RbatPbat

2RbatQbat
(28)

3.2.2. The Supercapacitor

Unlike the battery, the SC is mainly a power source with a low energy capacity. The
energy stored in the SC is given by the following equation:

ESC = 1
2 CSCE2

o (29)

where Eo is the voltage behind the impedance RSC in the electrical diagram of the SC
(cf. Figure 4b) and CSC is the capacitance of the SC in Farads (F).

3.3. DC/AC and DC/DC Converter Models

The power converters allow adapting the currents and voltages between two electrical
devices. The different types of converters are classified according to the type (AC or DC)
and the characteristics of the electrical energy. Moreover, depending on the direction of the
currents and voltages, the converters can have one or four according to the required current
and voltage reversibilities. Finally, the converters have a local control, which generally
integrates the current, voltage, and/or power current limitations, thus ensuring partial
protection of the devices to which it is connected. The DC/DC converter and DC/DC
converter are represented by an average-value model.

4. Hybrid System Energy Management Algorithms

This section presents the strategies and corresponding algorithms for the energy
management of an HEV. The goal of power management in a hybrid FC HEV (FCHEV) is

266



Energies 2022, 15, 738

to determine the optimal power flow between the FC generator and the storage element in
order to provide the power demanded by the load within the operating constraints and low
hydrogen consumption, as well as providing high overall system efficiency. The energy
management algorithms or strategies for a hybrid vehicle can be classified as given in [41].
Thus, we can divide the algorithms based on deterministic rules, based on fuzzy rules,
real-time online optimization, and offline global optimization.

In this section, we develop rule-based algorithms, as well as an EMS based on opti-
mization. The desired characteristic of the algorithms is the minimization of the hydrogen
consumption during a given cycle. Moreover, the final SOC of the battery and superca-
pacitor should be equal to its initial SOC, which means that the balance of energy that
the ES has gained or lost during the driving cycle must be zero at the end of the driving
cycle. Thus, each of the algorithms to be performed will determine the reference current
of the FC converter in the vehicle diagram shown in Figure 1, which minimizes the fuel
consumption while respecting the operating constraints. In the case that the algorithm
calculates a reference power, this will be transformed into a reference current. The proposed
FC/battery/supercapacitor hybrid vehicular system shown in Figure 1 was implemented
in MATLAB and SimPowerSystems software packages.

4.1. EMS Based on the State Machine Strategy

An EMS based on the State Machine Strategy (SMC) is based on [24] to distribute the
required power between the fuel cell and the battery in order to maximize the efficiency of
the system. It is a deterministic method based on rules that can contain many operating
states to control the flow of energy between the different components of a hybrid fuel cell
system [53]. Its implementation consists of eight states, as presented in Table 1. These rules
are derived using the approach proposed in [54] and are based on the operational limits of
the fuel cell and the battery in the system, the power demanded (Pdemand) by the vehicle,
and the SOC of the battery, where PFC,max, PFC,min, PFC[req]], and PFC[opt] are respectively the
maximum, minimum, requested, and optimal power supplied by the FC and Pbat,min is the
minimum power of the battery.

Table 1. Power distribution among the different sources of the system for an EMS based on an SMS.

SOC Pdemand PFC[req]

High Pdemand < PFC,min PFC[req] = PFC,min
High Pdemand ∈ [PFC,min, PFC,max] PFC[req] = Pdemand
High Pdemand ≥ PFC,max PFC[req] = PFC,max

Normal Pdemand < PFC[opt] PFC[req] = PFC[opt]
Normal Pdemand ∈ [PFC[opt], PFC,max] PFC[req] = Pdemand
Normal Pdemand ≥ PFC,max PFC[req] = PFC,max

Low Pdemand < PFC,max PFC[req] = Pdemand − Pbat,min
Low Pdemand ≥ PFC,max PFC[req] = PFC,max

The power of the fuel cell is determined based on the SOC range of the battery and the
load power. The implementation scheme is shown in Figure 5. Among the main drawbacks
of this method is the need to take into account the control of the hysteresis (cf. Figure 6)
during the switch between states, which affects the response of the EMS to change it in
power demand. As shown in Figure 5, the output of the SMC algorithm is the reference
power of the fuel cell, which is obtained by dividing the power determined by the algorithm
by the efficiency of the converter, and the inputs are the SOC of the battery and the power
demand. From all these data, the hydrogen consumption of the system is evaluated, and
and this can be seen by the efficiency curve of the FC. The purpose of this implementation
is to verify the guidelines set in the development of the strategy. The aim of the SMC is to
decide the FC reference power with the state change. According to the hysteresis cycles for
the SOC levels of battery and SCs, as shown in Figure 6, four states designed by the SMC
were defined to obtain FC reference power PFC[req].
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The simulation and validation results are shown in Section 5.

Figure 5. Representation of the implementation of the energy management strategy (SMC: State Ma-
chine Strategy, FLC: Fuzzy Logic Control, FDFLC: Frequency Decoupling and FLC, ECMS: Equivalent
Consumption Minimization Strategy, FCFCMS: FC Fuel Consumption Minimization Strategy).

Figure 6. Hysteresis control.

4.2. EMS Based on Fuzzy Logic Rules

Based on the Fuzzy Logic Control (FLC) strategy presented in [25], an EMS was devel-
oped. This strategy presents a fast response to changes in the power demand compared to
the SMC strategy due to the optimization procedure by adjusting the variation range of
membership functions in order to reduce the consumption of hydrogen. The power of the
fuel cell was obtained from the membership functions of the requested power and the SOC
of the battery, as well as from the set of “if–then” rules. The diagram of EMS based on the
FLC strategy is presented in Figure 5.

Trapezoidal membership functions were used, as shown in Figure 7, to design this
approach. The rules derived from the decisions of the state machine are shown in Table 2,
where H is High, M is Medium, L is Low, and VL is Very Low. Mamdani’s fuzzy inference
approach was used with the centroid method for defuzzification [55].

Figure 7. Membership functions for power demand, SOC, and battery power.
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Table 2. Fuzzy logic rules assigned to the stack.

SOC Pdemand PFC[req]

H VL VL
H L L
H M ML
H H H
M VL VL
M L L
M M M
M H H
L VL L
L L M
L M H
L H H

4.3. Strategy Based on Frequency Decoupling and Fuzzy Logic Control

Based on the wavelet transform-FLC strategy [56], the Frequency Decoupling (FD)
and FLC (FDFLC) is proposed for power splitting in the studied hybrid HEV. The FDFLC
scheme was designed as the rule-based FLC, with the exception of a low-pass filter to
cutout the high-frequency component of the power demand. The schematic of this strategy
is shown in Figure 5. The FLC was developed based on [25]. This strategy presents
better results than the FLC strategy (cf. Section 4.2), because here, the FC is not constantly
subjected to variations coming from the power demand. This is due to the low-pass filter,
which plays the role of rejecting all the high-frequency signals that could disturb the FC.
This strategy, as the FLC strategy (cf. Section 4.2), is very useful in maintaining the SOC, but
also ensures that the FC is moderately loaded. When evaluating the hydrogen consumption,
both strategies consume almost the same amount of hydrogen.

4.4. Strategy Based in the Minimization of the Equivalent Consumption

This strategy is one of the real-time optimization approach control methods that is
based on cost functions and used by many authors [29–34]. The objective is to reduce the
hydrogen consumption by minimizing the hydrogen consumed by the fuel cell and the
equivalent energy required for the final SOC to be equal to the initial SOC of the battery.
The equivalent scheme is presented in Figure 5. The optimization problem to determine
the equivalent hydrogen consumption can be formulated as follows:

Find the optimal solution:

x = [PFC, αp, Pbat] (30)

where Pbat and PFC are the power of the battery and the FC, respectively. αp is the penalty
coefficient and is given in (32), which minimizes:

F = [PFC + αpPbat]ΔT (31)

where ΔT is the sampling time, under the constraints of the equalities (6), with:

αp = 1 − 2μ
(SOC−0.5(SOCmax+SOCmin))

SOCmax+SOCmin
(32)

where μ is the SOC balance coefficient, with the limitations (7) and (9),

0 ≤ αp ≤ 100 (33)

4.5. Proposed FC Fuel Consumption Minimization Strategy

In what follows, an online EMS is proposed. It aims at optimizing the equivalent
hydrogen consumption in real time. To do so, we used a real-time optimization technique
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based on the ECMS. Still having the same objective, which is to minimize the hydrogen
consumption in the system, a new optimization concept is introduced based on the maxi-
mization of the battery and supercapacitor energies at any given instant, while keeping the
battery SOC and DC bus voltage (or supercapacitor SOC) within their operating limits, in-
stead of minimizing the fuel consumption, which requires the evaluation of the equivalent
fuel consumption. This strategy is called the FC Fuel Consumption Minimization Strategy
(FCFCMS). As shown in Figure 8, the outputs of the FCFCMS algorithm are the battery
reference power and the supercapacitor charge/discharge voltage.

Figure 8. FC Fuel Consumption Minimization Strategy (FCFCMS).

The optimization problem to determine the equivalent hydrogen consumption can be
formulated as follows:

Find the optimal solution:
x = [Pbat, ΔV] (34)

that minimizes:
F = −(PbatΔT + 1

2 CSCΔV2) (35)

where ΔV is the supercapacitor charge/discharge voltage and CSC is the rated capacitance
of the supercapacitor, with the following constraints:

PbatΔT ≤ (SOC − SOCmin)VbatQ (36)

within the boundary conditions:

Pbat,min ≤ Pbat ≤ Pbat,max
VDC,min − VDC ≤ ΔV ≤ VDC,max − VDC

(37)

where VDC,min and VDC,max are the minimum and maximum DC bus voltage (VDC) and
Pbat,max and Pbat,min are maximum and minimum power of the battery.

4.6. FC Fuel Consumption Minimization Based on Offline Optimization

If the driving profile is known, (16) must be optimized at each time to achieve the
minimum fuel consumption. The optimization problem is defined as follows: The optimal
solution is given by:

x = [PFC(1), PFC(2), PFC(3), . . . , PFC(n)] (38)

with (k = 1, 2, 3, . . . , n) and n is the number of samples (n = Tp/ΔT), with Tp being the
load profile duration. This minimizes the total fuel cell energy required for the whole
power demand profile (Fp):

Fp = ∑n
k=1 PFC(k)ΔT (39)

Minimizing Fp means minimizing the net fuel cell capacity (in Ampere-hours), hence
H2 consumption, with the following constraints:
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y(k + 1) ≤ (SOC(to)− SOCmin)VbatQ (40)

∑n
k=1 PFC(k) ≥ n × PFC,min (41)

with:
y(k + 1) = y(k) + (Pdemand(k)− PFC(k))ΔT (42)

within the boundary conditions (7), where y(k) is the battery energy after k samples. The
minimum fuel consumption is obtained from the nominal fuel consumption (ConsH2[nom])
as:

ConsH2[opt] =
F[opt]ConsH2[nom]

∑n
k=1 PFC[nom]ΔT

(43)

where PFC[nom] is the nominal fuel cell power.

5. Simulation and Validation Results

To evaluate the developed strategy, a simulation using MATLAB software for the
simulation of hybrid vehicles on standard cycles was implemented. For comparison
purposes, all the EMSs were designed based on the same requirements given in Table 3 with
the same initial conditions (SOC initial value is SOC(to) = [65%], battery, supercapacitor,
and FC temperature are 30 ◦C, 25 ◦C and 40 ◦C, respectively). The supercapacitor and
FC voltage are 270 V and 52 V, respectively, and were maintained for both cases. In this
section, a precise comparative study of the performance of each EMS presented in Section 4
(namely the State Machine Control (SMC), EMS based on FLC, EMS based on Frequency
Decoupling and Fuzzy Logic (FDFLC), EMS based on ECMS, and EMS based on FCFCMS),
is made. The evaluation of each of the above EMSs was made on an appropriate and long
standard driving profile. It corresponds to the Urban Dynamometer Driving Schedule
(UDDS), which includes several stops and accelerations. Figure 9 shows this driving profile.

Figures 10–14 show the FC power, battery power, and supercapacitor power on the
UDDS profile for the EMS based on SMC, FLC, FDFLC, ECMS, and FCFCMS, respectively.
The SOC, H2 consumption, and overall efficiency on the UDDS profile achieved with the
HEV are presented in Figures 15–19 for the EMS based on SMC, FLC, FDFLC, ECMS, and
FCFCMS, respectively.

Table 3. Energy management design requirements.

Design Requirements Value

FC power [PFC,min − PFC,max] (kW) [1–10]
Energy power [Pbat,min − Pbat,max] (kW) [−1.2–4]

Energy SOC [SOCmin − SOCmax] [%] [60–90]
DC bus voltage [VDC,min − VDC,max] (kW) [250–280]

Figure 9. Speed profile of the UDDS standard velocity profile.
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Figure 10. Power demand (Pdemand), FC power (PFC), battery power (Pbat), and supercapacitor power
(PSC) for the EMS based on SMC.

Figure 11. Power demand (Pdemand), FC power (PFC), battery power (Pbat), and supercapacitor power
(PSC) for the EMS based on FLC.

Figure 12. Power demand (Pdemand), FC power (PFC), battery power (Pbat), and supercapacitor power
(PSC) for the EMS based on FDFLC.

Figure 13. Power demand (Pdemand), FC power (PFC), battery power (Pbat), and supercapacitor power
(PSC) for the EMS based on the ECMS.
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Figure 14. Power demand (Pdemand), FC power (PFC), battery power (Pbat), and supercapacitor power
(PSC) for the EMS based on the FCFCMS.

Figure 15. SOC, H2 consumption, and overall efficiency for the EMS based on SMC.

Figure 16. SOC, H2 consumption, and overall efficiency for the EMS based on FLC.
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Figure 17. SOC, H2 consumption, and overall efficiency for the EMS based on FDFLC.

Figure 18. SOC, H2 consumption, and overall efficiency for the EMS based on the ECMS.

Figure 19. SOC, H2 consumption, and overall efficiency for the EMS based on the FCFCMS.

Discussion

This paper tested the performance of the energy management strategies (ECMS and
FCFCMS) based on optimal control compared to three other strategies (SMC, FLC, and
FDFLC) while highlighting the results w.r.t. the fuel consumption, SOC, and overall
efficiency. These strategies were examined on the UDDS driving profile. The results of this
comparison are shown in Table 4.
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Table 4. Overall performance obtained for the different studied energy management strategies. SMC:
State Machine Strategy, FLC: Fuzzy Logic Control, FDFLC: Frequency Decoupling and FLC, ECMS:
Equivalent Consumption Minimization Strategy, FCFCMS: FC Fuel Consumption Minimization
Strategy; the initial value is SOC(to) = [65%].

EMS Strategies SOC(t f ) (%) H2 Consumption (g) Overall Efficiency (%)

SMC 59.10 59.10 85.20
FLC 62.01 60.92 84.93

FDFLC 62.50 61.50 84.09
ECMS 66.65 61.01 84.88

ECMS (offline) 66.65 58.20 . . .
FCFCMS 58.57 58.40 85.01

FCFCMS (offline) 58.57 57.90 . . .

The main criteria for the performance comparison were: H2 consumption (g), the SOC
(%) of the batteries/supercapacitors, and the overall efficiency (%). From the obtained
results, it can be seen that energy management based on optimal control led to a good
reduction of the hydrogen consumption while respecting the limits imposed by the sources,
a good control of the SOC, and the stability of the FC during its operation. The FLC
strategy presented a fast response to changes in the power demand compared to the
SMC strategy. FLC provided a quite suitable structure compared to conventional control
methods, especially for the systems composed of nonlinear behaviors, where an overall
mathematical model is difficult to obtain. As expected, the lowest use of the battery energy
was achieved with the frequency decoupling and fuzzy logic scheme, but at the expense of
more fuel consumption and lower overall efficiency. In all the considered cases, optimal
control-based management had the best performance and did not require a large amount of
computation time. The FCFCMS performed slightly better compared to the ECMS in terms
of efficiency and fuel consumption. The fact that it is an offline management strategy makes
it less feasible except in applications where the driving path is known a priori such as street
cars and high-speed roads. The following Table 5 compares the characteristics of the EMS
algorithms, where H is High, DM is Difficulty Medium, L is Low, Imp is Implementation,
ER is Easy to Realize, Comp is Complicated, and ET is the Execution time.

Table 5. Comparative table of the characteristics of the SMC, FLC, FDFLC, ECMS, and FCFCMS
algorithms.

EMS Strategies Imp Setting ET SOC(t f ) H2 Consumption

SMC simple ER L not satisfied M
FLC DM Comp M satisfied M

FDFLC DM Comp M satisfied The largest
ECMS complex DM H satisfied M

FCFCMS complex DM H satisfied The least

6. Conclusions

The paper presented a new Fuel Cell Fuel Consumption Minimization Strategy (FCFCMS)
for Hybrid Electric Vehicles (HEVs). This strategy depends on the driving path and takes
into account several performance criteria such as the slow dynamics of the FC, the reduction
of fuel consumption, and good control of the storage element. In order to properly carry
out this task, the work was divided into the following steps: (i) the definition of the main
formulas that govern the operation of the system components, namely: the FC, the ES
(the supercapacitor and the battery), the vehicle and its powertrain; (ii) the modeling of the
hybrid vehicle; (iii) the implementation of the control strategies. A model of a hybrid vehicle
was built using the TruckMaker/MATLAB software. Using the Urban Dynamometer
Driving Schedule (UDDS), which includes several stops and accelerations, the performance
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of the proposed strategy was compared with these different approaches (SMC, FLC, FDFLC,
and ECMS) through simulations. The results of this paper support that the proposed
strategy: (i) is simple and more robust to changes of the power demand; (ii) increases
the overall vehicle energy efficiency; (iii) minimizes the total hydrogen consumption and
respects the constraints of each energy and power elements compared to the strategies
based on SMC, FLC, FDFLC, and the ECMS. In a future work, it will be possible to set up
an intelligent energy management strategy which will determine in a first step the priority
of operation of the batteries and, in a second step, the type of strategies to adopt. This
strategy will be further developed around a learning system in order to allow the system to
make decisions according to the actual behavior of the system.
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ESS Energy Storage System
SOC State Of Charge
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GIS Geographical Information System
EMS Energy Management Strategy
NN Neural Network
MPC Model Predictive Control
PMP Pontryagin Minimum Principle
ECMS Equivalent Fuel Consumption Minimization
SE Storage Element
FCS Fuel Cell System
EM Electric Motor
PEMFC Proton Exchange Membrane Fuel Cells
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SMC State Machine Strategy
FLC Fuzzy Logic Control
FDFLC Frequency Decoupling (FD) and FLC
FCFCMS FC Fuel Consumption Minimization Strategy
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Abstract: Future low-carbon systems with very high shares of variable renewable generation require
complex models to optimise investments and operations, which must capture high degrees of sector
coupling, contain high levels of operational and temporal detail, and when considering seasonal
storage, be able to optimise both investments and operations over long durations. Standard energy
system models often do not adequately address all these issues, which are of great importance
when considering investments in emerging energy carriers such as Hydrogen. An advanced energy
system model of the Irish power system is built in SpineOpt, which considers a number of future
scenarios and explores different pathways to the wide-scale adoption of Hydrogen as a low-carbon
energy carrier. The model contains a high degree of both temporal and operational detail, sector
coupling, via Hydrogen, is captured and the optimisation of both investments in and operation of
large-scale underground Hydrogen storage is demonstrated. The results highlight the importance
of model detail and demonstrate how over-investment in renewables occur when the flexibility
needs of the system are not adequately captured. The case study shows that in 2030, investments
in Hydrogen technologies are limited to scenarios with high fuel and carbon costs, high levels of
Hydrogen demand (in this case driven by heating demand facilitated by large Hydrogen networks)
or when a breakthrough in electrolyser capital costs and efficiencies occurs. However high levels of
investments in Hydrogen technologies occur by 2040 across all considered scenarios. As with the
2030 results, the highest level of investments occur when demand for Hydrogen is high, albeit at a
significantly higher level than 2030 with increases in investments of large-scale electrolysers of 538%.
Hydrogen fuelled compressed air energy storage emerges as a strong investment candidate across all
scenarios, facilitating cost effective power-to-Hydrogen-to-power conversions.

Keywords: Hydrogen; renewable energy; investment planning; long-term storage

1. Introduction

The decarbonisation of the energy system is a central pillar of climate change mitiga-
tion policies and is advancing at a great pace. Electrification of the heating and transport
sectors coupled with greatly increased use of renewable generation are generally seen
as critical to this decarbonisation effort. The EU has recently proposed to increase its
target of energy use from renewable generation to 40% (from a previous target of 32%)
as part of a package of measures to put the EU on track for a 55% reduction in carbon
emissions by 2030 compared to 1990 levels, and zero net emissions by 2050 [1]. In Ireland,
in 2020, 43% of electricity consumed was generated by renewable sources and a target has
been set to increase the share of renewable generation on the grid up to 80% by 2030 [2].
At these high levels of variable renewable generation, maintaining the supply/demand
balance becomes increasingly challenging as balancing challenges occur at vastly different
time-scales, from minutes to seasons. Long periods of low renewable generation and high
demand can occur at certain periods leading to under supply, while over supply, leading
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to high levels of curtailment become an issue for other periods. While many potential
solutions exist, including storages of various durations, flexible generation and demand
response, higher degrees of sector coupling can also facilitate more efficient solutions.
However, finding optimal solutions is complex, and models must be able to capture the
sector coupling, contain sufficient temporal and operational detail and optimise both short
duration and seasonal storage over long durations, which is particularly challenging for
typical investment models.

Hydrogen is gaining attention as an energy carrier of increasing importance with
the potential to provide solutions to supply demand balancing in future high renewable
energy systems. It has a wide range of potential applications and pathways [3,4] and
can potentially facilitate high levels of sector coupling. “Green Hydrogen”, produced by
electrolysers using renewable electricity, can be used to avoid curtailment and is a potential
fuel source for sectors which are difficult to decarbonise, with applications in industry,
and significant potential as a transport fuel, particularly for heavy freight [5]. Hydrogen can
also offer zero emissions options in the heating sector, with both the co-generation of heat
and electricity via fuel cells, and the deployment of Hydrogen gas boilers emerging as likely
candidates to meet future heating needs [6,7]. Hydrogen also has power-to-gas-to-power
applications where it has significant potential to provide a clean fuel source for centrally
dispatchable generation plants which will still remain important in high renewable systems
to provide valuable system services and back up generation when renewable generation
is not available. As regards Hydrogen-based generation plant, co-generation of heat and
electricity via large-scale fuel cells and Hydrogen fuelled gas turbines are both advancing.
However, the efficiency of the combustion process compared to the electro-chemical process
is poor [7], and the more efficient co-generation process relies on a local heat demand to
take advantage of the increased efficiencies. An alternative option for electricity generation
is Hydrogen fuelled compressed air energy storage (CAES), which offers efficiency gains
compared to Power-to-Hydrogen-to-power options [8]. While Hydrogen as an energy
carrier has a wide range of applications, and offers many advantages as a potentially
zero-emission fuel, some of the technologies are still relatively immature and costs are high.
It is estimated that billions of euro are required to develop the necessary infrastructure,
and support the research and development required to advance emerging technologies
and achieve the necessary economies of scale for cost effective generation, storage and
transport of the fuel [9]. Despite the enormous costs involved, Hydrogen is receiving very
significant interest as the push to reach net zero emissions by 2050 continues, partly due
to its potential to store vast amounts of energy at relatively low cost per MWh which is
significantly advantageous for seasonal storage [10]. The question then arises, given current
cost projections, as to when Hydrogen-based technologies for generation and storage are
likely to become commercially advantageous in the energy system. Answering this question
requires consideration of the interplay between future projected generation and demand
scenarios including increased demand from electrification of heating and transport, and cost
projections for Hydrogen-based technologies and their more conventional alternatives.
In this work we attempt to answer this question using an optimal investment planning
approach which determines the set of technologies which minimize system costs including
investment and operational costs.

Modelling the future development of the energy system to achieve decarbonisation
goals is challenging for a number of reasons. The potential roles of variable renewables,
Hydrogen and long term underground storage give rise to increased interactions across
timescales, energy sectors and regions, resulting in a number of modelling challenges.
While Hydrogen generation and storage has significant potential value in the future system
to facilitate the electrification of sectors such as industry, heating and transport, and can
play an important role in system balancing across different time-scales (from minutes to
seasons), adequate system models grow in scale and complexity. To effectively capture
this potential value, long term investment models must include more operational detail
and more energy sectors making them more difficult to solve. Additionally, large shares
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of variable renewable technologies give rise to increased need for flexibility. Adequate
temporal and operational detail is therefore essential to capture these flexibility needs and
the value flexible technologies can have in meeting these. For example system reserve and
inertia which are required to manage short term variations in renewable generation and
which should influence longer-term technology investments. In addition, there is a need
to optimise long term storage investments and utilisation where energy can be arbitraged
across seasons. Long-term investment models thus need to simultaneously allow short
term operational issues to influence long term investments while also optimising long term
storage investments.This is a challenging proposition because the resulting optimisation
models must cover multiple energy sectors over long periods of time at relatively high
temporal resolution resulting in a very large problem that is not easily solved.

A number of recent studies have presented energy system investment models, with a
focus on Hydrogen technologies. For example, Sgobbi et al. [11] use a TIMES model of
the EU28 energy system to assess the role of Hydrogen in a future decarbonised Europe.
Yue et al. [12] explore optimal pathways to a 100% renewable energy system in Ireland,
again using a TIMES model and a whole energy system approach. While the TIMES model
used for both studies contains a high level of detail in terms of end uses and technologies,
just 12 time slices are used. The coarse temporal resolution will not be capable of addressing
short-term flexibility needs and curtailment will be underestimated. Optimisation of
seasonal storage is also not addressed. Indeed underground Hydrogen storage is not
included as an investment option. He et al. [13] develop a generalised modelling framework
for co-optimising energy system investments and operations across the power and transport
sectors and supply chains of electricity and Hydrogen. Representative weeks with an
hourly resolution are used, allowing for the short-term flexibility needs of the system to
be addressed. However, once again this approach does not allow for the optimisation
of long-duration seasonal storage, and large-scale underground Hydrogen storage is not
included as an investment option. Power-to-gas-power offers power systems a high degree
of flexibility, but the poor round trip efficiency reduces the viability of such investments.
However, Hydrogen fuelled CAES improves the efficiency. To the authors knowledge, no
previous studies have included Hydrogen fuelled compressed air energy storage (CAES)
as an investment option in low carbon energy system investment models. Standard energy
system models are not capable of addressing all the challenges of future system operations
with very high shares of variable renewable generation.

This paper presents a case study exploring optimal investments in Hydrogen gen-
eration and underground storage alongside other conventional generation and storage
technologies in an energy system with a very high share of renewable generation (Ireland).
A range of different technologies are considered as investment options. For the conversion
of electricity to Hydrogen, electrolysers are considered and for the conversion of Hydrogen
to electricity Hydrogen-based Open Cycle Gas Turbines and Hydrogen-based Compressed
Air Energy Storage plants are considered. Investment in technologies will of course be
influenced by various factors such as technology costs, the costs of alternatives such as
conventional fossil fuels, and the costs of renewable generation (as the source of green
Hydrogen). The influence of these factors on final investments are explored through the
use of a set of scenarios which consider the impact of Hydrogen technology costs and effi-
ciency, Hydrogen demand and fuel and carbon costs, on the uptake and demand for “green
Hydrogen” generation and storage investments. A base level of demand for Hydrogen in
the transport and industrial sectors is assumed, but as investment is likely to be influenced
by potential increased demand in other sectors, one of scenarios specifically looks at how
an increased demand for Hydrogen through its use in the heating sector would influence
investments. The problem of optimising both investments in and the operation of seasonal
storage is dealt with by using enhanced representative periods, which are mapped to
equivalent days across the year, the trajectory of the large-scale Hydrogen storage can be
optimised as part of the overall solution. The contribution of this paper is the exploration
of alternative pathways for “green Hydrogen” investments, examining, through a case
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study, different drivers for investment decisions using an energy system model with high
operational and temporal detail. The case study also demonstrates the optimisation of
long-term storage investments and operations. The importance of the operational detail
and the synergistic impact on multiple investment decisions according to the level of detail
included is also highlighted. The results also highlight some of the complementarities
and competition which exists between different solutions such as between conventional
generation, battery storage and Hydrogen storage and renewable generation. The overall
objective of the study is to explore important drivers for the introduction of large-scale
Hydrogen investments in an energy system which targets a high levels of variable renew-
able generation. Although this is explored in the context of a specific case study based on
Ireland, the authors believe that the insights gained have relevance to other systems which
target very high levels of variable renewable generation.

The remainder of the paper is organised as follows: Section 2 describes the methodol-
ogy, outlining the scenarios explored, the test system and provides details of the Hydrogen
conversion and storage modelling. Section 3 summarises the results of the simulations
while Section 4 discusses the implications of these results, along with the limitations of the
model and recommendations for future work. Section 5 concludes.

2. Materials and Methods

This Section outlines the methodology used to optimise the investment decisions and
storage trajectories outlined in Section 3. The objective was to demonstrate alternative
pathways for large-scale Hydrogen investments, including long-term storage. An invest-
ment model is solved for two study years (2030 and 2040) considering annualised capital
costs with an assumed discount rate of 6%. A high level of operational detail facilitates
a detailed representation of operational costs, including O&M costs, start-up costs, fuel
costs, taxes and penalties. First, a description of the scenarios explored is provided which
focus on future pathways where Hydrogen plays a significant role in the drive towards a
net-zero energy system. A description of the test system along with the implementation of
the investment model in the SpineOpt tool [14] is provided, along with some more specific
modelling details of the Hydrogen conversion processes and long-term storage.

2.1. Scenarios

A total of six scenarios are explored for two future years (2030 and 2040). In addition,
a further set of simulations are completed for the six scenarios (2030 only) with a lower
level of operational detail, in order to explore the impact and highlight the importance of
considering a high level of operational detail in investment models exploring the future
role of Hydrogen.

The ENTSO-E TYNDP 2020 [15] Global Ambition scenario (GA) was chosen as a base
scenario for this work. Wind, solar and load time series, as well as Hydrogen demand and
fuel and carbon prices are all based on the TYNDP Global Ambition scenario. Generation
capacities for technologies which are not included as investment options in this work (e.g.,
hydro, waste, biomass) are also taken from this scenario. The remaining five scenarios
facilitate the exploration of alternative pathways for Hydrogen adoption and the integration
of large-scale Hydrogen storage within future energy systems. The six modelled scenarios
are described below:
Global Ambition (GA): The Global Ambition scenario is one of three scenarios considered
in ENTSO-E TYNDP 2020 and is in line with COP21 targets. In this scenario, there is a
focus on a centralised approach to the energy transition. This scenario has been chosen as
the base case for this work.
High Fuel Price (HFP): The objective of this scenario is to explore the impact of fossil fuel
prices on investment decisions. In the High Fuel Price scenario, the assumed fuel prices,
including for “blue Hydrogen” (i.e., Hydrogen from methane reforming combined with
carbon capture and storage) are increased by 30% from those assumed in the GA scenario.
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Carbon prices are increased to 50/100 EUR /tonne in 2030/2040, respectively, compared to
35/80 AC/tonne in the GA scenario.
Hydrogen Network (HN): This scenario assesses the impact of increased Hydrogen demand
on technology investments. Here, Hydrogen is assumed to meet a portion of the country’s
heating demand, in addition to the predominant demand from transport and industrial
Hydrogen assumed in the GA scenario. Reassigning natural gas pipelines is one of many
options being considered for the bulk transport of Hydrogen [16]. A portion of the natural
gas network is assumed to be reassigned to carry Hydrogen, facilitating a relatively low cost
(for the end-user) conversion to Hydrogen space heating. The HN Hydrogen demand time-
series includes space and water heating demand for 100,000 dwellings in 2030, and 500,000
by 2040. It is also assumed that heat pump uptake is reduced when an alternative low
carbon heating solution is available to householders, with the electricity demand in the HN
scenario updated to reflect this.
Technology Breakthrough (TB): In the Technology Breakthrough scenario, the impact of
uncertain electrolyser prices and efficiencies are explored. Large cost reductions for electol-
ysers are anticipated in the coming decades, in addition to improved efficiencies driven by
the ongoing research and development and anticipated economies of scale. The TB scenario
assumes investment costs at the lower end of projections [17,18] for both 2030 and 2040
(700/300 EUR /kW, respectively, compared to 1000/600 EUR /kW, respectively, assumed
for the GA scenario). Modest efficiency improvements are also assumed.
Variable Renewable Energy (VRE): For “green Hydrogen” to compete with other low carbon
solutions and to be adopted at scale, wide-scale infrastructure will be required, as well as
low cost and efficient electrolysers. Cost effective “green Hydrogen” will also be reliant on
low cost renewable energy. In the Variable Renewable Energy scenario, lower investment
costs for both wind and solar generation are assumed, exploring the synergistic relationship
between low cost renewable generation and Hydrogen generation and storage.
Restricted CAES (RC): Hydrogen fuelled compressed air energy storage offers a flexible po-
tential investment for future high renewables energy systems, providing valuable peaking
capacity and energy storage across different time scales, using both the compressed and
stored air, and the stored Hydrogen as a fuel source. However, the locating of large-scale
CAES plants is geographically restricted, relying on suitable underground storage (e.g., un-
derground salt formations). In the Restricted CAES scenario, limits are imposed for CAES
investments, exploring both the impact on alternative generation and storage solutions and
the impact on overall Hydrogen investments when this investment option is limited.

2.2. Test System and Investment Model

The test system used for this case study is based on the All-Island power system
of Ireland. The input data [19], along with the model [20], are both openly available.
Existing power plants which are expected to be still operational are included in the base
model. Additional capacities are also included for technologies which are not included as
investment options, e.g., waste and biomass plant, which have capacities fixed at the levels
assumed for the GA scenario. For variable renewable generation, installed capacities in
the base model are based on GA levels. However, additional investments are also possible,
allowing total installed capacities to increase, depending on the modelled scenario. Table 1
shows the capacities included in the base model (before investments are considered).

Table 2 shows all considered investment options and the capacity considered for each
investment decision. Note that for energy storage investments, decisions in increments of
1 MWh are considered, and for renewable generation and batteries, investment decisions are
made in increments of 1 MW. For plants with more complex efficiency curves, investments
are less granular and standard sizing is assumed, with the conventional plant aligning with
the ENTSO-E data. With a focus on very large-scale Hydrogen generation, a plant size of
100 MW has been selected for the electrolyser. For the OCGT and CCGT plant, efficiencies
and costs are all based on those assumed for the ENTSO-E TYNDP 2020 Global Ambition
scenario. Both power and energy capacity investments can be made independently for the
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batteries, with costs based on [21]. CCS is modelled as a post combustion carbon capture
and storage unit. The plant is represented in Spine as two separate units with independent
investment variables and associated annualised costs. The plant performance, in terms of
fuel use, electricity output and emissions is captured for all operating points at an hourly
resolution using the user constraint (see Section 2.3). Costs and performance are modelled
as per [22] and plant operation is co-optimised as part of the overall problem, in order to
minimise costs, with bypassing of the CCS unit possible. More details are provided for the
electrolysers and CAES plant in Section 2.3.

Table 1. Starting installed capacities in the base model.

Plant Type Installed Capacity (MW)

Gas 2327
Distillate 324
Biomass & Waste 587
Hydro 238
PHES 292
Wind (Onshore) 9607
Wind (Offshore) 3430
PV 860

Table 2. Investment options and capacity available for investment.

Plant Type Capacity (MW)

CCGT 400
CCGT-CCS 400
OCGT 80
H-OCGT 80
H-CAES 160
Wind (Onshore) 1
Wind (Offshore) 1
PV 1
Battery (charge/discharge) 1
Electrolyser 100

Energy Storage Capacity (MWh)

Battery (energy) 1
Compressed Air (energy) 1
Hydrogen (energy) 1

The investment model is run for 2030 and 2040 (with the 2040 base portfolio updated
based on 2030 results and anticipated retirements) using the SpineOpt co-optimised op-
erations and investments model. SpineOpt is an energy system modelling framework,
implemented in Julia [20] and developed specifically for detailed operational and planning
studies for future energy systems with high shares of variable renewable generation and
complex cross-sectoral interactions. SpineOpt’s generic structure consisting of nodes, units
and connections allows SpineOpt models to be extended easily to include any number
of sectors, commodities and energy conversion units. The flexible spatial, temporal and
stochastic structures allow the model detail to be carefully tailored for each sector and
region of interest, ensuring meaningful results while managing the computational burden.
SpineOpt is open source and the complete code and documentation is available online [23].

The SpineOpt modelling framework implements enhanced representative days with
ordering and weighting using the SpinePeriods companion model [24] which allows for the
reduction of the model size while capturing arbitrage across the full model optimisation
horizon. Each period of the model horizon (which can be flexibly defined by the user,
e.g., day or week) is mapped to a corresponding representative period. Most problem
variables such as unit flows and unit online statuses exist only for the representative periods,
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thus reducing the size of the overall optimisation problem. However, the state variables
of long term storage nodes exist for every real (non-representative) interval over the full
model horizon. For each real interval, the storage state variables interacts with the other
problem variables from the corresponding mapped representative intervals. This allows
the state of charge of long term storage to be optimised across the full optimisation horizon
and co-optimised with short term operations.

The objective function is shown in Equation (1), which considers investment costs,
O&M costs, start-up costs, fuel costs, taxes and penalties which are associated with the
slack variables of the demand balance and reserve constraints. The Mixed Integer Pro-
gramming (MIP) optimisation is solved using CPLEX 12.9 [25] and an optimality gap of
1%. It should be noted here, that SpineOpt is a flexible modelling framework that allows
specification of a wide variety of energy systems in a very flexible way using only nodes,
units and connections. The problem formulation in its most general form is presented in
the Mathematical Formulation section of the online documentation [23]. Here we present
the formulation of the specific case of the model implemented for this work.

min obj = vunit_investment_costs + vstorage_investment_costs

+ v f ixed_om_costs + vvariable_om_costs + v f uel_costs

+ vstart_up_costs + vtaxes + vobjective_penalties

(1)

Unit and storage investment decision variables (vunits_invested,vstorages_invested) are in-
cluded for all units with a defined punit_investment_cost and for all nodes with a defined
pstorage_investment_costs, which are included in this model as annualised investment costs with
an assumed discount rate of 6%. The total unit and storage investment costs are shown
below in Equation (2) and Equation (3).

vunit_investment_costs = ∑
(u,t)

vunits_invested(u, t)× punit_investment_cost(u, t) (2)

vstorage_investment_costs = ∑
(n,t)

vstorages_invested(n, t)× pstorage_investment_cost(n, t) (3)

In SpineOpt, the temporal resolution of energy flows, unit online decisions and invest-
ment decisions can all be defined independently and can change by look-ahead time using
temporal block objects. The investment temporal block has a resolution of 1 year while the
remaining decision variables have a resolution of 1 hour, using 12 weighted representative
days generated using SpinePeriods [24]. A further temporal block is used to define the
mapping of the non-representative days to a representative day, which allows the trajectory
of long-term storages to be considered and the storage investments to be optimised. This
will be described in more detail in Section 2.3.

Time series for demand, wind and solar generation are all taken from ENTSO-E
TYNDP 2020 Global Ambition scenario, using the 1984 climate year. Total annual Hydrogen
demand is also taken from the Global Ambition scenario, which comes predominantly
from the industrial and transport sectors. A weekly profile for the transport related
Hydrogen demand based on [26] is applied to the annual estimate for Hydrogen transport
demand for Ireland from the Global Ambition scenario. Unit constraints include minimum
generation levels and minimum up and down times and start-up costs are included. System
constraints include an inertia floor and primary and tertiary operating reserve requirements.
In addition to being met by generating units, demand can also be met by demand side
response (DSM) with an assumed variable operation and maintenance (VOM) cost of
AC500/MWh. 10% of the DSM capacity can also provide system operating reserves. In
addition, 2150 MW of DC interconnectors are included −1450 MW to GB and 700 MW
to France. GB and France are each represented as a single generating unit with a time
varying VOM cost, representing the marginal price, with an average value matching the
TYNDP 2020 prices. The VOM varies with net load as per the country specific matched
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times series for TYNDP 2020 Global Ambition. This allows the flows on the interconnectors
to be approximated and reserve provision is also facilitated. Future work will use a full
European model to estimate the country specific marginal prices.

2.3. Hydrogen Conversion and Storage

SpineOpt has been designed as a generic energy system modelling framework and
it does not assume specific types of energy carriers or sectors. A wide variety of energy
systems, technologies and transport physics can be implemented using the fundamental
elements of nodes (representing balance, storage and demand), connections (representing
transport) and units (representing conversions). Any number of sectors can be included
and co-optimised within the model and arbitrary energy conversion units can be added.
SpineOpt is a powerful tool when considering a high degree of sector coupling and when
modelling emerging technologies, such as electrolysers and Hydrogen-fueled CAES. This
Section provides more details of the Hydrogen technologies included in the model. These
include electrolysers for the conversion of electricity to Hydrogen, CAES and Hydrogen
turbines for electricity generation and both the underground Hydrogen and compressed
air storage. Figure 1 shows a simplified version of the Hydrogen node (labelled “H2”)as
implemented in the SpineOpt model. In the diagram the SpineOpt objects of units are
in red and nodes are in purple, while the black lines represent the relationships between
the various objects on which the various model parameters are defined. The red arrows
indicate the direction of flow. The Hydrogen node has an associated time varying demand,
with the time series depending on the year and the scenario. Storage can be added to the
node in SpineOpt by giving the node a state, and for existing storage, defining a node
state capacity node_state_cap. For nodes with storage investments enabled, node_state_cap
represents the storage capacity per storage investment, which is set at 1 MWh in this model.
An importer unit (labelled “Importer_H2”) allows “blue Hydrogen” to be imported to
the Hydrogen node based on cost estimates for the relevant years. “Blue Hydrogen” is
assumed to be an important transitional fuel while “green Hydrogen” scales up. As such,
the importer capacity is sized to meet the Hydrogen demand in the 2030 GA scenario.
Additional Hydrogen demand, including increases assumed for 2040 scenarios, must be
met by the generation of “green Hydrogen”. The Hydrogen node, and any invested storage
capacity at the Hydrogen node, i.e., underground Hydrogen storage, is connected to the
electricity node (labelled “ELEC_IE”) via three different unit types: electrolysers, Hydrogen
CAES and as an alternative, a Hydrogen gas turbine.

Figure 1. Simplified SpineOpt implementation of the Hydrogen network.
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Units in SpineOpt may have any number of input flows from nodes and any number
of output flows to nodes. Arbitrary affine constraints can be defined involving any or all of
these flows to represent conversion processes. Electricity can be converted to Hydrogen via
the electrolyser units which are included as an investment option. PEM electrolysers are
assumed and a detailed operational model is included, with minimum and maximum load
levels and efficiency which varies with input electrical energy as outlined in [27]. Here,
the electrolyser efficiency curve is approximated using one of SpineOpt’s generic conver-
sion constraints. The f ix_ratio_out_in_unit_ f low constraint in its simplest form allows a
linear relationship to be defined between the outgoing flow and the incoming flow from
and to a unit (for the elctrolyser the flow of electricity from the electricity node, and the
flow of Hydrogen to the Hydrogen node), using the parameter p f ix_ratio_out_in_unit_ f low.
By including the p f ix_units_on_coe f f icient_out_in parameter, the varying efficiency of the elec-
trolyser is captured (see Equation (4)). In SpineOpt, more complex efficiency curves can
also be represented by defining an array of operating points for the unit, facilitating the
decomposition of the flow variable in to multiple segments (i.e., incremental heat rates).
Full details are provided in the documentation [23].

∑
(u,n,d,tout)∈ (u,nout ,:to_node,t)

vunit_ f low(u, n, d, tout)

== p f ix_ratio_out_in_unit_ f low(u, nout, nin, t)

× ∑
(u,n,d,tin)∈(u,nin ,: f rom_node,t)

vunit_ f low(u, n, d, tin)

+ p f ix_units_on_coe f f icient_out_in(u, nout, nin, t)

× ∑
(u,tunits_on)∈(u,t)

vunits_on(u, tunits_on)

∀(u, nout, nin) ∈ ind(p f ix_ratio_out_in_unit_ f low),

∀t ∈ time_slices

(4)

where vunit_ f low and vunits_on represent the flow and units online variables and the coeffi-
cients applied to the variables are the parameters p f ix_ratio_out_in_unit_ f low and
p f ix_units_on_coe f f icient_out_in. The indices represent the units (u), nodes (n), direction of
flow (d) and time-slice (t). Equation (4) is applied to all unit, node, node tuples which have
a p f ix_ratio_out_in_unit_ f low defined—i.e., it can also be applied to conventional generating
units, such as the Hydrogen gas turbine, defining the relationship between the flow of
Hydrogen to the gas turbine and the flow of electricity to the electricity node.

The CAES plant uses similar generic constraints to describe its operation. However,
the CAES plant is slightly more complex, and is modelled as 3 separate units connected
to 3 different nodes. Figure 2 shows a simplified implementation of the CAES plant
in SpineOpt (for clarity, temporal blocks and stochastic structures are omitted). As per
Figure 1, the units are shown in red, and the nodes are in purple. In addition, the yellow
symbol represents user defined constraints. The black and grey lines represent various
relationships between the model objects, with the black lines also representing flows,
with the arrows indicating the direction of flow. Equation (4) is applied to the air com-
pressor unit (CAES_COMPRESSOR in Figure 2) which defines the relationship between
the flow of electricity from the electricity node and the flow of air to the compressed air
storage node. On the generation side, the CAES plant is modelled as two additional units,
CAES_EXPANDER and CAES_H2_GENERATOR in Figure 2, and once again, Equa-
tion (4) determines the relationship between the flow of compressed air and Hydrogen
from their respective nodes and the flow of electricity from the two units, the combined
flow being the power output of the plant. As the two generating units do not operate
independently, a further user constraint is applied linking the output of the two units.
SpineOpt’s user constraint allows the user to define arbitrary linear constraints involving
most of the problem variables. Equation (5) shows an instance of the generic user constraint
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with all the relevant parameters, which allows the relationships between the various flows
of the CAES generating units to be captured, with the uc index representing the user
constraints. In summary, the CAES plant is represented in Spine as three different units,
with independent investment variables and associated annualised costs, and a compressed
air node, which also has an associated investment variable and annualised investment
cost. Equation (4) is used to quantify the efficiency of each unit component of the plant
and the user constraint, Equation (5), links the operation of the CAES generating units (air
expander and H2 generator). This methodology allows for a detailed representation of the
CAES plant at an hourly resolution in terms of fuel use (both Hydrogen and compressed
air) and electricity generation. The state of the compressed air node (i.e., energy content of
the compressed air cavern) is also modelled at an hourly resolution and the plant operation
is co-optimised as part of the overall investment problem.

+ ∑
u,n∈unit__node__user_constraint(uc),t

vunit_ f low(u, n, d, t)× punit_ f low_coe f f icient(u, n, uc, t)

+ ∑
u∈unit__user_constraint(uc),t

vunits_on(u, t)× punits_on_coe f f icient(u, uc, t) == 0

∀uc, t ∈ constraint_user_constraint_indices

(5)

As described previously, storage can be added to a node in SpineOpt by giving the
node a state, and, for existing storages, defining a node state capacity node_state_cap. When
investments in storage capacity at a given node are enabled, node_state_cap represents the
storage capacity per storage investment, which is set at 1 MWh in this Model. However,
optimising investments in long-term storage is challenging in typical investment models,
which rely on reduced temporal representations to maintain tractability for very large
problems. Long time horizons can be considered at a low resolution (e.g., one year at
a daily resolution) which allows requirements for seasonal storage to be captured [28].
However, such a low resolution does not capture the flexibility needs of systems with high
shares of variable generation, for which a high level of temporal detail is essential [29].
While it is possible to capture the systems short term flexibility needs with suitable selected
representative periods, in order to simultaneously capture seasonal storage requirements,
more advanced methodologies are required [30]. In this work, SpinePeriods [24] generates
and orders representative days using an optimisation approach which approximates the
annual duration curves [31]. The remaining, non-representative days are each mapped to a
representative day, which is used to model the state of charge of a storage node over the
full horizon, allowing the consideration of the arbitrage which takes place between the
represented days. Thus an energy trajectory of the storage node can be generated and the
energy capacity of the storage node optimised. A cyclic condition for the node state is also
enforced, which ensures the node state at the end of the optimisation is at least as high
as the initial value at the beginning of the optimisation. In SpineOpt, a map containing
a representative day for each day in the horizon is included in a third temporal block
(along with the investment temporal block, used for the investment decisions, and the
representative days which are used for the operational decisions, see Section 2.2) which
applies appropriate constraints to the energy level of the long term storage node for each
day of the year. The full formulation is described in [30].
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Figure 2. Simplified SpineOpt implementation of the CAES plant.

3. Results

The Results of the investment model are shown in this section, firstly for 2030, sec-
ondly for 2040 and finally a second set of 2030 results are presented with a lower level
of operational detail, highlighting the impact such details have the results of long–term
investment models.

3.1. 2030 Results

Figure 3 shows the capacities of dispatchable generation selected for investment by the
2030 investment models under the different scenarios. A high level of investments in elec-
trolysers occur in the HFP and HN scenarios, with a lower level of investments occurring in
the TB scenario triggered by the lower costs and higher efficiencies. However in the other
three scenarios no investment in Electrolysers occur. Electrolyser investments are coupled
with strong investments in Hydrogen CAES plant, and for the HN scenario, the flexibility
and load shifting provided by the electrolysers and CAES suppresses battery investments.

Figure 3. 2030 investments including dispatchable generation capacities and load (electrolysers).
OCGT(NG) refers to natural gas powered OCGT.
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In all modelled scenarios, high levels of wind generation are already included (as
per the GA scenario). As shown in Figure 4a in 2030, variable renewable investments
predominantly occur for PV, despite the relatively poor capacity factor for PV in Ireland.
The installed capacity of PV in 2030 is modest (see Table 1) and a combination of favourable
capital costs and a relatively high capacity factor in the summer months (when wind
availability is lower) triggers a high level of investments. Interestingly, the HN scenario
sees the lowest level of PV investments despite the additional Hydrogen demand. However,
the additional Hydrogen demand included for this scenario is concentrated in the winter
months (heating) when PV availability is poor, although alternative Hydrogen demand
assumptions (e.g., higher transport or industry demand) would impact on this result.

(a) (b)
Figure 4. (a) 2030 investments in variable renewable generation. (b) 2030 investments in energy
storage capacity.

The energy storage investment capacities can be seen in Figure 4b. Hydrogen CAES
emerges as principal technology selected for short/medium term balancing. However,
only the scenarios with highest levels of electrolyser investments (HFP & HN) see large
investments in the underground Hydrogen storage. The stored Hydrogen (primarily
generated by the electrolysers) can be used both to meet the defined external Hydrogen
demand and also by the dispatchable plant (i.e., CAES).

3.2. 2040 Results

Figure 5 shows the combined capacities of dispatchable generation selected by the
2030 and 2040 investment models. By 2040, lower costs for electrolysers are assumed as
well as increased efficiencies. Fuel costs, and particularly carbon prices are also expected to
rise which all favour “green Hydrogen” production. A very high level of investments in
electrolysers occur in all scenarios. As with the 2030 scenarios, electrolyser investments are
coupled with strong investments in Hydrogen CAES plant, and restricting investments in
CAES (RC scenario) has a large impact on the remaining investment options. Investments
in electrolysers and renewable generation decrease, and more gas plant is required (both
OCGT and CCGT). While a share of “blue Hydrogen” import is still possible (i.e., 2030
demand levels), the imports are largely displaced by “green Hydrogen” production in most
scenarios as an economically competitive alternative.
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Figure 5. 2040 investments including dispatchable generation capacities and load (electrolysers).

As shown in Figure 6a, as with the 2030 scenarios, PV investments dominate, to com-
plement the already high level of installed wind generation, although wind generation
investments also occur for 5 of the 6 scenarios, the exception being the RC scenario. In the
2040 scenarios, with the large capacities of electrolysers, and the high demand for Hy-
drogen, we now see large investments in the underground Hydrogen storage to facilitate
arbitrage across the year for all scenarios (see Figure 6b).

(a) (b)
Figure 6. (a) 2040 investments in variable renewable generation. (b) 2040 investments in energy
storage capacity.

Figure 7 shows the state of charge of the underground Hydrogen storage across the
full year in 2040 for three of the 2040 scenarios. GA and HFP follow a similar trajectory,
albeit with HFP using a larger volume of storage, with a higher reliance on Hydrogen due
to the high fuel prices. All three trajectories demonstrate charging when excess renewable
generation occurs and discharging when demand for Hydrogen is high and net load is
also high (as Hydrogen is used by the CAES plant). Differences in variable renewable
investments will drive changes in the shape of the trajectory. The HN trajectory is markedly
different from the other two, due to the high Hydrogen demand assumed for heating in the
winter months.
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Figure 7. Trajectories of the state of charge of the underground Hydrogen storage for the 2040
scenarios—GA (green), HFP (orange) and HN (blue).

3.3. 2030 Results with Low Level of Operational Detail

To explore the impact of operational detail on the investment decisions, an additional
set of simulations was completed for the 2030 scenarios, without considering either reserve
requirements or the inertia floor. Figures 8 and 9 show the investment decisions for these
runs. Compared to the original 2030 results, variable renewable generation is consistently
over invested in. Neglecting reserve requirements leads to an underestimation of curtail-
ment levels and renewable integration costs. Conventional plants, particularly the larger
CCGT, play an important role in meeting the systems inertia requirements. When this
constraint is neglected, lower investment levels occur for conventional dispatchable plants,
particularly the CCGT (with or without CCS). Despite the higher levels of of renewable
generation, as curtailment is underestimated, additional electrolyser investments do not
result. Large investments in Hydrogen storage occur for the same two scenarios (HFP,
HN), but at significantly higher levels. These differences highlight the importance of co-
optimising short term operations with long term investments and storage operation for
planning the future energy system, with the ability to include sufficient detail and also
the ability to capture the interactions between the different sectors which are becoming
increasingly integrated.

Figure 8. 2030 investments including dispatchable generation capacities and load (electrolysers).
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(a) (b)
Figure 9. (a) 2030 investments in variable renewable generation with low operational detail. (b) 2030
investments in energy storage capacity with low operational detail.

4. Discussion

Important insights can be gained from the results of this work regarding the potential
for the future transition to a Hydrogen economy. “Green Hydrogen” is seen to play a limited
role in the 2030 results. In 3 of the 6 scenarios, no investments in large-scale electrolysers
occur, and a maximum investment of 1300 MW seen for the remaining 3 scenarios. Limits
on “blue Hydrogen” import trigger electrolyser investments in the HN scenario, driven by
the increased Hydrogen demand, which represents “green Hydrogen” adoption under a
climate of strong policy measures, i.e., strong demand for Hydrogen coupled with limits
on “blue Hydrogen” production.Limits on the role of “blue Hydrogen” ties in with the
vision of its use as a stepping stone to the wide-scale adoption of Hydrogen as an energy
carrier, facilitating increasing demands as “green Hydrogen” scales up and becomes more
economically viable. A large uptake of electrolysers is seen for the HFP scenario with
investments of 1200 MW occurring in 2030. High fuel prices coupled with a high carbon
price triggers a large increase in “green Hydrogen” production. This result highlights
the crucial role that carbon prices play in promoting the adoption of costly alternative
low-carbon energy solutions. Capital costs of both electroysers and renewable generation
influence the uptake in Hydrogen production. While in 2030, capital cost reductions in
the VRE scenario are not sufficient to trigger green Hydrogen production, electrolyser
investments of 700 MW are seen for the TB scenario. By 2040 the synergistic relationship
between variable renewable generation and electrolysers can be seen, with reduced capital
costs for either triggering increased investments in both. Indeed, 2040 scenarios provide a
much more favourable climate for Hydrogen investments. Again, the HN scenario prompts
the highest level of investments with a 634% increase in electrolyser investments compared
to 2030. By 2040 high levels of electrolyser investments are seen across all scenarios,
including the base GA scenario, which still sees 60% of the investments in the HN scenario

The results presented in this paper provide insights into some of the drivers of “green
Hydrogen” investments, with the representation of the long-term trajectory of the sea-
sonal storage within the investment model forming an essential part of the optimisation.
However, further advances are still required in long-term storage optimisation. Compro-
mises need to be made between model detail and model accuracy, and the selection of
an appropriate level of temporal and operational detail is highly system specific [28,30].
Decomposition techniques could be used to facilitate increases levels of operational and
temporal detail.

Hydrogen gas turbines are not selected as investments in any of the considered sce-
narios. The round trip efficiency for power-to-Hydrogen-to-power with a gas turbine used
for generation mean the losses are too high for this option to be favoured. An alternative
Hydrogen fuelled power generation option is fuel cells which can achieve greater efficien-
cies when used for the co-generation of heat and electricity. Regions with high levels of
district heating anticipate a significant role for fuel cells in power generation. As district

293



Energies 2022, 15, 869

heating is very limited in Ireland, and due to the large costs and disruptive nature of the
addition of district heating, fuel cells were not considered in the six scenarios. Fuel cell
uptake in the industrial sector is assumed, represented by the modelled Hydrogen demand.
CAES is widely selected in each of the scenarios while, due to the unfavourable economics,
Hydrogen turbines saw little investment. Due to geographic limitations, CAES may not
be an option in all cases and alternative Hydrogen generation technologies should also be
considered in future work.

5. Conclusions

Future low-carbon energy systems require radical changes to the structure and op-
eration of the system. Planning for such a future requires complex modelling solutions
which must be capable of adequately capturing a high degree of sector coupling at high
levels of operational and temporal detail. Insufficient levels of model detail leads to mis-
leading solutions, for example the under estimation of renewables integration costs and
curtailment levels, and subsequently over investments in renewable generation. Hydrogen
technologies can provide solutions on both the supply and demand side. However it is
essential that these investments are not considered in isolation. Hydrogen electrolysers
and generators such Hydrogen fuelled CAES can have a synergistic impact on renewable
generation investments where investments in one would not be economically viable with-
out the other. Seasonal storage, such as underground Hydrogen storage, can play a vital
role in the long-term balancing of the energy system. However, it is difficult to optimise as
part of a standard investment model. New methodologies are emerging which allow both
investments in and operation of seasonal storage to be optimised, such as using ordered
representative periods, mapped to equivalent periods across the year.

The case study explored in this paper demonstrates the use of an energy system
model with a high level of sector coupling through the extensive use of Hydrogen as
an energy carrier. A high level of operational and temporal detail are included and a
methodology which optimises long-term storage is applied. The results show a large
role for Hydrogen technologies in Ireland by 2040. The role of Hydrogen in 2030 is more
limited, but moderate levels of investment in both electrolysers and Hydrogen fuelled
generation (CAES) can still be seen in 2030, when for example, fuel and carbon prices are
high, or high levels of Hydrogen demand occur, in this case study prompted by Hydrogen
demand in the heating sector. Indeed, high investments in Hydrogen fuelled CAES are
seen across all scenarios in this case study, which facilitates increased round trip efficiencies
for power-to-Hydrogen-to-power.

Future work will use benders decomposition to iterate between the master investment
problem and the operations sub-problem, allowing additional operational and temporal
detail to be included, while maintaining tractability. Benders decomposition has already
been implemented in SpineOpt, and work on including the long term storage trajectory is
progressing. In addition, in future work, alternative generation technologies, including fuel
cells will be considered, as well as a more detailed representation of Hydrogen end-uses
and alternative storage solutions. A more thorough exploration of alternative pathways to
a zero carbon future will also be completed, including different levels of electrification and
biomass utilisation.
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Abbreviations

The following abbreviations are used in this manuscript:

CAES Compressed Air Energy Storage
CCGT Closed Cycle Gas Turbine
CCS Carbon Capture and Storage
CCGT-CCS Closed Cycle Gas Turbine with Carbon Capture and Storage
DSM Demand Side Management

ENTSO-E
European association for the cooperation of transmission system operators (TSOs)
for electricity

GA Global Ambition scenario
H-CAES Hydrogen Compressed Air Energy Storage
H-OCGT Hydrogen Open Cycle Gas Turbine
HFP High Fuel Price scenario
HN Hydrogen Network scenario
MIP Mixed Integer Programming
OCGT Open Cycle Gas Turbine
O&M Operation and Maintenance
RC Restricted CAES scenario
TB Technology Breakthrough scenario
TYNDP Ten Year Network Development Plan
VRE Variable Renewable Energy scenario
VOM Variable Operation and Maintenance
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Abstract: Escalation fuel consumption occurs in various regions of the world. However, world
oil reserves decline from year to year so that it becomes scarce and causes oil prices to surge up.
This problem can be solved by saving fuel consumption. One method of saving fuel is adding
bio-additives from citronella oil as a sustainable resource to diesel fuels. Citronellal, citronellol
and geraniol are the main components of citronella oil which can be used as fuel additives. This
study aimed to evaluate the effect of citronella oil fractions as bio-additives to the performance
of diesel engine. The research stages include: extraction of citronella oil, vacuum fractionation of
citronella oil, physical chemical characterization of citronella oil and its fractions, formulation of
bio-additive -fuel blending, characterization of blending, and evaluation of fuel efficiency. The effect
of concentration of the bio-additives was examined towards three diesel fuels; dexlite, pertamina-dex,
and biosolar. The results showed two main fractions of citronella oil; citronellal dominant component
(FA) and citronellol-geraniol dominant components (FB). The concentration variation of bio-additives
was 0.1–0.5%. Fuel consumption efficiency was tested using diesel engine at an engine speed of
2000 rpm and a load increment of 1000, 2000 and 3000 psi with 7 min running time. The fractions
represented the different tendencies to enhance the fuel efficiency up to 46%, influenced by the
mixture’s concentration. Generally, citronella oil and the fractions showed the potency as bio-additive
to diesel fuels.

Keywords: bio-additive; citronella oil; fuel additive; diesel fuel

1. Introduction

Since the beginning of the industrial revolution, fossil fuels have been primary energy
sources and industrial chemicals. For decades, the benchmark for a country’s development
has been linked to the level of fossil fuel consumption, which is increasingly elevated. For
example, in Indonesia, fuel consumption for transportation is by 8.6% per year, higher than
power plant and household demands with 4.6 and 3.7%, respectively [1]. The International
Energy Agency (IEA) estimates that the world will reach maximum world oil production
between 1996 and 2035. Along with increasing fuel consumption, diesel and biodiesel
demand is also escalated. The limited nature of fuel, coupled with the challenges of
skyrocketing costs of conventional oil, global warming issues, and other environmental
pollution problems, has led to in-depth research on the use of renewable and sustainable
alternative fuels [2].

Various researchers have offered several solutions, such as biodiesel production [3,4]
and additives for diesel engine fuel [5,6]. The diesel fuel additive for compressing fuel
consumption is interestingly developed because it is closely related to reducing emis-
sions [2,7]. Several compounds consisting of glycerol-based compounds and furfural-based
compounds were synthesized for those purposes. Miscibility, renewability of the resource,
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and energy-efficiency in production are the requirements for further industrial develop-
ments [8]. In addition, the use of natural product with simple processes highlighted the
use of essential oil as a potential and renewable resource for diesel fuel additives. Previous
studies revealed the enhanced ignition efficiency and combustion quality of diesel fuel by
clove oil [9]. The improving brake thermal efficiency (BTE) and reduced brake-specific fuel
consumption were expressed by combining some essential oils. In addition, a significant
reduction in particulate matter (PM) emissions have been reported [9,10]. Other investi-
gation also reported the role of essential oils as bio-additives, such as, pine wood oil [11],
cinnamon oil [12], sweet orange oil [13], patchouli oil [14], lemongrass oil [15], and clove
oil [9,16].

Based on the chemical composition and chemical structures, the chemical interaction
between the additive and the fuel is the basic idea for the essential oil utilization in fuel. The
characteristics consist of low vapor point, solubility, and stability in mixture with diesel fuel
are of the consideration [15]. In addition, essential oils contain various kinds of chemical
compounds containing oxygen atoms so that they are able to complete the combustion
system in diesel engines [11]. This reduces harmful emissions such as hydrocarbons
(HC), particulate matter, CO2, and NOx emissions when added to fuel. In addition, it
is used to increase the viscosity, anti-knock, octane, cetane, and cold flow properties of
fuels as well as improve thermal stability, cleanliness and prevent corrosion of engines
and engine parts [17]. Additionally, the metal-free feature of essential oils can better
replace conventional additives such as tetra-methyl-lead (TML) and tetra-ethyl-lead (TEL).
TML and TEL contain Pb, which produce toxic gases and are harmful to humans and
the environment.

Due to the abundance source and ease of production, citronella oil is one of the
important essential oils in several countries in Asia [18,19]. Besides enormous potential
in pharmaceutical, food, and other chemical industries, the main compounds of citronella
oil, citronellal, citronellol and geraniol, have properties to be potentially bound with
interactions similar to reported essential oil for bio-additive applications. Practically,
the composition of citronella oil depends on the fraction within the distillation process.
Different compositions and combinations of citronellal, citronellol and geraniol as the main
ingredient in the citronella oil reflected the different oxygen content that influenced diesel
fuel combustion performance.

The novelty of this research is the utilization of fractions of citronella oil as the bio-
additives. To our knowledge, there was no report on the utilization of citronella oil fractions
to improve efficiency. Our hypothesis is that the more oxygenate content in the fraction,
the more effective the combustion process in the engine, which means a more efficient the
use of fuel. The distillation setting itself, which is related to energy consumption, needs to
be optimized for investigating the optimum condition of citronella oil fractionation for bio-
additives application. Based on these backgrounds, a study on citronella oil composition to
the bio-additive performance toward diesel (DI) fuels was investigated. The study focused
on the effect of fractions as the bio-additives. The significance of this research is related to
the use of sustainable natural resource for minimizing energy, which is the main issue for
sustainable energy in the future perspective.

2. Materials and Methods

The Flowchart of this research work is shown in Figure 1. The experimental section
includes extraction of citronella oil, vacuum fractionation of citronella oil, physical chemical
characterization of citronella oil and its fractions, formulation of bio-additive -fuel blending,
characterization of blending, and evaluation of fuel efficiency.
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Figure 1. Flow chart of research.

2.1. Materials

The materials were citronella leaves, anhydrous sodium sulfate (Na2SO4), biodiesel,
dexlite (light diesel), and pertamina-Dex (premium diesel). The equipments were laboratory
glassware, refractometer, Oswald viscometer, steam distillation, vacuum fractional distilla-
tion equipment (B/R Instrument-Spinning Band Distillation System Model 36-100), Gas
Chromatography-Mass Spectroscopy (GC-MS QP2010S Shimadzu, Tokyo, Japan), diesel
engine (IN-DO R 180 iDi), dynotest hydraulic system, exhaust emission test equipment
(StarGas 898).

2.2. Distillation of Citronella Oil

A total of 25 kg of citronella leaves were cut into small pieces, then put into a water-
steamed distillation kettle. The chopped citronella leaves were distilled for 3–5 h with
medium heat and turned on the cooling water circulation system for five repetitions. Every
30 min, the water-steam distillation system was checked. After that, the citronella oil was
separated from hydrosol using a separator. Citronella oil was purified by adding anhydrous
sodium sulfate (Na2SO4) until the water in the citronella oil separated. Finally, citronella
oil was decanted and filtered to separate the Na2SO4 precipitate.

2.3. Vacuum Fractional Distillation

Citronella oil was further fractionated by fractional vacuum distillation equipment (B/R
Instrument-Spinning Band Distillation System Model 36–100) at a pressure of 30 mmHg
with a reflux ratio of 20:1 for 30 h. Two fractions containing citronellal (FA) and citronellol-
geraniol (FB) were obtained by distilling citronella oil at the different conditions of fractional
vacuum distillation, as shown in Table 1.
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Table 1. The Operational conditions of fractional Vacuum distillation.

Parameter
Reflux Ratio 20:1

FA FB

Open cut (◦C) 200 225
Close cut (◦C) 225 240
Heat rate (%) 20 20

Pressure (mmHg) 30 30
Condenser temp. (◦C) 30–300 30–300

2.4. Physical and Chemical Characterization

The physical properties of distillates were performed using density (pycnometer
method), refractive index (using Abbe refractometer), and color-odor that organoleptically
refers to the Indonesian national standard method (SNI 06-3953-1995).

Chemical properties of the citronella oil were examined using gas chromatography-
mass spectroscopy (GC-MS) using RTX-5MS column and helium gas as the mobile phase.
We set injector temperatures of 80.0 and 300.0 ◦C, pressure of 42.3 kPa, and a total flow rate
of 0.74 mL/minute. The Operational conditions of GC-MS shown in Table 2.

Table 2. Operational conditions of GC-MS.

Specification Value

Model GC-2010 Simadzu
Engine type QP2010 SE

Colomn temperature 80.0 ◦C
Injector temperature 300.00 ◦C

Injectore mode Separated
Flow control mode Pressure

Pressure 42.3 kPa
Flow total 117.5 mL/min

Colomn Flow 0.74 mL/min
Linear velocity 31.8 cm/s
Removal flow 3.0 mL/min

Rate 10.00
Temperature 80.0–320.0

Source ion Temperature 25.00 ◦C
Interface Temperature 300.00 ◦C

Enhanced detector mode Relative
Gain Detector 0.98 kV + 0.00 kV

Scan Speed 1250

2.5. Fuel Efficiency Test

The diesel bio-additive blending testing was performed onto three DI fuels: dexlite,
pertamina-dex and biosolar. The tested bio-additive samples of citronella oil, FA and FB
were at the varied concentration of 1.0; 1.5; 2.0; and 5.0%. For each test, the bio-additive:fuel
volume ratio of 1:1 was utilized, and the stirring for fuel-citronella oil was conducted for
30 min before testing.

Determination of blending consumption and exhaust gas emissions was carried out.
A total of 1000 mL blending analyzed for 7 min with variations in engine speed of 1500,
2000 and 4000 rpm, a load of 0, 25, 50, 25, 50, 75 and 100 W at constant torque using 125 cc
diesel engine. The Diesel engine specification is shown in Table 3.
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Table 3. Diesel engine specification.

Specification Value

Model R 180 iDi
Maximum power (kW) 5.7
Working power (kW) 5.0

Diameter (mm) 80 × 80
Volume (L) 0.402
Weight (kg) 72

Fuel consumption 205
Type 4 stroke horizontal engine

Cylinder 1
Start system Crank

Cooling system hopper/radiator
Lubricant system pressure combination system and distribution

Combustion system Antechamber

3. Results and Discussion

3.1. Characterization of Citronella Oil and the Fractions

Fractional distillation under vacuum conditions was performed to obtain the fractions
of citronella oil, FA and FB, based on an immediate difference in boiling point in a vacuum
at 30 mmHg pressure with a reflux ratio of 20:1. It referred to the optimum condition
presented in previous work highlighting the pressure of 30 mmHg, which shows that the
best reflux ratio for separating citronella oil is 20:1 [20]. A quick separation without any
other chemicals required in the process is beneficial for fractionation [21]. In addition, the
reduced pressure of the system to be less than 1 atm (760 mmHg) gives the reducing vapor
point of the distillate without any excessive chemical change. Calculation of the vapor point
of the solution in this condition can be completed through the Clausius–Clapeyron equation
at a pressure of 30 mmHg. The enthalpy of vaporization of citronellal is 44.22 kJ/mol,
citronellol 63.50 kJ/mol, and geraniol 54.61 kJ/mol. The results of calculations using the
Clausius–Clapeyron equation obtained that the boiling points of citronellal, citronellol, and
geraniol at a pressure of 30 mmHg were 97.86, 138.91, and 129.57 ◦C, respectively.

Physico-chemical characteristics of citronella oil and the fractionation results (FA
and FB) were carried out based on SNI-06-3953-1995. Color is one of the parameters for
beginning fractionation, and its measurement was carried out organoleptically or by direct
eye observation at a distance of 30 cm. The results presented in Table 4 represent that the
color of citronella oil and the fractions are pale yellow, which met the SNI standard stating
the parameter of “no color difference”, namely pale yellow-brown. Another organoleptic
parameter is odor. Odor testing was carried out with the sense of smell at a distance of
5 cm. The test results show that citronella oil has a fresh smell typical of lemongrass. FA
fraction has a high citronellal content and smells of pungent lemon. FA fraction has a strong
odor because it has more citronellal content compared to citronella oil. All odor test results
follow SNI of citronella oil.

Table 4. Physical Characteristics of Citronella Oil and Its Fractions.

Parameter Unit Citronella Oil FA FB SNI-06-3953-1995

Color - Pale yellow Pale yellow Pale yellow Pale yellow–brown

Smell - Fresh typical
citronella oil

Strong typical
citronella oil

medium typical
citronella oil

Fresh typical
citronella oil

Density g/mL 0.882 0.867 0.878 0.880–0.922
Refractive Index nD 1.475 1.449 1.467 1.466–1.475

Density characteristics were carried out using a pycnometer. The results showed that
the densities of citronella oil, FA, and FA, respectively, were 0.882; 0.867; 0.878 g/mL. In its
pure state, citronellal (C10H18O BM 154.25 g/mol) has a density of 0.855 g/mL, citronellol
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(C10H20O BM 156.27 g/mol) is 0.855 g/mL, and geraniol (C10H18O BM 154.25 g/mol)
is 0.889 g/mL. Compared to the SNI standard, the results are valued as good results
within the range of 0.880 to 0.922 g/mL. Refractive index measurement was conducted
on a refractometer, giving the values of 1.475; 1.449; 1,467 for citronella oil, FA, and FB,
respectively. They are represented to be qualified within the acceptable range of refractive
index of 1.466–1.375. Conclusively, citronella oil and its fractions are met following SNI
standard from the four parameters.

The chemical components of citronella oil and their fractions were determined by
GC-MS, and the compared chromatograms are presented in Figure 2. The data in Table 5
represent the identification results of citronellal, citronellol and geraniol. Citronellal is
identified at 6.38 min of retention time with the percentage of peak area of 19.01%, citronellol
is identified at 7.46 min and a peak area of 20.48%, and at 7.86 min geraniol was identified
at 18.81%. Other minor components were identified at a percentage below 5%. It can be
concluded that in terpenoid groups (monoterpenoid C10) are found many essential oils,
and they are composed as secondary metabolites and are characteristic of each essential
oil [22,23]. The percentage is acceptable as it is similar to what was reported by [24],
reporting the component of citronellal (36.11%), geraniol (20.07%) and citronellol (20.82%).
Meanwhile, regarding citronella oil (Javanese type), ISO 3848:2016 states the range of
citronellal content (31.00–40.00%), citronellol content (8.00–14.00%) and geraniol content
(20.00–25.00%).

Figure 2. Chromatograms of Citronella Oil, FA and FB.
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Table 5. Main Compounds of Citronella Oil.

Retention Time
(minute)

Content (%) Compound

4.670 3.840 Limonene
6.380 19.010 citronellal
7.460 20.480 Citronellol
7.860 18.810 Geraniol
9.210 3.720 Citronelyl acetate
9.620 3.850 Linalyl acetate

10.300 5.030 Trans-caryophyllene

Citronellal, citronellol and geraniol compounds tend to be semipolar compounds. In
separation, the interaction of the three compounds with the GC column (nonpolar) is only
affected by the boiling point of the compound. The three main compounds have similar po-
larity and interact weakly with the GC column so that the three compounds have relatively
short retention times. Citronellal has a lower boiling point than citronellol and geraniol.
The -OH group (alcohol) in citronellol and geraniol can form strong hydrogen bonds so
that the boiling point becomes higher. Citronellal is a type of monoterpenoid aldehyde
(-CHO). Therefore, citronellal has a faster retention time than citronellol and geraniol.

Physically, each fraction has a different color; FA is pale yellow, and FB 4 is yellow-
brown. The increasing citronellal content was achieved in FA, as it is about 89.37%
compared to citronella oil which is 19.01%. Likewise, FB contains more citronellol and
geraniol—in the range of 27.36–31.71%—compared to citronella oil (18–20%). According to
previous work [24], isolation of citronella oil by vacuum fractionation distillation was able
to increase the levels of citronellal up to 90%, citronellol up to 30% and geraniol up to 45%.
The density of citronella oil and its fraction is shown in Table 6 and the refractive index in
Table 7.

Table 6. Density of Fractions of Citronella Oil.

Sample Result (kg/m3) Standard (SNI) (kg/m3)

Citronella Oil 882.6 880–922
Citronellal fraction (F2) 867.1 850–860

Citronellol-geraniol fraction (F3) 878.4 870–899

Table 7. The refractive index of Fractions of Citronella Oil.

Sample Result SNI Standard

Citronella Oil 1.4751 1.4660–1.4750
Citronellal fraction (FA) 1.4486 1.4440–1.4540

Citronellol-geraniol fraction (FB) 1.4668 1.4660–1.4770

Referring to [9], a good bio-additive must contain oxygenate (O atoms), which can
increase the oxygen content in the fuel so that efficient combustion occurs in diesel engines.
FA and FB have potential to be diesel fuel bio-additives. Both citronellol and geraniol have
similar physicochemical properties, such as boiling points of 225 ◦C and 226 ◦C, respectively.
It was not easy to separate them through fractional vacuum distillation (physics) which
relies on differences in the boiling points of the compounds. In addition, citronellol is a
functional group isomer of geraniol.

3.2. Utilization of Citronella Oil Fractions as Bio-Additives

The use of citronella oil fractions as bio-additives was tested based on previous
research, which mentioned that the optimum percentage of at 0.1–1.0% can save fuel up
to 50% [15,25]. There were 36 formulas used, with three different types of diesel fuel, two
types of bio-additives, and four variations of concentration of bio-additives.
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The physical characteristics of blending were determined to see the changes in physical
properties after the addition of bio-additives. Density characteristics were carried out
using a pycnometer and kinematic viscosity was carried out using an Oswald viscometer
according to SNI 8220:2017. Viscosity indicates the ability of a fluid to flow through an area
per unit of time. This is important related to the mechanism of fuel atomization shortly
after leaving the nozzle into the combustion chamber [15].

The Effect of adding citronella oil and the fractions to density and viscosity of fuel is
represented by the data in Tables 8 and 9. Based on the Indonesian standard (SNI 8220:2017)
regarding the specifications for type 48 diesel fuel, the density of at least 815 kg/m3

is a maximum of 860 kg/m3 and the viscosity is a minimum of 2.0 m2/s, a maximum
of 4.5 m2/s. This shows that after the addition of bio-additives, there is no significant
change in the physical properties of diesel fuel. The maintaining viscosity values in the
addition of the bio-additives are related to the similar response of the volume restricting the
movement of the lon- chain hydrocarbon molecules. The viscosity of DI fuel is also related
to temperature and pressure dependency, which are important for fuel performance [20].

Table 8. Density of fuel-bio additive blending.

Tested Bio-Additive Concentration
Density (kg/m3)

Biosolar Dexlite Pertamina-Dex

Without additive 853.133 839.873 808.819

FA

0.1 851.239 832.702 812.741
0.15 854.030 836.888 809.214
0.2 851.139 837.444 809.713
0.5 853.432 835.985 811.708

FB

0.1 850.640 831.713 813.136
0.15 851.538 841.851 808.801
0.2 851.937 835.455 809.524
0.5 853.432 833.166 810.092

Citronella oil

0.1 851.239 832.327 809.111
0.15 853.332 837.319 808.457
0.2 851.637 837.083 808.767
0.5 851.837 834.160 809.696

Table 9. Viscosity of fuel-bio additive blending.

Tested Bio-Additive Concentration (%)
Viscosity (m2/s)

Biosolar Dexlite Pertamina-Dex

Without additive
4.58 4.19 2.47
4.53 4.02 2.42

FA

0.1 4.54 3.83 2.48
0.15 4.37 3.63 2.53
0.2 4.42 3.86 2.59
0.5 4.59 3.63 2.62

FB

0.1 4.34 3.70 2.47
0.15 4.52 3.72 2.59
0.2 4.39 3.68 2.52
0.5 4.49 3.78 2.60

Citronella Oil

0.1 4.60 3.81 2.43
0.15 4.51 3.96 2.50
0.2 4.41 3.60 2.54
0.5
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3.3. Characterization of Citronella Oil and the Fractions

The Effect of bio-additive on fuel consumption is the most crucial parameter in this
research. Fuel consumption occurs in the combustion process due to air compression in the
engine combustion chamber. The amount of fuel consumed is measured in weight units
per unit of time. Mathematically, the fuel consumption is shown in the following equation
(Equation (1)):

f c =
b
t
× γ f

3600
1, 000, 000

(1)

where fc is fuel consumption expressed in kg/h, b is the volume of fuel consumption
expressed in milliliters (mL), t is the time used, which is expressed in seconds (s), and f is
the density of fuel expressed in kg/m3.

The efficiency of diesel fuel consumption is carried out volumetrically, namely by
calculating the fuel economy consumption when the engine produces power within a
certain time frame. The purpose of determining consumption efficiency is to determine
the optimum formula to improve fuel quality. The diesel engine used is a one-cylinder
compression ignition (CI) type with a maximum speed of 2500 rpm for 7 min. Measure-
ments were made by comparing the consumption volume of blending with the control.
The calculation of fuel consumption results shows a decrease in fuel consumption when
bio-additives are added. The decrease in fuel consumption is due to the compounds in
bio-additives acting as oxygen providers, also called oxygenate compounds. The more
oxygen content is contained in fuel; the easier and more completely the combustion will
occur [26,27].

The results of experiments are presented in Figure 3. It is seen that at all varied
concentrations, citronella oil and the fractions significantly affect the efficiencies towards
tested fuels; dexlite, pertamina-dex, and biosolar. In more detail, the increasing efficiency of
biosolar is most intensive compared to pertamina-dex and dexlite. In addition, the effect of
concentration is not linear with the efficiency for all tested fuels, particularly for biosolar; the
trends are increasing efficiency at increasing concentration. A specific pattern was expressed
by the use of FA and FB in the diesel fuel which showed the optimum concentration of 0.2%.
Still, the efficiency decreased at the increasing concentration, representing the possible
chemical or oxidative effect of the bio-additives.

Generally, by comparing FA, FB and citronella oil, it was found that FA had the
most influence. This phenomenon is closely related to the greater abundance of oxygen
in the fraction. This is also associated with more oxygen in biosolar, which presented
better efficiency. The alcohol (-OH) and aldehyde (-CHO) groups (containing oxygen)
in blending will react with CO gas and charcoal (C) to form CO2, which causes fewer
CO and green emissions [28]. In the combustion chamber, there are three main reactions:
initiation, propagation, and termination. The availability of oxygen is important to produce
an efficient, constant chemical reaction in the combustion chamber.

4 H26C12(l) + 74 O2(g) → 48 CO2(g) + 52 H2O(aq) (2)

2 H26C12(l) + 31 O2(g) → 12 CO(g) + 12 CO2(s) + 26 H2O(aq) (3)

When burning in a diesel engine, two possible combustion reactions will occur, a
complete combustion reaction (Equation (2)) or an incomplete combustion (Equation (3)).
Complete combustion occurs when there is sufficient oxygen in the engine combustion
chamber. Incomplete combustion occurs when there are insufficient oxygen molecules to
burn one complex hydrocarbon molecule in diesel fuels completely. In this study, diesel
fuel, pertamina-dex, dexlite, and biosolar were mixed with bio-additives from fractions
FA and FB of citronella oil. The diesel fuels-bio-additive mixture is expected to reduce
emissions from CO gas and charcoal (soot). This is because the FA and FB fractions contain
citronellal and citronellol-geraniol, which have oxygenated aldehyde (-CHO) and alcohol
(-OH) functional groups to contribute to the availability of oxygen in the combustion
chamber when the diesel engine is running. According to previous research, it was found
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that a mixture of citronella-diesel oil was able to reduce CO gas emissions by 23–30%, NOx
31–36%, SOx 12–22%, and particulates 30–33% compared to that without the addition of
bio-additives [11,12].

Figure 3. Effect of bio-additive concentration on fuel consumption efficiency for. (a) Pertamina-dex
(b) Dexlite (c) Biosolar.

The bulk structure of the compounds contained in essential oils can reduce the strength
of the van der Waals bonds of the compounds that make up the fuel. The bond between
the fuel molecules is a fragile dispersion force [9,14]. Meanwhile, citronellal, citronel-
lol, and geraniol compounds have dipole–dipole interactions between their molecules.
Dipole–dipole interactions, which are stronger than dispersion forces, can facilitate the
breaking of intermolecular bonds. Therefore, this causes the fuel molecules to break up
easily to achieve more efficient combustion process. The interactions of compounds in
diesel fuel after adding bio-additives are shown in Figures 4–6. The interactions that occur
are induced dipole forces, namely interactions between compounds with permanent dipole
moments that influence non-polar compounds. The presence of oxygen and the volatility of
the citronellal, citronellol and geraniol supplied easier oxidation for faster compression in
DI fuel. Oxidation reactivity of DI fuel is supplied by the combination of chemical interac-
tions including the van der Waals and hydrogen bonding in the fuel mixture with additive.
Similar results were reported by the influence of additive and oxygen-rich fuel [29,30].

Based on the volume of fuel consumption obtained, the fuel consumption efficiency
can be calculated. Consumption efficiency shows an increase in fuel quality after adding bio-
additives. Based on the fuel consumption test, FA with citronellal as the main component
has a higher consumption efficiency compared to FB (citronellol and geraniol as the main
components) and citronella oil. The lessened flash point is probably the main reason for
this as citronellal, citronellol, and geraniol have flash points of 86 ◦C, 99 ◦C, and 108 ◦C,
respectively. The lessened flash point represents the ease of being burnt and oxidized.
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Figure 4. Hypothesis of Compounds interaction in diesel fuel [9].

Figure 5. Hypothesis of diesel fuel interaction with FA (citronellal as main component) [9].

Figure 6. Hypothesis of diesel fuel interaction with FB (citronellol and geraniol as main components) [9].

Another factor is the viscosity, which affects liquid fuel properties. Viscosity is re-
lated to the flow rate and characteristics of the spray or mist of fuel into the combustion
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chamber [20]. The higher the viscosity, the more difficult the fuel is to move and spray
or atomize into the combustion chamber, so the combustion process is not optimal. Low
viscosity helps in atomization, evaporation, and diffusion, and increases the interaction of
fuel with air. Based on the viscosity test of fuel that has been mixed with bio-additives, the
fuel that has been mixed with the citronellal fraction (FA) gives the lowest viscosity value
compared to the citronellol-geraniol (FB) fraction and citronella oil.

Generally speaking, the results from this work show the potential of the use of essential
oil as a sustainable bio-additive in minimizing energy consumption, especially DI fuel.
More exploration for other fuel as well as techno-economic studies are required.

4. Conclusions

This study initiated the examination of fractionation to citronella oil and its use as
bio-additive to diesel fuel. The results showed two main fractions of citronella: dominant
containing fraction (FA) and citronellol-geraniol dominant containing fraction (FB) obtained
at different vacuum fractionation conditions. The fractions and citronella oil exhibited the
capability to be bio-additives to diesel fuel as shown by the acceptable density and viscosity
in tested varied concentrations (0.1–0.5%). In addition, the fuel consumption examination
represented the significant ability of the tested sample to reduce fuel consumption to 46%
depending on the concentration of the bio-additive. Generally, at the tested concentration
range, the increasing concentration affects the reduction of fuel consumption. The next
work to be carried out is emission testing to investigate whether the emission quality is
improved using bio-additives.
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Abstract: Active power filters (APFs) are used to mitigate the harmonics generated by nonlinear
loads in distribution networks. Therefore, due to the increase of nonlinear loads in power systems,
it is necessary to reduce current harmonics. One typical method is utilizing Shunt Active Power
Filters (SAPFs). This paper proposes an outstanding controller to improve the performance of the
three-phase 25-kVA SAPF. This controller can reduce the current total harmonic distortion (THD),
and is called fractional order PI-fractional order PD (FOPI-FOPD) cascade controller. In this study,
another qualified controller was applied, called multistage fractional order PID controller, to show the
superiority of the FOPI-FOPD cascade controller to the multistage FOPID controller. Both controllers
were designed based on a non-dominated sorting genetic algorithm (NSGA-II). The obtained results
demonstrate that the steady-state response and transient characteristics achieved by the FO (PI + PD)
cascade controller are superior to the ones obtained by the multistage FOPID controller. The proposed
controller was able to significantly reduce the source current THD to less than 2%, which is about a
52% reduction compared to the previous work in the introduction. Finally, the studied SAPF system
with the proposed cascade controller was developed in the hardware-In-the Loop (HiL) simulation
for real-time examinations.

Keywords: three-phase shunt active power filter; repetitive controller; fractional-order (PI + PD)
cascade controller; multistage fractional-order PID Controller

1. Introduction

At present, developments in power electronic technology have led to a major increase
in the usage of power electronic converters in the power grid while also increasing the use
of electrical energy. However, power electronic converters generate reactive power and
harmonics, which pollute the power system [1]. Therefore, the optimal compensation of
nonlinear loads’ harmonics is an important issue in power networks. Current harmonics
boost losses, destroy the quality of the voltage sine waveform, cause metering devices to
malfunction, and may lead to resonances and interferences [2]. As a result, distortions
in current and voltage sine waveforms are not only a source of technical problems, but
also have economic effects [3]. There are several popular devices such as active power
filters (APFs), which may be of a series, shunt or hybrid type [4–6], static compensator, and
unified power quality controller. These utilities are widely used to decrease power quality
problems [7] that affect the distribution side [8].

From the viewpoint of circuit topology, Reference [9] has a more comprehensive
taxonomy of available APFs, which are divided into parallel/series/hybrid type and other
types. The active power filter is an effective inhibition device of active compensation
harmonics that can efficiently omit harmonic contamination and improve the power factor
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compared with the classic passive filter [10]. Although series and/or shunt APFs are
generally used to eliminate power quality problems, shunt APFs are used more often
than series APFs due to their excellent performance [11,12]. SAPF is an especially efficient
solution for power quality issues [13], and can reduce harmonic pollution [14–19] and
compensate reactive power generated by linear/nonlinear loads in distribution networks.
Therefore, SAPFs play an increasingly essential role in power distribution and delivery [20].
These filters are connected in parallel with the nonlinear loads to remove undesired current
harmonics. A traditional PI controller or other control techniques, combined with the
repetitive controller, can modify the dynamic response time of the repetitive controller [21].

In most cases, some characteristics should be complied with, such as low total har-
monic distortion (THD) for the compensated currents and a fast transient response. To
ensure an excellent design, it is believed that compromises must be found between some dif-
ferent necessities. Therefore, applying a multi-objective optimization approach to achieve a
set of desirable objective functions based on the APFs’ specifications is essential. SAPFs
equipped with repetitive controllers promise an excellent compensation at steady-state
with a slow, transient response [22]. In Reference [23], a traditional PI controller and FOPI
controller were used to promote the performance of a 25-kVA parallel active filter based
on the NSGA-II optimization approach. The optimization results proved that the obtained
results using the FOPI controller were more acceptable than the achieved results by the tra-
ditional PI controller. The minimum obtained value of THD was about 3.8% in this article.
In Reference [24], research was carried out looking at the superiority of FOPID controller
compared to the integer-order PID controller. In fact, it is believed that the fractional-order
PID/PI controller has a better performance than the integer-order PID/PI controller. In
a different work, researchers presented the multistage PID controller for the automatic
generation control of power systems. Hence, we were inspired by the multistage PID
controller to devise a novel method, called a multistage fractional-order PID controller [25].
In the present research, a novel optimal fractional-order controller is proposed to achieve a
better performance from the 25-kVA parallel active power filter, called a fractional-order
(PI + PD) cascade controller, which was recently presented in Reference [26]. In addition,
another fractional-order controller is designed for comparison with our proposed method.
To the best of our knowledge, this controller was applied for the first time in this case study.
It is called a multistage fractional-order PID controller.

As mentioned before, two different controllers were designed to optimize the perfor-
mance of the shunt active power filter with the high-performance repetitive controller called
the fractional order PI-fractional order PD cascade controller and multistage fractional-
order PID controller. These controllers were designed based on the NSGA-II optimization
method. This optimization approach is still a powerful multi-objective optimization tech-
nique to minimize the objective functions that the other researchers are using in several
fields [27–39]. According to this optimization method, there are two result categories:
one of them is related to the variables selected to design each controller, called the Pareto
Optimal Set (POS), and another set of results is concerned with two objective functions,
called the Pareto Optimal Front (POF). It is mandatory to choose an appropriate range for
each variable in order to reach an excellent POF.

An acceptable performance means achieving both fast transient/settling time to ob-
tain an appropriate transient response and a low THD to obtain a proper steady-state
response [22,23]. It should be mentioned that transient time and THD are taken as two
objective functions that must be simultaneously minimized, as well as settling time and
THD. In fact, there is a compromise between two objective functions: the smaller the value
of one, the higher the value of the other, and vice versa. In this research, first, the proposed
controller is applied to acquire some transient/settling time and THDs, which are the
same POF; therefore, the obtained results show the efficiency of this controller. Secondly, a
multistage FOPID controller is used; different results are obtained for this, which include
transient/settling time and THDs similar to the proposed controller. Eventually, the ob-
tained results from both controllers are compared to show the better performance of the
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proposed method for a three-phase shunt active power filter. The key contributions of the
present study are summarized as follows:

1. Fractional controller is applied due to its having more tunable parameters, which
allow for more flexibility to achieve a high accuracy.

2. The cascade controller is able to rapidly reject disturbance before it leaks to the other
parts of the system.

3. Multi-objective NSGA-II algorithm offers optimal solutions to multidimensional
objective functions, which minimize the THD.

The rest of this paper is structured as follows: Section 2 outlines the system under
study, which is a three-phase shunt active power filter with a high-performance repetitive
controller. In Section 3, the proposed controllers are implemented. Section 4 describes
the NSGA-II optimization method, objective functions, case studies, and design parame-
ters. The real-time results are discussed in Section 5, and, finally, Section 6 summarizes
the conclusions.

2. Shunt Active Power Filter and Repetitive Controller

Some devices, such as passive, active, or hybrid power filters and operation strategies,
have been developed for the local correction of power-quality problems [40–43]. Since the
performance of SAPFs is more dependent on the current control method, many current-
control schemes have been proposed in the research [44–46]. However, in this research, a
25-kVA parallel active power Filter (Figure 1) with a high-performance repetitive controller
(Figure 2) is optimized [22].

 

Figure 1. Structure of the 25-kVA SAPF [22,46].

Figure 2. Structure of repetitive controller [22,46].

As seen in Figure 1, with these specifications Vs = 380 v, fs = 50 Hz and Is = 80 A [22],
the functioning idea is based upon the injection of a compensating current into the net-
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work, which provides the basic reactive component and the harmonic currents due to
the distorting load operation. Hence, a reference waveform for the current to be injected
in the alternative current (AC) network should be provided by the control unit, so that
the inverter is required to produce a current that is as close as possible to the reference.
In Figure 1, LS is the equivalent supply inductance, as seen by the bus where the active
filter and the distorting load are connected; LL is the equivalent inductance of the line
supplying the load, while LF is the inductance of the series inductor filter [47]. In 1981, the
repetitive control notion was initially developed [48–50]. The primary motivations and
representative examples include the rejection of periodic disturbances in a power supply
control application [48,50] and the tracking of periodic reference inputs in a motion control
application [49,50]. The repetitive controller is mainly used in continuous processes to
track or reject periodic exogenous signals [50]. Although this controller has a high tracking
operation, its operation is inherently slow. This controller is inserted in series with a used
controller, which is a PI controller in this figure, as shown in Figure 2, and a discrete
Fourier transform (DFT) is used. This DFT has a frequency response that almost equals the
frequency response used to track the harmonic reference (Figure 2) [51]. Equation (1) gives
us the discrete transfer function of the mentioned DFT.

FDFT(Z) =
2
N

N−1

∑
i=0

(
∑

k∈Nh

cos
[

2π

N
h(i + Na)

])
Z−i (1)

Here, N is the number of the coefficients; Nh is the set of selected harmonic frequencies,
and Na is the number of leading steps that are essential to guarantee the stability of the
system. In fact, (1) can be considered a finite-impulse response (FIR) band pass filter of
N taps with a unity gain at all selected harmonics h, and is also called a discrete cosine
transform (DCT) filter [51].

3. Fractional Controllers

3.1. Fractional-Order PID Controller (FOPID Controller)

The traditional PID controllers are basic, robust, impressive, and easily implementable
control techniques [25]. The transfer function of the PID controller is as follows:

TPID(s) = Kp + KiS−1 + KdS (2)

In recent years, one of the best possibilities for improving the quality and robustness
of PID controllers is to apply fractional-order controllers with non-integer derivation and
integration parts [52,53]. The PIαDβ controller generalizes the PID controller including an
integrator of order α and a differentiator of order β.

The transfer function of the FOPID controller is acquired using the Laplace transfor-
mation, as given below:

TFOPID(s) = Kp + KiS−α + KdSβ (3)

To design a FOPID controller, three parameters (Kp, Ki, Kd) and two non-integer
orders (α, β) should be optimally determined.

3.2. Fractional-Order (PI + PD) Cascade Controller

As far as we know, it is difficult to achieve an excellent performance in terms of
transient/steady-state response using a conventional PID controller. In this study, we
applied a FOPI-FOPD cascade controller and a multistage FOPID controller instead of
the traditional PI controller, as seen in Figure 2. Therefore, the FO (PI + PD) cascade
controller is our proposed controller. It includes two controllers, which were connected in
cascade, as shown in Figure 3. One of them is the FOPI controller and the other one is the
FOPD controller. When the FOPI receives the ACE signal, the fractional-order PI controller
produces a signal, which also operates as the input of another controller. The output of the
FO (PI + PD) cascade controller is the reference power setting or control input.

314



Designs 2022, 6, 32

Figure 3. The structure of FO (PI + PD) controller.

ΔPre f for the electric power systems to be controlled, as mathematically given by
Equation (4):

ΔPre f = ACE ×
(
Kp1 + Kis−∝)× (Kp2 + Kdsβ

)
(4)

For ∝= 1 and β = 1 the FOPI-FOPD cascade controller is transformed to a simpler
form of conventional PI − PD cascade controller, i.e., Kp1, Ki, Kp2, Kd, α, and β are six
variable parameters that must be optimized.

Three objectives contribute to the design of the FO (PI + PD) cascade controller. First
of all, it should be economical, straightforward, and easy to apply and develop. As a
result, its operation is comparable to that of a PID controller. Second, PI and PD controllers
are cascaded, i.e., PI − PD, to combine the benefits of their distinct specifications and
capabilities. On the other hand, a cascade controller has more adjustable parameters than a
non-cascade controller, and it is obvious that if there are more adjustable parameters, the
controller will provide a better system performance. Furthermore, the cascade controller is
attractive because it can rapidly reject disturbances, before they reach the rest of the system.
To comply with the third goal, a non-integer integrator/derivative order is considered,
i.e., FOPI-FOPD, to enhance its freedom to design and promote PI – PD cascade controller
performance [26].

3.3. Multistage Fractional-Order PID Controller

As stated before, it is difficult to obtain an excellent performance when applying a
classic PID controller. According to Equation (2), increasing the integral gain to eliminate
the steady-state error worsens the system’s transient response. The existence of integral
gain affects the speed and stability of the system during transient conditions, which leads
to decreases in these parameters. To improve the transient response, the integrator must
be disabled during the transient part [25]. A two-stage FOPD-FOPI controller with a first-
stage fractional-order PD controller and a second-stage fractional-order PI controller can
accomplish this. Sensors generate noise in an automated control system. This noise usually
has a high frequency. Sometimes, the tie-line telemetry system generates noise. Due to this
noise, if the derivative term is used, the plant input becomes excessively big. As a result, it
can be removed by applying a first-order derivative filter that reduces the high-frequency
noise. Figure 4 depicts the structure of the presented multistage FOPID controller. The
transfer function of the multistage FOPID controller is represented by:

Tmultistage−FOPID(s) =
[

Kp + Kd

[
N

N + Sβ

]]
×
[

1 + Kpp +
Ki
Sα

]
(5)

In the controller scheme shown in Figure 4, Kp, Kd, β, Ki, α, Kpp and N are proportional,
derivative, non-integer derivative, integral, non-integer integral, proportional gain, and
filter coefficient, respectively. The input of the controller is Area Control Error (ACE), as
well as output of the controller is (ΔF), which produces a control signal through these
two stages. Afterward, this enters the power system. It is worth noting that the frequency
deviation (ΔF) is the ACE in the case of a single-area system.
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Figure 4. The structure of multi-stage FOPID controller.

4. NSGA-II Optimization Method and Objective Functions

4.1. NSGA-II: An Overview

NSGA-II is a popular multi-objective-optimization algorithm, which has three particu-
lar specifications: a speedy non-dominated sorting approach, prompt crowded distance
estimate method and simple crowded comparison operator [54]. Typically, NSGA-II is
described in detail as follows:

1. Population initialization:

The population must be initialized based upon the range of the problem and
its limitations.

2. Non-dominated sorting process based upon non-domination criteria of the population
that was initialized.

3. Crowding distance:

When the sorting is complete, the value of the crowding distance is determined
in advance. The individuals in the population are chosen based on crowding distance
and rating.

4. Selection:

Individuals are selected by applying a binary contest election with a crowded-
comparison operator.

5. Genetic Operators:

Actual coded GA is achieved by applying simulated polynomial mutation and bi-
nary crossover.

6. Recombination and selection:

Population of children and population of the current generation are combined. The
next generation is set by election. The new generation is filled by each front until the size
of the population exceeds the current population size [55]. Figure 5 shows the NSGA-
II procedure.

4.2. Objective Functions

The purpose of this work is to minimize the transient/steady-state response as two
objective functions by the proposed controller based on the NSGA-II optimization technique.
It offers optimal solutions to multidimensional objective functions [23]. Three objective
functions have been chosen, which must be minimized in two case studies, as follows:

1. Steady-State Response (THD (up to the 50th harmonic) of the source current)

Steady-State Response: In electronics, steady-state is an equilibrium condition of a
circuit that occurs when the effects of transients are no longer important. Steady-State
determination is an important issue because many design features of electronic systems are
given in terms of their steady-state characteristics. The periodic steady-state solution is also
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a prerequisite for small-signal dynamic modeling. The steady-state analysis is, therefore,
an essential component of the design process.

Total harmonic distortion (THD) is a widely occupied concept when defining the level
of harmonic content in alternating signals, which is measured in percentages.

2. Transient Response (Transient/Settling Time): In electrical engineering, transient
response is the response of a system to changes from the equilibrium. The impulse
response and step response are transient responses to a specific input (an impulse and
a step, respectively).

Rise time or transient time (tr) refers to the time required for a signal to alter from a
specified low value to a specified high value. Usually, these values are 10% and 90% of the
step height. Settling time (ts) is the time needed for a response to become steady. This is
defined as the time needed by the response to reach and remain within the determined
range of from 2% to 5% of its final value. Therefore, the following two case studies were
considered to be synchronously minimized:

Case study 1: THD (up to the 50th harmonic) and Transient (Rise) Time must be
synchronously minimized.

Case study 2: THD (up to the 50th harmonic) and Settling Time must be synchronously
minimized.

The set of designing parameters used to minimize the objective functions is presented
in the next section.

 

Figure 5. Flowchart of non-dominated sorting genetic algorithm (NSGA-II) [56].
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4.3. Design Parameters

DC bus voltage (Vdc) and the FO (PI + PD) cascade controller parameters, which are
Kp1, Ki, Kp2, Kd, α and β, in Figure 3, as well as Vdc and multistage FOPID controller param-
eters, which are Kp, Kd, β, Ki, α, Kpp and N in Figure 4, are determined based on the NSGA-II
optimization technique. Vdc affects the transient response and the steady-state response in
the shunt active power filter. In fact, it acts an important role to decrease current harmonics,
i.e., THD. Hence, it was chosen as a design variable. In this optimization approach, the
mentioned parameters are experimentally limited. These limitations dramatically reduce
the computational time [41]. Therefore, it is said that Kp1, Ki, Kp2, Kd, α, β, Vdc are POS
members for the FO (PI + PD) controller, and the POS for multistage FOPID controller has
the following parameters:

Kp, Ki, Kpp, N, Kd, α, β, Vdc. As mentioned before, the different obtained values
from POS members are called POF, and concern the values of the objective functions.

The general multi-objective optimization problem is considered as the following, with
x as the design:

Minimize

g = f (x) = ( f1(x), . . . fi(x), . . . fk(x))

Subject To :

x = (x1, x2, . . . xn) ∈ X

(6)

where k is the number of objective functions, n is the number of inequality constraints, x is
a vector of design variables, and f (x) is a vector of the objective functions to be minimized.
Figure 6 depicts a Pareto front block diagram.

Figure 6. A Pareto front of the multi-objective problem.

Therefore, in this research, for the first case study, the goal is as follows:

Minimize

g = f (x) = (THD(up to the 50th harmonic), tr)

Subject To :

x =
(
Kp1, Ki, Kp2, Kd, α, β, Vdc

)
∈ X f or FO (PI + PD)controller,

x =
(
Kp, Ki, Kpp, N, Kd, α, β, Vdc

)
∈ X f or multistage FOPID controller

(7)
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For the second case study, the goal is as follows:

Minimize

g = f (x) = (THD(up to the 50th harmonic), ts)

Subject To :

x =
(
Kp1, Ki, Kp2, Kd, α, β, Vdc

)
∈ X f or FO (PI + PD)controller,

x =
(
Kp, Ki, Kpp, N, Kd, α, β, Vdc

)
∈ X f or multistage FOPID controller

(8)

5. Real-Time Simulation Results

In this research, the 25-kVA parallel APF in Figure was developed in the hardware-
In-the Loop (HiL) to verify the efficiency of the proposed control scheme in the real-time
framework. The HiL set-up based on the OPAL-RT simulator was adopted to consider the
effects of the control errors and computation delays on the SAPF system (see Figure 7) [57].
The compensator was a three-phase PWM inverter with a switching frequency of 10 kHz.
A 3.3 us dead time was also considered for the inverter’s switches [22]. The NSGA-II
algorithm in the aforementioned case studies was implemented for 20 generations. Each
generation includes 30 individuals. For all the sections of the case studies, the remaining
parameters for the repetitive controller were: N = 200, Na = 3, and k f = 1 [51]. For the FO
(PI + PD) cascade controller and multistage FOPID controller, the Crone approximation
with order 5 and frequency range equals [0.01; 1000] rad/s has been considered. According
to the above description, all tables and figures related to POF show the optimization results
after 20 generations based on the NSGA-II multi-objective optimization method.

Figure 7. Process of HiL setup based on OPAL-RT (a) illustration of real-time simulation, (b) compila-
tion process.
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5.1. Case Study 1: THD (up to the 50th Harmonic) and Transient (Rise) Time Must Synchronously
Be Minimized

Transient time and settling time can determine the transient response. In this case
optimization, the rise time is the quantity that must be optimized with the THD. This time
is defined as the time gap between the beginning of the compensation and the time when
the THD starts to be lower than 5% [22]. Here, THD (up to the 50th harmonic) of the source
current and rise time were synchronously minimized. The system outcomes achieved using
an FO (PI + PD) cascade controller and multistage FOPID controller are as follows.

5.1.1. First Section of the First Case Study: Applying FO (PI + PD) Cascade Controller

In this work, the POS for FO (PI + PD) cascade controller included (Kp1, Ki, Kp2, Kd, α,
β) and Vdc. The obtained results from POS members are known as POF; the POF is related
to THD values and rise time. All obtained results are optimal, but the designer can pick
one of them based on any other issues posed by the technical, economical, or managerial
benefits requirements. The THD range and transient time for the FO (PI + PD) cascade
controller are important from the technical viewpoint. According to Table 1, the lowest
THD and the highest rise time are related to row no. 6; row no. 9 is concerned with the
highest THD and the lowest rise time, as shown in Figure 8:

Table 1. POS and POF for FO (PI + PD) cascade controller.

No Kp1 Ki Vdc Kp2 Kd α β THD (%) tr(s)

1 2.4154 10.4602 815.0000 3.0000 0.4257 0.7481 0.3224 1.9673 0.0369
2 2.0321 10.4680 815.0000 2.5807 0.4287 0.7496 0.3224 1.9048 0.0387
3 1.9759 12.4680 815.0000 3.0000 0.4257 0.7481 0.3224 2.0416 0.0368
4 2.2689 12.4055 815.0000 3.0000 0.4287 0.7481 0.3224 2.0654 0.0367
5 1.9759 12.4680 815.0000 2.5807 0.4287 0.7481 0.3216 1.8360 0.0388
6 2.0321 12.4679 814.9904 2.5807 0.4287 0.7481 0.3224 1.8068 0.0388
7 2.2689 12.4055 814.9904 2.5807 0.4287 0.7481 0.3224 1.9122 0.0387
8 2.4154 10.4602 815.0000 2.9902 0.4703 0.7481 0.3302 2.1114 0.0366
9 2.2970 12.4680 814.6924 3.0000 0.4257 0.7481 0.3224 2.1513 0.0366
10 2.4154 10.4602 814.9994 2.9902 0.4257 0.7481 0.3224 2.1024 0.0366
11 2.4154 10.4602 815.0000 2.9207 0.4287 0.7481 0.3224 1.9616 0.0370
12 2.4154 10.4602 815.0000 2.5807 0.4287 0.7480 0.3212 1.9345 0.0385

Figure 8. POF for FO (PI + PD) cascade controller.

The compensated source current (Figure 9) and THD (Figure 10) diagrams are related
to row no. 6, also Is (Figure 11) and THD (Figure 12) diagrams are associated with row
no. 9 as below:
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Figure 9. Compensated source current for row no. 6 (Lowest THD) using FO (PI + PD) cascade
controller.

Figure 10. Row no. 6 (with the lowest THD at steady-state) using FO (PI + PD) cascade controller.

Figure 11. Compensated source current for row no. 9 (Highest THD) using FO (PI + PD) cascade
controller.

Figure 12. Row no. 9 (with the highest THD at steady-state) using FO (PI + PD) cascade controller.

Figure 10 (row no. 6) and Figure 12 (row no. 9) show the variations in THD using the
FO (PI + PD) cascade controller. By looking at these two figures, we can see that the value
of THD in Figure 10 is lower than the THD value in Figure 12. Additionally, this claim is
valid for subsequent sections with similar conditions.
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5.1.2. Second Section of the First Case Study: Applying Multistage FOPID Controller

According to Table 2, (Kp, Ki, Vdc, Kpp, N, Kd, α, β) are members of POS. THD and tr
are concerned with POF. In the case of variables for the multistage FOPID controller and
Vdc has already been discussed. This table shows that row no. 2 is related to the lowest
THD and the highest rise time; row no. 7 is associated with the highest THD and the lowest
rise time, as shown in Figure 13.

Table 2. POS and POF for multistage FOPID controller.

No Kp Ki Vdc Kpp N Kd α β THD (%) tr(s)

1 2.5400 12.4261 719.0607 11.2424 1.7693 0.9098 0.9000 0.0287 2.0274 0.0386
2 1.8393 10.7355 573.2281 11.7506 1.6734 0.1000 0.9408 0.0904 1.9219 0.0393
3 2.6000 13.2472 601.7378 11.7506 1.6734 0.6063 0.9041 0.0287 2.0992 0.0370
4 2.6000 10.0000 812.8484 11.7428 1.0054 0.2728 0.9683 0.0760 2.0621 0.0386
5 2.5315 13.8570 812.8484 11.7424 1.7693 0.2728 0.9683 0.0535 1.9946 0.0388
6 2.4969 13.8570 812.8484 11.6879 1.7547 0.9098 0.9683 0.0287 1.9299 0.0389
7 2.5764 11.1837 529.0360 11.3453 1.6186 0.4805 0.9335 0.0801 2.8242 0.0369
8 2.5764 11.5726 686.4316 11.9324 1.5213 0.6709 0.9335 0.0960 2.2386 0.0369
9 2.5764 11.5745 686.4515 11.9324 1.5213 0.6709 0.9336 0.0967 2.1409 0.0369

10 2.5764 11.5764 686.4515 11.9324 1.5213 0.6709 0.9336 0.0967 2.2158 0.0369

Figure 13. POF for multistage FOPID.

Is (Figure 14) and THD (Figure 15) diagrams are concerned with row no. 2, also the
compensated source current (Figure 16) and THD (Figure 17) diagrams are related to row
no. 7 as follows:

Figure 14. Compensated source current for row no. 2 (lowest THD) using the multistage FOPID
controller.
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Figure 15. Row no. 2 (with the lowest THD at steady-state) using a multistage FOPID controller.

 
Figure 16. Compensated source current for row no. 7 (highest THD) using a multistage FOPID
controller.

Figure 17. Row no. 7 (with the highest THD at steady-state) using a multistage FOPID controller.

Figure 15 (row no. 2) and Figure 17 (row no. 7) illustrate the changes in source current
THD using a multistage FOPID controller. Therefore, by comparing Figures 15 and 17, it is
obvious that the THD value in Figure 17 is higher than the THD value in Figure 15.

5.1.3. Third Section of the First Case Study: Comparison between FO (PI + PD) Cascade
Controller and Multistage FOPID Controller

In this section, the real-time results of two controllers are compared with each other.
Figure 18 depicts a comparison between the obtained POF values of FO (PI + PD) cascade
controller and the acquired POF values of a multistage FOPID controller. This figure proves
that the values obtained by the FO (PI + PD) cascade controller dominate all the values
using a multistage FOPID controller. Figure 19, which has two parts, shows a comparison
between the values of current THD that were obtained using these two controllers. The
magnified part precisely demonstrates that the FO (PI + PD) cascade controller has better
behavior than the multistage FOPID controller. Additionally, this figure shows that the
THD (around 1.8068%) related to our proposed controller reached steady-state earlier than
the THD (around 1.9219%), which is related to the other controller.
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Figure 18. POF of FO (PI + PD) cascade and multistage FOPID controller—a comparison.

Figure 19. THD of “row no. 6 in Table 1” and “row no. 2 in Table 2”—a comparison.

In the following, it is worth noting that Figure 20 shows that the THD (around 2.1513%),
which is related to row no. 9 in Table 1, is much lower than the THD (around 2.8242%),
which is seen in row no. 7 in Table 2. As a result, this figure also confirms the superiority
of the FO (PI +PD) cascade controller compared to the multistage FOPID controller in
this research.

Figure 20. THD of “row no. 9 in Table 1” and “row no. 7 in Table 2”—a comparison.

5.2. Case Study 2: THD (up to the 50th Harmonic) and Settling Time Must Synchronously
Be Minimized

In the second case study, the THD (up to the 50th harmonic) of the source current
and settling time were chosen to be minimized at the same time. Therefore, a low THD is
necessary, and the transient response of the compensator is momentous, especially when
quick and frequentative variations occur in the load [22]. In this part, the settling time was
computed based on the time needed for the source current THD to reach and stay inside
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a ±2% error band near its steady-state value. The system results that were obtained by
means of FO (PI + PD) cascade controller and multistage FOPID controller are as follows.

5.2.1. First Section of the Second Case Study: Applying FO (PI + PD) Cascade Controller

According to Table 3, as stated, (Kp1, Ki, Kp2, Kd, α, β) and Vdc are related to POS. THD
and ts are associated with POF. This table indicates that the lowest THD and the highest
settling time are related to row no. 3. Row no. 7 is concerned with the highest THD and the
lowest settling time, as shown in Figure 21.

Table 3. POS and POF for FO (PI + PD) cascade controller.

NO Kp1 Ki Vdc Kp2 Kd α β THD (%) ts(s)

1 1.2000 13.9922 816.6667 2.1886 1.2999 0.8416 0.3667 1.8429 0.1130
2 1.2000 13.9922 816.6667 2.1618 0.0100 0.7333 0.6349 1.8836 0.1013
3 2.4667 13.4800 816.6667 2.2449 1.2999 0.8416 0.3667 1.7717 0.1197
4 3.0667 14.2904 552.2070 3.0000 1.3000 0.6000 0.3667 2.7445 0.0643
5 2.6000 10.0000 616.6667 2.1667 0.8700 0.6000 0.1000 2.0936 0.0720
6 2.6000 10.0000 616.6667 2.1618 0.8700 0.9999 0.1000 2.0609 0.0763
7 2.6000 10.0000 500.0000 2.1618 1.3000 0.6002 0.1000 2.7926 0.0590

Figure 21. POF for FO (PI + PD) cascade controller.

For a fair comparison in the third section, “row no. 1” should be selected as an
example, instead of “row no. 3”, because the POF values related to the first row can
thoroughly dominate the values of the corresponding POF in the next table. Therefore, the
compensated source current (Figure 22) and THD (Figure 23) diagrams are associated with
row no. 1, also Is (Figure 24) and THD (Figure 25) diagrams are concerned with row no. 7,
as shown below:

Figure 22. Compensated source current for row no. 1 (THD = 1.8429) using FO (PI + PD) cascade
controller.

325



Designs 2022, 6, 32

Figure 23. Row no. 1 (with THD = 1.8429 at steady-state) using FO (PI + PD) cascade controller.

Figure 24. Compensated source current for row no. 7 (highest THD) using FO (PI + PD) cascade
controller.

Figure 25. Row no. 7 (with the highest THD at steady-state) using FO (PI + PD) cascade controller.

Figure 23 (row no. 1) and Figure 25 (row no. 7) show the changes in THD using the
FO (PI + PD) cascade controller.

Based on the above-mentioned results, we can recognize that Figure 25, which has a
higher THD value, reached steady-state earlier than Figure 23. In other words, Figure 25
has a lower settling time than Figure 23.

5.2.2. Second Section of the Second Case Study: Applying Multistage FOPID Controller

According to Table 4, as previously mentioned, (Kp, Ki, Vdc, Kpp, N, Kd, α, β) are
members of POS. THD and ts are related to POF. This table shows that the lowest THD and
the highest settling time are shown in row no. 1. The highest THD and the lowest settling
time are shown in row no. 3, as seen in Figure 26:
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Table 4. POS and POF for multistage FOPID controller.

NO Kp Ki Vdc Kpp N Kd α β THD (%) ts(s)

1 2.5434 11.0508 794.7464 11.6264 1.3662 0.8016 0.9822 0.0984 1.8948 0.1180
2 2.5432 11.8920 763.7147 11.9952 1.2958 0.8016 0.9399 0.0321 2.1301 0.0829
3 2.4183 11.7547 490.0000 11.9461 0.1583 1.0000 0.9169 0.0886 2.9171 0.0597
4 2.1557 11.8764 763.7147 11.2523 0.2918 0.4703 0.9822 0.0984 1.9191 0.1100
5 2.1426 11.8998 763.7147 11.2523 0.2754 0.4703 0.9688 0.0984 1.9363 0.1065
6 2.1426 11.8920 763.7147 11.2523 0.2918 0.8016 0.9688 0.0666 1.9108 0.1153
7 2.3213 10.6331 547.4531 11.0189 1.2924 0.2266 0.9267 0.0921 2.2803 0.0762

Figure 26. POF for multistage FOPID controller.

Is (Figure 27) and THD (Figure 28) diagrams are related to row no. 1, also Is (Figure 29)
and THD (Figure 30) diagrams are associated with row no. 3, as follows:

Figure 27. Compensated source current for row no. 1 (lowest THD) using multistage FOPID
controller.

Figure 28. Row no. 1 (with the lowest THD at steady-state) using multistage FOPID controller.
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Figure 29. Compensated source current for row no. 3 (highest THD) using multistage FOPID
controller.

Figure 30. Row no. 3 (with the highest THD at steady-state) using multistage FOPID controller.

Figure 28 (row no. 1) and Figure 30 (row no. 3) indicate the variations in THD using a
multistage FOPID controller. As in the two aforementioned figures, the difference between
the values of THD and settling time is quite explicit.

5.2.3. Third Section of the Second Case Study: Comparison between FO (PI + PD) Cascade
Controller and Multistage FOPID Controller

In this section, Figure 31 shows a comparison between Figures 21 and 26. As discussed
earlier, Figure 21 is related to POF values, which were obtained using FO (PI + PD) cascade
controller, and Figure 26 is concerned with POF that was achieved using the multistage
FOPID controller. This figure confirms that the values acquired using the FO (PI + PD) cas-
cade controller dominate the values by means of the multistage FOPID controller. Figure 32
shows a comparison between the THD values obtained by the mentioned controllers. The
magnified part of this figure affirms that the multistage FOPID controller was dominated
by the proposed controller. Moreover, this figure demonstrates that the THD (around
1.8429%), which is associated with the FO (PI + PD) controller, reached steady-state sooner
than the THD (around 1.8948%) related to the multistage FOPID controller.

Finally, Figure 33 demonstrates that the THD (around 2.7926%), which is related to
row no. 7 in Table 3, is lower than the THD (around 2.9171%), which is seen in row no. 3 in
Table 4. Hence, this figure also affirms that the performance of the proposed controller is
better than the multistage FOPID controller in this research.
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Figure 31. POF of FO (PI + PD) cascade and multistage FOPID controller—a comparison.

Figure 32. THD of “row no. 1 in Table 3” and “row no. 1 in Table 4”—a comparison.

Figure 33. THD of “row no. 7 in Table 3” and “row no. 3 in Table 4”—A comparison.

5.3. Summary

In this section, this work and the obtained results are stated. The steps were as follows:

• We designed two different controllers to improve the performance of a shunt active
power filter based on the NSGA-II optimization approach.

• The mentioned controllers were the FO (PI + PD) cascade controller and multistage
FOPID controller.

• For the first time, we devised a multistage FOPID controller using the inspired multi-
stage PID.

• FO (PI + PD) cascade controller was our proposed controller, which was compared
with the other controller.

329



Designs 2022, 6, 32

• The obtained results demonstrate that the first controller is superior to the other one.
Table 5 shows the compared THDs with their corresponding tr and ts.

Table 5. POF for FO (PI + PD) cascade/ Multistage FOPID controller—a comparison.

NO Controller THD (%) t r(s) THD (%) ts(s)

1 FO (PI + PD) cascade 1.8068 0.0388 1.8429 0.1130
2 Multistage FOPID 1.9219 0.0393 1.8948 0.1180
3 FO (PI + PD) cascade 2.1513 0.0366 2.7926 0.0590
4 Multistage FOPID 2.8242 0.0369 2.9171 0.0597

Row no. 1/2 and row no. 3/4 show the lowest/highest THD for each controller,
respectively. The obtained POF demonstrates that the lowest values belong to the FO
(PI + PD) cascade controller.

6. Conclusions

In this paper, two new controllers, called the FO (PI + PD) cascade and multistage
FOPID controller, were employed to promote the performance of a 25-kVA parallel active
power filter with a repetitive controller. They were devised based on the NSGA-II opti-
mization method, and each controller was applied instead of the classic PI controller in the
repetitive controller. Although both are powerful and practical, the FO (PI + PD) cascade
controller was the proposed compensator in this study. It should be mentioned that the cas-
cade controller can rapidly reject disturbance before it leaks to the other parts of the system.
Eventually, real-time results based on the HiL setup proved that the intended controller has
better behavior than the multistage FOPID controller in terms of its steady-state/transient
response. Despite the successful performance of the proposed scheme, it suffers from a lack
of adaptivity, because the control gains are adjusted in an offline manner. Therefore, the
future work can be directed towards the development of robust control design using the
training ability of neural networks.
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Abstract: Energy system integration enables raising operational synergies by coupling the energy
infrastructures for electricity, methane, and hydrogen. However, this coupling reinforces the infras-
tructure interdependencies, increasing the need for integrated modeling of these infrastructures. To
analyze the cost-efficient, sustainable, and secure dispatch of applied, large-scale energy infrastruc-
tures, an extensive and non-linear optimization problem needs to be solved. This paper introduces a
nested decomposition approach with three stages. The method enables an integrated and full-year
consideration of large-scale multi-energy systems in hourly resolution, taking into account phys-
ical laws of power flows in electricity and gas transmission systems as boundary conditions. For
this purpose, a zooming technique successively reduces the temporal scope while first increasing
the spatial and last the technical resolution. A use case proves the applicability of the presented
approach to large-scale energy systems. To this end, the model is applied to an integrated European
energy system model with a detailed focus on Germany in a challenging transport situation. The use
case demonstrates the temporal, regional, and cross-sectoral interdependencies in the dispatch of
integrated energy infrastructures and thus the benefits of the introduced approach.

Keywords: multi-energy systems; optimal power and gas flow; dispatch optimization; hydrogen
infrastructure; large-scale optimization; decomposition

1. Introduction

1.1. Motivation

In order to achieve greenhouse gas neutrality, energy policies like the Green Deal
of the European Commission aim for energy system integration [1]. Besides high energy
efficiency, integrated energy systems are characterized by a versatile energy mix that
includes molecule-based energy carriers in addition to electricity [2]. These include natural
gas transitionally and hydrogen, as well as biogenic and synthetic methane in the long
term. Moreover, a coordinated and cross-sectoral operation of the energy infrastructures,
hereinafter referred to as integrated energy infrastructures (IEI), is an important property
of integrated energy systems [2].

In renewable energy systems, the electricity infrastructure needs to integrate large
amounts of intermittent renewable energy sources (RES). This results in high demand for
spatial and temporal flexibility in terms of transport as well as short-term and seasonal
storage options [3]. A bidirectional coupling with the existing gas infrastructure by gas-
fired power plants and power-to-gas plants can provide this flexibility [4]. In addition to
the existing natural gas infrastructure, dedicated hydrogen infrastructures are supposed to
integrate RES and supply a future hydrogen economy [5].

In order to derive design principles for the future system, a comprehensive under-
standing of interactions between these infrastructures in operation is required. For example,
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cost-benefit analyses can be applied to analyze, evaluate, and compare different concepts
of IEI. Such analyses require a dispatch simulation in order to determine key indicators
such as costs, emissions or energy not served [6,7].

For modeling the dispatch of IEI, different requirements arise. IEI enable raising
system-wide synergies to operate the energy system cost-efficiently, sustainably, and se-
curely. However, interdependencies between the coupled infrastructures increase. To
adequately address these, an integrated modeling approach rather than a co-simulation
approach is necessary [8]. Furthermore, the provision of temporal flexibility by IEI requires
the modeling of a full year in at least hourly resolution [9]. Besides temporal resolution,
the choice of spatial resolution has a strong impact on the results of energy system mod-
eling [10]. To sufficiently model spatial flexibility, its transmission losses, and operating
limits, the physical laws determining the power flows must be considered [8,11]. Finally,
the modeling should be applicable to real interconnected energy systems, such as the
European energy system to draw application-related conclusions. Thus, the following
criteria serve as requirements for this paper:

• Integrated modeling of multi-energy-infrastructures
• Consideration of a full year in at least hourly resolution
• Consideration of transmission systems in nodal resolution and the physical laws

determining their power flows (electricity and gas flows)
• Application on real, large-scale energy systems

1.2. Literature Review on Dispatch Models for IEI

In the following, selected models are analyzed with respect to the raised requirements.
They either explicitly or implicitly simulate and optimize the dispatch of energy infrastruc-
tures. Table 1 provides an overview of selected models. The discussed models consider at
least two coupled infrastructures and pursue an integrated modeling approach. This list
does not claim to be complete but is intended to provide a broad overview of the literature.

Integrated electricity and gas market models represent a model class of dispatch
models that focus on simulating the dispatch of power plants (Unit Commitment and
Economic Dispatch) and gas supply [12–16]. Due to present dependencies on district
heating systems, these are mostly modeled as additional boundary conditions for dispatch.
Market simulations have a high application orientation and are therefore usually applied
to real energy systems such as the European or American energy markets [12,14]. These
models focus on a full-year consideration with high temporal resolution (1 h or 15 min) as
well as a high level of technical detail in the modeling of power plants.

In contrast, the modeling of transmission networks for electricity is often simplified
by considering exchange capacities between bidding zones, following the zonal electricity
market design [12,13,16]. Transport within a bidding zone is then assumed to be free
of congestion. Alternatively, market simulations can model the nodal electricity market
design such as the commercial software PLEXOS [16]. PLEXOS applies the DC power
flow approximation. In market simulations, the transmission networks for gas are usually
modeled with a network flow algorithm with linear transfer capacities neglecting fluid
mechanics. Market simulations often apply decomposition approaches such as Lagrange
relaxation [17] to solve the resulting linear (LP) or mixed-integer problem (MIP) [13,16].

Investment models have similar qualities to market simulations since this model class
needs to model the system dispatch to adequately derive investment decisions. In contrast
to market simulations, investment models inherently consider the energy system as a whole,
so that interactions between all relevant energy carriers are taken into account. In addition
to aggregation in the spatial dimension, investment models such as DIMENSION+ [18],
REMod-D [19], IKARUS [20], and PRIMES [21] often aggregate in the temporal dimension
to extrapolate the operating costs from type days or weeks. Other investment models like
TIMES [22], REMix [23,24], and PyPSA [25] increase their spatial resolution by modeling
smaller regions or even network nodes and applying a DC power flow (see next paragraph)
between its interconnectors. Nemec-Begluk [26] develops a nested decomposition approach
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that allows modeling the transmission grid in nodal resolution with a DC power flow. Sub-
sequent to the investment decisions, the total period is sliced into smaller sections. Again,
gas infrastructures are not physically modeled in these approaches. Nonetheless, REMix
uses a more detailed representation of the gas infrastructure compared to other investment
models. It considers additional operational aspects of gas infrastructure dispatch such as
estimations for driving energy of compressors [24].

Optimal power and gas flow models (OPGF) represent a class of dispatch models, which
model the physical laws of power and gas flows in detail. Thus, they consider the phys-
ical potentials voltage and pressure. Since the integrated operation of the networks also
includes the dispatch of conversion plants such as power-to-gas plants or gas-fired power
plants, these models often optimize the dispatch of these plants in addition to network
optimization. For these models, modeling the non-linear physical laws resulting from
power and gas flows is the main challenge. The AC power flow equations describe the
trigonometric and quadratic dependence of active and reactive power flow from voltage
magnitude and phase angle. By assuming flat voltage profiles, small voltage angle differ-
ences and small resistance to reactance ratios (R/X), linear dependencies arise for modeling
the active power flow [27]. This so-called DC power flow approximation is a permissible
and common simplification for planning issues at transmission grid level [11]. Gas flows
are determined by fluid mechanics and described by three differential equations for mass,
momentum, and energy conservation [8]. Thus, transient modeling of dynamic gas flows
requires high spatial and temporal resolution. Complexity can be reduced by assuming
steady-state conditions, which is a common simplification for planning issues of gas trans-
mission networks [28]. However, this still results in a non-linear system of equations [29].
Under so called quasi-steady-state conditions, slow dynamics of mass conservation of gases
and linepack flexibility can be simplified considered in hourly resolution [29–32].

The commercial software SAInt [8,33] provides an integrated modeling approach with
AC power flows and transient gas flows. Source [30,34] also model the physical flows
in detail. Other approaches like [31,35–39] apply the DC power flow approximation as
well as steady-state gas flow assumptions to reduce the complexity of the OPGF problem.
Sources [29–32] consider simplified gas dynamics by using a quasi-steady-state formulation.
The non-linear optimization problem is often solved by applying piecewise linearization
approaches like in [35,38,39] or non-linear solvers like in [30,34,37]. The resulting problem
is often applied to small test systems and periods of usually 24 h since these approaches
are difficult to scale up for large problem sizes [29]. Chaudry et al. [36] solve the OPGF
problem for large-scale systems and 24 h using a commercial solver based on successive
linear programming (SLP). However, they also address problems with further scalability.
Löhr et al. [29] introduce a SLP-based approach showing good scaling properties. It is
applied to a power and gas transmission system with over 500 nodes each for a 24 h period.

The OPGF problem commonly considers the electricity and natural gas infrastructure.
A bidirectional coupling of electricity and gas infrastructure is a comparatively new aspect.
Therefore, power-to-gas plants are only modeled in [29,30,33]. Schwele et al. [40] addition-
ally consider heat infrastructures with physical thermal power flows. Hydrogen transport
grids are a new research topic in energy system analysis and are not considered explicitly in
the presented literature. The Energy Hub Concept by Geidl [41,42] basically allows modeling
any number of infrastructures and conversion processes between different energy carriers
as well as AC power and steady-state gas flows.

Therefore, this literature review shows a research gap. On the one hand, there are
energy system models, that can be applied for long periods and large-scale systems but
have a low spatial and technical resolution when modeling transmission infrastructures.
On the other hand, there are models with high spatial and technical detail, but can only be
applied to short periods and small systems. Thus, to the best of the author’s knowledge,
no model that meets all listed requirements for dispatch simulation of IEI exists.
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Table 1. Overview of selected existing dispatch models for integrated energy infrastructures.

References Name Model
Class

Energy Carrier Physics
Power/Gas

Spatial
Scope/Resolution

Temporal
Scope/Resolution

[12] Riepin et al. Market electricity, gas network flow Europe/country year/1 h
[13] Baumann Market electricity, gas network flow Europe/country year/1 h (1 d)

[14,15] Quelhas et al. Market electricity, gas, coal network flow USA/US regions year/1 h
[16] PLEXOS Market electricity, gas, heat DC/network flow USA/Europe/nodal year/(≥1 min)

[21] PRIMES Invest total energy system DC/network flow Europe /country years/1 h (type)
[23,24] REMix Invest total energy system DC/network flow Germany/regions years/1 h

[25] PyPSA Invest total energy system DC/network flow Europe/nodal years/1 h
[26] Nemec-Begluk Invest electricity, gas, heat DC/network flow Austria/nodal year/1 h

[41,42] Geidl OPGF all (modular) AC/steady state 3 × 3 test/nodal day/1 h
[38] Correa-P. et al. OPGF electricity, gas DC/steady state 24 × 20 test/nodal day/1 h
[30] Sun et al. OPGF electricity, gas AC/q.-steady state 24 × 20 test/nodal day/1 h
[40] Schwele et al. OPGF electricity, gas, heat DC/steady state 24 × 12 × 3 test/nodal day/1 h

[8,33] SAInt, Pambour OPGF electricity, gas AC/transient 30 × 25 test/nodal day/1 h
[36] Chaudry et al. OPGF electricity, gas DC/steady state 16 × 168 UK/nodal day/1 h
[29] Löhr et al. OPGF electricity, gas DC/q.-steady state 542 × 524 GER/nodal day/1 h

1.3. Contribution and Paper Organization

Hence, the purpose of this paper is to introduce a method that enables dispatch
modeling for IEI meeting the requirements listed in Section 1.1. The novelty of this method
is the combined capability of modeling non-linear physical power and gas flows while
allowing applicability to large-scale systems and long periods.

The introduced model is based on an integrated optimization approach that models
electricity, methane, and hydrogen infrastructures “as a whole” integrated energy infras-
tructure. A DC-power flow and a quasi-steady-state gas flow formulation allow detailed
analyses of IEI on grid node level. Thus, network bottlenecks and transport losses can be
determined and the temporal flexibility of gas infrastructures through linepacking can be
considered. The basic optimization problem describing the dispatch problem for IEI is
formulated in Appendix A.

These specifications result in a complex mathematical problem, that cannot be solved
in a closed-loop optimization with currently available solvers and resources. To enable
this level of detail, various model reduction and decomposition techniques are applied.
The approach of this paper builds on the SLP-based OPGF model introduced in [29].
This model is integrated into a three-staged nested heuristic. The nested decomposition
approach applies successive zooming techniques that focus first on the temporal, then
on the spatial, and finally on the technical dimension. Complexity is handled by model
reductions of the other dimensions in each stage, which enables scalability to an entire year
in hourly resolution and large-scale systems in high technical detail. The main contribution
of this paper is to demonstrate the combined application of several model reduction and
decomposition techniques to handle application-oriented, large-scale problems. Therefore,
it focuses on the methodology presented in Section 2.

The closing investigations in Section 3 are intended to prove the applicability of the
approach to large-scale systems and illustrate the temporal, spatial, and cross-sectoral
interdependencies in IEI and therefore the benefits of the introduced approach. For this
purpose, a use case of the future interconnected European energy system in 2040 with a
focused analysis of the dispatch in Germany is considered. Application-oriented analyses
of European energy infrastructure with the presented spatial, temporal, and technical scope
also represent a novelty. Section 4 concludes the main findings of this paper.

2. Nested Decomposition Approach

2.1. Integrated Dispatch Optimization Problem

The nested decomposition approach is based on an integrated dispatch optimization
problem. For reasons of clarity, this is only briefly characterized in this section and is
presented mathematically in Appendix A.
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The dispatch optimization problem considers the energy infrastructure in an inte-
grated manner as a coherent graph for the energy carrier electricity (AC and DC), hydrogen,
and methane. The nodes of the IEI graph describe busbars and gas stations. Branches
either connect two nodes within an infrastructure or connect two infrastructures with each
other (conversion plants). In the power system, branches represent AC lines, DC lines, and
(phase-shifting) transformers. In the infrastructures for gases, branches model pipelines,
compressors, and pressure regulating valves. The considered conversion plants are elec-
trolyzers, gas-fired power plants, fuel cells, steam methane reforming, and methanation
plants. Power and gas storage, as well as other feed-in and feed-out plants, are connected
to nodes. Degrees of freedom of other feed-in and feed-out plants is the dispatch of power
plants, gas imports, RES curtailment, or demand-side response (DSR).

The objective (A25) of the optimization is to minimize dispatch costs. These are in
particular fuel costs, costs for DSR, and costs for loss of load (energy not served). Perfect
foresight is assumed. The following constraints must be considered when dispatching the
system:

• Node balance equation in each infrastructure (A1)
• DC power flow Equations (A3) and (A5)
• Electrical transmission loss Equation (non-linear) (A6)
• Steady-state pressure loss Equation (non-linear) (A7)
• Linepack Equations (non-linear) (A8)–(A11)
• Horsepower equations for losses in compression (non-linear) (A16)–(A18)
• Conversion continuity Equation (A19)
• Storage continuity Equation (A20)
• Technical operation limits in Equations (A2), (A4), (A12)–(A15), (A21)–(A24)

The resulting OPGF problem thus uses the DC load flow approximation including
transmission losses and a quasi-steady state gas flow formulation. The formulated opti-
mization problem has a linear objective function, linear and non-linear constraints, and no
integer variables.

2.2. Analysis of Complexity Drivers

In energy system modeling, complexity can result due to various drivers in technologi-
cal, temporal, and spatial dimension [43]. One driver is the pure size of the problem, which
results from considering multiple infrastructures, large-scale systems, or large periods [44].
Linking variables and constraints, which increase dependencies between different tech-
nologies, regions, and time steps, make it difficult to decompose the problem [43]. Another
complexity driver results from non-linear and integer relations, which make the problem
harder and complicate the application of efficient algorithms [43,45].

The formulated dispatch optimization problem already avoids some complexity
drivers such as integer decisions and non-linear objective functions. Nevertheless, non-
linear constraints remain to model the hydraulic gas flows, linepack, compressors, as well
as electrical losses. Moreover, the problem is extensive for large network sizes and periods.
If the stated problem is applied to the European scenario in Section 3, this results in nearly
400 million variables and over 140 million constraints. Among them are several linking
constraints. The population of the coefficient matrix is suitable to identify and visualize the
structure of the optimization problem and its linking constraints [43,44]. Figure 1 shows
the population of the coefficient matrix of the linearized integrated dispatch problem in
full technical detail (see Section 2.7) when applied to the European scenario.
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,

Figure 1. Structure of coefficient matrix (model input).

The coefficient matrix shows at the top a diagonal block structure, which is typical for
energy system models [44]. A block represents a discrete time step t ∈ T , that consists of
constraints for nodal balances and physical transport for electricity and gases, respectively.
In addition, a block contains coupling constraints between the infrastructures. Electrical
or thermal power flows on the lines is included in both the transport constraints and the
nodal balance. In contrast, physical potentials and linepack variables are only incorporated
into the transport equations, feed-ins, and feed-outs only into the nodal balance. Con-
version plants are an exception as they are additionally present in coupling constraints.
These constraints represent spatial and technological linking constraints. Temporal linking
constraints, which result from storages and linepack, form a second diagonal at the bottom
of the matrix. These connect variables of different blocks with each other.

2.3. Overview on Model Reduction and Decomposition Techniques

Various techniques exist for reducing modeling complexity. First, model reduction
techniques are briefly introduced. According to [46], model reduction techniques can be
subdivided into techniques of slicing and aggregation in the dimensions of time, space, and
technology. Slicing approaches consider a subproblem of the original problem, reducing its
scope and neglecting interactions between subproblems. Slicing is especially effective to
decompose linking constraints and variables. In contrast, aggregation approaches reduce
the model detail while keeping the full scope of the problem. Among others, aggregation
can be useful to relax non-linear or integer relations. Table 2 presents an overview of
common model reduction techniques.

Table 2. Model reduction techniques based on [46].

Dimension Slicing Aggregation

Time
• Division of periods in subperiods
• Analysis of

type-hours/days/weeks
• Down sampling temporal

resolution

Space
• Neglection of peripheral systems
• Decoupling of interconnected

systems

• Clustering of network nodes
• Network reduction algorithms

Technology • Neglection of technologies and
infrastructures

• Merging single plants to classes
• Simplified models (e.g.,

linearization)

Accordingly, slicing narrows the scope of the problem, for example by considering
subperiods or subregions and neglecting whole infrastructures or technologies. Aggrega-
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tion reduces temporal or spatial granularity and simplifies technological models. Network
reduction algorithms such as the Ward-method for power systems represent an example of
spatial aggregation [47]. This method aims to reduce network nodes in peripheral areas
while still representing the physical power flows within the focus area. For this purpose,
suitable virtual lines and feed-in/outs that correspond to the electrical behavior of the
peripheral area are determined. The simplified physical power and gas flow formulations
introduced in Section 1.2 represent technical aggregation methods.

According to the principle “divide and conquer”, decomposition techniques intend to
make model size and complexity manageable by dividing the problem. A distinction can
be made between mathematically exact methods and heuristic approaches [46]. Mathemati-
cally exact methods reformulate the problem and solve it in an iterative process. Examples
are the Dantzig-Wolfe—or the Benders Decomposition, which divides the problem into one
main and (various) sub-problems [48,49]. Lagrange Relaxation transfers linking constraints
into the objective function [17]. Lagrange Relaxation and Dantzig-Wolfe Decomposition
are commonly used to deal with linking constraints, whereas Benders Decomposition is
more promising to reduce computation time dealing with linking variables. While these
methods maintain the guarantee for optimality, they are also not applicable to large-scale
problems with heterogeneous complexity drivers, such as those resulting from the stated
requirements. In contrast, heuristic approaches such as nested decomposition approaches
can be specifically designed to find a near-optimal, but not guaranteed optimal, solution for
an individual problem [46]. However, such a solution may be sufficient for the purpose of
energy system analysis. In nested decomposition approaches, the problem is sequentially
and coordinately solved multiple times by applying different model reduction techniques
in each stage [46]. The solutions of each stage can serve as boundary conditions for the
subsequent stages. Zooming techniques represent an example of nested decomposition
approaches. Thereby, wide scopes are first modeled in low resolution to afterward model
subsections in greater detail. The interactions between the subsections are transferred from
the previous stages. Zooming techniques are often applied in temporal dimensions [44]
but can also be applied in spatial or technological dimensions. For a detailed description of
reduction and decomposition techniques, please refer to [43,44,46].

2.4. Applied Model Reduction and Decomposition Techniques

The developed nested approach primarily decomposes the optimization problem in
the temporal dimension due to the shown structure of the coefficient matrix. It applies a
zooming technique, where first the total period is considered by performing model reduc-
tions in technical and spatial dimension. In two following stages, the technical and spatial
level of detail is increased successively by slicing the total period into smaller subperiods.
This approach enables parallel computing, resulting in advantages in computation time.
Table 3 summarizes the model reduction techniques of the three stages applied. Figure 2
gives a schematic overview of the nested decomposition approach. In the following, the
three stages are described in detail.

Table 3. Applied model reduction techniques.

Dimension Stage 1 Stage 2 Stage 3

Time • Slicing to subperiods
• Further slicing in

subperiods

Space
• Aggregation on

country level
• Aggregation by

network reduction

Technology

• Aggregation to plant
classes

• Aggregation to
network flow (power
and gas)

• Aggregation to
network flow (gas)

339



Energies 2022, 15, 2716

Solve Problem 
Stage 1

Stop

Solve Problem 
Stage 3

Initialization
Linearization

Update 
Linearization

Y

N

Start

Solve Problem 
Stage 2

Network 
Aggregation

Network 
Reduction

Consolidate 
Results

Preset Boundary 
Conditions

Preset Boundary 
Conditions

Stage 3: Technical Detail 

Stage 2: Spatial Detail

Stage 1: Temporal Detail

Termination?

Figure 2. Flowchart of the nested decomposition approach.

2.5. Stage 1: Storage Level Optimization in Full Temporal Detail

The first stage aims to adequately model the dispatch of seasonal storage for electricity
and gases. Thus, the focus of this stage is on the temporal dimension. It considers a full
year T1 = T in hourly resolution. To solve this large-scale optimization problem, nodes
are aggregated in the spatial dimension to defined regions R (“Network Aggregation”).
In this paper, regions are defined at the country level. This aggregation is done for all
electricity nodes and gas nodes of each gas type in one region. Further model reductions are
applied in the technical dimension. On the one hand, physical laws for power and gas flows
are neglected. Instead, the exchange between regions is modeled using a network flow
algorithm and network losses are roughly estimated as additional feed-out depending on
the residual load of each region. Thus, Equations (A3)–(A18) are not considered in this stage.
Exchange capacities result from aggregating interconnector capacities. In the power system,
only 70% of the (already reduced) transport capacity of each line is considered as exchange
capacity to account for loop flows. Capacities in gas networks are estimated depending
on the pipe geometry (pipe length l and diameter d), maximum velocity wmax and heating
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value hu of the gas. The thermodynamic state of the gas such as the compressibility factor
K is estimated based on nominal quantities such as the rated pressure pN of the pipeline.

Pmax
G,ij =

pN
pn

· Tn

Tm
· 1
Km

·wmax·
π

4
·d2·hu (1)

On the other hand, plants such as power plants or conversion plants are aggregated
into plant classes to further reduce complexity. Storages are an exception to this princi-
ple. All model reductions result in a linear optimization problem that can be solved in
manageable computing time (“Solve Problem Stage 1”).

2.6. Stage 2: Simplified Dispatch Optimization in Full Spatial Detail

The objective of the second stage is still a linear but more detailed estimation of the
dispatch of IEI compared to stage 1. Stage 2 derives further constraints for the subsequent
final dispatch optimization. Full complexity in spatial and higher complexity in technical
dimensions is enabled by slicing the total period T into subperiods T 2

z . An applicable
period duration in stage 2 is 168 h (1 week).

∪
z2∈Z2

T 2
z2
= T , ∩

z2∈Z2
T 2

z2
= ∅ (2)

The target storage level at the beginning and end of a sub-period is transferred from
the first stage solution (“Preset Boundary Conditions”). This maintains the information
about the total period dispatch of storage. In stage 2, all plants are modeled individually,
and the transport networks are considered on a nodal level in all defined regions R. The
DC power flow approximation is applied in the electricity network. In the gas network, a
network flow under consideration of (1) is still assumed. Again, electric network losses are
estimated as additional feed-outs. Thus, Equations (A6)–(A18) are not considered in this
stage. The resulting linear optimization problem is solved (“Solve Problem Stage 2”).

2.7. Stage 3: Dispatch Optimization in Full Technical Detail

The third stage identifies the final dispatch considering the full detail of the formulated
optimization problem in Appendix A. To allow this level of detail, model reductions must
be made in other dimensions. In the temporal dimension, the subperiods of the second
stage are further divided. An applicable period duration in stage 3 is 24 h (1 day).

∪
z3∈Z3

T 3
z3
= T , ∩

z3∈Z3
T 3

z3
= ∅ (3)

In spatial dimension, the considered regions are divided into focus regions R f ocus ⊆ R
and external regions Rex ⊆ R. The dispatch of plants in external regions is captured from
the second stage. Thus, the exchange with the focus area serves as a boundary condition. In
addition, storage levels at the beginning and end of a sub-period are transferred from stage
2 solution (“Preset Boundary Conditions”). A network reduction is performed around
the focus area (“Network Reduction”). In the electricity network, the Ward method is
applied to reduce external nodes but maintain the electric behavior of the network in
the focus area. In contrast, hydraulic interdependencies with the external system are
neglected in the gas network, since gas flows can be dispatched well by controllers. The
full technical model scope is considered in the focus region. This includes in particular the
consideration of physical gas flows, electric network losses, and linepack in addition to the
DC power flow. Thus, the conservation of mass in the gas network is considered within
the periods. Since the time-coupled constraints of the linepack are of short-term nature,
dependencies between subperiods are neglected to reduce complexity. The resulting
non-linear optimization problem is solved using the successive linearization approach
introduced and validated in [29]. In the focus region, the results from stage 2 serve as
starting solution for the SLP algorithm (“Initialize Linearization”). The problem is solved
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successively (“Solve Problem Stage 3”). In each iteration, the linearization is updated, and
the intervals of variable bounds are reduced to achieve convergence of the SLP algorithm
(“Update Linearization”). The SLP algorithm is terminated when the linearization error of
the pressure losses and electrical losses becomes marginal, and the value of the objective
function no longer changes significantly. The results of the nested decomposition approach
are consolidated by updating the results from stage 2 by the results from stage 3 in the
focus regions (“Consolidate Results”).

3. Application of the Approach

The introduced nested decomposition approach is applied to an integrated European
energy system scenario for the year 2040 to demonstrate its applicability to large-scale
systems. The European states are defined as regions. In the third stage, Germany is
considered a focus region to analyze the operational restrictions for long-distance transport
in detail. The problem is calculated for a full year in hourly resolution. Therefore, stage
1 considers 8760 h time coupled. Stage 2 slices the year into weekly periods (~52 × 168 h),
stage 3 in daily periods (365 × 24 h). Parallel computing on the HPC infrastructure of
RWTH Aachen University enables a total calculation time of about 3 h. Stage 1 requires
about half of the time (100 min). Subsequently, the subperiods in stage 2 and seven
successive periods in stage 3 are calculated in one instance. A total of 53 instances are
calculated in parallel. The average computation time of an instance is about 90 min since a
subperiod of stage 2 requires 15 min, a subperiod of stage 3 requires 10 min on average.
It usually takes 10 iterations until the convergence of the SLP algorithm. The approach is
implemented in C++ using Gurobi 9.1.1 (Gurobi Optimization, LLC., Beaverton, OR, USA).

3.1. Scenario Description

The considered scenario is based on the Global Ambition 2040 scenario of TYNDP 2022
(draft) [50]. This scenario assumes ambitious RES expansion targets that enable large-scale
hydrogen production and transport in Europe. Tables 4–6 show the framework data of
the scenario. Table 4 shows the commodity and CO2 prices. In Table 5, demand data
for Europe and the focus area Germany are given as well as installed capacities of RES
and flexibility options such as power plants, storages, electrolyzers or DSR. In addition,
domestic biomethane and conventional natural gas potentials are given. Table 6 provides
import potentials for natural gas and green hydrogen in Europe. The import potentials
of [50] are scaled upward according to the additional hydrogen demand, due to a larger
spatial scope in this scenario. Figure 3 presents the applied European infrastructure models.
These include the electric transmission grid and its power plant fleet, the natural gas
transmission grid, and a visionary hydrogen grid. RES capacities from photovoltaic (PV),
wind, biomass and run of river are not shown for clarity. The infrastructure models build
on databases and models of IAEW at RWTH Aachen University. The electric transmission
grid model and power plant fleet are based on publicly available sources, in particular the
ENTSO-E Grid map [51] and decentralized data research. Expansion projects up to 2040 are
integrated and remaining structural bottlenecks are eliminated by further line expansion.
The natural gas transmission grid is also built on several publicly available sources, most
notably ENTSOG Grid Map [52] and Rövekamp [53]. The hydrogen network is based on
current designs of the European Hydrogen backbone [5].
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Table 4. Costs assumption (modified based on [50,54]).

Type Costs

Nuclear 1.7 €/MWhth
Hard Coal 6.9 €/MWhth

Oil 34.6 €/MWhth
Biomethane 61.0 €/MWhth

Natural Gas imports 14.7 €/MWhth
Green Hydrogen Imports 57.9 €/MWhth
Demand Side Response 1000 €/MWhel

Value of Lost Load Electricity 5000 €/MWhel
Value of Lost Load Gases 1000 €/MWhth

CO2 123 €/tCO2

Table 5. Scenario data (modified based on [50]).

Scenario 2040 Europe Germany

Final Energy Demand Electricity 3994 TWh/a 718 TWh/a
Final Energy Demand Methane 2439 TWh/a 435 TWh/a

Final Energy Demand Hydrogen 1391 TWh/a 345 TWh/a
Installed Capacity Nuclear 120 GW 0 GW

Installed Capacity Hard Coal 3 GW 0 GW
Installed Capacity Methane 233 GW 35 GW

Installed Capacity Hydrogen 0.5 GW 0 GW
Installed Capacity Oil 8 GW 3 GW

Installed Capacity Other Non-RES 38 GW 9 GW
Installed Capacity PV 828 GW 124 GW

Installed Capacity Wind Onshore 630 GW 117 GW
Installed Capacity Wind Offshore 341 GW 52 GW
Installed Capacity Run of River 58 GW 5 GW

Installed Capacity Hydro Storage 190 GW 10 GW
Installed Capacity Other RES 35 GW 9 GW

Installed Capacity Battery 40 GW 7 GW
Installed Capacity Electrolysis 160 GW 20 GW

Installed Capacity Methanation 10 GW 3 GW
Installed Capacity DSR 18 GW 3 GW
Biomethane Potential 749 TWh/a 51 TWh/a

Conventional Methane Production 106 TWh/a 0 TWh/a

Table 6. Import potentials in Europe (modified based on [50]).

Source Natural Gas Hydrogen

Russia 2044 TWh/a 216 TWh/a
Norway 818 TWh/a 244 TWh/a

North Africa 337 TWh/a 291 TWh/a
South East 514 TWh/a 0 TWh/a

LNG 1515 TWh/a -

3.2. Analysis of Dispatch Costs

The dispatch costs represent the value of the objective function (A25) of the integrated
dispatch optimization problem. It is composed of the dispatch costs of stage 2 of the nested
optimization process updated by the costs of stage 3 for the focus region. Table 7 shows the
different types of dispatch costs for all considered regions.
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Figure 3. Considered infrastructure models: power plant fleet (top left), electric transmission system
(top right), hydrogen transmission system (bottom left), natural gas (methane) transmission system
(bottom right).

Table 7. European dispatch costs (model result).

Type Costs

Nuclear Power Plants 3.07 bn €/a
Hard Coal-fired Power Plants 1 0.06 bn €/a

Oil Power Plants 1 0.02 bn €/a
Biomass Power Plants 9.90 bn €/a
Natural Gas Imports 1 73.12 bn €/a

Natural Gas Conventional Production 1 4.19 bn €/a
Biomethane Production 45.60 bn €/a

Green Hydrogen Imports 37.35 bn €/a
Demand Side Response 0.66 bn €/a

Value of Lost Load Electricity 0.98 bn €/a
Value of Lost Load Gases 0.00 bn €/a

SUM 147.97 bn €/a
1 including CO2 costs.

Power generation from power plants excluding gas-fired power plants accounts for
only 7.5% of the system’s total dispatch costs. This is remarkable since electricity demand
constitutes more than 50% of the total final energy demand considered. This can be
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explained by the high share of RES generation without marginal costs and high nuclear
power generation with low fuel costs (see Section 3.4). In contrast, methane supply accounts
for 70% of the total system costs with a final demand of only 30%. The high costs result
from fuel and CO2 costs for natural gas imports and conventional production as well as
biomethane production. Unlike hydrogen supply, renewable methane production at a low
marginal cost is small. Low-cost electricity is mainly used for hydrogen production due
to higher hydrogen import costs and better efficiency at conversion. Therefore, hydrogen
supply accounts for 21% of the total dispatch costs by 18% of the total final energy demand.
Additional dispatch costs arise from DSR with scheduled load shedding. However, these
are low at below 1% of the total system costs. Moreover, unscheduled load shedding
(ENS) is necessary for the power system. A structural bottleneck in Poland’s electricity
transmission system results in dispatch costs of 1 bn. €. There is no ENS in the methane
and hydrogen system.

The analysis of the total system dispatch costs, e.g., on a European scale, thus repre-
sents an output of the presented method.

3.3. Analysis of Seasonal Dispatch

The introduced nested decomposition approach allows for examination of an entire
year in hourly resolution. Thus, the annual dispatch of seasonal storage can be optimized.
This represents the added value of stage 1. Its result is updated in stage 2 and stage 3.
These provide additional information on the optimal storage dispatch resulting from more
detailed modeling of spatial and technical scope within the time slices. It must be stated,
that due to this decomposition there is a loss of guarantee of optimality. However, it can be
assumed that the seasonal storage levels are largely independent of the detailed modeling
of grids and plants. Figure 4 shows the annual storage level of representative storages of
different technologies as a result of all three stages of the nested decomposition approach.

Figure 4. Annual storage levels for different storage technologies (model result).

The storage level of hydrogen, methane and reservoir storages show a seasonal pattern,
where the storage tends to be discharged in winter and charged in summer. However,
since hydrogen demand, unlike methane demand, does not have a seasonal pattern in
this scenario, this behavior is determined by the hydrogen supply side, especially wind
energy. The cavern is filled in situations of high hydrogen production from electrolysis
and is discharged in situations of low hydrogen production. Methane storages show a
typical pattern to supply seasonal heat demand in winter. Hydro reservoirs have similar
patterns to hydrogen caverns, as the dispatch of electrolysis and electric storage both are
highly dependent on RES generation. Moreover, snowmelt and a slightly seasonal electric
load affect the hydro reservoir level. In contrast, pump storages and batteries have a daily
pattern due to their relatively low capacity to power ratio.

The analysis of the storage dispatch shows that due to the highly seasonal pattern
of hydro and gas storage, optimization with a full-year horizon is necessary. The nested
approach can use this information in the following detailed spatial and technical analyses.
It must be noted that the optimality guarantee is lost due to the nested optimization of

345



Energies 2022, 15, 2716

storage levels. Detailed spatial and technical information such as network congestion close
to the storage cannot be included in the seasonal pattern. However, in the subsequent
iterations, there is the chance to adjust the storage levels within a time slice using the more
detailed spatial and technical information.

3.4. European Infrastructure Analysis

The nested decomposition method enables the analysis of large-scale energy systems
such as the European electricity, methane, and hydrogen infrastructures. The annual
dispatch of IEI includes both the supply of the mentioned energy sources by different
plants and the modeling of the transport networks on-grid node and unit level. This
corresponds to the resolution of Figure 3. For reasons of clarity, Figure 5 shows the
electricity, methane, and hydrogen supply as well as energy exchange aggregated on a
regional level. The energy flows reflect mainly the result of stage 2, however, it is updated
by the result of stage 3 for the focus region. The results are available in hourly resolution.
The electricity system is characterized by a high share of domestic generation. Exchanges
are low compared to gas systems due to limited exchange capacities. Electricity generation
is dominated by intermittent generation from PV and wind. In Scandinavia and the Alpine
region, hydropower also accounts for a large share of electricity generation. This results in
shares between 51% and 100% of renewable power generation in the European countries.
In addition, nuclear power accounts for up to 49% of electricity generation, especially in
France, the UK, and Eastern Europe. Electricity generation from hydrogen and natural gas
is low in energy terms, due to high fuel costs. However, these power plants are required as
secured capacity during peak loads and “Dunkelflauten”. Fossil baseload power plants
fired by lignite and hard coal have largely been phased out. Therefore, CO2-intensive power
generation is below 13% in all and close to 0% in many considered countries. Compared
to historical conditions, this shifts the net positions of countries that had a high coal-fired
generation in the past. For example, Germany imports 88 TWhel (net), mainly from offshore
wind from the north and nuclear power from the west. Italy is the largest importer with
125 TWhel (net). In contrast, France is the biggest exporter of nuclear and RES with a net
export of 152 TWhel (net), which supplies all neighboring countries.

The hydrogen system has a balanced mix of domestic production (54%, 764 TWhth)
and imports (46%, 647 TWhth). Electrolysis takes a share of 83% of the domestic genera-
tion. Hydrogen imports enter Europe from all directions: from the north from Norway
(208 TWhth), from the south from North Africa (223 TWhth), and from the east from Russia
(216 TWhth). The import potential is thus largely exploited. Germany is the central sink of
hydrogen flows. It is the largest net importer with 243 TWhth (net) and produces 66 TWhth
from electrolysis and 37 TWhth from steam reforming. Denmark (12 TWhth (net)) and
France (8 TWhth (net)) are besides Norway the only net exporters. France has the largest
domestic hydrogen production of 148 TWhth. The European hydrogen demand of the
conversion sector is only 10 TWhth.

The natural gas system continues to be supplied primarily by imports (68%). Domestic
production from biomethane has a share of 28%, conventional production 4%. The share of
methanation (0.5%) is small, since the use of hydrogen in the hydrogen system is favored in
terms of efficiency. Pipeline imports enter Europe mainly from the northeast from Russia
(592 TWhth) and the north from Norway (728 TWhth). Other imports are provided from
the south from North Africa (83 TWhth) and from the southeast (106 TWhth). Moreover,
LNG imports (224 TWhth) enter the system at the coasts mainly in western Europe. Due to
lower fuel costs, power generation from natural gas is preferred (122 TWhth). The methane
demand of the conversion sector is 279 TWhth in total.
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Figure 5. European production and exchange of electricity (top), methane (bottom left) and hydrogen
(bottom right), (model result).

The analysis of the European dispatch shows high energy exchanges between the
heterogeneous regions. Thus, these interactions must be considered in the dispatch analysis
of individual countries. Due to the nested approach, exchanges can be used as boundary
conditions in the detailed dispatch analysis in the focus region. By this approach there
is again no guarantee for optimality, since the optimal energy exchanges could change
due to additional information from the detailed technical analysis in stage 3. For example,
bottlenecks in the gas network can be detected by modeling pressures or previous linear
loss estimations can have errors, leading to a different optimal exchange. However, the
influence of these changed constraints is small compared to the overall dispatch of the
system and can be minimized by suitable linear estimations in stage 2 (see Section 2.6).

3.5. Snapshot Analysis for Germany

In the focus region Germany, the nested decomposition approach allows to update
the annual dispatch on grid node and unit level from stage 2 to a higher level of technical
detail. Network losses in the power and gas system as well as hydraulic gas flows and
linepack can be modeled. In order to exemplify the results, a particularly stressful situation
with a high need for transportation is shown in Figure 6. The following analyses can be
performed for all 8760 h of the year.
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Figure 6. Detailed dispatch results for stressful snapshot in Germany: conversion dispatch (top left),
electric power flow (top right), hydrogen gas flow (bottom left), natural gas (methane) gas flow
(bottom right), (model result).

This snapshot represents an hour on a winter evening. There is simultaneously high
generation from wind power (70.0 GWhel), especially in the north, and high demand
(87.1 GWhel), especially in the load centers in the southwest. Figure 6 shows the electrical
and thermal power flows in the system for the three infrastructures considered. The
utilization of the power system is illustrated by showing the loading of the lines. In the
gas systems, pressures at nodes are presented absolutely by their thickness and in relation
to their pressure limits by color. Moreover, sector coupling is illustrated as triangles by
feed-in or feed-out of gas-fired power plants and power-to-gas plants.
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The supply task of the described snapshot results in high transport demand from the
north to the south in the power system. Thus, all DC lines and several AC lines in north
to south direction must be operated at their operating limits. This results in grid losses
of 2.8 GWhel. Overloads are not feasible due to the modeling. Instead, there is a partial
shift of the transport task from the electricity grid to the gas grid. This is indicated by the
simultaneous dispatch of power-to-gas plants (12.2 GWhel) and gas-fired power plants
(6.2 GWhel), which show a clear north-south separation between the bottlenecks in the
power system in Figure 6. Simultaneous dispatch of these conversion plants should be
avoided from a cost and energy efficiency perspective. However, it is necessary in this
snapshot to avoid load shedding due to congestion in the electricity transmission system.
Although a temporal shifting of the transportation task is more efficient than sectoral
shifting, electrical storage can only supply 2.2 GWhel. This is because the remaining stored
energy is needed in adjacent hours. In addition, a part of the transportation task is avoided
by curtailing 5.0 GWhel of electricity from wind power in the north. Other power plants
contribute 15.0 GWhel. The remaining electricity demand is mainly imported from France.

From a hydrogen infrastructure perspective, the IEI dispatch results in a feed-in of
8.1 GWth of hydrogen from electrolysis in the north. In this snapshot, there is no demand
for power generation from hydrogen. 4.6 GWth is supplied by steam methane reforming.
The majority of the 38.5 GWhth final energy demand must therefore be covered by imports.
These are provided mainly by Russia in the northeast of Germany (7.9 GWhth), followed
by France (6.4 GWhth) Belgium (3.0 GWhth) and the Netherlands (2.6 GWhth) in the west
(1.7 GWhth). In addition, Denmark (2.0 GWhth) and Norway (1.7 GWhth) export from
the north. The rest is imported in the south, supplied by southwestern and southeastern
Europe. The linepack supplies 1.2 GWhth, hydrogen storages demand 0.8 GWhth (net).
This results in energy flows mainly from north to southwest. These can be visualized by
the flow directions as well as the hydraulic potentials (pressures) in Figure 6. To keep the
pressures within the technical and contractual operating limits, 151 MWhth and 40 MWhel
of driving energy is necessary from gas-fired and electric compressors, respectively. Only a
few of the assumed compressor stations are operated in this snapshot, indicating that the
hydrogen network is not fully utilized. Despite this, some pressures are operated at their
minimal limits to minimize driving energy. Relatively high pressures are required in the
north to transport electrolysis production.

Last, the methane infrastructure is discussed. The demand of 57.3 GWhth is relatively
high compared to the scenario year, but a significant decrease in absolute terms compared
to current levels [51]. Power plants demand 10.8 GWhth. In total, about 65.0 GWhth are
imported mainly from Norway (33.6 GWhth) and Russia (19.6 GWhth). 15.0 GWhth are
exported mainly to the Netherlands. 7.6 GWhth are provided as biomethane, 14.7 GWhth
by storages and 3.9 GWhth by linepack. This results in a northeast to southwest flow.
However, the transmission grid for methane is underutilized as well. In particular, the
transit pipelines with large diameters are operated at relatively low pressures. The methane
network is mainly operated close to its lower limits to minimize driving energy. This results
in 90 MWhth and 47 MWhel driving losses for compression. Due to the thermodynamic
properties of methane, the driving losses are lower than in the hydrogen network despite
higher demand.

The snapshot analysis illustrates the cross-sectoral interactions in dispatch of IEI.
The added value of modeling physical power and gas flow is particularly evident in the
dispatch of conversion plants, which can avoid grid congestion if necessary. All in all,
the application of the nested decomposition approach thus successfully demonstrates its
applicability to large-scale IEI and its potential use cases. These represent dispatch costs
analysis, analysis of annual dispatch of storage and other plants in hourly resolution, as
well as physical flows and losses in the electricity and gas grids.
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4. Conclusions

Energy system integration enables to raise synergies, but also increases interdepen-
dencies between electricity, methane, and hydrogen infrastructures. As IEI are increasingly
based on RES, which are often located far from demand, requirements for adequately
modeling of long-distance transports in electricity and gas systems are rising. For these
reasons, this paper introduced a dispatch model, that combines the following features:

• Integrated energy system modeling
• Scalability to full-year modeling in hourly resolution
• Applicability to large-scale energy system model in nodal resolution
• Detailed modeling of non-linear physical laws:

o Electric power flows with DC approximation and electric losses
o Quasi-steady state methane and hydrogen flows and compression losses

The novelty of this method is therefore the combined capability of considering non-
linear physics in dispatch optimization, while allowing applicability to large-scale systems
and long periods. Since a mathematically exact optimization is not manageable with
current computing capabilities, a three-stage nested decomposition approach is developed.
It successively applies different model reduction techniques based on aggregation and
slicing in each stage.

However, the nested decomposition approach results in the following limitations:

• Loss of optimality guarantee due to successive decomposition, but a near-optimal
solution may be sufficient for the purpose of energy system analysis. The optimality
gap cannot be quantified due to the complexity of the problem. However, this gap can
be rationally estimated as small as important interactions are taken into account by
the applied problem-specific decomposition.

• Reduced spatial scope for high detailed technical analysis, however, the achievable
regional scope can still be classified as large-scale compared to other applications
in literature.

• Remaining model simplifications like DC power flow, quasi-steady-state gas flow, a
rough estimation of contingencies and the neglect of non-linear operating constraints,
but they appear to be largely justified in long-term system planning.

• No inherent consideration of uncertainties, but this can be addressed through
scenario analysis.

• The presented approach will have the following use cases and enhancements:
• Annual dispatch analysis of IEI including cost and emissions analysis taking into

account technical constraints and losses of energy transmission and conversion.
• Application in cost-benefit analyses to assess system design principles or single infras-

tructure projects such as HVDC-links, pipelines or electrolyzers. For this purpose, a
delta consideration of two scenarios can be performed.

• Planned model enhancements include the integration of district heating infrastructures
and additional linearized dispatch constraints of plants.

In addition to the applicability to large-scale energy systems, the use case demonstrates
the temporal, regional and cross-sectoral interdependencies in the dispatch of IEI. This
shows that the requirements for energy system models stated in this paper are justified.
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Nomenclature
Quantities
A Incident branches T Time steps
B Branches U Consumers
D Storages R Regions
E Energy carrier Z Subperiods
N Nodes δ Incident feed-in and feed-out
S Supplies
Variables
LP Linepack θ Phase angle
P Electrical or thermal power flow ϑ Phase angle shift
W Storage level π Squared pressure
Parameters
a Annuity factor T Temperature
c Cost Ub Operational voltage
d Pipeline diameter X Impedance
e Specific emissions η Efficiency
hu Lower heating value κ Isentropic exponent
K Compressibility factor λ Pipe friction coefficient
l Pipeline length ρ Density
R Resistance γ Maximal pressure reduction ratio
Rs Specific gas constant Γ Maximal pressure rise ration
Indexes
AC Alternating current in Inflow
CH4 Methane inst Installed capacity
CO2 Carbon dioxide loss Losses
Com Compressor m Medium
DC Direct current max Maximum
dis Dispatchable min Minimum
dr Driving n Standard condition
DSR Demand side response out Outflow
E Electricity PST Phase-shifting transformer (PST ⊆ Tr)
ENS Energy not served Reg Pressure regulator
f uel Fuel costs t Index for time steps
G Gas (pipelines) Tr Transformer
H2 Hydrogen z Index for sub periods
i Index for nodes and plants α, β, ω Indexes for energy carrier

ij
Index for branches from

+ In-feeding
node i to and node j

int Intermittent − Out-feeding
is Isentropic

Appendix A. Integrated Dispatch Optimization Problem

This appendix formulates the IEI dispatch as an optimization problem, that serves as
the basis for the developed nested decomposition approach. The Nomenclature is given
at the end of the paper. The energy infrastructure is described in an integrated manner as
a coherent graph for different energy carriers α, β, . . . , ω ∈ E . The infrastructures of the
following energy carriers are considered:

• Electricity E with subsets AC and DC,
• Gases G with subsets hydrogen H2 and methane CH4
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The nodes N of the IEI graph describe busbars and gas stations for hydrogen and
methane. Kirchhoff’s first law applies to all power flows P (electrical or thermal) into or
out of nodes from incidental branches A and feed-ins/feed-outs δ of all infrastructures:

∑
ij∈A+(i)

Pij,t + ∑
i∈δ+(i)

Pi,t − ∑
ij∈A−(i)

Pij,t − ∑
i∈δ−(i)

Pi,t = 0 ∀i ∈ N , t ∈ T (A1)

Two nodes are connected by branches. Branches either connect two nodes within an
infrastructure or convert energy when connected to two nodes of different infrastructures.
Thus, conversion plants also represent branches. AC and DC power lines as well as
(phase-shifting) transformers represent branches in the power grid. Gas pipelines, pressure
regulating valves and compressor stations are branches in the gas grid. In addition to
branches, other feed-in or feed-out such as consumers, generating units, import stations
and storages are attached to nodes. Power flows cannot be set arbitrarily, but are subject to
physical and technical constraints. These as well as the objective function of the dispatch
optimization are introduced in the following.

Appendix A.1. Power System

To describe the physical laws of power flows on AC power lines and transformers, this
model applies the DC power flow approximation. Therefore, the power flow is determined
by the difference of the phase angles θ and the impedance X of the branch assuming a
constant operational voltage U. The power flow is limited by the thermal capacity of the
equipment. For AC equipment, only 70% of the nominal thermal capacity is assumed to
account for contingencies [55].

0 ≤ Pij,t ≤ Pmax
ij ∀ij ∈ BAC ∪ BDC ∪ BTr, t ∈ T (A2)

Pij,t =
U2

Xij
·
(
θi,t − θj,t

)
∀ ij ∈ BAC ∪ BTr, t ∈ T (A3)

In contrast to AC power lines and transformers, HVDC-converters can actively dis-
patch the power flow over HVDC-lines within their operating limits. In addition, phase-
shifting transformers (PST) can control the power flow over AC lines by injecting a supple-
mentary voltage. PST are modeled in a simplified way by an injected voltage angle ϑ with
a continuous operating range.

ϑmin
ij ≤ ϑij,t ≤ ϑmax

ij ∀ij ∈ BPST , t ∈ T (A4)

Pij,t =
U2

b
Xij

·
(
θi,t − θj,t + ϑij,t

)
∀ij ∈ BPST , t ∈ T (A5)

Transmission losses of all electrical equipment are modeled as feed-out, which is
equally divided to the inlet and outlet nodes as a subset of δ−(i). They depend linearly on
the ohmic resistance R and quadratically on the current.

Ploss
i,t =

1
2 ∑

ij∈A(i)
Rij·

P2
ij,t

U2 ∀ ij ∈ BAC ∪ BDC ∪ BTr, t ∈ T (A6)

Appendix A.2. Gas Systems

Physical gas flows are modeled applying a quasi-steady-state formulation that model
gas dynamics without considering transients. To describe pressure losses on pipelines, the
applied variant of the integrated Darcy-Weisbach equation links gas flow and pressures. It
assumes steady-state gas flows, isothermal gas flow (Tm = const) and horizontal pipelines.
This still results in the non-linear, non-convex relation in Equation (A7). Pressure losses
depend on the gas flow, pipeline geometry (pipe length l and diameter d) and the thermo-
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dynamic state of the gas. Compressibility Km and friction coefficient λm are themselves
dependent on the thermodynamic state and the considered gas, which is modeled by the
formulas of Papay and Zanke for methane and empirical approximations for hydrogen.
Squared pressures π are considered instead of pressures p to reduce complexity in the
pressure loss equation. The formula is related to the thermal power flow via the calorific
value hu.

∣∣Pij,t
∣∣·Pij,t =

π2 d5 Tn

16 λm ρn pn Tm Km l h2
u
·
(
πi,t − πj,t

)
, ∀ij ∈ BG, t ∈ T (A7)

Due to the compressibility of gases, the gas network represents an inherent storage
that provides flexibility to itself. To model linepack, the inflow Pin of a pipeline can
differ from the outflow Pout. Both flows are linked to the average gas flow used in the
pressure-loss equation. Linepack LP depends on the pipeline geometry and the state of the
gas. Mass conservation for each pipeline between each time step and the considered total
period is modeled by Equations (A10) and (A11). The reader could refer to [29,31,32] for
further detail.

Pij,t =
Pin

ij,t + Pout
ij,t

2
∀ij ∈ BG, t ∈ T (A8)

LPt =
π d2 l Tn

4 Tm pn Km
·
√

πi,t + πj,t

2
∀ij ∈ BG, t ∈ T (A9)

LPij, t = LPij, t−1 + (Pin
ij,t − Pout

ij,t )/hu ∀ij ∈ BG, t ∈ T (A10)

LPij,0 = LPij,T ∀ij ∈ B (A11)

Pressures must be maintained within their technical and contractual limits during
the operation of gas transmission systems. By dispatching compressors, the pressure at
their outlets can be increased. Pressure regulating valves can decrease the pressure at their
outlets. The maximum gas flow and maximum pressure ratio (Γ and γ) must be respected.

π min
i ≤ πi,t ≤ π max

i ∀i ∈ NG, t ∈ T (A12)

γij·πi,t ≤ πj,t ≤ πi,t ∀ij ∈ BReg, t ∈ T (A13)

πi,t ≤ πj,t ≤ Γij·πi,t ∀ij ∈ BCom, t ∈ T (A14)

0 ≤ Pij,t ≤ Pinst
ij ∀ij ∈ BCom, t ∈ T (A15)

The horsepower equation determines the required work for compression PGas. It is
dependent from the thermodynamic state, the considered gas properties, and the isentropic
efficiency ηis

ij . Driving power Pdr considering drive efficiency ηdr can be taken either directly
from the inlet node by a gas turbine or from the power system using an electric motor.
Other operating restrictions are neglected.

PGas =
ρ1·Pij,t

hu·ηis
ij
· κ

κ − 1
·Z1·Rs·T1·

([
π2

π1

] κ−1
2 κ

− 1

)
∀ ij ∈ BCom, t ∈ T (A16)

PGas =
Pdr

G,ij,t

ηdr
G,ij

+
Pdr

E,ij,t

ηdr
E,ij

∀ij ∈ BCom, t ∈ T (A17)

0 ≤ Pdr
α,ij,t ≤ Pmax

α,ij ∀ij ∈ BCom, t ∈ T (A18)

Appendix A.3. Conversion Plants

Conversion plants connect at least two nodes from different infrastructures by con-
verting energy. Following the energy hub concept [42], a conversion plant is modeled as
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a black box that converts input energy carriers Pin
α into output energy carriers Pout

β . The
conversion processes and their efficiency are described by the conversion coefficient η.

Pout
β = ηαβ,i ·Pin

α ∀ ij ∈ C, t ∈ T (A19)

Equation (A19) can model several technologies like electrolyzers, methanation plants,
gas-fired power plants, fuel cells or steam methane reforming. The rating of the conversion
plant limits Pin

α and Pout
α . Other operating restrictions such as minimum power, power

gradients, minimum operating times and downtimes are neglected.

Appendix A.4. Storages

Energy storages for electricity and gases can decouple energy supply and demand
in time. The continuity equation ensures conservation of energy connecting injections Pin

and withdrawals Pout, storage inflows from the environment W and the storage levels W
between two points in time. In addition, injection ηin and withdrawal losses ηout must
be considered.

Wi,t = Wi,t−1 + Wi,t +

(
1

ηin
i

Pin
i,t − ηout

i Pout
i,t

)
·1h ∀ i ∈ D, t ∈ T (A20)

Again, the rating of injection and withdrawal power, as well as storage capacity, limits
the storage’s operation. The start level of the storage must correspond to the level at the
end of the considered period, in order not to add energy to the system.

Appendix A.5. Other Feed-In and Feed-Out

In addition to conversion plants and storage facilities, all infrastructures can be sup-
plied by other feed-in plants Sα. These do not gain energy from explicitly modeled
infrastructures but energy is added externally to the system. Dispatchable plants can
feed-in up to their installed capacity. These include power plants and gas imports.

Pmin
i, α ≤ Pα,i, t ≤ Pmax

i, α ∀i ∈ SDis
α , t ∈ T (A21)

In contrast, the maximum feed-in of intermittent RES is externally determined. For
these, curtailment represents their degree of freedom in operation.

0 ≤ Pα,i, t ≤ Pmax
α,i ∀i ∈ S Int

α , t ∈ T (A22)

The feed-out of final consumers and distribution networks is also externally deter-
mined. However, flexibility can be provided through demand side response (DSR), which
is implemented in this paper as scheduled load shedding.

0 ≤ P DSR
α,i,t ≤ Pmax

α,i ∀i ∈ Uα, t ∈ T (A23)

In addition, unscheduled load shedding (energy not served) is considered to en-
sure feasibility.

0 ≤ P ENS
α,i,t ≤ Pmax

α,i ∀i ∈ Uα, t ∈ T (A24)

Appendix A.6. Objective

The objective function (A25) aims to minimize the operating costs of IEI. The most
significant terms of the objective function are fuel costs including CO2 costs c f uel

α,i from
other feed-in plants such gas imports or other power plants. Note that fuel costs of
conversion plants and storages must not be taken into account explicitly, as they are already
considered beforehand when supplying the input energy carrier. The second component of
the objective function are costs for DSR cDSR

α,i . Last, macroeconomic costs for unscheduled
load shedding cENS

α,i (value of lost load) are considered, which are generally higher in the
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power system than in the gas system [6,7]. Other operating costs, e.g., variable operation
and maintenance costs for plants and grids, are not shown for clarity.

mino = ∑
t=T

∑
α∈E

⎛⎝ ∑
i∈SDis

α

c f uel
α,i ·Pα,i,t + ∑

i∈Uα

cDSR
α,i ·PDSR

α,i,t + ∑
i∈Uα

cENS
α,i ·PENS

α,i,t

⎞⎠ (A25)
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Abstract: Oil tanker disasters have been a cause of major environmental disasters, with multi-generational
impacts. One of the greatest hazards is damage to the propulsion system that causes the ship to turn
sideways to a wave and lose stability, which in storm conditions usually leads to capsizing and sinking
Despite the perceived consequences of maritime disasters in the current solutions for the propulsion of oil
tankers, there are no legal or real solutions for independent emergency main propulsion in this type of
ship. Stressing that the reliability of the propulsion system has a significant impact on the ship’s safety
at sea, the authors presented a new solution in the form of a power take-off/power take-in (PTO/PTI)
system. This is the emergency use of a shaft generator as the main electric motor, operating in parallel
in a situation when the main engine (ME), (the main engine of the ship’s direct high-power propulsion
system that is slow-speed) loses the operational capability to propel the ship. Since one cause of wear, or
failure, of the main engines is improper operational decisions, the paper shows the wear mechanism in
relation to the accuracy of operational decisions. Using classical reliability theory, it also shows that the
use of the proposed system results in an increase in the reliability of the propulsion system. The main
topic of the paper was the use of an electrical system called PTO/PTI as an emergency propulsion system
on the largest commercial vessels, such as bulk carriers and crude oil tankers, which has not been used
before in maritime technical solutions. Semi-Markov processes, continuous in time, discrete in states, and
which are used in technology, were also proposed as a tool describing the process of the operation of
such a ship propulsion system, and they are useful to support operational decisions affecting the state
of the technical condition of the engine. There are two ship operation strategies that can be adopted: the
four-state model, for normal operation, and the three-state model, which operates with the occurrence of
failure. For these types of models, their limiting distributions were defined in the form of probabilities.
It was also demonstrated that faster than expected engine wear and the occurrence of inoperability of
the main engine can be caused by wrong operational decisions made by the shipowner or crew. Using
this type of main engine operating methodology, it is possible to support the decision of the engineer
to stop the main engine and to subject it to the process of restoration to an acceptable state of technical
condition (before the failure or during the failure in severe storm conditions), with the parallel use of the
proposed electric propulsion (PTO/PTI) as an emergency propulsion, giving the crew a chance to maintain
the steering necessary to maintain safe lateral stability.

Keywords: shaft generator–electric motor (PTO/PTI); reliability of the ship’s main propulsion;
model of exploitation process; technical states of the engine; semi-Markov process
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1. Introduction

Ships such as bulk carriers of the “Capesize” class, with a deadweight of more than
150,000 t, and tankers of the very large crude carrier (VLCC) and ultra large crude carrier
(ULCC) classes are among the largest types of maritime transport. ULCC tankers are ships
of up to about 360 m in length, and with a carrying capacity of up to 400,000 t. Their cargo
tanks can hold up to 500,000 t of crude oil, and their fuel tanks up to 10,000 t of toxic heavy
fuel oil (HFO).

Such large amounts of fuel are needed to drive large power propulsion units, such
as steam turbines or compression ignition reciprocating internal combustion engines (e.g.,
marine low-speed, long/super long stroke two-stroke main engines, with power outputs of
up to 80,080 kW [1]). These engines and equipment are necessary to ensure the movement
of the ship, propelled by the main engine and the other main propulsion equipment of the
ship, and to drive its auxiliary machinery, powered mainly by the diesel electric generators.

The safety of a ship performing transportation tasks in difficult, unpredictable sea
conditions depends on many factors. One of the main requirements, apart from hull
integrity and lateral stability [2–5], is to maintain the ship’s maneuverability, which is
possible only when the positive speed of the ship is relative to the water. This requires
an adequate reliability of the main propulsion system [6], in particular the main engines
(ME) [7,8]. A failure of the main propulsion system or steering device, or damage to the
hull plating, often leads to shipwreck [3,9–12], resulting in environmental disasters. In the
search for alternatives to propulsion powered by internal combustion engines fueled by
hydrocarbon fuels, research is being conducted on internal combustion engines fueled by
gaseous fuels, alcohol, and biofuel, in addition to investigations into propulsion powered by
electricity. Due to the subject of this paper, research related to electric drives was analyzed.

In the paper [13], one of the largest marine engine manufacturers, MAN Energy
Solutions, proposed the solution of using a generator/electric motor solution, i.e., a power
take-off/power take-in (PTO/PTI) system. This solution concerns using the generator as a
motor, but only as a support for the main combustion engine when fully operational and
working at full load. Such a solution is aimed at increasing the efficiency or lowering the
exhaust gas emission.

A thematically similar study on the cooperation of a shaft alternator and an internal
combustion engine is presented in [14]. The results of the study on the use of the IHIMU-
CRP hybrid electric fuel propulsion system in coastal, short-range ships are shown. A
method for optimizing this propulsion, thereby reducing fuel consumption and exhaust
emissions, is presented.

Authors of the paper [15] analyzed the probability of main engine failure during
severe weather conditions at sea, and effective ways of dealing with such a situation
by the shipboard crew. They pointed out that the described bulk carriers, carrying up
to 400,000 t (dwt) and powered by engines of up to 80,000 kW, may fail during severe
weather conditions. They also suggested that this work should be adopted as a guideline
by seafarers to assist in ship risk management.

The work [16] presented a new decision-making process based on reducing multiple
evaluation criteria (sometimes unquantifiable) to an evaluation against a single quantifiable
criterion—financial values. This methodology was used to compare the performance of a
ship with diesel-electric hybrid propulsion against a ship with conventional propulsion.
The analysis is presented using the example of a selected vessel.

Wartsila, a manufacturer of marine engines and propulsion systems, proposed hybrid
solutions [17,18], using medium-speed, medium-power engines as the main internal com-
bustion engines driving the electric generators that power the electric motors of the ship’s
main propulsion.

In paper [19], the key application during the use of multiple electric generators was
the use of high-power current rectifiers, and paper [20] presents assumptions for the design
of electrical systems and overload protection.
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In paper [21], technical solutions for environmental protection and alternative propul-
sion systems, including electric propulsion, were described. Their advantages and disad-
vantages were then described.

The application of electric drives on warships is presented in [22]. This refers to ships
of special military application.

The literature on alternative solutions powered by electric energy also impact the
solutions for inland waterway vessels.

In publication [23], the concept of using alternative configurations of propulsion sys-
tems for inland waterway vessels in order to reduce their carbon footprint was presented,
as well as models for assessing emissions and related costs over the lifetime (life cycle
assessments—LCAs) of a propulsion system using an internal combustion engine, and
of electricity powered engines in various configurations (including batteries and photo-
voltaics). The economic viability of both solutions, according to the life cycle cost assessment
(LCCA), was compared using the GREET 2020 program.

Due to the specificity of river navigation, the authors proposed the concept of diesel-
hydraulic and hybrid propulsion system for inland waterway vessels. The solution of the
hybrid design with a pumping system driven by a battery bank in regard to the aspect of
energy efficiency was also presented. The results of experimental investigations carried
out on a natural scale parallel hybrid and a diesel-electric drive controlled by a smart
propulsion system are presented in [24].

Based on the measurements, the authors analyzed the fuel consumption and invest-
ment costs of four alternative propulsion systems. A simplified method of cost and savings
analysis was presented. A solution of “green propulsion” on a passenger ship in the “green
shipping” concept was presented in [25].

An analysis of the available literature shows that the use of battery electric propulsion
is very limited to low-power, short-range craft, often used in inland passenger shipping. The
biggest problem is the availability of battery charging stations, as well as the battery capacity.
Analogies can be seen with the problems encountered in automotive transport [26,27]. In
contrast, hybrid systems, in which the main engines are high-power electric motors, depend
on the power of the internal combustion (emission) engines driving the electric current
generators, which supply these electric motors.

So far, no research has been found on the issue of the electric main propulsion of very
large merchant ships, especially during a failure of the internal combustion slow-speed,
two-stroke main engine.

Ship constructors and engine manufacturers proposed the solution of using the shaft
generator as the engine (PTI) only to support the main propulsion of the ship at full load e.g.,
in difficult sailing conditions with the excess energy coming from generator sets [28–30].

However, it should be noted main engine failure often occurs due to improper engine
operation. Therefore, the safe operation of ships requires making proper, and rational
operational decisions concerning the use and operation of the main engines (ME) in par-
ticular [7,31]. Damage in such large ships, especially sinking, can cause disasters, and
difficult to estimate losses due to the contamination of the marine environment that is not
only harmful to flora and fauna, but also to many generations of the population living
on polluted coasts [32]. Therefore, in addition to equipping main engines (MEs) with
appropriate diagnostic systems (SDGs) to warn of engine wear (deterioration) or failure,
the use of diesel-electric propulsion (referred to as PTO/PTI)is proposed, using an electric
motor supplied back from the ship’s mains.

The solution proposed by the authors is to use a shaft generator, working in PTI mode,
as an emergency main propulsion engine. The configuration will be calculated by the
constructor to ensure the ship’s minimum maneuvering speed in difficult sailing conditions,
taking into account the adoption of the most safety-compliant emergency course.

However, apart from the use of PTI as an emergency solution, the biggest problem for
mechanics is making the rational decision of at what point emergency propulsion needs to be
used, as this requires significant changes in the structure of this type of propulsion system.
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Many researchers have described operational uncertainty states using various sophis-
ticated research methods, such as in publications [33,34].

The authors assumed that in order to rationally make such decisions (not allowing the
complete destruction of the internal combustion engine or the possibility of explosion), it is
necessary to assess the technical condition of the main engine on an ongoing basis, using
methods presented in [7,8,31,35]. It has been shown that the wrong operational decisions
lead to permanent degradation of the engine structure, causing faster wear of the engine
than it was designed for, which was the basis for determining the operational time between
scheduled overhauls.

The authors adopted a design solution that enabled a significant improvement of
shipping safety, by confirming the correctness of such actions using the general theory of
reliability of the ME presented in publications [36,37]. The design solution also considers
the protection of the marine environment, and other forms of protection resulting from
rational engine operation are presented in publications [38,39].

In Figure 1, an illustrative diagram of the ship’s main propulsion is shown, using
a low-speed, two-stroke piston engine as the main engine with a shaft generator, and a
PTO/PTI system (generator (G)) driving the common propeller shaft of the ship.

Figure 1. Example of the main propulsion system of the vessel: 1. Unregulated pitch drive screw
propeller (fixed pitch propellers—FPP); 2. Electricity generator gearbox; 3. Clutch disconnector;
4. Shafted alternator (PTO/PTI); 5. Marine low-speed, two-stroke main engine (ME); 6. RCI main
power unit (AC/DC rectifier, AC/AC converter, DC/AC inverter); 7. Auxiliary engine (AE)—driven
generators (G); 8. Auxiliary engine (AE) driving generators of ship power plants.

Further consideration of the use of marine diesel-electric propulsion systems (Figure 1)
ensured the safety of the ship in emergency operating situations (the scenarios studied
and presented in publications [3,10,40]) in probabilistic terms. The bases of this method
are developed in publications [41–43], and are made on the example of the propulsion
system of an oil tanker adapted to transport crude oil. Particular attention was paid to the
considerations of reliability, one of the most important features of such a system.

2. General Description of the Reliability of the Propulsion System of an Oil Tanker

An oil tanker adapted for the transport of crude oil is characterized by its very large
size. It enables the use of ship propellers with a non-adjustable (fixed) pitch, which are
driven by means of marine low-speed, two-stroke piston, internal combustion engines [1].

A drive system with such a screw and engine often consists of the following
devices [30]:
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- marine low-speed, two-stroke, internal combustion piston crosshead engine;
- disconnectable or inseparable coupling;
- intermediate shaft with bearings;
- screw shaft with stern tube;
- drive screw with non-adjustable stroke (unregulated).

Such a system is called a direct propeller system, where the engine speed is equal
to the propeller speed. The devices of such a system are, in terms of reliability, elements
connected in series, which makes its reliability structure a serial one. Since the failure of one
of the elements of the serial structure causes the failure of the whole system, they require
the correct exploitation decisions. The dependence of correct exploitation decisions on the
exploitation conditions is presented in publications [7,44–46]. A schematic diagram of the
structure of the aforementioned drive system is shown in Figure 2. From this diagram, it is
clear that the reliability structure of such a drive train is a serial structure.

 

Figure 2. Sample diagram of the main propulsion system of the ship: 1—marine low-speed, two-
stroke internal combustion main engine (ME), winged and slow-running; 2—non-disconnectable
hydraulic coupling; 3—thrust bearing; 4—intermediate shaft; 5—bearing of intermediate shaft;
6—bearing of screw shaft; 7—scabbard of screw shaft; 8—fixed pitch propeller (own elaboration
using MAN BW drive drawing [30]).

The reliability of any such drive system, as a system with a serial structure, is closely
linked to the reliability of all its individual components [33,34,36,37,47]. This is because the
inability of any of the elements of this system causes failure. The reliability of such a drive
system is unambiguously characterized by the reliability function, which can be presented
in the form of dependency (1):

R(t) = P{T1 > t, T2 > t, . . . T8 > t} =P{T1 > t}P{T2} . . . P{T8 > t} = ∏8
i=1 Ri(t) (1)

From the diagram shown in Figure 2, it follows that the elements (in terms of reliability)
are: 1. marine low-speed, two-stroke diesel engine—main engine (ME); 2. hydraulic
separable coupling; 3. thrust bearing; 4. intermediate shaft; 5. bearing of intermediate shaft;
6. support bearing of screw shaft; 7. main bearing of screw shaft; 8. stern tube; and 9. fixed
pitch drive screw. This diagram also shows that the reliability of the vessel’s propulsion
system can be increased if a shaft generator (4) driven by the main engine (1), through a
gearbox (3), is used. A diagram of such an arrangement is shown in Figure 3.
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Figure 3. Example of ship’s main propulsion with shaft generator and PTO/PTI system: 1—marine
low-speed, two-stroke diesel engine—main engine (ME); 2—hydraulic separable coupling; 3—shaft
generator gear; 4—shaft generator (PTO/PTI); 5—intermediate shaft; 6—thrust bearing of intermedi-
ate shaft; 7—bearing of screw shaft; 8—stern tube; 9—fixed pitch propeller (own elaboration using
MAN drawing [30]).

The use of a shaft generator in the ship’s propulsion system allows one to drive the
ship’s propeller, in case of damage to the main engine. In such a case, it operates as an
electric engine, powered by electricity generated by the vessel’s power plant generating
sets. As a result, a parallel reliability structure of the system can be obtained, as shown in
Figure 4. The reliability of such a system Rs(t), consisting of shaft generator systems (SGS):
generator set (4) into gearbox (3) with distribution F1(t); and main engine set (MES): main
engine (1) into clutch (2) with distribution F2(t), capable of driving a common intermediate
shaft (5), together or separately, may be described by Formula (2):

RS(t) = 1 − F1(t)F2(t) (2)

Figure 4. Scheme of main propulsion of the ship with shaft generator and PTO/PTI system: 1—two-
stroke main motor; 2—hydraulic coupling; 3—shaft generator gear; 4—shaft generator (PTO/PTI);
5—intermediate shaft; 6—thrust bearing of intermediate shaft; 7—bearing of screw shaft; 8—stern
tube; 9.—fixed pitch propeller; SGS—shaft generator systems; MES—main engine set (own elaboration).

The reliability function of the propulsion system with the reliability structure is presented
in Figure 4, and including the PTO/PTI system, can be presented as Formula (3):

RS(t) =

(
1 −

4

∏
j=1

Fj(t)

)
9

∏
5

Rj(t) (3)

where:
Fj(t) = (1 − R1(t)R2(t))

and:
Fj(t)—the distribution function (distributor), the probability of failure of the jth MES

unit consisting of main engine (ME), and clutch or SGS consisting of a generator and
gearbox (PTO/PTI);
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j = 1, 2, 3, 4;
Ri(t)—the reliability of the ith component of the propulsion system, other than the

component of MES and SGS units, and SGS, i = 4, 5, 6, 7, 8, 9;
T—time of correct operation of MES and SGS.
The approach presented to determine the reliability of the ship’s propulsion system

with the diagram shown in Figure 4 is the result of the adoption of an alternative classifica-
tion of its reliability states of the type: fit/unfit. In the operational practice of sea-going
vessels, other states of their propulsion equipment are also important, especially the main
engines (ME), such as the fully effective and ecological condition [43,44], the fully effective
condition, the partial condition, and the unfit condition. For this reason, there is a need for
a clear interpretation of these states.

3. Change in Engine Condition Due to Engine Operation

The mechanical energy generated by the engine, under strictly defined conditions,
is considered as a measure of its ability to perform We. For this purpose, the formulas
developed in [6,7] determining the action of AM are used. Action is a concept that has been
defined differently. In this paper it is taken as represented in [6,7], as a physical quantity
with a unit of measure called “joulesecond” (product joule times second). Thus, the action
defined always results in energy consumption E, and requires time t, and the less efficient it
is, the higher the energy consumption. Compression ignition internal combustion engines
produce and transmit energy to consumers (e.g., the ship’s propeller) in the entire load
range for which they are designed and manufactured. The basic figure that clearly defines
the motor load is the torque M0. Torque is closely related to the average dose of fuel Gp,
injected successively into each engine cylinder, and thus, to the average effective pressure
pe. The dependence of Mo on the dose Gp and pressure pe can be presented as follows [7]:

Mo = C1Gp = C2 pe (4)

Therefore, it was assumed that it is most convenient to measure the torque M0 with
a torsiometer. This allows the measurement the angle ϕ of the crankshaft torsion, or the
tangential stresses τ created in the shaft due to its torsion, which depend on the engine’s
Mo torque, according to the dependence [7]:

M0 = sϕ lub M0 = τW0 (5)

Therefore, engine action can be determined by Equation (6):

Aϕ =
∫ tn

t0

sϕωtdt (6)

or

Aτ =
∫ tn

t0

τW0ωtdt (7)

where:
s—the torsional stiffness of the shaft;
W0—the indicator of the torsional strength of the tested section of the shaft, where:

W0 =
πd3

16
, d − sha f t diameter

Taking the pressure pe of the Formula (8):

pe =
Wd p0ηi

VA0RT0λ
ηvηm (8)
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where:
Wd—gas calorific value;
P0—ambient pressure;
VA0—amount of air theoretically necessary for combustion of 1 kg of fuel;
R—gas constant;
T0—ambient temperature;
ηi—indicated efficiency;
ηv—filling efficiency;
ηm—mechanical efficiency;
λ—excess air ratio.

Therefore, Formula (6) can take the form:

AM =
∫ tn

t0

C2
Wd p0ηi

VA0RT0λ
ηvηm ωtdt (9)

Instead of pe, a momentary pressure pM = f (ωt) was used to allow the engine to
generate a momentary torque. Formula (6) can be presented as follows:

AM =

tn∫
t0

C2 pM ωtdt (10)

Using Poisson’s process, it is possible to present a physical interpretation of the process
of reducing We using a fixed value of e [7]. Assuming that from the moment the engine
starts operating (assuming that this is the moment t0 = 0) until the moment when the
measuring device registers for the first time, event A consisting of reducing the operation
of We by a value of ΔWe = e, any value of We’s operation (including at the maximum load
of the engine) can be performed in particular periods of the engine’s operation. As time
passes, further wear and tear of the engine causes further drops in We’s operating value by
another equal e value, recorded by the measuring device. Therefore, if the accumulated
number of Bt of events A, described by a homogeneous Poisson process, is recorded up to t,
a total reduction of We by ΔWe up to t, can be presented with the following relation:

ΔWe = eBt (11)

The random variable Bt has a distribution [6]:

P(Bt = k) =
(λt)k

k
exp(−λt); k = 1, 2, . . . , n (12)

where:
λ—the constant quantity (λ + idem), interpreted as the intensity of the reduction of

We by equal e values, recorded by the measuring device during tests, λ > 0.
The expected value of E(Bt) and the variance of the process of the increase in the

number of events A, i.e., the decrease in We’s operation by successive values e recorded by
the measuring device, can be presented as follows:

E(Bt) = λt; D2(Bt) = λt (13)

Therefore, the expected value and the standard deviation of the reduction of We’s
work performed by the motor until t, can be expressed by formulas:

E[ΔWe(t)] = eE(Bt) = eλt σl(t) = e
√

D2(Bt) = e
√

λt (14)

366



Energies 2022, 15, 2833

Assuming that a new engine (when t = 0) performs the greatest work, i.e., that
We(0) = Wemax, can be expressed by a mathematical relation describing the reduction
of work with time t, with the formula:

We(t) =

{
Wemax f or dla t = 0
Wemax − e

(
λt ± e

√
λt
)

f or dla t > 0
(15)

The graphical interpretation of the relationship recorded in Formula (15) is shown in
Figure 5.

Figure 5. Graphic interpretation of the example realization of the reduction of the useful work of the
engine: We—useful work, e—quantum by which the work of We is changed [6,7].

From Formula (12), it follows that for any moment t, the work We performed by
the engine can be determined, and that it is possible to determine the probability of the
appearance of such a reduction in the work We of the engine wear and tear that will make it
impossible to perform a given task in the operation process. Thus, the probability P(Bt = k,
k = 1, 2, . . . , n) as determined by the Formula (12) is considered as an indicator of engine
reliability, or is taken as an indicator of engine operating safety in case it concerns such a
reduction of We performance that it may lead, e.g., to a shipping accident.

The above presented relations between the action of a human being and the engine
they are operating, in a certain period of time, causing the drop of the work done We as a
result of the wear and tear of the device. This allows the introduction of the theory of the
vector of the accuracy of decisions (decision accuracy vector) and the concept of the curve
of the engine technical condition potential (CETCP) [6].

Introducing the curve of the engine technical condition potential (CETCP) is a neces-
sary element in the analysis of the processes. It is presented as a set of vectors of decision
accuracy VDAi where i = [1, . . . , 6], with different values of the consequences of these
decisions other than the value in point A. It was assumed that as a result of the exploiter’s
action, the use of the engine, being in a technical condition with a specific potential, causes
adequate wear and tear of the engine, lowering the technical condition potential, which
has an impact on lowering the level of ability to perform an exploitation task, and thus,
lowering its life span. It was assumed on the basis of expert knowledge that the lower
the potential of the engine’s technical condition, the lower the quality of processes taking
place in the engine (e.g., combustion, charging, and lubrication due to degradation of oil
properties), and consequently, the quicker the process of engine wear [8,31].

In addition to the processes that are a natural consequence of using the engine with
different potential, it is important to note, for example, that the desire of users to perform a
transportation task even/or especially when the potential of the engine’s technical condition
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is reduced, results in additional negative events that accelerate engine wear. An incorrect
operating decision may cause the set of technical condition potential values of the engine,
presented as the CETCP engine condition potential curve (wear and tear during operation),
to decrease by an appropriate value ΔSETC (SETC—state of technical condition of the
engine). This phenomenon has been shown as the curve of the state of the engine technical
condition, with CSETCn, CSETC2, CSETC3, CSETCP4, and CSETC5 presented as consequences of
adequate decisions, shown in Figure 6 as decision accuracy vector VDAi where i = {1, . . . , 6}.

Figure 6. An overview drawing presenting graphically the vector concept of the decision accuracy
vector VDA where: SETC axis—the axis of the state of the engine’s technical condition; T axis—the
axis of the engine’s lifetime; τW axis—the axis of the relative lifetime of the engine; “X”—the point
where values of the state of the engine’s technical condition have been assigned to the corresponding
technical condition Sx in time τ1; “A”—the point where values of the state of the engine’s technical
condition have been assigned to the corresponding technical condition SxA in time τ2; VDAA—the
decision accuracy vector in the area “A”; CSTCP—curve of the state engine technical condition;
CSTCPn—curve of the state of the engine’s technical condition nominal (n), i.e., predicted during the
design process (author’s own elaboration).

4. Engine Technical Conditions

From operational experience, it is important to maintain a high level of reliability for an
oil tanker when performing transportation tasks in difficult, unpredictable sea conditions,
especially with regard to the main engine (ME). This means that it is necessary to rationally
control both the use of the motor and its operation [46]. In order to act rationally in this
respect, diagnostic tests should be carried out to determine the technical condition of the
engine [41].

The technical condition of an engine is defined by the set of technical characteristics
of its structure that enable it to operate reliably, and carry out its operational tasks in
accordance with the intended use for which it was designed, manufactured, and assembled.
As presented in works [6,7], this state, at any moment t of operation depends not only
on this moment, but also on the technical condition of the engine at the initial moment
to <t, any changes of the engine load in the time interval [t0, t], and the course of control
of the engine in this interval. This control has a major impact on the change in engine
condition. The state of the engine at the end of the manufacturing process depends
on many factors, which are of a random nature (these dependencies are presented in
publications [7,31,37,41,42,44]). This means that the process of changing the condition of
each engine is stochastic, continuous in states, and over time. Assuming that the criterion
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for creating a set of states for the engine’s suitability to perform a transport task while
maintaining ecological standards, the following classes of technical states are distinguished,
called directly the states (determination of technical states of machines, including marine
engines, has been presented in publications [7,31,37,41,42,44]):

- The state of full effective and ecological operability of the engine s1, which allows the engine
to be used in the whole load range for which it was designed;

- The state of full effective operability of the engine s2, which allows the engine to be used in
the whole load range for which it was designed, but with significantly lower overall
efficiency, i.e., significantly higher fuel consumption and not meeting environmental
protection standards;

- The state of partial operability of the engine s3, which allows the engine to be used in
a limited load range, smaller than that for which it was designed, does not meet
environmental protection standards, and where the levels of wear and tear of the
engine components, exceeding the alarm parameters of the media, indicate the need
to perform maintenance allowing the engine to be renewed (at least) to s2 in order to
take the ship to a place of refuge;

- Engine inoperability state s4, which prevents the engine from being used as intended
(e.g., due to damage, prevention work, etc.).

The set elements S = {si; i = 1, 2, 3, 4} are the process values of {W(t): t ≥ 0}, which are
consecutive states of si∈ S, known to be causal.

It is important to distinguish between states si ∈S (i = 1, 2, 3, 4) because it is crucial
to use the motors when they are in state s1, or possibly in state s2. When engines are in
state s2, and s3, they are used in the shortest possible time due to the occurrence of intense
degradation processes.

Shipboard internal combustion piston engines in full operability s1 can be used at any
time under different loads and ecological standards. In the s2 condition, they can be freely
loaded, but they cannot meet ecological standards. Partially operability s3 can be used or
operated depending on the decision situation, i.e., when the operating conditions (high
wave, strong wind, proximity to land, too low depth, saturation of the body of water with
other objects, etc.) are not sufficient. This does not put the engine out of action and take up
service, but this condition gives a chance to reach the place of shelter [3].

An engine in the inoperability state s4 must always be operated, especially at sea (which
gives a chance of survival to the vessel) or in port, if this is still economically justified.
During states s1, s2, and s3, the engines can operate and thus send out diagnostic signals,
which makes it possible to recognize the elementary states classified into the listed state
classes. The changes in these states are influenced by the operating conditions of the
engines. Knowledge of these conditions enables rational engine control [45].

If diagnostic information (parameters, change trends) and information about expected
engine operating conditions (e.g., expected weather conditions) are available, the operator
(engine user) may risk undertaking the task when the engine is in state s2, or even risk
undertaking some tasks in state s3.

However, the problem is that to analyze the data displayed on the screens of units
processing engine parameters requires knowledge exceeding the knowledge and skills
of about 70% of mechanics, especially those who do not have an academic education
(IMO requires secondary education). Secondary education does not require knowledge of
the so-called higher mathematics. However, knowledge of the basics of so-called higher
mathematics is necessary to correctly read the graphs displayed on the screens of computers
processing engine parameters. Diagrams appearing on the ship’s computer screens are
shown in Figure 7.

In state s3, when the operating parameters of the engine indicate significant degrada-
tion of the engine structure and further operation can lead to serious damage, called failure,
the only rational decision is to stop using the engine and start maintenance. This involves
putting the engine out of service, dismantling its components, renewing those components
that need to be renewed, or replacing them with new ones. Such a decision taken during
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the voyage involves stopping the ship, which may result in a loss of maneuverability and
the ship’s sideways alignment.

 

Figure 7. Complicated graphs of mathematical dependencies (at the level of higher mathematics, e.g.,
nonlinear functions) showing trends in changes of engine condition, on the basis of analysis of data
provided by sensors placed on the engine, requiring [48].

On the other hand, if the weather conditions are good, the decision to start a service of
the engine causes the voyage to be stopped and too long a stoppage means the possibility
of suffering the economic consequences of not entering the port on time. In unfavorable
weather conditions, or only unfavorable sea waves, during lateral heeling the ship may
lose its lateral stability and drown. Therefore, during the voyage of each oil tanker, it
is necessary that the propulsion system of that tanker is in the condition s1 to maintain
the ship’s maneuverability. This state of the ship’s propulsion system is provided by the
PTO/PTI electrical unit. This is a solution proposed by engine manufacturers. The selection
of the shaft alternator (PTO) should be determined by the electricity demand necessary
to maintain the safe movement of the vessel when operating the main propulsion system,
which the shaft alternator (PTO/PTI) produces electricity according to the electrical power
demand of the auxiliary equipment.

At the planned load of the ship’s propulsion system, the transmitted output of the
shaft generator (PTO/PTI) is about 10–15% of the power of this main engine [29].

Where it is not relevant in the operating strategy adopted for these engines to distin-
guish between states s1 and s2, a simpler process of {W*(t): t ≥ 0} changes in the technical states
of the engines may be considered, namely a model with a set of states S = {s1, s2, s3} [42], with
the following interpretation of these states:

- The full operability state s1, which allows the engine to be used under all the conditions
and load ranges for which it is designed and manufactured (including eco-sufficiency);

- The partial operability state s2, which allows the engine to be used under restricted con-
ditions and load ranges smaller than those for which it is designed and manufactured
(e.g., “green” and “economic”), but with less favorable economic coefficients;

- The engine inoperability state s3, the failure condition which prevents the engine from
being used as intended (e.g., due to damage to components or subassemblies, preven-
tive work on subassemblies, or an inability to provide adequate parameters for the
operating media, etc.).
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Thus, the process consists of three stages with continuous execution over time. The
elements of the set S = {s1, s2, s3} are also considered as the values of the said process
{W∗(t) : t ≥ 0} following one another during engine operation. This process is character-
ized by the fact that, if states s2 or s3 do not occur, the internal combustion engine is in state
s1, and that the operating time of the internal combustion engines is not a good measure of
the wear of their structural structure. This means that a change in the technical condition
of this type of engine is poorly correlated with the wear and tear of the expected operating
hours. This was justified in the works [7,31]. It follows from the above consideration that
the commonly used strategy of carrying out preventive maintenance of internal combustion
engines (including ship engines) after the expiry of the designated, fixed periods of their
proper operation (time reservations) is ineffective, and therefore, unreasonable. Hence, the
conclusion that preventive maintenance of engines should be carried out depending on
the results of wear tests, which is possible if the appropriate technical diagnostics are used.
The application of such diagnostics requires the development of a diagnostic model for a
given type of internal combustion engine, and the application of an appropriate diagnostic
system adapted to that model, which is adopted to identify the technical condition of those
engines [8,38].

5. Change of Engine States Model

For each marine diesel engine, the change process in engine states is random. The
scientific works [31,37] show that the models of this process can be a stochastic process
{W(t): t ≥ 0}, with a discrete set of states and continuous during the distinguished technical
states of these engines. The development of a model of the process of changing the technical
states of diesel engines in the form of a stochastic process requires the establishment of a
finite set of S states of these engines. Taking as a criterion for distinguishing such states
of suitability of compression ignition engines for performing operational tasks, a set of
technical states (significant in operational practice) can be defined in the form of relation:

S = {si; i = 1, 2, 3, 4}, (16)

with the interpretation presented earlier applicable here, i.e., s1—full effective and environ-
mental operability; s2—full effective operability; s3—partial operability; s4—inoperability.

The set elements S = {si; i = 1, 2, 3, 4} are the values of the process {W(t) : t ≥ 0},
which are consecutive states of si ∈ S, and causal to each other. The distinction between
si∈S (i = 1, 2, 3, 4) states for a ship’s main engines is extremely important as it is vital to use
these engines when they are in state s1 or, if necessary, for the shortest possible time (after
which they should be renewed) when they are in state s2.

This process is fully specified if its functional matrix is known:

Q(t) = [Qij(t)], (17)

the non-zero elements of which have the following interpretation:

Qij(t) = P{W(τn+1) = sj, τn+1 − τn < t|W(τn) = si}; si, sj ∈ S; i, j = 1, 2, 3, 4; i �= j

When the initial distribution is given:

pi = P{W(0) = si}, si ∈ S; i = 1, 2, 3, 4 (18)

It was assumed that the changes in state of the ship’s main two-stroke, slow-speed
main engine used for the propulsion of sea-going vessels, such as cargo and oil tankers,
take place according to the transition graph, which is shown in Figure 8 [31].
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Figure 8. The graph of state changes si ∈ S(i = 1, 2, 3, 4) of the process {W(t) : t ≥ 0} [4].

In Figure 8 a transition is marked, with an arc depicted by a dashed line, from the state
s4 to the state s3, which in rational control can only take place in exceptional situations, and
therefore, as it is unreasonable, is not included in the developed model under consideration
of the process of changes in states of the ship’s main engine. Therefore, the process limit
distribution {W(t): t ≥ 0} can be presented in the formulas [7]:

P1 = E(T1)M−1, P2 = E(T2)M−1, P3 = p23E(T3)M−1, P4 = p23 p34E(T4)M−1 (19)

whereby:
M = E(T1) + E(T2) + p23 p34E(T4) (20)

where:
E(Tj)—expected duration of the state sj ∈ S(j = 1, 2, 3, 4),
Pij—probability of the process passing {W(t): t ≥ 0} from state sj to state sj (si, sj ∈ S;

i, j = 1, 2, 3, 4; i �= j).
The individual probabilities Pj (j = 1, 2, 3, 4), as defined by Formulae (19), are inter-

preted as follows:

P1 = lim
t→∞

P{W(t) = s1}, P2 = lim
t→∞

P{W(t) = s2}, P3 = lim
t→∞

P{W(t) = s3}, P4 = lim
t→∞

P{W(t) = s4}

In the presented model of state changes si (i = 1, 2, 3, 4), there are situations when
the operator may decide to use the PTO/PTI system: at state s2 of the engine at time Δτ12;
at state s3 of the main engine at a time presented as Δτ45 or Δτ89, and in good weather
conditions, the PTO/PTI system should be used and operated with ME; and at state s4 at
time Δτ56, the propulsion with PTO/PTI is necessary and gives a chance for the survival of
the vessel (Figure 9).

 

Figure 9. Example of the implementation of the {W(t): t ∈ T} process of a compression ignition engine:
{W(t): t ∈ T}—process of state changes; t—operating time; s1—full serviceability; s2—incomplete
serviceability; s3—partial serviceability; s4—unsuitable state; periods of time during which the use of
a PTO/PTI system is justified.
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An important feature of the graph shown in Figure 9 is that the relationship between
states reflecting the execution of full recovery to state s1 is taken into account if the engine
is in state s2 or s3. Therefore, this variant of si ∈ S condition means changes should be taken
into account in creating a simpler (tri-state) graph to show the technical condition changes
of a ship’s main engines and a related diagnostic model of this type of engine (Figure 10).

Figure 10. Ship’s main engine state change graph: s1—full effective operability, s2—partial operability,
s3—inoperability. pij—probability of process transition from si to sj, Tij—duration of si provided that
process transition to sj, i, j = 1, 2, 3.

In the strategy adopted for the operation of marine diesel main engines, it is not
relevant to distinguish between states s1 and s2, it can be considered a simpler process of
{U(t) : t ∈ T} changes in the technical states of these engines, namely a process with a set
of states, can be considered:

S = {s1, s2, s3} (21)

for interpretation: s1—full effective operability, s2—partial operability, s3—inoperability.
The graph of state changes si (i = 1, 2, 3) of the process {u(t) : t ∈ T} of these engines

is shown in Figure 7.
This process is also a three state process (like the process {W(t) : t ≥ 0}) with contin-

uous execution over time. It is assumed that if either of the states s2 or s3 do not occur, the
internal combustion engine is in state s1.

Therefore, the set of technical states S = {s1, s2, s3} can be considered as a set of
stochastic process values {U(t) : t ∈ T}, with fixed compartments and right-hand continu-
ous execution (Figure 11).

Figure 11. Example of the implementation of the process: {U(t) : t ∈ T} of a marine diesel main
engine; (ME): {U(t) : t ∈ T}—process of state of repair; t—service life; s1—full effective operability;
s2—partial operability; s3—inoperability. Periods of time during which the use of the PTO/PTI system
is justified.
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The initial distribution of the process under consideration (Figure 11) about the transi-
tion graph (Figure 10) is defined by a formula:

Pi = P{W(0) = si} =

{
1 f or i = 1

0 f or i = 2, 3
(22)

The function matrix, on the other hand, is as follows, when the function Q32(t) is
non-zero, or Q32(t) �= 0:

Q(t) =

⎡⎣ 0 Q12(t) Q13(t)
Q21(t) 0 Q23(t)
Q31(t) Q32(t) 0

⎤⎦ (23)

When the function Q32(t) is zero, i.e., Q32(t) = 0, the matrix (23) will take the form:

Q(t) =

⎡⎣ 0 Q12(t) Q13(t)
Q21(t) 0 Q23(t)
Q31(t) 0 0

⎤⎦ (24)

Therefore, for the presented process {U(t): t ∈ T} with the functional matrix defined by
the Formula (24), the following limit distribution can be determined:

P1 =
π1E(T1)

H
, P2 =

π2E(T2)

H
, P3 =

π3E(T3)

H
, (25)

whereby:

π1 =
1

2 + p12 p23
, π2 =

p12

2 + p12 p23
, π3 =

1 − p12 p21

2 + p12 p23
,

H = π1E(T1) + π2E(T2) + π3E(T3),

where:
P1, P2, P3—the probability that the compression ignition engine is in the states s1, s2,

s3 respectively;
πj—limit probability of the process {U(t) : t ∈ T} of the Markov string describing the

possibility of the state sj appearing, j = 1, 2, 3;
pij—probability of the process passing {W(t) : t ∈ T} from the state si to the state sj;
E
(
Tj
)
—expected duration value of the state sj.

The presented technical conditions of the marine diesel main engine are related to the
respective operating conditions of these engines. These technical states and the associated
operating states (states of use and operation) are mutually exclusive. Therefore, taking into
account these types of conditions when making operational decisions, it is reasonable to
control the operation of the ship’s propulsion system by taking into account the application
of the PTO/PTI system, in operational situations where it is reasonable to exclude the ME
from service in case of malfunction, or when the ME is in an unsuitable state.

A properly designed computer program based on the proposed models could work
out unambiguous conclusions from the analysis of trends in changes of engine states,
and unambiguously suggest to the mechanic-operator to change the type of drive to the
emergency one, i.e., to use the PTI system. However, this requires the involvement of the
engine manufacturer, who avoid such unambiguous solutions and leave such decisions
to the mechanics. This is related to complicated post-accident procedures conducted by
insurance companies in order to determine responsibility for failures.

6. Conclusions

The paper presented the concept of a technical solution of a ship propulsion system,
consisting of a two-stroke, low-speed main diesel engine (ME) and a shaft generator that
can be used as an emergency electric motor when it is necessary to put the ME out of service.
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This is an innovative solution, because it is not currently used on very large ships
where there is such a large disproportion between the main and the emergency power.

The main problems to be solved in the research process identified by the research team
can be divided into direct and indirect problems.

Indirect issues are that with this type of main engine propulsion system, and the use
of a fixed pitch propeller, the shaft generator cannot be used to power the ship’s power
plant while the ship is stationary at the loading terminal, or used as a power source for the
cargo pumps. Therefore, the power of the shaft generator is designed adequately for the
energy demand for powering the equipment ensuring the movement of the ship at sea. At
the same time, when controlling the power of such an engine by changing the revolutions,
shaft generators are used only when the hydrometeorological conditions make operation
possible. This means a limited range of revolutions and use only during a sea voyage.

The direct problems consist of the fact that in order to achieve the minimum maneuver-
ing speed, generators with a power corresponding to at least about 30–40% of the nominal
power of the two-stroke diesel engine (depending on the state of loading of the ship) are
needed, with standard generators of about 6–10% of the nominal power of the ME.

Therefore, engine manufacturers will not use over-powered generators, associated
with an increase in investment and operating costs, and with a decrease in the efficiency of
the generator when only partially loaded during the voyage.

Based on operational experience, it was suggested to change the thinking from “eco-
nomic” to “safe”, which requires additional costs, but a similar cost increase occurs with
“safe” to “ecological” thinking.

Therefore, in justifying the proposed solution, the paper shows that it is possible to
increase the reliability of the main propulsion system of crude oil tankers, and bulk cargo
ships adapted to carry bulk cargo, by using a shaft generator as an emergency engine
(PTO/PTI) when the main engine loses its fully operational condition.

Since one of the biggest exploitation problems leading to failure is rational decision
making, it was shown that depending on the adopted exploitation strategy, one of the two
exploitation process models of marine main engines can be applied using the semi-Markov
process, i.e., four-state, when making decisions in order to protect the environment [16], or
three-state, when the main engine must be stopped before it reaches the state of inoperability.
For both of these models, their limiting distributions were determined, which formed the
probabilities of the engine staying in their respective states.

It was shown that such a model was useful in the operational practice of the ships
under consideration, especially in the process of diagnosing the engine technical condition
and facilitating the operational decision at the right moment.

In conclusion, on the basis of the above-mentioned research, it seems reasonable
that in order to avoid both serious breakdown and a loss of maneuverability of the ship,
the PTO/PTI system should be applied at the appearance of the main engine partial
operational state (s2 in the three-state model). This is a prerequisite for maintaining the
ship’s maneuverability and safely performing engine maintenance. It was also found that
when a ship’s propulsion engine is in an unserviceable condition (s3 in three-state model),
it is absolutely necessary to use the shaft generator (PTO/PTI) as an electric motor of
emergency main propulsion.
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of Diagnostic Parameters for the Identification of Technical States of a Marine Reciprocating Internal Combustion Engine); Nr 6/2016, s.
983-985; Autobusy, Technika, Eksploatacja, Systemy Transportowe: Radom, Poland, 2016.
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Abstract: The European Union and the Austrian government have set ambitious plans to expand
renewable energy sources and lower carbon dioxide emissions. However, the expansion of volatile
renewable energy sources may affect today’s energy system. To investigate future challenges in Aus-
tria’s energy system, a suitable simulation methodology, temporal and spatially resolved generation
and consumption data and energy grid depiction, is necessary. In this paper, we introduce a flexible
multi-energy simulation framework with optimization capabilities that can be applied to a broad
range of use cases. Furthermore, it is shown how a spatially and temporally resolved multi-energy
system model can be set up on a national scale. To consider actual infrastructure properties, a detailed
energy grid depiction is considered. Three scenarios assess the potential future energy system of
Austria, focusing on the power grid, based on the government’s renewable energy sources expansion
targets in the year 2030. Results show that the overwhelming majority of line overloads accrue in
Austria’s power distribution grid. Furthermore, the mode of operation of flexible consumer and
generation also affects the number of line overloads as well.

Keywords: 100% renewable energy sources (RESs); multi-energy system (MES) modelling;
multi-energy system (MES) simulation; hybrid grid; national multi-energy system (MES)

1. Introduction

Climate change is seen as a serious problem by ninety-three per cent of Europeans.
According to the European Commission, the same number of Europeans have taken at least
one action to tackle climate change. By setting up the ambitious “European Green Deal”
program in December 2019, the European Commission aims to achieve a climate-neutral
European Union by 2050 [1,2]. Concretizing the path towards achieving “European Green
Deal” targets, the European Commission set up the “Fit for 55” program as an interim goal
in July 2021. This program aims to reduce the European Union’s carbon dioxide emissions
by fifty-five per cent by the year 1990 [3].

As a member of the European Union, the Austrian government has set even more
ambitious targets, aiming to achieve net CO2 neutrality by 2040 [4]. Furthermore, the
Austrian #mission2030 aims to achieve a hundred per cent renewable power generation net-
balanced over one year until the year 2030. To achieve this target, renewable energy sources
(RES), mainly volatile wind and photovoltaics, have to be expanded significantly [5].

The enhanced usage of RESs presents challenges for both the energy system and its
operators since RESs are decentralized, hardly predictable, and introduce volatility into
energy grids [6]. Achieving a hundred per cent RES might require:

• A spatial and timely compensation of energy;
• An increase in flexibility for both demand and generation in an energy system;
• The ability to cope with high instantaneous penetration of RES;
• Curtailment of RES as ultima-ratio.

Energies 2022, 15, 3581. https://doi.org/10.3390/en15103581 https://www.mdpi.com/journal/energies
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In order to integrate a high share of RESs into existing energy systems and to avoid
previously described issues, new approaches are necessary. In recent years, research focused
on a cross-sectoral approach to consider the energy carriers’ individual advantages in an
energy system. This approach allows for the implementation of power, natural gas, district
heating, hydrogen, and carbon dioxide grids, combined with storage and sector coupling
(SC) options [7].

A need to address previously described challenges can be derived by looking at the
distribution of RES in Austria. Sejkora et al. [8] provide a comprehensive overview of
Austria’s spatial distribution of technical exergy potentials of RES, which can be directly
converted into RES energy potential [8]. Referring to Figure 1, it can be seen that renewable
potentials are widely spread all over Austria, fluctuating in both the type of RES and
the quantity in each district. However, it can be seen that wind potentials are mainly to
be found in eastern Austria, whereas hydropower potentials are located in the western
parts of Austria. Biomass and photovoltaics can be considered as more evenly distributed
across Austria.

Figure 1. Technical energy potentials of RES per Austrian district, derived from [8,9].

Integrating further RES into the current energy system might lead to issues as previ-
ously disclosed. To address them, we introduce an updated multi-energy-system (MES)
simulation framework, HyFlow, and discuss simulation results based on potential scenarios
of the Austrian energy system in the year 2030.

1.1. Literature Overview and Research Need

As there are numerous publications on the topic of MES models, this section aims
to display the current state of research regarding MES simulation and optimization ap-
proaches. Furthermore, we introduce research focusing on Austria’s national multi-energy
system models.

1.1.1. MES Simulation and Optimization Approaches

According to Klemm and Vennemann [10], energy system models can be methodologi-
cally categorized in optimization, forecasting/simulation, and back-casting. Depending on
the defined objective function, optimization is capable of determining an optimal solution
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or scenario. Forecasting or Simulation models show the system’s behavior according to the
selected input parameter. This scenario-based approach likely doesn’t represent an optimal
solution with regard to the selected boundary conditions. In back-casting models, an
envisioned future state or properties are defined. Based on the future state, the back-casting
model develops paths to these future conditions. Further categorization criteria could
be assessment criteria, as well as analytical or mathematical approaches and challenges.
The structural and technological details of MES models can include geographic coverage,
spatial and temporal resolution, time horizon, sectoral coverage, and demand sectors [10].

Several pieces of research provide a comprehensive overview and comparison of exist-
ing MES assessment approaches, such as [10–14]. As can be seen in the before-mentioned
sources, the predominant modelling approach for MES is optimization followed by sim-
ulation. Since the methodology described in this paper can be categorized as an MES
simulation model, the following section focuses on MES simulation models. Still, it will
also display differences compared to optimization models.

Bottechia et al. [12] introduce the modular, multi-energy carrier, and multi-nodal multi-
energy system simulator (MESS). The framework is designed for urban areas; however,
wider spatial coverage is also possible. The authors compare and investigate the cause
of differences of MESS results with Calliope (MES optimization framework), based on a
simple MES. The outcome of both methods tends to be similar yet different due to the
individual model’s target function and mode of operation. One further advantage of MESS
over Calliope is a much faster computation time. A main disadvantage of MESS might be
that only one grid level can be depicted [12].

A combination of Pandapower [15] and Pandapipes [13] is proposed by Lohmeier
et al. [13] to create a multi-energy grid simulation framework with a focus on detailed
energy grid depiction. The so-called multi-energy controller, similar to the energy hub
concept, allows for the implementation of sector coupling or energy storage options. The
authors demonstrate the capabilities of the MES simulation framework based on two use
cases. Since detailed energy grid calculations, as well as multi-energy controllers, are
computation time intensive tasks, one disadvantage of the proposed model is extensive
computation time, when simulating a full year in 15 min time steps [13].

Böckl et al. [16] introduces a previous version of the MES simulation framework
HyFlow, which is utilized for various research questions, such as [17–19]. By applying
HyFlow, potential fields of improvements became visible, since the previous HyFlow
version is not capable of addressing issues, such as:

• More than two individual network levels;
• No energy transfers across various network levels, since only step-by-step energy

transfer via each network level is possible (energy must always flow via each network
level without skipping network levels);

• A lack of selectable control strategies for both sector coupling and energy storage
options;

• Implementation of further components of an energy system is only possible with high
programming effort.

In [20,21], an MES optimization framework is proposed, consisting of individual
energy hubs, interconnected with individual energy grids. Both models provide a two-
stage optimization for the energy hub and the whole system. In dependence of the target
function, individual research questions are addressed.

1.1.2. MES Investigations on National Level

This section aims to provide an overview of existing research on national MESs to
demonstrate current research approaches.

Sejkora et al. [22] display how Austria’s future energy system could be composed if
exergy efficiency is defined as optimization criteria in a fully decarbonized energy system,
where RES are expanded according to #mission2030 targets [5,22]. The research shows that
with restricted RES expansion in Austria, significant imports of sustainable methane and
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hydrogen will be necessary in the future. This research can provide guidelines for future
technologies in MES, but cannot address any spatial problems [22]. In comparison, the
project ONE100 from Austrian Gas Grid Management shows an energy system where RES
are expanded until their maximum potential. In this case, import demand is significantly
reduced to four per cent of total energy consumption. This research aims to achieve an
economically optimized energy system. The model contains a rough spatial resolution of
Austria, dividing Austria into 19 interconnected regions [23].

In [24], a comprehensive overview of research in the field of optimizing national
energy system models is provided. However, the spatial resolution of each model shown
is quite low. A lack of subnational data availability is seen as the main reason for the low
spatial resolution [24].

1.1.3. Research Need

Flexible MES simulation frameworks to cover a wide range of individual problems are
not available yet. Furthermore, to the best of our knowledge, it has never been attempted
before to set up a national MES simulation model with detailed spatial resolution and
detailed infrastructure depiction.

In this paper, we aim to close previously described scientific gaps by presenting a new
version of our self-developed MES simulation framework HyFlow and demonstrate its
capabilities based on Austria’s energy system in 2030. The following research questions are
to be investigated in this paper:

• Based on the scientific gap, how should an MES simulation framework be designed to
cope with a national MES and various other research questions with a high degree of
both spatial and temporal resolution?

• What steps have to be taken to model Austria’s national energy system with detailed
spatial and temporal resolution?

• What are the effects on power infrastructure based on #mission2030 renewable energy
sources expansion, considering different modes of flexibility operation and power
load flow optimization?

To answer the research questions this paper is structured as follows. The following
subchapter describes considered challenges modelling the Austrian energy system. In
Section 2, the methodology to set up an MES simulation framework and national MES
model is described. Investigated scenarios and their corresponding results are disclosed in
Sections 3 and 4, respectively. Simulation results are discussed in Section 5, followed by a
conclusion and an outlook for potential further research in Section 6.

1.2. Problem Description

To address previously mentioned research questions, various obstacles need to be
addressed beforehand. As demonstrated in the literature research, MES simulation frame-
works that are currently available can be significantly improved to address a wide and
flexible range of research questions, especially in the following fields:

• The flexible depiction of various network levels of all energy carriers (power, gas,
heat), independent of spatial resolution. This should enable a large range of spa-
tial resolution to be able to depict various areas, from single consumers up to the
state level.

• The possibility to assign various flexibility options, such as sector coupling technolo-
gies, storage options, demand-side management (DSM), and operation-flexible power
plants. This should include the possibility of flexibly adding any further compo-
nents to expand the MES framework’s functionality. Flexibilities may operate, e.g., as
load following units or with various optimization-based operation strategies, such as
maximizing profits or maximizing the degree of self-sufficiency in a specified area.

• State of art load flow consideration via adequate load flow calculation for all consid-
ered energy carriers. Depending on the user’s selection, power flow simulation or
optimal power flow load flow calculations should be selectable for the power grid.
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The updated HyFlow MES simulation framework can address the previously men-
tioned points to develop a generic and flexible MES simulation framework.

As outlined in [24], a lack of subnational data is a major challenge when modelling a
national MES. This challenge is addressed twice in this paper:

• Suitable approaches and data to be found to achieve a detailed spatial resolution.
This includes consumption and generation data for all energy carriers. If data are not
available in low spatial resolution, a suitable approach must be found to distribute
general data towards smaller entities.

• Currently, no models of Austria’s power, natural gas, and district heating energy
infrastructure are openly available. To allow for the consideration of real grid proper-
ties, an energy grid model must be developed, based on available data to depict the
Austrian energy infrastructure.

To demonstrate the capabilities of HyFlow, three scenarios of the Austrian energy
system in the year 2030 are simulated to show the effects of RES expansion and various
modes of operation of flexibilities, such as heat pumps, electric vehicles, power storage,
and gas-fired power plants.

2. Methodology

This section is split into two main parts to provide a methodological overview of the
HyFlow MES simulation framework and all the necessary steps to create an MES model of
Austria, to be assessed with HyFlow.

2.1. HyFlow

To provide a comprehensive overview of the HyFlow MES simulation framework, the
general modelling structure, the input data, the calculation procedure, and the implementa-
tion of flexibility options are discussed in the following sub-chapters.

2.1.1. General Modelling Structure

In HyFlow, the examined area can be divided into several cells. In this work, so-
called substation districts are used (refer to Section 2.2.5. Spatial Data Distribution). This
approach is called the cellular approach; further details can be found in [16]. All entities
within one cell are aggregated into its corresponding cell. Therefore, a cell represents the
smallest spatially resolved area, resulting in a node. In Figure 2, an example of a single
node is displayed. To implement consumption and generation in one single term, the term
“residual load” (RL) is used and defined as per Equation (1).

PRL[t] = Pdemand[t]− PGeneration[t] (1)
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Figure 2. Example of a single node.

In Table 1, an overview of the node parameters is provided. Further parameters such
as maximum and minimum voltage, pressure, and temperature can also be defined.

Table 1. Overview node class parameters.

Parameter Type Description

Node ID scalar One unique number is assigned to each node.

Power ID 1 by 2
vector

Vector at [1 1] is currently a spare parameter.
Vector at [1 2] indicates the node’s position in the power grid.

Gas ID 1 by 3
vector

Vector at [1 1] indicates the node’s pressure level (e.g., 2 = 70 bar).
Vector at [1 2] indicates the node’s subgroup.
Vector at [1 3] indicates the node’s number within the subgroup.

Heat ID 1 by 3
vector Please refer to Gas ID.

RL collection array

This array contains all objects, and their behavior can be expressed
in active and reactive power, gas, or heat RL. Power RL is defined
as per Equation (1), valid for all other energy carriers too. The RL
collection in Figure 2 includes wind energy, electrolysis, electric car,
photovoltaics, gas to heat (GtH), and an industrial consumer.

Nodes can be interconnected with other nodes. Depending on the availability of
energy grids, a node-edge depiction is established. An example of several nodes with
various connections of energy carriers (edges) is shown in Figure 3. It can be seen that
all nodes are connected to the power grid. Nodes 12, 13, 14, and 327 represent one gas
sub-grid. Node number 14 supplies gas to a lower pressure network (since the first vector
position of gas ID is higher), consisting of nodes 26 and 27. As an example of RL collection
objects, further implementable objects that can be added to a node’s RL collection, such as
consumer, producer, sector coupling technology, storage options, and electric vehicles, are
shown adjacent to their corresponding node.
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Figure 3. Energy infrastructure depiction.

To ensure that only the objects that are represented by an RL (refer to all classes
hierarchically below “RL” in Figure 4) are addable to a RL collection, the programming
principle of inheritance is used. A basic class “RL” is defined with simple properties (refer
to Table 2 and functions. Based on the “RL” class, any derivative object can be developed
and implemented by the user, with additional parameters to accommodate each object’s
individual need. Figure 4 displays available derivatives of the “RL” class. In each class,
individual operating strategies can be implemented, depending on the user’s need and
addressed research question.

Figure 4. RL class and inherited derivatives.
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Table 2. Overview of RL class properties.

Parameter Description

type

Defines the type of underlying object.
Residual load or Power station
1: Pre-defined residual load profile or power station with predefined
temporally resolved profiles (e.g., residual load, water flowrate).
Sector coupling
2: Power to gas and heat (PtGH).
3: Power to heat (PtH).
4: Heat to power (HtP).
5: Gas to heat (GtH).
6: Gas to power and heat (GtPH).
Energy storage
7: Power storage.
8: Gas storage.
9: Heat storage.
DSM
10: Electric vehicle.
11: Demand-side management.

RLgas This vector contains the object’s pre-set or calculated gas RL. The calculated
gas RL depends on the object’s operating strategy.

RLheat Refer to RLgas.

RLpower Like RLgas, except that active and reactive power RLs are considered.

RLgasFlex These parameters contain the object’s RL flexibility. The usage of these
parameters depends on the object’s operating strategy. The implementation
of flexibility is explained in Section 2.1.4.

RLheatFlex

RLpowerFlex

2.1.2. Input Data

Before a simulation can be carried out in HyFlow, various input data need to be
defined and read in for further processing. The input data are stored in individual objects,
according to Table 2 and Figure 4. Node data must be defined, including parameters
described in Table 1. Temporally resolved gas, heat, active, and reactive power RL data,
including their associated node, can be defined. Properties for sector coupling options,
storage, electric vehicle/DSM, and power stations (including their corresponding operating
strategy) must be defined. Additionally, temporally resolved data for storage (e.g., water
inflow in (pumped)-storage hydropower plant) are necessary. Properties include rated
power, conversion or in-/output efficiencies, storage capacities, operating strategy, and
further technology-specific properties.

Since the open-source power flow framework MATPOWER is used for power flow
(PF) or optimal power flow (OPF) calculations, input data must reflect MATPOWER
framework requirements. Therefore, tables for branch (=edge), bus (=node), generator,
and generator cost data must be defined. The structure can be found in the MATPOWER
documentation [25,26].

Gas and heat network properties follow the same principle scheme. For gas and
heat, two tables need to be created. In the first sheet, connections between nodes at the
same pressure level can be defined (e.g., between nodes 13 and 14 in Figure 3). The sheet
number two contains connections between nodes at different pressure levels (e.g., between
nodes 14 and 26 in Figure 3). Parameters are the gas or heat IDs of the connected nodes,
length, diameter, roughness, and—in the case of heat—thermal conductivity of grid sections
(edges).

2.1.3. Calculation Procedure and Grid Simulation

The calculation process of HyFlow is shown in Figure 5. The process of each dashed
box will be explained further.
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Figure 5. Overview of the calculation process.

Determination of RL

All objects in the RL collection of each specific node are assessed. Each object in the
RL collection must provide an RL or flexibility based on the operating strategy of the
object. The calculated summarized RLs and flexibilities of each node are transferred to the
subsequent load flow calculations. The implementation and usage of flexibility are further
explained in Section 2.1.4.

Power Grid PF or OPF

Depending on the users’ selection MATPOWER PF or OPF, calculations can be per-
formed for the power grid. Depending on the usage of PF or OPF, input data must be
determined differently. In the case of PF simulation, all node residual loads and gener-
ator in-/outputs must be determined before a PF simulation can be performed. The PF
simulation determines power load flows “as they physically are”, without considering
line restrictions or generation costs, for example. OPF mathematically optimizes load
flows and generator dispatch, considering generation costs, line restrictions, and maxi-
mum/minimum generator power, based on the target function of minimum generation
costs in the total power system [26]. Optimization restrictions, such as transmission line
capacities or insufficient generation capacities, might cause an OPF to be incapable to
converge. The advanced capabilities of OPF, compared to PF, come at the cost of higher
complexity and increased likelihood of calculation failures. Further details regarding
MATPOWER are provided in [26].

Before performing a PF or OPF calculation, bus (active and reactive power RL) and
generator data (generation) must be updated in the MATPOWER data structure, based on
the previous step’s results (Determination of RL).
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Gas and Heat Load Flow Calculation

Rüdiger adopts the node potential analysis for power grids in combination with
Darcy’s equation (refer to Equation (2)) to determine gas load flows [27].

Δp = λ·8·ρ·l·
.

V
2

d5·π2 (2)

For heat load flows, Rüdiger’s approach is extended by a second iteration loop to
determine node temperatures and heat losses (refer to Equation (3) [28]) in both forward
and return flow recursively.

Tendnode = (Tstartnode − Tambient)·e
−2·π·k·l
cp ·ρ·

·
V + Tambient (3)

Both gas and heat load flow calculations can be characterized as steady-state load flow
calculation approaches.

Process and Storage of Results

In the case of power OPF, MATPOWER determines each generator’s generation
based on minimum system generation costs. Therefore, the determined generation must
be transferred to the corresponding object in the RL collection. The same procedure is
necessary in case flexibilities are used. Depending on the energy carrier, further load flow
calculation results such as load flows, voltage, angle, pressure, and temperature levels
are stored.

2.1.4. Implementation and Usage of Flexibility Options

Power flexibility might generally accrue from sector coupling options, energy storage,
or DSM, displayed by the yellow circles in Figure 6. Figure 6 also shows the general
representation of each MES node, which is automatically adapted, depending on the
properties of the node. A node optimization, similar to Chen et al. [29], is used to determine
the node’s flexibility band (green box in Figure 7) and usage of objects to provide flexibility
(yellow box in Figure 7). Generally, node optimization aims to increase the profit of an MES
(equal to minimizing costs), considering RL coverage, energy prices, technical properties
of SC, and storage options [29]. This approach and its optimization target is adapted to
determine the maximum/minimum power flexibility and the usage of objects providing
flexibility, as explained further shortly.
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Figure 6. Generic node optimization representation.

Figure 7. Process for optimized operating strategy, providing flexibility.

To consider flexibility in the HyFlow calculation process, the calculation process
displayed in Figure 5 must be adapted. This adaption affects the upper three dashed boxes
in Figure 5. The additional calculations to be performed are depicted in Figure 7.

If an object provides flexibility according to its operating strategy, it is considered for
the following calculation procedure. If no flexibility is provided by the object, the RL is de-
termined based on the objects operating strategy. To determine the total available flexibility
per node, two optimizations are performed, aiming to determine the maximum possible
positive and negative power RL (green box in Figure 7, target functions in Equations (A4)
and (A5) in Appendix A), resulting in a flexibility band between both maximum and
minimum power. For these optimizations, no energy prices are considered. The previously
described calculation is carried out in the “Determine RL” section outlined in Figure 5.
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Once a node’s maximum positive and negative power flexibility is determined, it can be
implemented in the MATPOWER framework as a generator at the corresponding node.
The OPF, considering the whole depicted power system, determines the actual need for
flexibility, ranging between the minimum and maximum possible flexibility of each node
providing flexibility. So far, the need for flexibility at each node is determined; however, it is
yet unknown which objects are used to what extent to provide the determined flexibility. To
address this question, another node optimization is carried out (yellow box in Figure 7) to
determine the actual usage of each object providing flexibility (target function in Equation
(A1) in Appendix B). This optimization is carried out considering energy prices; therefore,
the usage of the object is optimized economically. The determined optimal usage of each
object providing flexibility is transferred to each corresponding object.

Yalmip [30] and Gurobi [31] are used to solve the optimization problems. Refer to
“Appendix A. Node Optimization” for further mathematical details.

2.2. Austrian MES Modelling

The following modelling approaches are applied to develop an Austrian MES model.
This includes an infrastructural depiction of power, natural gas, and heat grids, as well as
timely and spatially resolved consumption and generation profiles.

2.2.1. Power Grid

The basis for the power grid model is a transmission grid plan. It shows the name
of a substation’s location and the transmission capacity of each line between substations
for 110, 220, and 380 kV. However, the transmission grid plan only shows a past grid
status. To determine a potential future power grid in 2030, potential grid expansion projects
have to be included. The 220 and 380 kV transmission grid is operated by the Austrian
Power Grid (APG), providing a grid development plan annually [32–37]. The 110 kV
distribution grid is mainly owned and operated by nine local utilities in each federal state.
Particularly for Upper Austria and Carinthia, detailed 110 kV grid expansion information
is available [38,39]. Since the location of current and future substations and lines is roughly
known, the geographic information system software QGIS [40], satellite images [41], and
Open Street Map [42] are used to determine the exact location of substations and the
course of power lines. MATPOWER requires line resistance, reactance, total line charging
susceptance, and the maximum allowed apparent power flow [26]. APG provides detailed
technical data for the transmission grid, which are used to parametrize the 220 and 380 kV
grid [43]. The 110 kV grid is parametrized with literature values for resistance, reactance,
and total line charging susceptance, as well as other already published projects [17,18,44,45],
based on the maximum transmission current in the transmission grid plan.

2.2.2. Natural Gas Grid

To spatially depict Austria’s natural gas infrastructure, we apply a similar approach
compared to the power grid. Length and diameter for transnational pipelines and primary
distribution system pipelines are available at Austrian Gas Grid Management (AGGM) [46].
The pipeline routing and length of national network level one (national transmission
grid) and two (national distribution grid) can be derived from [47,48]. The diameter and
pressure level are determined using statistical data [49], as well as information from utilities
provided by request and previous projects [17]. Wall roughness is parameterized with the
wall roughness of welded and seamless steel tubes [50].

2.2.3. Heat Grid

Currently, heat grids in Austria cover regional heat demand. Since the spatial resolution
for an Austrian MES model is inadequate to depict regional heat grids, technical properties
are assumed for interconnected regions, especially in urban areas. As a guideline, results
from [51,52] are used to determine which areas of Austria are supplied with district heat.
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2.2.4. Model of Austrian Natural Gas and Power Grid

Figure 8 displays the created model of Austria’s power and natural gas infrastructure.
It can be seen that the availability of Austria’s energy infrastructure is much denser in
urban and suburban areas in comparison to rural areas. Based on the infrastructure
depiction in Figure 8 and Voronoi diagram methodology (refer to Section 2.2.5. Spatial Data
Distribution), a corresponding node-edge model can be derived.

Figure 8. Model of Austria’s power and natural gas infrastructure [9].

2.2.5. Spatial Data Distribution

To achieve a spatial resolution of Austria, a suitable methodology has to be selected
to determine a spatial division of Austria. This is necessary to aggregate all objects (e.g.,
storage, power stations, RLs) within a spatial division into one node. A Voronoi diagram
creates polygons starting from central points, dividing a layer into areas of equal nearest
neighbors [53]. This approach is used with substations of the power grid as central points
to determine single areas. The area covered by one substation is further referred to as
a substation district (SSD). An example of the created SSDs within a selected area of
Austria can be seen in Figure 13. In [8], the RES potentials of each Austrian community are
determined. The RES potential data of each community are summed up to determine the
SSD RES potential if a community is located within the boundaries of an SSD. Furthermore,
power and natural gas (for both process and heating use) final energy consumption data
from industrial, private, agricultural, and public and private service sectors are provided
at a district level in [8]. To distribute final energy consumption data at the district level to
a single community, the share of employees or households per community from Statistik
Austria, in comparison to the district, is used [54]. Heat demand is modelled using the
Austrian Heat Map [52]. Heat demand data are from 2012 but are quite stable till now [55].
Since heat demand data are available on a district level, and the same approach as for
power and gas is used to distribute district demand to municipalities and then to SSDs.
The useful energy analysis from Statistik Austria also provides information at the federal
state level regarding the energy carrier used to provide heat [55].
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2.2.6. Temporally Resolved Consumption Data

Annual energy consumption data of each SSD must be combined with temporally
resolved load profiles to determine a temporally resolved RL profile for each SSD. For
industrial power and gas demand, subsector specific load profiles are derived from [56]. For
household, agriculture, and public and private service power consumption standardized
load profiles (SLP) H0, L0, and G0 are used [57]. The reactive power is considered using
literature and empiric values [58–60]. A cos(ϕ) of 0,98 is used. The temporal resolution of
natural gas for non-heating purposes for households, agriculture, and service is determined
based on the relatively steady cooking gas SigLinDe function [61]. The annual heating
RL of each SSD is determined using the sectors corresponding SigLinDe function [61].
The temperature used as input data for the SigLinDe function is obtained for each SSDs
substation from [62,63].

2.2.7. Temporally Resolved Generation Data

Oesterreichs Energie published a map of all power generation facilities in Austria with
a power generation capacity greater than 10 MW [64,65]. In the following, we explain how
each category of power station has been implemented into Austria’s MES model.

Hydro Run-Off and Storage Power Station

The basic model of hydro run-off and storage power stations can be seen in Figure 9.
Power generation is calculated using Equation (4) [66].

P = η·ρ·QTurbine·g·Δh (4)

Figure 9. Hydro run-off and storage power plant model.

Each run-off and storage power station with a generation capacity greater than 10 MW
is implemented into Austria’s MES model in its corresponding SSD. Power station data
are sourced from [67–79]. The temporally resolved generation is determined using run-off
water measurements [80]. If the measurement point is different to the power station’s
location, interpolation is conducted between two measurement points. For hydropower
stations with less than 10 MW, a different approach had to be used. Kleinwasserkraft
Österreich [81] provides power and annual generation data for small-scale hydropower
stations. These data are used together with hydropower potentials from [8] to determine
small-scale hydropower in each SSD. Since no sufficient run-off measurements are available
for small rivers, a standardized load profile based on measured data from small rivers
(refer to Appendix B for measurement points) [80] is created, presented in Figure 10. A
polynomial trend curve is used to smoothen the curve.
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Figure 10. SLP small river, for small-scale hydro run-off power plants.

To cope with an additional 5 TWh of power, based on the government’s RES expansion
target [4], an increase in generation is carried out according to hydropower potentials
from [82]. The small river SLP is used as a temporally resolved generation profile for these
power stations.

(Pumped)-Storage Hydropower Plant

(Pumped)-storage hydropower plants are modelled as a simplified, flexible cascade of
reservoirs, interconnected with pumps and turbines (refer to Figure 11).

Figure 11. (Pumped)-storage hydropower plant model.

Technical properties such as storage capacity (Volume), annual inflow from natural
sources (Qin), and pump and turbine power (PTurbine, PPump) are sourced from [68–70,73–
76,79,82–84]. Furthermore, future projects such as [85,86] are considered as well. The pump
(ηPump) and turbine (ηTurbine) efficiency is set to 0.88 [87]. Reservoirs are naturally fed by
water from glacier or snow melt. To determine a temporally resolved water inflow, suitable
measurement data from [80] are used to derive an annual water inflow characteristic,
displayed in Figure 12 (refer to Appendix C for measurement points). It can be seen that
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the majority of natural inflow occurs during the summer months; in contrast, hardly any
inflow can be expected in the winter months.

Figure 12. Annual (pumped)-storage hydropower plant natural inflow distribution.

The scenario-dependent generation and consumption profile for (pumped)-storage
hydropower plants is described in the following chapter.

Biomass Combined Heat and Power (CHP) and Biogas Power Plants

Biomass CHP and biogas power plants are sourced from [88,89] and temporally
resolved via SLP (E0) [57].

Photovoltaics

The installed photovoltaic power for each federal state is sourced from [90] and evenly
distributed to each SSD via PV potentials from [8]. To reach the national goal of 11 TWh
photovoltaics [4], photovoltaics are expanded, according to potentials in [8], by applying
a split between rooftop and open area potentials of nine to one. Temporally resolved
generation profiles are considered for each SSD, sourced from [62,63,91].

Wind

The locations of each wind park and their corresponding power levels are sourced
from [92] and aggregated to the installed wind power of each SSD. To reach the national
goal of 10 TWh wind power addition [4], the power at each SSD is evenly expanded
according to potentials in [8]. Temporally resolved generation profiles are considered for
each SSD, sourced from [62,63,93].

Thermal Generation

Technical data, such as power and efficiencies, of Austria’s (combined cycle) gas turbine
and large-scale CHP power plants are based on operators’ publications [67,72,94–97]. If no
efficiency data are available, an estimation based on comparable power plants is applied.
The scenario-depended generation profile is described in the following chapter.

2.2.8. Power Exchange with Neighboring Countries

Power exchange with neighboring countries of Austria is considered based on data
from ENTSO-E’s transparency platform for the year 2019 [98].
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2.2.9. Example of Energy Infrastructure Depiction

An example of Austria’s energy infrastructure and power plants can be seen in
Figure 13. Exemplarily, an SSD is highlighted in yellow. The highlighted SSD contains
several biogas plants and is connected to the power and natural gas grid. It can be seen
that substations are concentrated in urban areas, whereas the substation density is lower in
rural areas. More substations, compared to assignable municipalities, may especially occur
in urban areas. In this case, suitable substations are manually selected and merged to create
the Voronoi diagram. Hydropower plants are concentrated along large rivers, whereas
wind, biomass CHP, and biogas are spread all over the area.

Figure 13. Example of Austria’s energy infrastructure and power plants [9].

3. Scenarios

In this chapter, potential developments of the Austrian energy system are investigated
based on three scenarios for the year 2030. Therefore, we apply the methodologies shown
in Section 2. The following points are considered for each scenario:

• Since power, gas, and heat consumption are based on past data, sufficient studies need
to be found to estimate the energy consumption in 2030. Austria’s Umweltbundesamt
(UBA) [99] estimates energy consumption in the years 2020, 2030, and 2050, based on
the year 2015. Power demand is expected to remain stable between 2015 and 2020 and
then increase between seven and thirty per cent, depending on the scenario. Electric
vehicles, heat pumps, and electrolysis are seen as major drivers of power consumption
growth. Since these consumers are additionally considered in each following scenario,
we assume that the power demand will stay constant without. Depending on the
scenario, a slight increase or decrease in natural gas consumption is assumed by UBA;
therefore, we assume constant consumption [99]. Based on #mission2030 targets,
thermal renovation of existing buildings should be doubled to two per cent per year,
from current levels of around one per cent [5]. If a 50% heat demand reduction
through a thermal renovation is assumed, heat demand might drop by thirteen per
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cent, until 2030. The assumption of 50% heat demand reduction seems reasonable since
subsidiaries are granted if more than 40% heat demand reduction is achieved [100].
The 13% heat reduction is between both UBA scenarios (WAM, WEM) for the final
energy consumption of buildings [99].

• The number of electric vehicles in each SSD is determined based on vehicle registration
data and trends in each federal state [101]. The share of electric vehicles in 2030 is
expected to be 20%, based on scenarios in [102]. In Austria, a car is used for an average
of 13,700 km per year. Based on the average consumption of 20 kWh/100 km, an
annual electric energy demand per car of about 2750 kWh can be expected [103,104].
The temporal charging characteristic is scenario-dependent and can be explained in
the following subchapters. All electric vehicles account for approximately 3 TWh of
additional power consumption.

• The share of heat pumps for each SSD is determined based on the share of ambient
heat usage for heating purpose divided by an assumed coefficient of performance of
three [55]. Heat pump usage might increase by six-fold until 2030 based on [105]. The
mode of operation depends on the scenario. All heat pumps account for approximately
1.9 TWh of additional power consumption.

• For every fourth household, battery energy storage with a storage capacity of 8 kWh,
charging–discharging power of 2 kW, and an input–output efficiency of 90% [106] is
implemented with a scenario-dependent mode of operation.

• Renewable energy sources are expanded according to plans of the federal government,
shown in Table 3.

Table 3. Expansion of RES until 2030 [4,107].

RES Generation 2018 Expansion Until 2030

Hydro 37.6 TWh +5 TWh

Wind 6.0 TWh +10 TWh

Photovoltaics 1.5 TWh +11 TWh

Biomass 4.9 TWh +1 TWh

Total 50 TWh +27 TWh

Table 4 below provides an overview of the differences between each scenario. The
modes of operation are explained in each scenario description.

Table 4. Scenario parameters.

Scenario 1 Scenario 2 Scenario 3

Thermal generation and
(pumped)-storage hydro

ENTSO-E ENTSO-E Flexibility

Electric vehicle SLP Optimized Optimized

Battery storage Greedy Optimized Optimized

Heat pump Load following Optimized with
storage

Optimized with
storage

Power grid calculation PF PF OPF

3.1. Scenario 1—BAU

In this scenario, certain elements of the energy system are operated in the business-as-
usual (BAU) mode. Electric vehicles are charged according to the SLP, derived from [108],
with 3.7 kW charging power. Since the number of electric vehicles is above 1000 for the
vast majority of substation districts, a low coincidence factor can be applied [108,109]. Heat
pumps are operated as heat demand occurs, without a storage option. Temporal battery
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storage behavior is determined as follows. The energy demand of an average household
per SSD is coupled with an SLP (H0 [57]) and a 5 kW photovoltaic generation capacity,
considering the SSDs’ individual PV generation profile. One-quarter of households are
equipped with battery storage. The battery storages operate according to the greedy
algorithm to minimize the household energy demand from the power grid. Examples
of the application of the greedy algorithm can be found in [110,111]. (Pumped)-storage
hydropower and thermal power plants are operated according to ENTSO-E generation
data from 2019 [98]. The resulting power RLs are added to each SSDs RL.

3.2. Scenario 2—Demand Optimization

Demand optimization is applied in this scenario to operate certain elements economi-
cally. An optimization concept similar to energy hubs is used to determine an economically
optimized mode of operation of energy storage, heat pumps, and electric vehicles [29]. To
enable a flexible operation of heat pumps, each heat pump is equipped with a thermal
storage capacity of 50 kWh and a charging–discharging capacity of 10 kW. Electric vehicles
charge their average daily consumption of about 7.5 kWh with 3.7 kW charging power.
Peak demand times (6:00–9:00 and 17:00–20:00) are excluded from charging. The optimiza-
tion is carried out, using power price data from 2019 [112] and each node’s RL. As a result,
price-optimal RLs of heat pumps, power storage, and electric vehicles are determined and
added to each node’s RLs.

3.3. Scenario 3—Demand Optimization and Flexibility

Heat pumps, electric vehicles, and battery power storage are operated, like in Scenario
2. Thermal power plants and (pumped)-storage hydropower plants are operated as addi-
tional flexibility (refer to Section 2.1.4). Since generation costs are considered in OPF for
generator dispatch, the generation costs of each power source are set as follows:

• Subsidized forms of power generation, such as biogas, biomass CHP, wind, photo-
voltaics, and small-scale hydropower with 10 EUR/MWh;

• Large-scale hydropower 50 EUR/MWh;
• Flexibilities (gas turbine and CHP and (pumped)-storage hydropower) and import/

export with 100 EUR/MWh.

4. Results

In all three discussed MES scenarios, natural gas and district heat grids show no critical
overloads. Therefore, power grid results are discussed in detail. In Table 5, a comparison
of overloaded distribution power grid (DG) and transmission power grid (TG) lines are
displayed. Scenario 2 shows that the number of time steps, as well as affected power grid
lines, increases compared to Scenario 1. This can be explained by the price-optimized mode
of operation, since demand increases disproportionately in time steps with cheaper power,
leading to RL peaks.

Table 5. Comparison of scenario results.

Scenario 1 Scenario 2 Scenario 3

Overload time DG 182,205 time steps 206,592 time steps 81,991 time steps

Average DG line overload 38.8% 42.5% 35.5%

Count of overloaded DG lines 39/480 57/480 40/480

Overload time TG 3904 time steps 8131 time steps 144 time steps

Average TG line overload 16.0% 16.3 30.1%

Count of overloaded TG lines 5/104 7/104 6/104
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To evaluate the degree of power line overloads, two different overloads are evaluated.
As displayed in Figure 14, the average line overload and the top five per cent (based on the
number of overloaded time steps) of line overloads are determined for each power grid line.

Figure 14. General determination of line overloads (an average and the top five per cent).

Subsequently, the worst (Scenario 2) and best (Scenario 3) case scenarios in terms of
line overloads are displayed. In Figure 15, the average line loadings of Austria’s power
grid are displayed for Scenario 2. The thickness of each line qualitatively indicates the
maximum transmission capacity of each line. Green lines indicate grid sections that are not
affected by overloads. Orange to red lines indicate the average degree of overloads of the
affected line section. Exemplarily, some grid sections are marked with a purple circle or
ellipse-shaped indicators, allowing for the differentiation of the following overloads types:

• Continuous purple line—sections with low transmission capacity, e.g., single three-
wire system;

• Dotted purple line—overloaded lines in urban areas;
• Dashed purple line—branch line with low transmission capacity in combination with

either high potential of RES generation or demand;
• Dashed-dotted purple line—high potential of RES expansion.

Figure 15. Average line overloads of Austria’s power grid—Scenario 2.
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In Figure 16, the top five per cent overloads of Austria’s electricity grid are displayed
for Scenario 2. It can be seen that most overloaded transmission and distribution grid lines
are overloaded by a rather small degree.

Figure 16. The top 5% line overloads of Austria’s power grid—Scenario 2.

In following Figure 17 the annual load curve for a highly overloaded power branch
line is displayed. It can be seen that the maximum transmission capacity is exceeded in both
positive as well as negative direction. A positive and negative sign is related to the direction
of power flow. This means that branch line overloads are caused by both consumptions at
the end of the branch line and excess generation flowing from the end of the branch line
towards the distribution grid.

Figure 17. Annual load curve of a power branch line (ranked from min to max).

In Figure 18, the average power grid line overloads are displayed for Scenario 3. In
comparison to Figure 15, the magnitude of the average overloads is significantly lower
(refer to the scale magnitude). This observation is supported by line overload data dis-
played in Table 5, where line overloads in Scenario 3 are approximately halved in terms of
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count, compared to Scenarios 1 and 2. A similar context can be observed by comparing
Figures 16 and 19 where the magnitude of the top five per cent of overloads are significantly
lower in Scenario 3, compared to Scenario 2.

Figure 18. The average line overloads of Austria’s power grid—Scenario 3.

Figure 19. The top 5% line overloads of Austria’s power grid—Scenario 3.

In Table 6, the power generation from each source is displayed for each scenario. It
can be seen that the results for Scenarios 1 and 2 are identical, except for a small difference
in imported and exported power. However, in Scenario 3, the generation from gas turbine
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and CHP and (pumped)-storage hydropower is reduced by about fifty per cent compared
to generations from Scenarios 1 and 2. The lower generation from both before-mentioned
sources reduces power exports by about one third compared to Scenarios 1 and 2. The
curtailment of generation occurs in Scenario 3 only, since OPF is used instead of PF for
power load flow calculation to avoid line overloads. Imports and exports are calculated
based on power line load flows connecting Austria with neighboring countries; therefore,
the calculated power energy imports and exports do not consider loop flows.

Table 6. Comparison of power generation for each scenario.

Scenario 1 Scenario 2 Scenario 3

Biomass 6.0 TWh 6.0 TWh 6.0 TWh

Photovoltaics 12.1 TWh 12.1 TWh 12.1 TWh

Wind 15.5 TWh 15.5 TWh 15.5 TWh

Gas turbine and CHP 10.8 TWh 10.8 TWh
Consumption: 0.83 TWh

Generation: 8.2 TWh(Pumped)-storage hydropower
Consumption: 1.5 TWh

Generation: 8.5 TWh

Hydropower >10 MW 27.9 TWh 27.9 TWh 27.9 TWh

Hydropower ≤10 MW 11.6 TWh 11.6 TWh 11.6 TWh

Import 8.1 TWh 10.5 TWh 3.7 TWh

Export 36.0 TWh 37.5 TWh 23.0 TWh

5. Discussion

In this section, we discuss the temporally and spatially resolved MES model of Austria,
as well as the simulation results.

5.1. MES Model of Austria

Although Austria’s #mission2030 aims for a net-balanced RES power supply over one
year, depending on the applied scenario, significant power exports compared to imports
are visible in Table 6 [5]. This gap can be explained exemplarily for Scenario 3 as follows.
In Austria’s MES model, power generation from company-owned CHP and power plants
is not considered, since power is generated behind the meter and, therefore, company
internally used. The internal generation reduces a company’s power demand from the grid,
as considered in the consumption data source [8]. This internal generation accounts for
a total power generation of approximately 8 TWh [107]. The 7.5 TWh generation of the
gas turbine and CHP has to be considered as well, since it is not a RES and therefore is
not considered in the #mission2030 power generation target [5]. The remaining 3.8 TWh
contain power grid losses, self-consumption of power plants, pumped-storage hydropower
losses, variations of input data from [8], and others. This is in accordance with Austria’s
#mission2030.

The lack of subnational data available is seen as a main reason for a low spatial
resolution in MES optimization projects [24]. These issues also present a main challenge
within this work; however, based on experiences in [8], proven strategies are used to
distribute aggregated data to more detailed granularity.

The Voronoi diagram is used because a more detailed approach may require further
infrastructure data (e.g., roads) [113]. The Voronoi diagram does not take any local and
geographical properties into account. Therefore, a community might be assigned to an SSD
located across a mountain chain, for example. This case of misallocation is investigated
manually since a small number of municipalities are affected. However, in this case, the
municipalities are rather small in terms of energy consumption; therefore, the error of
misallocation is considered to be negligible.
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The usage of SLPs is valid if a number of several 100 consumers is aggregated [114].
This number is achieved for residential and to a smaller degree, for agricultural as well as
public and private services consumers. The number of industrial consumers is significantly
lower compared to the residential and service sectors. The quality of temporal consumption
data can be further improved in the industrial sector, provided that more accurate industrial
load profiles are available.

A temporal resolution of minutes to hours and days is common for MES frameworks
which cover local levels up to regional and national levels [115]. This is important since
the availability of data defines the achievable temporal resolution. For example, SLPs are
available for 15 min (residential, agricultural, public, and private services) or, in the case
of industrial SLPs, one-hour intervals. In comparison, wind and photovoltaic generation
profiles are temporally resolved over one hour, whereas water flow rates, used to calculate
hydropower plants generation, are available as daily averages. Although the simulation
is carried out in 15 min interval time steps, a one-hour time step might be considered in
the future to decrease computation time. Generally, simulating an MES system of the dis-
played size for a full year in 15 min’s interval time steps takes approximately 2 days of
calculation time. If node optimization is used additionally (Scenario 3), the computation time
increases further.

5.2. Simulation Results

As displayed in Table 5, line overloads can be significantly reduced by more than fifty
per cent in Scenario 3 compared to Scenarios 1 and 2, showing a positive effect of OPF and
flexibility usage. Transmission line capacities represent a constraint using OPF applied
in Scenario 3, therefore a number of zero line overloads should be expected. However,
based on simulation results from Scenarios 1 and 2, the capacity of overloaded power
grid sections is increased to enable the OPF to converge, since any unsolvable violation of
transmission capacity would result in a termination of an OPF calculation. The count of the
overload time for Scenario 3 is carried out using the original transmission capacity used in
Scenario 1 and 2, considering the load flow occurring with increased line capacity.

Depending on the scenario, more than ninety-five per cent of line overloads occur
in the distribution grid. Overloads can be caused by various reasons such as high RES
potentials, low transmission capacity or in urban areas. No clear reason could be identified
for overloads in urban areas. Potential issues might arise from the data source (consumption
data) or loss of precision due to the need for grid simplification in urban areas.

In Scenario 3, the export of power is reduced significantly in comparison to Scenarios
1 and 2, since the power generation from natural gas CHP, gas turbine and especially
(pumped)-storage hydropower plants is reduced. This is achieved by operating gas turbine
and CHP, and (pumped)-storage hydropower plants as dispatchable flexibility. Since
(pumped)-storage hydropower plants are located in western Austria and gas CHP and
turbine are close to cities (=high power consumption), natural gas CHP and turbine are
more likely to be activated due to lower transmission losses. This point can be further
addressed through different flexibility pricing to favour (pumped)-storage hydropower
usage over natural gas turbine and CHP power plants. However, this might have effects on
the west–east power transmission in Austria’s power grid.

6. Conclusions and Future Outlook

Within this work, we introduce a unique MES simulation framework and investigate
the effects of the expansion of renewable energy sources on Austria’s energy infrastructure
based on a created MES model within this work.

The literature review has shown that current available multi-energy system simulation
and optimization frameworks are not capable of depicting a national MES with a high
degree of both high spatial and timely resolution. To overcome this scientific gap, the
updated MES simulation framework HyFlow is introduced. The proposed MES simulation
framework is capable of implementing the energy carrier power, natural gas and district
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heat (and their corresponding energy grid infrastructure), a broad range of individual
consumers and producers, as well as storage and sector coupling options. Due to the
flexible MES depiction approach, a wide range of research questions can be addressed. We
believe that the HyFlow framework is unique in both existing and potential expansion
capabilities and should be used to address various further research questions. This may
include the addition of further capabilities to be added to the existing MES framework,
such as further modes of operation, new objects, or improved gas and heat load flow
calculations.

To depict a national MES, three main points must be addressed. First, detailed energy
infrastructure models must be available. Due to the unavailability of Austria’s energy
grid infrastructure models, sufficient available sources and data from existing research
are used to create a detailed model of Austria’s energy infrastructure. Second and third,
the examined area must be fed with both spatial and time-resolved consumption and
generation data. To spatially resolute Austria, Voronoi diagrams based on power grid
substations are used to divide Austria into so-called substation districts. To time-resolve the
energy demands and generations of each substation district, a combination of SLPs and real-
measured data is used. The created MES model of Austria may serve as a foundation for
any further assessments of the Austrian MES. Potential fields could be the implementation
of further flexibilities (e.g., storage and sector coupling) or assessment of other energy
grids (gas, heat). If detailed RES expansion plans are available, the spatial distribution of
RES expansion can be updated and its effects on energy grid infrastructure can be further
investigated. New energy grid projects can be added to increase the transmission capacity
between SSDs. We believe that this demonstrated approach can be a useful guideline to
create a spatially and temporally resolved model of any national or regional MES.

Based on the created MES model of Austria and the presented MES simulation frame-
work HyFlow, three scenarios are examined. The scenarios investigate the effects of Aus-
trian government targets to achieve a one hundred per cent renewable power generation,
net-balanced over one year. Renewable generation is expanded (mainly volatile wind and
photovoltaics) by the aimed amount of the Austrian government. Additionally, electric
vehicles, battery storage, and heat pumps are implemented into the MES simulation to an
expectable future degree. Each scenario considers the same renewable expansion but differ-
entiates between modes of flexibilities operation, such as (pumped)-storage hydropower,
gas-fired power plants, heat pumps, electric vehicles, and battery storage. Results show
that the mode of operation of flexibilities and the power load flow calculation methodology
(PF and OPF) can lead to significantly different results, in terms of power line overload
counts. By optimizing the consumption and generation of electric vehicles, battery storage
and heat pumps based on the power price timeline (=market oriented), short demand peaks
can occur, leading to the highest count of power grid overloads of all three investigated
scenarios. In contrast, using OPF in combination with the flexible dispatch of natural
gas-fired and (pumped)-storage hydropower plants line overloads are reduced by more
than fifty per cent. The usage of OPF is therefore advantageous in contrast to PF, in terms
of flexibility usage. It can be concluded that a solely price-optimized operation (market
oriented) leads to grid overloads due to the neglectance of the power grids’ transmission
capacities. Therefore, both market and energy grid transmission capacity should be consid-
ered. A high degree of flexibilities, in a grid-supporting operation, are favorable to mitigate
power grid overloads. Potentially, the addition of further flexibilities might have further
positive impacts on the power grid.
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Abbreviations

APG Austrian Power Grid
CHP combined heat and power
DG distribution grid
EC energy carrier
GtH gas to heat
GtPH gas to power and heat
HtP heat to power
MES multi-energy system
MESS multi-energy system simulator
OPF optimal power flow
PF power flow
PtGH power to gas and heat
PtH power to heat
RES renewable energy source
RL residual load
SC sector coupling
SLP standardized Load Profile
SSD sub-station district
TG transmission grid
UBA Umweltbundesamt (Federal Environment Agency)

Appendix A. Node Optimization

The node optimization and flexibility determination can be depicted in a four-stage
process, displayed in Figure A1. Main parameters are explained in the following subchapters.

Figure A1. Optimization process.

Appendix A.1. Input Data

In Table A1, the input data for node optimization and flexibility determination are
explained. Depending on the optimization problem, different input data are required. The
optimization is adapted based on [29].
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Table A1. Optimization input data.

Parameter Type Description

P_RL_Set scalar Residual load setting for the current time step.

t scalar Duration of one time step [h].

Converter matrix

Defines properties of each converter. Each row represents
one converter.
[FP, FH, FG, TP, TH, TG, MinP, MaxP, Ramp, PPrevPeriod]
FP—convert from power (1 or 0).
FH—convert from heat (1 or 0).
FG—convert from gas (1 or 0).
TP—convert to power (η in [1]).
TH—convert to heat (η in [1]).
TG—convert to gas (η in [1]).
MinP—minimum power [W].
MaxP—maximum power [W].
Ramp—ramp rate based on MaxP.
PPrevPeriod—power of previous period [W].

P_Storage
H_Storage
G_Storage

matrix

Defines properties of each storage. Each row represents one
storage. For power, heat, and gas, individual matrices have
to be set up with the following structure.
[LP, MinSL, MaxSL, ISL, ηIn, MinIn, MaxIn, ηOut, MinOut,
MaxOut]
LP—storage loss per period [1/h].
MinSL—minimum allowed storage level [Wh].
MaxSL—maximum allowed storage level [Wh].
ISL—initial storage level [Wh].
ηIn—input efficiency [1].
MinIn—minimum input power [W].
MaxIn—maximum input power [W].
ηOut—output efficiency [1].
MinOut—minimum output power [W].
MaxOut—maximum output power [W].

P_DSM
H_DSM
G_DSM

matrix

Defines properties of each DSM. Each row represents one
DSM. For power, heat, and gas, individual matrices have to
be set up with the following structure.
[MinP, MaxP]
MinP—minimum feed-in (demand) or maximum feed-out
(generation) power.
MaxP—maximum feed-in (demand) or minimum feed-out
(generation) power.

eVehicle vector

Defines parameters for electric vehicles.
[EC, CP, NoP, SB_1, EB_1, SB_2, EB_2]
EC—energy to be charged within NoP [Wh].
CP—charging power [W].
NoP—number of time steps before charging of EC must be
finished (e.g., one day).
SB_1, SB_2—the start of the charging break period.
EB_1, EB_2—the end of the charging break period.

P_Price
H_Price
G_Price

vector
The number of rows is equivalent to the forecasting period.
A separate vector must be defined for each energy carrier’s
price.

P_RL
H_RL
G_RL

vector
The number of rows is equivalent to the forecasting period.
A separate vector must be defined for each energy carrier’s
residual load [W].

G_Connect
H_Connect scalar Indicates if the node is connected (variable = 1) to gas/heat

grid or not (variable = 0).

ops vector Contains settings for the Gurobi optimizer.
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Appendix A.2. Node Optimization Target Function (TF)

TF = min(
P,H,G

∑
EC

((
PEC − P€

EC

)
·EPEC·t

)
) (A1)

PEC—consumed power for each energy carrier (EC).
P€

EC—feed-in (sold) power for each EC.
EPEC—price of EC.

Appendix A.3. Flexibility Determination Target Function

Positive and negative flexibility is determined according to (A2) and (A3).

TFFlex, neg = max(PC,out) (A2)

PC,out—power converter power output.

TFFlex, pos = max(PC,in) (A3)

PC,in—power converter power input.
To determine the total positive (A4) and negative flexibility (A5), storage and DSM

options also have to be considered.

Flexpos = TFFlex, pos + min
(

MaxIn,
MaxSL − ISL

t·η IN

)
+ DSMMaxP (A4)

Flexneg = TFFlex, neg + min
(

MaxOut,
ISL·ηOut

t

)
+ DSMMinP (A5)

Appendix A.4. Results

The main optimization outputs are time-resolved RLs for each converter, storage, and
DSM, as well as specific results such as storage level. Furthermore, an additional parameter
indicates if the optimization problem can be solved successfully.

Appendix B. Measurement Points for Small Hydropower Plant SLP

For each federal state, a random small river measurement point from [80] is used to
create an SLP for small-scale hydropower plants, as displayed in Table A2.

Table A2. Measurement points used for small hydropower plant SLP [80].

Federal State Measurement Point # Name

Vorarlberg 200105 Garsella

Tyrol 230706 In der Au

Salzburg 203265 Schweighofbrücke

Carinthia 213389 Kaunz

Styria 211029 Anger

Upper Austria 204784 Riedau

Lower Austria 208041 Hollenstein

Burgenland 210039 Piringsdorf (Pfarrbrücke)

Vienna None None
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Appendix C. Measurement Points for Natural Inflow Curve for (Pumped)-Storage

Hydropower Plants

Natural water inflow into (pumped)-storage hydropower plants originates from water
sources at high altitudes, such as snow and glacier melt. Therefore, measurement points
from [80] at high elevation are selected to determine an annual inflow characteristic for
(pumped)-storage hydropower plants, as displayed in Table A3.

Table A3. Measurement points used for annual (pumped)-storage hydropower plant inflow SLP [80].

Measurement Point Name Measurement Point # Elevation [m]

Gepatschalm 230300 1895

Vent (oberhalb Niedertalbach) 201350 1891

Obergurgl 201376 1879

Neukaser 201996 1786

Innergschlöß 212068 1686

Kees 203893 2040
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Abstract: The development of emerging technologies has enhanced the demand response (DR)
capability of conventional loads. To study the effect of DR on the reduction in carbon emissions in an
integrated energy system (IES), a two-stage low-carbon economic dispatch model based on the carbon
emission flow (CEF) theory was proposed in this study. In the first stage, the energy supply cost was
taken as the objective function for economic dispatch, and the actual carbon emissions of each energy
hub (EH) were calculated based on the CEF theory. In the second stage, a low-carbon DR optimization
was performed with the objective function of the load-side carbon trading cost. Then, based on the
modified IEEE 39-bus power system/Belgian 20-node natural gas system, MATLAB/Gurobi was
used for the simulation analysis in three scenarios. The results showed that the proposed model
could effectively promote the system to reduce the load peak-to-valley difference, enhance the ability
to consume wind power, and reduce the carbon emissions and carbon trading cost. Furthermore, as
the wind power penetration rate increased from 20% to 80%, the carbon reduction effect basically
remained stable. Therefore, with the growth of renewable energy, the proposed model can still
effectively reduce carbon emissions.

Keywords: carbon emission flow; demand response; integrated energy system; ladder-type carbon
price; low-carbon economic dispatch; Shapley value

1. Introduction

Emissions of greenhouse gases such as carbon dioxide produced by the development
of human society have exceeded the capacity of the Earth, causing the greenhouse effect
to become increasingly apparent [1,2]. Energy systems are a major source of carbon
emissions [3]. Under the Sustainable Development Goals (SDGs), energy systems are in
urgent need of low-carbon development [4–6]. Integrated energy systems (IESs) have
a prominent low-carbon emission potential, attracting a large number of domestic and
foreign scholars to conduct relevant research [7,8]. The research on low-carbon IESs has
become a hotspot in the international energy field [3,9].

So, how can we effectively mitigate the carbon emissions in IESs? The recent re-
search [10] systematically combs through carbon emission mitigation strategies from the
aspects of policies, sector specific technologies and initiatives, and general societal initia-
tives. Specifically for integrated energy systems, carbon reduction strategies can be roughly
divided into two categories: system internal strategies and policy incentive strategies. The
internal strategies include developing renewable energy power generation technologies
to replace fossil fuel power generation technology, developing energy storage technology
to promote renewable energy consumption, optimizing operation strategies to improve
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energy utilization, developing carbon capture and utilization storage technology, and so
on [10,11]. Policy incentive strategies include the use of a carbon tax, carbon trading,
time-of-use energy pricing, and other policies to stimulate the energy supply side and
consumption side to change toward a direction that is conducive to mitigating carbon
emissions [10,12].

Research focusing on the system internal strategies of IESs to reduce carbon emissions
have been widely conducted. The study by [13] proposed a day-ahead energy trading
strategy for a regional integrated energy system (RIES) that considered energy cascade
utilization to improve the energy utilization efficiency. In [14], the concept of a sharing
economy was introduced into the energy interaction process of an IES and proposed
a distributed electrical–gas–thermal energy sharing mechanism to improve the energy
efficiency and promote the optimal resource allocation. The use of power-to-ammonia in
high-renewable multi-energy systems is superior to that of regular batteries and power-to-
gas storage for system operational economy and renewable energy accommodation [15].

In terms of policy incentive strategies, some studies have focused on the carbon
reduction effects of a carbon tax and carbon trading policies on the energy supply side. A
carbon tax was introduced into the objective function of the economic dispatch model to
improve the system economy and low-carbon performance in [16]. In [17], an economic
dispatch model for RIESs was proposed using the ladder carbon prices. The reward
and punishment ladder-type carbon trading mechanism was used to calculate the carbon
trading cost of an IES considering the carbon capture technology in [9].

On the other hand, some studies have mainly focused on the policy impact on the
energy consumption side. Stimulating demand response (DR) through policies is an
effective way to increase the renewable energy consumption and reduce the system carbon
emissions [18]. The study in [19] used the time-of-use electricity and gas prices to drive
the integrated demand response to reduce the system carbon emissions. In [20], they
studied the effect of the time-of-use electricity pricing policy on smart home participation
in the power demand response. The authors in [21] studied the impact of the dynamic
electricity tariffs on the household’s electricity demand response. Demand response guided
by real-time electricity prices has also been studied [22,23]. These studies [19–23] were all
from the perspective of energy price policy to stimulate the demand response.

However, in the context of decarbonizing the energy system, the demand response
motivated by energy price policies is not straightforward enough. Energy demand is the
root cause of carbon emissions in the energy system. The responsibility of the energy
demand side for system carbon emissions cannot be ignored. Therefore, it is more direct
to guide the demand response through carbon price policies. At present, the demand
response under the incentive of user-side carbon trading has not been fully studied, and its
carbon reduction effectiveness and advantages remain to be discussed.

To study this problem, the first challenge is to calculate the actual carbon responsibility
on the user side. The carbon emission flow (CEF) theory first proposed in [24] solves this
problem well. The carbon emission flow theory considering power network losses has also
been studied [25]. Furthermore, CEF theory has also been adopted in IESs [3,26], which
can allocate the actual carbon emission responsibility from the energy supply side to the
demand side.

To sum up, the demand response carbon reduction strategy under the CEF-based
user-side carbon trading incentive is worth studying. To study the carbon reduction effect
of the strategy, a two-stage low-carbon economic dispatch model was proposed in this
paper. The main contributions of this paper are as follows:

1. This paper proposes a two-stage low-carbon economic dispatch model of the IES based
on the CEF theory. On the basis of considering the load-side carbon responsibility
and demand response, the source and load are coordinately optimized to realize the
low-carbon economic operation of the IES;
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2. Based on the Shapley value method, a method for the division of the carbon emission
responsibility grades of each energy hub is proposed, and a ladder-type carbon trading
mechanism is formulated;

3. Through the analysis of three scenarios, the effectiveness of the model proposed in
this paper is verified in the IESs with different renewable energy penetration rates,
and the mechanism of the demand response is elaborated. Furthermore, the proposed
method is proven to have superiority over the other two related existing methods in
carbon reduction.

2. Load-Side Carbon Responsibility Allocation Method Based on Carbon Emission
Flow Theory and Shapley Value Method

The structure of an electric-gas IES is shown in Figure 1. The solid blue lines represent
the power flow from the power source to the load through the power grid. The solid green
lines indicate that natural gas flows from the gas source to the gas load through the natural
gas network. Electricity and natural gas loads form energy hubs [27]. The blue and green
dotted lines in Figure 1 represent the carbon emission flows of electricity and natural gas,
respectively. To clarify the carbon emission responsibility that each EH should undertake
in the process of using power and natural gas, calculations and analyses can be carried
out based on the CEF theory [26]. Subsequently, based on the Shapley value method, the
carbon emission responsibility for each EH can be divided into several grades. As a result,
a ladder-type carbon-trading mechanism can be formed.

Figure 1. The structure of an electric-gas IES.

2.1. CEF in Power System Considering Grid Losses

The power system grid loss rate can reach 7–9% [28], and therefore, the carbon emis-
sions caused by grid losses cannot be ignored. Therefore, the carbon emission responsibility
caused by grid losses must be attributed to the load side by the CEF considering the grid
losses. According to the method introduced in [29], the power flux of bus i is defined as

PBi = ∑
j∈i+

Pji + PGi (1)

where Pji is the active power at the end of branch j − i, and the positive direction is from
j to i; i+ represents the set of start buses of the branches where the power flows injected
into bus i are located; PGi is the generator output at bus i. Equation (2) can be derived from
Equation (1):

PB = (Egross − Agross)−1PG (2)
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where PB is an n-dimensional column vector representing the power fluxes of buses for a
power grid with n buses; Egross is an n-order identity matrix; Agross is an n × n coefficient
matrix, each element of which is defined as

Agross
ij =

{
Pgross

ji /PBj j ∈ i+

0 else
(3)

where Pgross
ij is the active power at the start of branch j − i, which is defined as Pgross

ij =

Pji + Ploss
ij ; Ploss

ij is the grid loss on branch j − i. Correspondingly, it can be obtained as:

Pgross
L = BgrossPB (4)

where Pgross
L is an n-dimensional column vector, which denotes the equivalent electrical load

value after allocating the grid losses to each load, Bgross is an n-order diagonal coefficient
matrix, each element of which is defined as

Bgross
ij =

{
PLi/PBj i = j

0 i �= j
(5)

From Equations (2) and (5), it can be obtained:

Pgross
L = Bgross(Egross − Agross)−1PG = TgrossPG (6)

where Tgross is the distribution matrix from the source to the load, which can be calculated
from the direct current (DC) optimal power flow results considering the grid losses. The
element Tgross

ij represents the percentage of generator output at bus j supplied to the load at
bus i, and therefore the sum of elements in each column of Tgross is 1.

Because the carbon emission flow is a virtual flow attached to the active power flow,
analogous to Equation (2), it can be obtained as:

Rele,B = (Egross − Agross)−1RG (7)

where RG is an n-dimensional column vector representing the carbon flow rate of the
generators in tCO2/h. The calculation method for the elements is

RGi = eGiPGi (8)

where eGi is the carbon emission intensity of the generator at bus i, in tCO2/MWh.
Analogous to Equation (6), this is:

Rgross
ele,L = TgrossRG (9)

where Rgross
ele,L is an n-dimensional column vector that denotes the load-side carbon emission

responsibility after the source-side carbon emissions are attributed to the load side consid-
ering grid losses. On this basis, the bus carbon intensity egross

ele can be calculated, the unit of
which is tCO2/MWh. The calculation method for the elements is as follows:

egross
ele,i = Rgross

D,ele,i/PBi (10)

2.2. CEF in a Natural Gas System

The CEF of an isolated lossless gas system is completely determined by the mass flow.
Assuming that the carbon emission intensities of all gas sources are the same, the carbon
emission responsibility of the load side can only be calculated directly according to the
load value. However, as the carbon intensity of the power-to-gas (P2G) node changes, the
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carbon intensity of each gas node is no longer constant. Therefore, it is necessary to adopt
the CEF theory to calculate the carbon emission responsibility on the gas load side.

In this study, the steady-state modeling of a natural gas system neglecting pipe storage
and pipeline losses was adopted; thus, the CEF theory without considering the network
losses can be applied. Because the CEF without grid losses is a special case of the CEF in
Section 2.1, the following parts can be obtained.

The mass-flow flux FBi of node i is:

FBi = ∑
j∈i+

Fji + FSi (11)

where Fji is the gas mass flow rate of pipeline j − i, and the positive direction is from j
to i; i+ represents the set of start nodes of the pipelines where the gas flows injected into
node i is located; Fsi is the mass flow rate of the gas source at node i. By analogy, it can be
obtained as:

FB = (E − A)−1Fs (12)

where FB is an m-dimensional column vector representing the node mass flow flux for a gas
network with m nodes; E is an m-order identity matrix; A is an m × m coefficient matrix,
each element of which is defined as

Aij =

{
Fji/FBj j ∈ i+

0 else
(13)

where Fji is the gas mass flow rate of pipeline j − i; correspondingly, which can be obtained
as follows:

FL = B(E − A)−1Fs = TFs (14)

where FL is an m-dimensional column vector representing the gas load and B is an m-order
diagonal coefficient matrix. Each element is defined as follows:

Bij =

{
FDi/FBj i = j

0 i �= j
(15)

where T is the distribution matrix of the gas network from the source to load. For the
carbon emission flow rate in the gas network,

Rgas,B = (E − A)−1Rs (16)

where Rs is an m-dimensional column vector in tCO2/h, representing the carbon flow rate
of the gas source. The calculation method of the elements is

Rsi = esiFsi (17)

where esi is the carbon emission intensity of the gas source at node i, in tCO2/MBtu.

Rgas,L = TRS (18)

where Rgas,L is an m-dimensional column vector, which represents the carbon emission
responsibility on the load side. Correspondingly, the node carbon intensity of the gas
network egas, in tCO2/MBtu, can be calculated as follows:

egas,i = Rgas,B,i/FBi (19)

2.3. Allocation of Carbon Emission Responsibility Based on the Shapley Value Method

The energy hubs in an IES form a natural cooperative game alliance. The total carbon
emissions of the IES are a joint responsibility for all EHs. Therefore, the carbon emission
responsibility allocation can be regarded as a classic cost allocation problem. Many methods
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can be used to solve the cost allocation problem. Among them, the Shapley value (SV)
method and generalized nucleolus (GN) method are the most widely used because of
their unique solutions and good properties. Compared to the GN method, the SV method
is superior in terms of equivalence (the mutual influence between any two members is
the same) [30]. Hence, this study adopted the SV method to allocate the carbon emission
responsibility among the EHs.

The SV method was proposed by Lloyd Shapley in 1953 and emphasizes the marginal
effect of each member for different alliances. According to the definition of the Shapley
value, the carbon emission responsibility shared by each EH should be the weighted
average of all of its marginal effects, which can be expressed as:

Xi = ∑
S⊆N\{i}

ns!(nN − ns − 1)!
nN!

[C(S ∪ {i})− C(S)] (20)

where nN represents the number of members in the entire alliance N; S represents any
sub-alliance without the member i; ns represents the number of members in the sub-alliance
S; ns!(nN − ns − 1)!/nN ! represents the probability of the occurrence of sub-alliance S; C(S)
represents the carbon emission responsibility of the sub-alliance S; S ∪ {i} represents a new
alliance formed by incorporating the alliance member i into alliance S; C(S ∪ {i})− C(S)
represents the carbon emission responsibility marginal effects of member i on sub-alliance S.

For each member in an alliance with nN members, it has 2nN−1 marginal effects. Hence,
the minimum and maximum marginal effects of member i can be defined as Xi,min, Xi,max.

Xi,min = min{C(S ∪ {i})− C(S)} (21)

Xi,max = max{C(S ∪ {i})− C(S)} (22)

The Shapley value Xi is the weighted average of all marginal effects and therefore
Xi,min < Xi < Xi,max. The Shapley value of the member i is defined as Xi,mid.

Xi,mid = Xi (23)

3. A Two-Stage Low-Carbon Economic Dispatch Model Considering Demand
Response

3.1. The Two-Stage Model Overview

The two-stage low-carbon economic dispatch model considering the DR was employed
to illustrate the source–load interaction coordination. The detailed process of the two-stage
model is presented in Figure 2.

Figure 2. The framework of the two-stage mathematical model.

418



Energies 2022, 15, 3641

This can be divided into four parts:

1. Preparatory work: Based on the method proposed in Section 2, the carbon emission
responsibility grades of each EH are calculated using the input data. Thus, a ladder-
type carbon trading mechanism is formed to calculate the load-side carbon trading
cost in the second stage;

2. The first stage: An economic dispatch optimization is performed with the objective
function of minimizing the energy supply cost. The flow data of the IES are obtained
by optimization. These are then passed to the CEF model to calculate the carbon
intensity of each load node;

3. The second stage: Based on the first stage, this stage is optimized with the objective
function of minimizing the carbon trading cost of the load side. The optimal demand
response values are obtained after the optimization;

4. Loop solution and output: The response values optimized by the second stage cause
load changes, and therefore, it is necessary to use the new load values to perform
the first-stage economic dispatch calculation. Finally, a two-stage loop calculation is
performed until the objective function values of the two stages tend to be stable.

The modeling of the IES and demand-side response in this study was based on the
following hypothesis:

• Without considering the impact of the reactive power flow on the system carbon
emissions, the DC power flow modeling was adopted for the power system;

• Without considering the pipeline inventory, the steady-state pipeline modeling was
adopted for the gas network;

• The demand-side response was based on the premise that the total energy demand for
a day remained unchanged;

• Without considering the power or gas load types, the load response ranges are set to
constrain the load response capability.

3.2. The First Stage: Economic Dispatch Model
3.2.1. Objective Function

The objective function is established as flows:

min
T

∑
t=0

(
NCFU

∑
CFU=1

cCFU PCFU,t +
Nwind

∑
wind=1

cwindPwind,t +
Ngas

∑
gas=1

cgasFgas,t

)
(24)

where cCFU represents the power generation cost coefficient of coal-fired units, which is
determined by the fuel cost, power generation efficiency, and so on; cwind is the power
generation cost coefficient of the wind turbine, which is determined by the operation cost,
maintenance cost, and so on; cgas represents the cost coefficient of natural gas; PCFU,t and
Pwind,t represents the outputs of the coal-fired units and wind turbines at time t, respectively;
Fgas,t denotes the output mass flow rate of the natural gas source at time t.

3.2.2. Constraints

(1) Power system model

To consider the speed and accuracy of the calculation, this study adopted the DC optimal
power flow model considering branch losses [31]. The system has the following constraints.

(a) Unit constraints:
PCFU,min ≤ PCFU,t ≤ PCFU,max (25)

PGFU,min ≤ PGFU,t ≤ PGFU,max (26)

Pwind,min ≤ Pwind,t ≤ Pwind,max (27)

PGFU,i = ηGFU FGFU,m (28)

RampCFU,min ≤ PCFU,t − PCFU,t−1 ≤ RampCFU,max (29)
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RampGFU,min ≤ PGFU,t − PGFU,t−1 ≤ RampGFU,max (30)

where PCFU,max and PCFU,min represent the upper and lower output limits of the coal-
fired units; PGFU,max and PGFU,min represent the upper and lower output limits of the
gas-fired units, respectively; Pwind,max and Pwind,min represent the upper and lower
output limits of the wind turbines; PCFU,t, PGFU,t, and Pwind,t are the actual outputs of
the coal-fired units, gas-fired units, and wind turbines at time t, respectively; ηGFU
is the power generation efficiency of the gas-fired units; FGFU,m is the mass flow
rate of natural gas consumed by the gas-fired unit, respectively; RampCFU,max and
RampCFU,min represent the upper and lower output limits of the coal-fired units;
RampGFU,max and RampGFU,min represent the upper and lower output limits of the
gas-fired units, respectively.

(b) Branch constraints:

Pij,t =
θij,t

xij
(31)

Ploss
ij,t = gijθ

2
ij,t (32)

Pij,min ≤ Pij ≤ Pij,max (33)

where Pij,t and Ploss
ij,t represent the power flow and branch losses of branch i − j at

time t, respectively; θij,t is the phase angle difference between the two ends of branch
i − j at time t; xij and gij are the reactance and conductance of branch i − j; Pij,max and
Pij,min are the upper and lower power transmission limits of branch i − j.

(c) Bus constraints

PCFU,i + PGFU,i + Pwind,i = ∑
j∈Ωi

Pij + ∑
j∈Ωi

1
2

Ploss,ij + PL,i + PP2G,i (34)

FP2G,m = ηP2GPP2G,i (35)

θij,min ≤ θij,t ≤ θij,max (36)

θre f ,t = 0 (37)

where PCFU,i, PGFU,i and Pwind,i represent the power injected into bus i from the coal-
fired units, gas-fired units, and wind turbines, respectively; PL,i represents the load
on bus i; Ωi represents the set of all buses around bus i; PP2G,i represents the power
consumed by the P2G equipment on bus i; ηP2G is the energy conversion efficiency of
P2G; FP2G,m represents the gas mass flow rate supplied by P2G to node m; θij,max and
θij,min represent the upper and lower phase difference limits of branch i − j; θre f ,t is
the phase angle of the slack bus at time t.

(2) Natural gas system model

The natural gas system adopts the steady-state modeling based on the Weymouth
function [32]. The constraints of the natural gas system are as follows.

(a) Natural gas source constraints:

Fmin
S,m ≤ FS,m ≤ Fmax

S,m (38)

where FS,m represents the mass flow rate of the gas source at node m; Fmax
S,m and Fmin

S,m
represent the upper and lower mass flow rate limits of the gas source at node m.

(b) Pipeline constraints:

Fmn|Fmn| = kmn

(
π2

m − π2
n

)
(39)

Fmin
mn ≤ Fmn,t ≤ Fmax

mn (40)
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where Fmn,t represents the gas mass flow rate of pipeline m − n at time t. kmn is a
constant that depends on the length, diameter, and absolute rugosity of the pipe
and the gas composition [32]; πm and πn denote the gas pressure at nodes m and n,
respectively; Fmax

mn and Fmin
mn are the upper and lower mass flow rate limits of pipeline

m − n.

(c) Node constraints:

FS,m + FP2G,m = ∑
n∈Ωm

Fmn + FL,m + FGFU,m (41)

πmin
m ≤ πm ≤ πmax

m (42)

where FL,m represents the gas load at node m; πmax
m and πmin

m represent the upper and
lower gas pressure limits of node m.

3.3. The Second Stage: Demand Response Model

In the second stage, the optimization focus is shifted from the energy supply side
to the energy demand side. The demand response is the behavior of the energy demand
side actively changing the demand under market incentives to coordinate with the energy
supply. To promote low-carbon energy consumption, a demand-response low-carbon
optimization model with a ladder-type carbon price is established in the second stage.
The ladder-type carbon price was adopted as the incentive signal, and the minimum
demand-side carbon trading cost was set as the goal to optimize the response value.

3.3.1. Objective Function

The objective function of the second stage is to minimize the load-side carbon trading cost.

min
T

∑
t=0

NEH

∑
i=1

CCT
i,t (43)

where CCT
i,t is the carbon trading cost of the EHi at time t; NEH represents the total number

of energy hubs; T represents the time period of an optimization, which is 24 h in this paper.

3.3.2. Constraints

(1) Carbon trading cost constraints:

If EHs equally share the carbon emission responsibility of the entire IES, it is bound to
be an unfair and unreasonable solution. To distribute the carbon emission responsibility
on the load side fairly, it is necessary to determine the emission responsibility according
to the load value. The carbon emission responsibility of each EH at time t should be in
a reasonable range, neither greater than the maximum value of the member’s marginal
effect nor less than the minimum value of the marginal effect at time t (i.e., the interval
[Xi,t,min, Xi,t,max]). Therefore, based on the Shapley value method, Xi,t,min, Xi,t,mid, and
Xi,t,max can be adopted as the carbon emission responsibility boundaries of each EHi.
According to Equations (20)–(23), Xi,t,min, Xi,t,mid, and Xi,t,max can be calculated. For every
hour, each EH has corresponding marginal effects, and therefore the Xi,t,min, Xi,t,mid, and
Xi,t,max of EHi have corresponding 24 different values in a day.

However, in practical engineering applications, it is impractical and difficult for each
EH to update the carbon emission responsibility boundaries hourly. Therefore, in this study,
the average values of the carbon emission responsibility boundaries of each EH for 24 h
were taken as the carbon emission responsibility boundaries for the whole day, as shown in
Equations (44)–(46).

Xi,minavg =
T

∑
t=1

Xi,t,min (44)
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Xi,midavg =
T

∑
t=1

Xi,t,mid (45)

Xi,maxavg =
T

∑
t=1

Xi,t,max (46)

where Xi,t,min, Xi,t,mid, and Xi,t,max represent the minimum, medium, and maximum carbon
emission responsibility marginal effects of EHi at time t, respectively; Xi,minavg, Xi,midavg,
Xi,maxavg represent the 24-h average values of Xi,t,min, Xi,t,mid, Xi,t,max, respectively.

Based on the above, the ladder-type carbon trading cost is formed as Equation (47).
Figure 3 shows the schematic diagram of the ladder-type carbon price model.

CCT
i,t =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ1
(
Xi,minavg − Ei,t

)
0 ≤ Ei,t < Xi,minavg

λ2
(
Ei,t − Xi,minavg

)
Xi,minavg ≤ Ei,t < Xi,midavg

λ2

(
Xi,midavg − Xi,minavg

)
+λ3

(
Ei,t − Xi,midavg

)
Xi,midavg ≤ Ei,t < Xi,maxavg

λ2

(
Xi,midavg − Xi,minavg

)
+λ3

(
Xi,maxavg − Xi,midavg

)
+λ4
(
Ei,t − Xi,maxavg

)
Ei,t ≥ Xi,maxavg

(47)

where Ei,t is the carbon emission responsibility of the EHi at time t; λ1 − λ4 are the carbon
prices of the four grades.

Figure 3. The schematic diagram of the ladder-type carbon price.

(2) Carbon emission constraints:

Based on the CEF theory, the actual carbon emissions of each EH can be calculated
according to the actual energy consumption on the demand side. The carbon emission
responsibility of EHi at time t consists of the carbon responsibility of the original energy
demand and the carbon responsibility of the response value.

Ei,t = Rgross
ele,L,i,t + egross

ele,i,tD
ele
i,t + Rgas,L,i,t + egas,i,tD

gas
i,t (48)

where Rgross
ele,L,i,t and Rgas,L,i,t denote the EHi carbon emission responsibility at time t; egross

ele,i,t
and egas,i,t denote the carbon intensity of the electricity bus and gas node in EHi at time t;
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Dele
i,t and Dgas

i,t represent the response values of the electric load and gas load of the EHi at
time t.

(3) Demand response constraints:

Demand response values are the state variables of the second-stage optimization model. In
this paper, the demand response was modeled according to its actual characteristics. The ranges
of the electric- and gas-demand response values are denoted as Equations (49) and (50). This
paper assumes that the total load remained constant after the response, that is, the sum of all
response values in time period T was zero, denoted as Equations (51) and (52). Equations (53)
and (54) represent the response change constraints of the electric and gas loads between
two adjacent moments, which characterize the flexibility of the demand response.

kmin
ele PL,i,t ≤ Dele

i,t ≤ kmax
ele PL,i,t (49)

kmin
gas FL,i,t ≤ Dgas

i,t ≤ kmax
gas FL,i,t (50)

T

∑
t=1

Dele
i,t = 0 (51)

T

∑
t=1

Dgas
i,t = 0 (52)

rampmin
ele,i ≤ Dele

i,t − Dele
i,t−1 ≤ rampmax

ele,i (53)

rampmin
gas,i ≤ Dgas

i,t − Dgas
i,t−1 ≤ rampmax

gas,i (54)

where Dele
i,t and Dgas

i,t represent the response values of the power load and gas load of the
EHi at time t, respectively; PL,i,t and FL,i,t represent the real-time power load and gas load
of the EHi at time t, respectively; kmax

ele and kmin
ele are the ratios of the upper and lower limits

of the power load response value; kmax
gas and kmin

gas are the ratios of the upper and lower limits
of the gas load response value; rampmax

ele,i and rampmin
ele,i represent the upper and lower limits

of the power load response change of EHi; rampmax
gas,i and rampmin

gas,i represent the upper and
lower limits of the gas load response change of EHi.

4. Case Study and Discussion

A modified IEEE 39-bus power system/Belgian 20-node natural gas system was
employed to demonstrate the effectiveness of the proposed model. All case studies were
implemented using MATLAB/Gurobi on a PC with an Intel Core i7-11th processor and
16 GB of RAM. The economic dispatch period was 24 h, and the time step was 1 h.

4.1. A. Modified IEEE 39-Bus Power System/Belgian 20-Node Natural Gas System
4.1.1. Basic Data of the System

The modified electric-gas IES is shown in Figure 4. The power system includes four
coal-fired units G1–G4, a wind turbine unit G5, and two gas-fired units G6–G7. The
parameters of the thermal power units are listed in Table 1 [33,34]. Typical forecast data of
wind turbine output were directly employed, as in other studies [27,35]. Wind turbine G5
had a cost coefficient of 15 $/MW and carbon emission intensity of 0.006 t CO2/MW. The
natural gas system contained five gas sources, whose parameters are listed in Table 2 [32].
The power grid and gas network were coupled by the P2G equipment with a capacity
of 50 MW. Five power/gas loads were paired to form five energy hubs: EHA–EHE. The
detailed data of the power load and gas load of each EH are listed in Table 3. The per-unit
values of the 24 h maximum wind power outputs, power demands, and gas demands are
shown in Figure 5. The base values of the wind power output, power load, and gas load
were 658.8 MW, 3197.6 MW, and 2334.2 MBtu/h, respectively. The relevant data of the
ladder-type carbon prices are shown in Table 4.
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Figure 4. The modified IEEE 39-bus power system and the Belgian 20-node gas system.

Table 1. Parameters of the thermal power units.

Unit Type
Capacity
/(MW)

Cost Coefficient
/($/MW)

Emission
Intensity

/(t CO2/MW)

G1 Coal-fired 1040 35 1.280
G2 Coal-fired 725 35 1.300
G3 Coal-fired 652 35 1.290
G4 Coal-fired 508 35 1.270
G6 Gas-fired 564 \ 0.564
G7 Gas-fired 865 \ 0.550

Table 2. Parameters of the natural gas sources.

Capacity
/(MBtu/h)

Cost Coefficient
/($/MBtu)

Emission
Intensity

/(t CO2/MBtu)

Capacity
/(MBtu/h)

Cost Coefficient
/($/MBtu)

S1 15,000 11.6 0.0566 1.300
S2 20,000 10.8 0.0566 1.290
S3 1000 12.0 0.0566 1.270
S4 250 10.2 0.0566 0.564
S5 250 10.0 0.0566 0.550

Table 3. Data of the energy hubs.

EH Power Load/(MW) Gas Load/(MBtu/h)

EHA 913.6 526.2
EHB 685.2 25.0
EHC 685.2 158.6
EHD 456.8 1290.9
EHE 456.8 333.5
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Figure 5. The modified IEEE 39-bus power system and the Belgian 20-node gas system.

Table 4. Parameters of the ladder-type carbon price.

Piecewise Interval Carbon Price/($/t CO2)

0 ∼ Xi,minavg λ1 = −5
Xi,minavg ∼ Xi,midavg λ2 = 15
Xi,midavg ∼ Xi,maxavg λ3 = 30

Xi,maxavg ∼ ∞ λ4 = 60
0 ∼ Xi,minavg λ1 = −5

4.1.2. Formation of the Ladder-Type Carbon Trading Mechanism for the Five EHs

It can be observed from Figure 4 that there are five EHs, denoted as A–E for con-
venience. Thus, the entire alliance is N = {A, B, C, D, E}, and there are 31 non-empty
sub-alliances of N. Taking t = 1 as an example, the economic dispatch model of the IES is
solved under the conditions of different sub-alliances, and the results for the system carbon
emission responsibilities are shown in Table 5.

Table 5. The carbon emission responsibility of each sub-alliance.

Sub-Alliance
Carbon Emission

Responsibility
/(t CO2)

Sub-Alliance
Carbon Emission

Responsibility
/(t CO2)

{A} 574.70 \ \
{B} 375.29 {A, B} 1075.64
{C} 382.63 {A, C} 1087.93
{D} 48.77 {A, D} 1124.59
{E} 10.40 {A, E} 1089.93

{B, C} 1067.71 {A, B, C} 1480.67
{B, D} 929.60 {A, B, D} 1505.31
{B, E} 883.47 {A, B, E} 1476.86
{C, D} 939.98 {A, C, D} 1526.90
{C, E} 897.98 {A, C, E} 1489.16
{D, E} 574.60 {A, D, E} 1139.50

{B, C, D} 1120.59 {A, B, C, D} 1550.08
{B, C, E} 1082.62 {A, B, C, E} 1508.31
{B, D, E} 1120.91 {A, B, D, E} 1520.23
{C, D, E} 1130.49 {A, C, D, E} 1541.82

{B, C, D, E} 1520.13 {A, B, C, D, E} 2458.65
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Taking EHA as an example, it can be obtained from Equations (20)–(23):

XA,max = max{C(S ∪ {A})− C(S)} = C(A, B, D, E)− C(B, D, E) = 399.32 tCO2 (55)

XA,min = min{C(S ∪ {A})− C(S)} = C(A, D)− C(D) = 1075.82 tCO2 (56)

XA,mid = ∑
S

|S|!(5 − |S| − 1)!
5!

[C(S ∩ {A})− C(S)] = 674.8 tCO2 (57)

where S is any sub-alliance containing A, and |S| is the number of members in the sub-
alliance S.

In analogy with Equations (55)–(57), the carbon emission responsibility boundaries
for the other 23 h can be obtained. Thus, the average value of the 24-h EHA carbon
responsibility boundaries is

XA,minavg = 694.80 tCO2 (58)

XA,midavg = 904.32 tCO2 (59)

XA,maxavg = 1105.66 tCO2 (60)

In summary, the ladder-type carbon trading cost of EHA at time t is:

CCT
A,t =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λ1(694.80 − EA,t) 0 ≤ EA,t < 694.80
λ2(EA,t − 694.80) 694.80 ≤ EA,t < 904.32
209.52λ2 + λ3(EA,t − 904.32) 904.32 ≤ EA,t < 1105.66
209.52λ2 + 201.34λ3 + λ4(EA,t − 1105.66) EA,t ≥ 1105.66

(61)

On this basis, the 24-h carbon emission responsibility grades of the five EHs can
be divided after the allocation of the carbon responsibility of the load side based on the
Shapley value method. The results are shown in Figure 6. The carbon responsibility grades
from low to high are represented in green, yellow, orange, and red, respectively. The three
dashed horizontal lines represent the 24 h averages of the responsibility boundaries for
different color grades. Based on these three averages, a one-day ladder-type carbon price
can be formed for each EH, which will be used to calculate the carbon trading cost later.

 

Figure 6. The carbon emission responsibility grades of each EH allocated by the Shapley value
method in the scenario with wind power.
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The calculation results of the carbon emission responsibility boundaries are closely
related to the load value and location. In particular, the Shapley value Xmid (i.e., the upper
boundary of the yellow grade) depends largely on the load value. Due to the low-carbon
intensity of natural gas, the carbon emissions of each EH are mainly determined by the
power load value. The power loads of EHB and EHC are equal, so it can be seen from
Figure 6 that their carbon emission responsibility grades were basically similar, as were
EHD and EHE. Due to the large power load of EHA, its carbon emission responsibility
boundaries were also obviously higher than those of the other four EHs. However, the
carbon emission responsibility boundaries of EHE were slightly lower than those of EHD.
This is because the location of EHE was closer to the wind turbine, and a higher proportion
of the power consumed came from wind power. From the above analysis, it can be seen that
the Shapley value method can reasonably and effectively determine the carbon emission
responsibility grades among the EHs.

4.2. Analysis of Scenarios with and without Wind Power
4.2.1. Scenario 1: Without Wind Power

In order to better study the impact of the two-stage model on the IES, the wind turbine
G5 on bus 36 in the power system was replaced by a 300 MW coal-fired unit with a carbon
emission intensity of 1.28 t CO2/MWh as the blank control group. Based on the Shapley
value method, the 24 h carbon emission responsibility boundaries of the five EHs in the IES
were calculated again, and the 24-h average values were used to divide the ladder-type
carbon price grades, as shown in Figure 7. Comparing Figures 6 and 7, it can be seen that
the 24 h trend of the Shapley value Xmid (i.e., the upper boundary of the yellow grade) for
the same EH in the two different scenarios was basically consistent and similar to the load
curve, since the load values did not change. However, in Scenario 1, the profitable grades
were significantly higher than those in the scenario with wind power, especially at night.
This is because the carbon intensity of wind power was much lower than those of thermal
power and natural gas. In Scenario 1, the EH consumes energy with a high carbon intensity,
causing it to emit more carbon with the same load. Therefore, in the calculation of the
Shapley value method, it is reasonable that the minimum carbon emission responsibility
boundary (i.e., the upper boundary of the green grade) can be adjusted according to the
actual carbon emissions of the EH.

 

Figure 7. The carbon emission responsibility grades of each EH allocated by the Shapley value in
Scenario 1.
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After applying the two-stage model considering the DR, the total power/gas demand,
energy supply cost, carbon trading cost, and the carbon emissions before and after the
optimization are shown in Figures 8 and 9, respectively. As shown in Figure 8, in an IES
without wind power, the model could effectively shave the peaks and fill valleys for the
system load. Figure 9 shows that the energy supply cost and carbon emissions remained
basically unchanged before and after the optimization because there was no low-carbon
and low-cost energy injection. However, the carbon trading cost was visibly reduced by
approximately 28.9%. This is because, after peak shaving and valley filling under the
condition of the constant total load, when optimizing the carbon trading cost, the daytime
load could jump from the relatively high-price carbon responsibility grade toward the
lower price grade, and the night load increased as much as possible within the original
price grade to achieve the lowest total carbon trading cost. From the above results, it can be
seen that the model proposed in this paper can effectively guide the load to shave peaks
and fill valleys, thus reducing the carbon trading cost.

Figure 8. The total power/gas demand before and after the optimization in Scenario 1.

Figure 9. The energy supply cost, carbon trading cost, and carbon emissions of each EH before and
after the optimization in Scenario 1.

4.2.2. Scenario 2: With Wind Power

In Scenario 2, the IES structure diagram and carbon emission responsibility grades
are shown in Figures 4 and 6, respectively. Figure 10 shows that the two-stage model can
still effectively promote load shaving and valley filling in Scenario 2. In Figure 11, the
wind power consumption was greatly improved after the response at 1–8 h and 22–24 h.
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Wind power has the characteristics of low carbon and low cost. Under the action of the
two-stage model, the system load can respond in the direction of consuming as much
wind power as possible. Before the optimization, except for 8–22 h, there was abandoned
wind power for the rest of the time, and the wind power consumption rate throughout
the day was only 43.2%. After the optimization, the night load actively participated in the
response to consume excess wind power. Consequently, the wind-power consumption rate
reached 93.0%.

Figure 10. The total power/gas demand before and after the optimization in Scenario 2.

Figure 11. The total power/gas demand before and after the optimization in Scenario 2.

Figure 12 presents the energy supply cost, carbon trading cost, and carbon emissions
before and after the optimization in Scenario 2. Compared with Figure 9, Figure 12 shows
that the system energy supply cost and carbon emissions were significantly reduced after
the optimization in the scenario including low-carbon and low-cost wind power. Specifi-
cally, the energy supply cost, carbon trading cost, and total carbon emissions were reduced
by 2.9%, 21.7%, and 6.2%, respectively. From the above results of Scenario 2, it can be
proven that the proposed model can not only effectively promote the load peak shaving
and valley filling and reduce the load-side carbon trading cost, but also greatly improve
the renewable energy consumption capacity of the IES, reducing the carbon emissions and
energy supply cost.
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Figure 12. The energy supply cost, carbon trading cost, and carbon emissions of each EH before and
after the optimization in Scenario 2.

4.2.3. Scenario 3: With Different Wind Penetration Rates

To investigate the effect of the two-stage model on the IES with different renewable en-
ergy penetration rates, the carbon emissions and percentages of carbon emission reduction
after the optimization were studied with the wind power penetration rate (installed wind
power capacity/system maximum system load) increasing from 20% to 80% in steps of 10%.
As shown in Figure 13, an increase in the penetration rate led to the gradual reduction in
the system carbon emissions, and the percentage of carbon reduction after the optimization
remained basically stable, with a slight increase from 6.2% to 6.8%. Therefore, with the
growth in renewable energy, the two-stage model considering the DR proposed in this
paper can still effectively reduce carbon emissions.

 

Figure 13. The carbon emissions and carbon reduction percentages before and after the optimization
in different wind power penetration systems.

4.3. Discussion of the DR Mechanism

From the above scenario analysis considering the load-side carbon trading cost as
the objective function, the system could achieve the load peak shaving and valley filling
through the DR, thereby reducing the system carbon emission cost. To further explore the
essential mechanism of the DR, the following discussion focused on two factors: carbon
emissions and ladder-type carbon prices, which determine the objective function of the
second stage.
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4.3.1. Influence Mechanism of the Ladder-Type Carbon Prices on the DR

The influence mechanism of the ladder-type carbon price on the DR is shown in
Figure 14. The direction of the DR is determined by the carbon price of the current load
carbon emission responsibility grade. More specifically, the daytime load at a relatively
high-price grade shifts the carbon emission responsibility toward a lower-price grade
through a negative response. The night load at a low-price grade responds positively
within the original carbon price grade as much as possible to maintain the total load
conserved throughout the day. Thus, the carbon price gap can guide the DR to reduce the
carbon trading cost on the load side.

Figure 14. The influence mechanism of the ladder-type carbon price on the DR.

To demonstrate the promoting effect of the carbon price gap on the DR, two different
carbon pricing cases were compared in Scenario 2.

• Case 1: Constant carbon pricing;
• Case 2: Ladder-type carbon pricing.

Case 2 adopted the ladder-type carbon price model proposed in this paper and its
parameters are shown in Table 4. As the blank control group, Case 1 adopted a constant
carbon price of 7.5 $/t CO2. Thus, Case 1 and Case 2 were equal in the carbon trading
cost before the two-stage optimization. The results before and after the optimization of
the two cases are shown in Figures 15 and 16. In Figure 15, the demand response after
the optimization in Case 2 was more obvious than that in Case 1. In Figure 16, after the
optimization, the carbon trading cost and carbon emissions in Case 2 were lower than those
in Case 1. The carbon trading cost reduction percentages of Case 1 and Case 2 were 1.0%
and 21.7%, respectively. The carbon emission reduction percentages of Case 1 and Case 2
were 1.9% and 6.2%, respectively. These results confirm that the carbon price gap can better
guide the DR to reduce carbon emissions and the carbon trading cost.

 
Figure 15. The power/gas demand before and after the optimization in Case 1 and Case 2.
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Figure 16. The carbon trading cost and carbon emissions before and after the optimization in Case 1
and Case 2.

4.3.2. Influence Mechanism of Carbon Emissions on the DR

The load carbon emissions depend on the load carbon intensity and load value. There-
fore, the impact of carbon emissions on the DR can be further investigated by focusing on
the carbon intensity. The following discussion takes the power demand response in Sce-
nario 2 as an example. According to the principle of proportional sharing [29], the carbon
intensity of each bus is determined by the power component injected into the bus, and its
value is the weighted average of the carbon intensity of each power component. The power
composition of the five power loads in Scenario 2 is shown in Figure 17. The corresponding
results of the bus carbon intensities are indicated by the blue line in Figure 18.

 

Figure 17. The power composition analysis diagram of each power load in Scenario 2.
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Figure 18. The response analysis diagram of each power demand in Scenario 2.

Figure 18 shows the relationship between the response value of each power load and
bus carbon intensity. It can be seen from Figure 18 that in the period when the carbon
intensity was relatively high, the load reduced the consumption of high-carbon power
through a negative response. During the period when the carbon intensity was relatively
low, the load increased the consumption of low-carbon power through a positive response
to meet the conservation of total power demand. The response value is affected by the
relative size of the carbon intensity, response range, response change ability, etc. Therefore,
the carbon trading cost on the load side can be reduced by directly reducing the carbon
emissions from energy consumption. Therefore, the carbon intensity difference caused by
the renewable energy connected to the system can promote the DR to reduce the carbon
trading cost on the load side.

4.4. Discussion of Three Carbon Reduction Methods

To study whether the proposed method had a superior carbon reduction in the IES,
three carbon reduction methods in the existing related research and this paper were com-
pared As shown in Table 6, Method 1, referenced from [9], is the low-carbon economic
dispatch considering the source-side carbon trading. Method 2, referenced from [19], is the
economic dispatch considering the DR driven by the time-of-use tariff. Method 3, which
was proposed in this paper, is the economic dispatch considering the DR driven by the
load-side carbon trading.

Table 6. Details of the three carbon reduction methods in the existing related research and this paper.

Method
Carbon Trading

DR Reference
Source-Side Load-Side

Method 1 � [9]
Method 2 � [19]
Method 3 � � This paper

The three methods were tested in the modified IEEE 39-bus power system/Belgian
20-node natural gas system of this paper, and the total carbon emissions and wind power
consumption rates of the system before and after adopting the three methods were obtained,
as shown in Figure 19. The carbon reduction effect of the proposed Method 3 was 281.8%
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and 203.7% of Method 1 and Method 2, respectively. The wind power consumption rate of
the proposed Method 3 was 178.3% and 135.3% of Method 1 and Method 2, respectively.
Therefore, the proposed method had significant superiority in promoting the wind power
consumption and reducing the system carbon emissions compared with Methods 1 and 2.

Figure 19. The system carbon emissions and wind power consumption rates with the different methods.

5. Conclusions

In this paper, a two-stage low-carbon economic dispatch model of an electric-gas
integrated energy system considering the demand response was proposed. In the first stage,
the economic dispatch of the integrated energy system was carried out with the objective of
minimizing the energy supply cost, and the carbon emission responsibility of the load side
was obtained based on the carbon emission flow theory. In the second stage, the low-carbon
demand response optimization was carried out with the objective of minimizing the carbon
trading cost on the load side. Additionally, a reward and punishment ladder-type carbon
trading mechanism, which was used to calculate the carbon trading cost in the second stage,
was formulated for each energy hub based on the Shapley value method. Cases based on a
modified IEEE 39-bus power system/Belgian 20-node natural gas system were studied to
demonstrate the effectiveness of the proposed model. By analyzing the all-thermal-power
scenario, wind-included scenario, and scenario with varying wind power penetration rates,
four conclusions can be drawn.

1. The two-stage model proposed in this paper could effectively reduce the peak-to-
valley difference, enhance the ability of the system to consume wind power, and
reduce the system carbon emissions by 6.2% and the carbon trading cost by 21.7%.

2. As the wind power penetration rate of the system increased from 20% to 80%, the
carbon reduction effect of the model remained basically stable, with a slight increase
from 6.2% to 6.8%. Therefore, with the growth in renewable energy, the two-stage
model considering the demand response proposed in this paper can still effectively
reduce carbon emissions.

3. Based on the Shapley value method, the user-side ladder-type carbon trading mecha-
nism was thus formulated. The method proposed in this paper drives the demand
response through user-side carbon trading. By comparing the proposed method with
the other two related existing methods, the carbon emission reduction effect of the
proposed method was 281.8% and 203.7% of the other two methods, respectively.
Therefore, the proposed method was proven to have superiority over the other two
methods in carbon reduction.

However, there were some limitations in this paper. For example, in the demand
response, the loads can be further classified into important loads, shiftable loads, and
adjustable loads. Furthermore, the impact of the load-side energy storage and distributed
renewable energy was not considered. Based on this study, future research on the low-
carbon demand response can be conducted by considering factors such as load-side energy
storage, distributed renewable energy, and load types.
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Abstract: The solution of the complex neutron diffusion equations system of equations in a spherical
nuclear reactor is presented using the homotopy perturbation method (HPM); the HPM is a remark-
able approximation method that successfully solves different systems of diffusion equations, and in
this work, the system is solved for the first time using the approximation method. The considered
system of neutron diffusion equations consists of two consistent subsystems, where the first studies
the reactor and the multi-group subsystem of equations in the reactor core, and the other studies the
multi-group subsystem of equations in the reactor reflector; each subsystem can deal with any finite
number of neutron energy groups. The system is simplified numerically to a one-group bare and
reflected reactor, which is compared with the modified differential transform method; a two-group
bare reactor, which is compared with the residual power series method; a two-group reflected reactor,
which is compared with the classical method; and a four-group bare reactor compared with the
residual power series.

Keywords: neutron diffusion; homotopy perturbation method; flux calculation; critical system;
reflected reactor; multi-group

MSC: 82D75

1. Introduction

The approximation methods have been used to solve system of differential equations;
these methods can deal with complicated systems that never have been solved in classical
methods, and HPM is one of the most important approximation methods.

The proposed system can be considered as two subsystems of neutron diffusion
equations; each subsystem will be solved separately, where the core reflector boundary
conditions are valid. This system represents two parts of a nuclear spherical reactor: the
first part consists of the nuclear fuel called the core part, and the other has a material that
reflects the neutrons to the core part, which improves the efficiency of the fission inside the
reactor.

The general system of this work will be simplified as special cases to compare with
other works [1,2] that have studied these cases using approximation and classical meth-
ods [3].

To solve the neutron diffusion equation, HPM gives the achieved result, and it is chosen
because it has succeeded in solving simpler cases of neutron diffusion equations [4–7],
and it is hoped to solve this general system. Solving nuclear reactor equations using other
methods is also presented [1,2], and many works that solve different cases of the neutron
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diffusion equation and some other works [8–14] where another related approximation
method studying diffusion equation is accomplished [15] are cited.

HPM was created firstly by He JH in 1999 [16] and performed a success in solving
different fields [17–19], and soon, many works were accomplished using it [6,7]; the creator
of HPM still depends on it in dealing with new physical problems [20,21].

The methodology of HPM is constructed on the combination of the topology concept
(homotopy) and perturbation theory; this method depends on continuously changing
the original difficult problem to a simple one that can be easily solved as the embedding
parameter changes from unity to zero.

The full description of HPM, which is described in detail previously [6,16], will be
clarified as we study this system.

The theoretical study of this work will be studied in Section 2, while the special case
studies and their numerical examples are given in Section 3.

2. Theory

The basic concept of the neutron diffusion equation comes from applying Fick’s law
to simplify the transport neutron equation; this simplification is fair where the behavior
of the neutrons in the reactor is still reasonable. The simple neutron diffusion equation
is used to express the neutrons moving in one velocity, and this is known as one-group
case; for more reality, the neutrons will be divided in many velocities; this is known as the
multi-group case. This study presents two multi-group subsystems where the reflector
neutron diffusion equations subsystem is added to improve the work. This system consists
of the fuel surrounded by a reflector, which saves the core and improves the fission inside
it [22–25]. The mathematical manipulation for this system is studied next.

2.1. The Reactor Core Part

Here, the multi-group neutrons diffusion equations subsystem in the reactor core will
be studied. Buckling in the core part is not unique, such as occurs in the bare reactor, there
are two buckling named principal and alternate buckling, and each neutron flux is a linear
combination of both principal and alternate buckling fluxes.

In HPM, fluxes depend on intersecting between constants connecting the fluxes, while
the classical method depends on the buckling calculation.

Buckling is one of the most essential concepts in the nuclear reactor theory, as it
represents the leaks of the neutrons in the reactor, which means it has an essential role in
the stability of the nuclear reactor [24].

The multi-group neutron diffusion equations for principal buckling in the reactor core
are:

∇2
∅1(r) + N11 ∅1(r) + N12∅2(r) + N13∅3(r) + . . . + N1n∅n(r) = 0,

∇2
∅2(r) + N21∅1(r) + N22∅2(r) + N23∅3(r) + . . . + N2n∅n(r) = 0,

∇2
∅3(r) + N31∅1(r) + N32∅2(r) + N33∅3(r) + . . . + N3n∅n(r) = 0,

...
∇2

∅n(r) + Nn1∅1(r) + Nn2∅2(r) + Nn3∅3(r) + . . . + Nnn∅n(r) = 0,

(1)

where Di is the ith group diffusion coefficient, and Nij is a constant that connects between
fluxes in different energy groups of neutrons [1], which is defined as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Nii =
χiνi ∑ f i −(∑γi +∑ Σsij)

Di
,

Nij =
∑ Σsji+χiνj ∑ f j

Di
,

Di =
1

3(∑ f i +∑sii +∑ Σsij+∑γi)
.

(2)

Constants in Equation (2) have been defined in terms of different macroscopic cross-
sections; the number of neutrons produced per fission for each group νi,, and the fraction
of fission neutrons emitted with energies in the ith group is χi.
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The time-independent diffusion system of the multi-group at the core of the spher-
ical reactor, after substituting the Laplacian in the radial part dependent on spherical
coordinates, can be written as:

r∅′′
1 (r) + 2∅1(r) + r(N11 ∅1(r) + N12∅2(r) + N13∅3(r) + . . . + N1n∅n(r)) = 0,

r∅′′
2 (r) + 2∅2(r) + r(N21∅1(r) + N22∅2(r) + N23∅3(r) + . . . + N2n∅n(r)) = 0,

r∅′′
3 (r) + 2∅3(r) + r(N31∅1(r) + N32∅2(r) + N33∅3(r) + . . . + N3n∅n(r)) = 0,

...
r∅′′

n(r) +∅n(r) + r(Nn1∅1(r) + Nn2∅2(r) + Nn3∅3(r) + . . . + Nnn∅n(r)) = 0.

(3)

This system of equations describes the behavior of the neutrons in the nuclear reactor
where each flux ∅i expresses the neutron flux with a specific energy. Each flux has a
maximum value at the center of the reactor, while its derivative vanishes there, so the initial
conditions can be written in the mathematical form as:

∅i(0) = I, ∅i(0) = 0, i = 1, 2, . . . , n. (4)

In order to solve these equations using HPM, we construct the homotopy [6,16] as:

H(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = (1 − p) F1(φ1(r), φ2(r), φ3(r) . . . φn(r))+
pL1(φ1(r), φ2(r), φ3(r) . . . φn(r)).

(5)

where H is the homotopy, Li is the original problem, and Fi is the simple problem.
Thus,

H1(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ
′′
1 (r) + 2rφ1(r)+

pr2(N11 ∅1(r) + N12∅2(r) + N13∅3(r) + . . . + N1n∅n(r)) = 0,
H2(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
2 (r) + 2rφ2(r)+

pr2(N21 ∅1(r) + N22∅2(r) + N23∅3(r) + . . . + N2n∅n(r)) = 0,
H3(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
3 (r) + 2rφ3(r)+

pr2(N31 ∅1(r) + N32∅2(r) + N33∅3(r) + . . . + N3n∅n(r)) = 0,
. . .
H1(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
n (r) + 2rφn(r)+

pr2(Nn1 ∅1(r) + Nn2∅2(r) + Nn3∅3(r) + . . . + Nnn∅n(r)) = 0.

(6)

while the identical powers of p are:

p0 : r2φ
′′
i0(r) + 2rφ′

i0(r) = 0, φi0 (0):finite,
p1 : r2φ

′′
i1; 1(r) + 2rφ′

i1 (r) = −r2 N11 ∅i0(r) + N12∅i2(r) + Ni3∅3(r) + . . . + N1,n∅n(r)), φi,1 (0) = 0,
p2 : r2φ

′′
i2 (r)+ 2rφ′

i2 (r) = −r2 N11∅i1(r) + N22∅i2(r) + Ni3∅i3(r) + . . . + N2n∅n(r)), φi2 (0) = 0,
. . .
pk : r2φ

′′
ik (r) + 2rφ

′′
ik (r) = −r2 Nk1∅1(r) + Nk2∅2(r) + . . . + Nkk∅k(r) + . . . + Nkn∅n(r)), φik (0) = 0

(7)

Then,

Ti,0= Ii,
Ti,n= Nii Ti,n−2+Ni1T1,n−2+Ni2T2,n−2++ Ni3T3,n−2++ ... + NinTn,n−2.

(8)

The solution of the first component of Equation (7) is:

φi,0 (r) = Ii, (9)

Similarly, we obtain:
φi,1 (r) = − Ti.2

3! r2 ,
φi,2 (r) = Ti.4

5! r4 ,
. . .
φi,k (r) = −(−1)k Ti.2k

(2k+1)! r
2k,

(10)
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In summary, the fluxes, in this case, are given by:

φi (r) =
∞

∑
k=0

(−1)k Ti.2k
(2k + 1)!

r2k (11)

Now, multi-group neutron diffusion equations for alternate buckling in the reactor
core part will be:

∇2
∅1(r)− L11 ∅1(r)− L12∅2(r)− L13∅3(r)− . . . − L1n∅n(r) = 0,

∇2
∅2(r)− L21∅1(r)− L22∅2(r)− L23∅3(r)− . . . − L2n∅n(r) = 0,

∇2
∅3(r)− L31∅1(r)− L32∅2(r)− L33∅3(r)− . . . − L3n∅n(r) = 0,

...
∇2

∅n(r)Ln1∅1(r)− Ln2∅2(r)− Ln3∅3(r)− . . . − Lnn∅n(r) = 0,

(12)

where Lij is a constant connects between fluxes in different energy groups of neutrons.
Respectively, Lii, Lij, and Di are defined as:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Lii =
χiνi ∑ f i −(∑γi +∑ Σsij)

Di
,

Lij =
∑ Σsji+χiνj ∑ f j

Di
,

Di =
1

3(∑ f i +∑sii +∑ Σsij+∑γi)
.

(13)

Now, the diffusion system of multi energy groups of neutrons at spherical reactor can
be written as:

r∅′′
1 (r) + 2∅′

1(r) + (−rL11 ∅1(r)− rL12∅2(r)− rL13∅3(r)− . . . − rL1n∅n(r)) = 0,
r∅′′

2 (r) + 2∅′
2(r) + (−rL21∅1(r)− rL22∅2(r)− rL23∅3(r)− . . . − rL2n∅n(r)) = 0,

r∅′′
3 (r) + 2∅′

3(r) + (−rL31∅1(r)− rL32∅2(r)− rL33∅3(r)− . . . − rL3n∅n(r)) = 0,
...
r∅′′

n(r) +∅
′
n(r) + (Ln1∅1(r)− rLn2∅2(r)− rLn3∅3(r)− . . . − rLnn∅n(r)) = 0.

(14)

One more time, the mathematical form of initial conditions can be written as:

∅i(0) = I, ∅i(0) = 0, i = 1, 2, . . . , n. (15)

In order to solve these equations using HPM, we construct the homotopy as:

pL1(φ1(r), φ2(r), φ3(r) . . . φn(r)). (16)

To obtain a solution for this subsystem using HPM, the homotopy will be:
Thus,

H1(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ
′′
1 (r) + 2rφ1(r)+

pr2(−L11 ∅1(r)− L12∅2(r)− L13∅3(r)− . . . − L1n∅n(r)) = 0,
H2(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
2 (r) + 2rφ2(r)+

pr2(−L21 ∅1(r)− L22∅2(r)− L23∅3(r)− . . . − L2n∅n(r)) = 0,
H3(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
3 (r) + 2rφ3(r)+

pr2(−L31 ∅1(r)− L32∅2(r)− L33∅3(r)− . . . − L3n∅n(r)) = 0,
. . .
H1(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
n (r) + 2rφn(r)+

pr2(−Ln1 ∅1(r)− Ln2∅2(r)− Ln3∅3(r)− . . . − Lnn∅n(r)) = 0.

(17)
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Taking identical powers of p as:

p0: r2φ
′′
i0(r) + 2rφi0(r), φi0 (0): finite,

p1: r2φ
′′
i1; 1(r) + 2rφi1 (r)

= r2 (L11 ∅i0(r) + L12∅i2(r) + L13∅3(r) + . . . + L1n∅n(r) ), φi1 (0) = 0,
p2: r2φ

′′
i2 (r) + 2rφi2 (r)

= r2 (Li0∅i1(r) + L22∅i2(r) + Li3∅i3(r) + . . . + L2n∅n(r) ), φi2 (0) = 0,
. . .
pk: r2φ

′′
ik (r) + 2rφ

′′
ik (r)

= r2 (Lk1∅1(r) + Lk2∅2(r) + . . . + Lkk ∅k(r) + . . . + Lkn∅n(r) ), φik (0) = 0,

(18)

Now,

Ti,0= Ii,
Ti,n= Nii Ti,n−2+Ni1T1,n−2+Ni2T2,n−2++ Ni3T3,n−2++ ... + NinTn,n−2 + .,

(19)

The solution of first component of Equation (18) is given by:

φi,0 (r) = Ii, (20)

The other components are:

φi,1 (r) =
Ti.2
3! r2,

φi,2 (r) =
Ti.4
5! r4,

. . .
φi,k (r) =

Ti.2k
(2k+1)! r

2k,

(21)

In summary, the fluxes of this part are:

φi (r)= ∑∞
k=0

Ti.2k
(2k + 1)!

r2k (22)

As is mentioned, the total flux of any group in the core part is linear combination of
the two cases as:

φi (r) = U ∑∞
k=0

Ti.2k
(2k + 1)!

r2k +V ∑∞
k=0(−1)k Ti.2k

(2k + 1)!
r2k (23)

Clearly, all fluxes should satisfy the needed boundary conditions.

2.2. The Reactor Reflected Part

After the core part, we study the reactor reflector; the multi-group neutron diffusion
equations of this subsystem [3] is:

∇2
∅1(r)− M11 ∅1(r)− M12∅2(r)− M13∅3(r)− . . . − M1n∅n(r) = 0,

∇2
∅2(r)− M21∅1(r)− M22∅2(r)− M23∅3(r)− . . . − M2n∅n(r) = 0,

∇2
∅3(r)− M31∅1(r)− M32∅2(r)− M33∅3(r)− . . . − M3n∅n(r) = 0,

...
∇2

∅n(r)Mn1∅1(r)− Mn2∅2(r)− Mn3∅3(r)− . . . − Mnn∅n(r) = 0,

(24)

Each Mi,j is a real (positive, zero, or negative) constant:⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mi,i =

−(∑γi +∑ Σsij)
Di

,

Mij =
∑ Σsji

Di
,

Di =
1

3(∑sii +∑ Σsij+∑γi)
.

(25)
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Applying Laplacian in spherical coordinates:

r∅′′
1 (r) + 2∅1(r)− r(M11∅1(r) + M12(r)∅2 + M13(r)∅3 + . . . + M1n∅n(r)) = 0,

r∅′′
2 (r) + 2∅2(r)− r(M21∅1(r) + M22∅2(r) + M23∅3(r) + . . . + M2n∅n(r)) = 0,

r∅′′
3 (r) + 2∅3(r)− r(M31∅1(r) + M32∅2(r) + M33∅3(r) + . . . + M3n∅n(r)) = 0,

...
r∅′′

n(r) +∅n(r)− r(Mn1∅1(r) + Mn2∅2(r) + Mn3∅3(r) + . . . + Mnn∅n(r)) = 0.

(26)

Now, the homotopy [6,16] will be:

H1(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ
′′
1 (r) + 2rφ1(r)

+pr2(−M11∅1(r)− M12∅2(r)− M13∅3(r)− . . . − M1n∅n(r)
)
= 0,

H2(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ
′′
2 (r) + 2rφ1(r)

+pr2(−M21∅1(r)− M22∅2(r)− M23∅3(r)− . . . − M2n∅n(r)) = 0,
H3(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
3 (r) + 2rφ3(r)

+pr2(−M31∅1(r)− M32∅2(r)− M33∅3(r)− . . . − M3n∅n(r)) = 0,
. . .
Hn(φ1(r), φ2(r), φ3(r) . . . φn(r), p) = r2φ

′′
n (r) + 2rφn(r)

+pr2(−Mn1∅1(r)− Mn2∅2(r)− Mn3∅3(r)− . . . − Mnn∅n(r)) = 0

(27)

Here, we obtain identical powers of p terms as a set of equations:

p0 : r2φ
′′
i0(r) + 2rφ′

i0(r),
p1 : r2φ

′′
i1 (r) + 2rφ′

i1 (r) = −r2 (−M11 ∅1(r)− M12∅2(r)− M13∅3(r)− . . . − M1n∅n(r)
)
,

p2 : r2φ
′′
i2 (r) + 2rφ′

i2 (r) = −r2 (−M21∅1(r)− M22∅2(r)− M23∅3(r)− . . . − M2n∅n(r)),
pk : r2φ

′′
ik (r) + 2rφ

′′
ik (r) = −r2 (Mk1∅1(r) + Mk2∅2(r) + . . . + Mkk ∅k(r) + . . . + Mkn ∅n(r)),

(28)

The solution of the first component of Equation (28) is:

ϕi,0 (r) = Ai,0 +
Bi,0

r
, (29)

The following constants (Ai,n) depend on (Ai,0) as:

Ai,k= ∑n
j=1 Mij Aj,k−1, (30)

In addition, (Bi,n) depends on (Bi,0) as:

Bi,k= ∑n
j=1 Mi,j Aj,k−1, (31)

Then,

ϕi,0 (r) = Ai,0+Bi,0
1
r

ϕi,1 (r) = Ai,1
r2

3!+Bi,1
r
2+Ci,0+Di,0

1
r

ϕi,2 (r) = Ai,2
r4

5!+Bi,2
r3

4!+Ci,1
r2

3!+Di,1
r
2 + Ei,0 + Fi,0

1
r

ϕi,3 (r) = Ai,3
r6

7!+Bi,3
r5

6!+Ci,2
r4

5!+Di,2
r3

4! + Ei,1
r2

3! + Fi,0
r
2++ Gi,0 + Hi,0

1
r

(32)

We can define (Ci,n,Di,n, Fi,n, . . . ) in the same way as (Ai,n, and Bi,n), so:

ϕi(r) = 1
r [(Ai,0

r
1!+ Ai,1

r3

3! + Ai,2
r5

5! + Ai,3
r7

7! + . . .) + (Bi,0 + Bi,1
r2

2 + Bi,2
r4

4!+

Bi,3
r6

6! + . . .) + (Ci,0
r
1! + Ci,1

r3

3! + Ci,2
r5

5! + C r7

7! + . . .) + (Di,0 + D r2

2 + Di,2
r4

4!+

Di,3
r6

6! + . . .) + . . .]

(33)
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On the other hand,

ϕi(r) = 1
r [({Ai,0 + Ci,0 + Ei,0 + . . .} r

1! + {Ai,1 + Ci,1 + Ei,1 + . . .} r3

3! + {Ai,2+

Ci,2 + Ei,2 + . . .} r5

5! + {Ai,3 + Ci,3 + Ei,3 + . . .} r7

7! + . . .) + ({Bi,0 + Di,0 + Fi,0+

. . .}+ {Bi,1 + Di,1 + Fi,1 + . . .} r2

2 + {Bi,2 + Di,2 + Fi,2 + . . .} r4

4! + {Bi,3 + Di,3+

Fi,3 + . . .} r6

6! + . . .) + . . .]

(34)

Let
αi,k = Ai,k + Ci,k + Ei,k + . . .
βi,k = Bi,k + Di,k + Fi,k + . . .

(35)

Its consequence is that:
αi,k= ∑n

j=1 Mi,j αi,k−1,
βi,k= ∑n

j=1 Mi,j βi,k−1.
(36)

The final solution of Equation (34) is given by:

ϕi(r) =
1
r

[
∑∞

k=0 αi,k
r2k+1

(2k + 1)!
+ ∑∞

k=0 βi,k
r2k

(2k)!

]
(37)

2.3. The Core-Reflector Boundary Conditions

After finding the solution of neutron diffusion equations in the reactor core and
reflector parts, it is essential to apply the boundary condition, the point R, on the surface
between them.

The neutron fluxes (ϕci(r)) must be continuous as well as their currents (Ji (r)) [24],
which mathematically can be expressed as:

ϕci (R) = ϕri (R), Jci (R) = Jri (R), (38)

Neutron currents in Equation (38) will be defined as:

Ji (r)) = −Di ϕi (r). (39)

Therefore, after inserting the values of fluxes and currents in Equation (38), this system
of equations can be written as:

U ∑∞
k=0

Ti.2k
(2k+1)! R2k +V ∑∞

k=0(−1)k Ti.2k
(2k+1)! R2k = 1

R

[
∑∞

k=0 αi,k
R2k+1

(2k+1)!+
∞
∑

k=0
βi,k

R2k

(2k)!

]
,

Dic
d
dr

(
U

∞
∑

k=0

Ti.2k
(2k+1)! R2k + V

∞
∑

k=0
(−1)k Ti.2k

(2k+1)! R2k
)
= Dir

d
dr

(
1
R

[
∞
∑

k=0
αi,k

R2k+1

(2k+1)! +
∞
∑

k=0
βi,k

R2k

(2k)!

])
.

(40)

By solving this system of equations computationally, we can find R.

3. Special Cases Numerical Study

The theoretical results reached in Section 2 will be simplified to compare numerically
with special cases that were obtained [1–3]; this comparison will assure the theory. Special
cases start with one-group and two-group, and finally, the multi-group is taken as a general
case.

3.1. One-Group Nuclear Reactor

Here, a one-group bare reactor (which has fuel only) is studied; then, we focus on the
reflector reactor (core and reflected parts). The needed cross-section data are originally
taken from [25], which clarified them also, and [2] used cross-section data only. Theoretical
and numerical results for both bare and reflected reactors will be compared with modified
differential transform method (MDTM).
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3.1.1. One-Group Bare Nuclear Reactor

Now, the neutron diffusion equation of a one-group bare reactor [24] can be written as:

∇2
∅ (r) + B2

∅ (r) = 0, (41)

where B2 = (νΣ f − (Σ f + Σγ))/D is the buckling, and D = 1/3(Σ f + Σs + Σγ) is the
diffusion coefficient [24].

After applying HPM, the flux will be:

∅ (r) =
A
r

∞

∑
k=0

(−1)k(Br)2k+1

(2k + 1)!
=

A
r

sin(Br) (42)

One-group bare spherical reactor is taken numerically when 1-MeV neutrons diffuse
in pure 235U [2] the MDTM, which will be compared with this studied case.

At this point, necessary nuclear reactor data [2,25] are found in Table 1.

Table 1. One-group bare reactor cross-sections data.

ν σf σs σγ

2.42 1.336 5.959 0.153
N = 0.0478 × 1024 atoms cm−3

The essential critical radius result using Mathematica software is tabulated in Table 2.

Table 2. The critical radius of one-group bare reactor.

HPM MDTM

Critical radius 10.528 10.528

Critical radius calculation using HPM, where zero flux boundary condition is used,
gives the same results as MDTM, with the flux behavior tabulated in Table 3 graphed in
Figure 1.

Table 3. Normalized flux in one-group bare reactor.

Method r/ac 0.0 0.25 0.50 0.75 1.0

Classical Flux 1.0000 0.9069 0.6563 0.3309 0.03109
RPSM Flux 1.0000 0.9069 0.6563 0.3309 0.03109

Figure 1. Flux distribution in one-group bare reactor.
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After applying HPM, the flux has its normalization value at the sphere center, and
it has its zero value at the critical radius, and this is the expected behavior; here, MDTM
results are reproduced.

3.1.2. One-Group Reflected Nuclear Reactor

The one-group reflected reactor [6] is taken after a bare reactor, and the neutron
diffusion equations for core and reflected parts are:

∇2
∅c(r) + B2

∅c(r) = 0,
∇2

∅r(r)− 1
L2 ∅r(r) = 0,

(43)

where B2 is buckling, and L2 is called diffusion area, and L is diffusion length [24]
The core and reflected parts fluxes, after applying HPM, will be:

∅c(r) = Ac
r

∞
∑

k=0

(−1)k(Br)2k+1

(2k+1)! = Ac
r sinBr,

∅r(r) = Ar
r

∞
∑

k=0

( r
L )

2k+1

(2k+1)! = Ar
r sinh r

L .
(44)

The solution of the neutron diffusion equation is obtained to study this numerical
example, where 235U is the core part, and H2O is the reflector of this reactor. More needed
cross-sections [2] are given in Table 4.

Table 4. One-group reflected reactor cross-sections data.

νc Σc f Σcs Σcγ

2.7971 0.06528 0.24806 0.01306
νr Σr f Σrs Σrγ

0.0000 0.0000 0.24937 0.03264

For large reflector, the flux ∅r(r) will be

∅ (r) =
A
r

e−
r
L (45)

The critical radius of the reflected spherical reactor is compared with both MDTM and
transport theory data, and the transport theory can be admitted as a benchmark where
the diffusion theory is approximation when Fick’s law is used; after using of Mathematica
software, the result is tabulated in Table 5.

Table 5. Critical radius of one-group reflected reactor.

HPM MDTM Transport Theory Data

Critical radius 6.5128 6.5128 6.1275

The critical radius of the one-group reflected reactor, when zero flux boundary con-
dition is used, is reproduced as the results of MDTM and has a good agreement with
transport theory data. After this, flux behavior will be studied in both core and reflected
parts, which are described in Table 6 and Figure 2.

Table 6. Normalized flux in one-group reflected reactor.

Method r/ac 0.0 0.25 0.50 0.75 1.0

Classical Flux 1.0000 0.9567 0.8301 0.6415 0.4199
RPSM Flux 1.0000 0.9567 0.8301 0.6415 0.4199
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Figure 2. Flux distribution of one-group reflected reactor. Blue, core flux; Red, reflector flux.

The flux distribution using HPM, which has the same MDTM results, using core
reflector boundary conditions, and it is clear that flux behavior is in good agreement with
classical calculations [3,24].

3.2. Two-Group Nuclear Reactor

After one-group study, the two-group case for bare and reflected reactors are consid-
ered; neutrons are divided in two-groups: fast and thermal groups. Numerical results for
the bare reactor are compared with the residual power series method (RPSM) [1], while the
reflected reactor is compared with the classical method [3].

3.2.1. Two-Group Bare Nuclear Reactor

Now, a bare reactor will be obtained when neutrons move in fast and thermal velocities,
and neutron diffusion equations [3] will be:

∇2
∅1(r) + N11∅1(r) + N12∅2(r) = 0,

∇2
∅2(r) + N21∅1(r) + N22∅2(r) = 0.

(46)

Fluxes, after using HPM, can be written as:

∅i(r) =
∞

∑
k=0

(−1)k 1
(2k + 1)!

Ti,2kr2k, i = 1, 2. (47)

Computational determination of analytical results is useful in comparing them with
RPSM [1]; where Mathematica software is used, the important cross-section is taken from [1],
where neutrons undergo fast and thermal diffusion in uranium with enrichment ratio is
93%. Two-group bare reactor cross-sections data in Table 7 are taken from [25], and [1] used
them, while [25] gave meaning to each.

Table 7. Two-group bare reactor cross-sections data.

∑ f 1 = 0.0010484 cm−1 ∑γ1 = 0.0010046 cm−1 ∑S11 = 0.62568 cm−1

∑S12 = 0.029227cm−1 ν1 = 2.5 χ1 = 1.0
∑ f 2 = 0.050632 cm−1 ∑γ2 = 0.025788 cm−1 ∑S22 = 2.44383 cm−1

∑S21 = 0.0000 cm−1 ν2 = 2.5 χ2 = 0.0

Values of N11, N12, N21, and N22 are determined depending on these cross-sections as
shown in Table 8.
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Table 8. Two-group bare reactor fluxes coefficients.

N11 = –0.0564834 N12 = 0.249474 N21 = 0.220978 N22 = –0.577793

For a two-group bare reactor, the critical radius is obtained using both zero flux (ZF)
and extrapolated boundary conditions (EBC), and it is found that fluxes vanish before a
certain distance, which is called extrapolated distance, where EBC is named; next, data are
compared with RPSM, and transport theory data are taken as a benchmark.

Here, 93% enriched uranium is taken as a numerical example, and the critical radius is
tabulated in Table 9.

Table 9. Critical radius of two-group bare reactor.

BC HPM RPSM Transport Theory Date

ZF 17.120 17.120 -
EBC 16.251 16.251 16.049836

This critical radius of two-group bare reactor of HPM shows that when RPSM is used,
both of them have logical results with the benchmark (Transport Theory).

The behavior of fluxes in the two-group bare reactor is found in Table 10 and Figure 3.

Table 10. Normalized thermal, fast, and total fluxes in two-group bare reactor.

Flux Method r/ac 0.0 0.25 0.50 0.75 1.0

Fast Classical Flux 2.7671 2.5238 1.7802 1.0063 0.1835
RPSM Flux 2.7671 2.5238 1.7802 1.0063 0.1835

Thermal Classical Flux 1.0000 0.9121 0.6759 0.3637 0.0663
RPSM Flux 1.0000 0.9121 0.6759 0.3637 0.0663

Total Classical Flux 3.7671 3.4359 2.5460. 1.3699 0.2498
RPSM Flux 3.7671 3.4359 2.5460 1.3699 0.2498

Figure 3. Fluxes distribution in two-group bare reactor. Blue, thermal flux; Red, fast flux; Green, total
flux.

HPM has the same performance as RPSM in tabulated and graphical representation of
the two-group bare reactor, where both fluxes and their sum converge at the same point.

As it is explained, the real critical dimension calculated by transport theory data
is less than the HPM calculated point, and this is reasonable after applying Fick’s law
approximation.
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3.2.2. Two-Group Reflected Nuclear Reactor

A two-group reflected reactor will be studied here; unlike the bare reactor, the buckling
is not unique in its principal and alternate buckling for the core part of the reactor.

The neutron diffusion equations [3] corresponding to principal buckling are:

∇2
∅1(r) + N11∅1(r) + N12∅2(r) = 0,

∇2
∅2(r) + N21∅1(r) + N22∅2(r) = 0.

(48)

Similarly, this for alternate buckling will be:

∇2
∅1(r)− L11 ∅1(r)− L12∅2(r) = 0,

∇2
∅2(r)− L21∅1(r)− L22∅2(r) = 0.

(49)

After applying HPM for each case, the solution is a linear combination of both cases,
which can be written as:

φic (r) = U
∞

∑
k=0

Ti.2k
(2k + 1)!

r2k +V
∞

∑
k=0

(−1)k Ti.2k
(2k + 1)!

r2k, i = 1, 2. (50)

Furthermore, the reflector of neutron diffusion equations will be:

∇2
∅1(r)− M11 ∅1(r)− M12∅2(r) = 0,

∇2
∅2(r)− M21∅1(r)− M22∅2(r) = 0.

(51)

After taking into consideration that there is no fission in the reflector and no upper
scattering case, this is a known case that will be studied numerically: constant M12 = 0.

The fast-group flux will be:

ϕ1r(r) =
1
r

[
∞

∑
k=0

r2k+1

(2k + 1)!

]
. (52)

while thermal flux is:

ϕ2r(r) =
1
r

[
∞

∑
k=0

αi,k
r2k+1

(2k + 1)!
+

∞

∑
k=0

βi,k
r2k

(2k)!

]
(53)

After finding the solution of neutron diffusion equations in core and reflector parts,
it is essential to apply the boundary conditions in the surface between reactor core and
reflector, where fluxes (ϕ1 (x), ϕ2 (x)) and their currents (J1 (r), J2 (r)) are continuous [3],
which mathematically can be expressed as:

ϕc1 (R) = ϕr1 (R), Jc1 (R) = Jr1 (R),
ϕc2 (R) = ϕr2 (R), Jc2 (R) = Jr2 (R),

(54)

Hence, the neutron currents are J1 (r)) = −D1 ϕ1 (r), J2 (r)) = −D2 ϕ2 (r).
The derived analytical formalism is computationally determined to verify the theory,

while cross-section data are taken from [3] which given in Table 11.

Table 11. Two-group reflected reactor cross-sections data.

Core data

τC = 45.3 cm2 ∑1
R = 0.03179 cm−1 ∑2

a = 0.1104 cm−1

pC = 1.0 D1 = 1.44 cm D2 = 0.229 cm

Reflector data

τR = 40.0 cm2 ∑a = 1.85 cm−1 ∑2
a = 0.01226cm−1

pR = 1.0 D1 = 1.85 cm D2 = 0.204 cm

448



Mathematics 2022, 10, 1784

Values of Nij and Lij i, j = 1, 2 are shown in Table 12.

Table 12. Two-group reflected reactor fluxes coefficients.

N11 = −0.022076. N12 =0.100893 N21 = 0.1388210 N22 = −0.482096
L11 = −0.025000 L12 = 0.000000 L21 =0.226716 L22 = −0.060098

Classical calculations completely depend on finding the buckling, principal, and alter-
nate buckling; for a more than two-group reactor, this calculation will be more complicated.

HPM studies the two-group reflected reactor and, in general, any number of group
reactor uses more advance and accurate method for determination of critical radius, and
clarification of the fluxes distribution depends on the combination between fluxes’ con-
stants; these constants depend on all groups’ cross sections.

Necessary Mathematica software is used to numerically reach the critical radius for
the two-group reflected reactor; critical radius of the reactor core can be found in Table 13.

Table 13. Critical radius of two-group core part of reflected reactor.

BC HPM Classical Method

Critical radius 30.713 31.9

After finding the critical radius for this system, fast and thermal fluxes and their sum
are considered in Table 14 and Figure 4.

Table 14. Two-group reflected reactor fluxes and total flux.

Flux Method r/ac 0.0 0.25 0.50 0.75 1.0

Group 1 HPM Flux 1.0000 0.94312 0.76591 0.51492 0.23573
Classical method Flux 1.0000 0.93730 0.76360 0.51698 0.24140

Group 2 HPM Flux 0.2860 0.26791 0.21757 0.14654 0.11478
Classical method Flux 0.2841 0.26638 0.21702 0.14717 0.11286

Total
HPM Flux 1.2860 1.21103 0.98348 0.66146 0.35051

Classical method Flux 1.2841 1.20368 0.98062 0.66415 0.35426

Figure 4. Flux distribution in the core and reflected parts of two-group reflected reactor. Black, ∅1c(r);
Blue, ∅2c(r); Red, ∅1r(r); Yellow, ∅2r(r); Green, ∅tot.c(r); Gray, ∅tot.r(r).
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Table 14 gives fast and thermal fluxes and their total flux values, and thus, it is obvious
that total flux decreases when the reactor radius increases and vanishes at reflector radius.

As we compare HPM results and classical results, it is seen that the HPM critical
dimension is less than that of the classical method, and the total flux converges faster, which
reduces the fuel and improves the reactor fission. This can be one step forward, using HPM,
in accuracy of critical dimension calculation and flux distribution determination.

3.3. Multi-Group Nuclear Reactor

The four-group of neutrons diffusion equations case [1], which is an example of a
multi-group reactor, is discussed as one step forward, which is represented by the following
system:

∇2
∅1(r) + N11∅1(r) + N12∅2(r) + N13∅3(r) + N14∅4(r) = 0,

∇2
∅2(r) + N21∅1(r) + N22∅2(r) + N23∅3(r) + N24∅4(r) = 0,

(55)

with initial conditions:
∅i(0) = Ii, ∅i(0) = 0, i = 1, 2, 3, 4. (56)

Hence, the solutions of ith four-group reactor flux according to HPM are given by

∅i(r) =
∞

∑
k=0

(−1)k 1
(2k + 1)!

Ti,2kr2k. (57)

Mathematica software is used in numerical solutions; the solution is obtained numeri-
cally for cross sections related to interactions of the four-group system. The following data
obtained from [1] are correspondingly used in Table 15.

Table 15. Four-group reflected reactor cross-sections data.

Group 1
(1.35 Mev–10 Mev)

ν1 ∑ f 1 = 0.0096 cm−1 ∑a = 0.0049 cm−1 ∑S12 = 0.0831 cm−1

∑S13 = 0.00 ∑S14 = 0.00 D1 = 2.162 cm
χ1 = 0.575

Group 2
(9.1 keV–1.35 Mev)

ν2 ∑ f 2 = 0.0012 cm−1 ∑a2 = 0.0028 cm−1 ∑S21 = 0.00 cm−1

∑S23 = 0.0.0585 cm−1 ∑S24 = 0.00 cm−1 D2 = 1.087 cm
χ2 = 0.425

Group 3
(0.4 ev–9.1 kev)

ν3 ∑f3 =
0.0.0177 cm−1 ∑a3 = 0.0.0305 cm−1 ∑S31 = 0.00 cm−1

∑S32 = 0.00cm−1 ∑S34 = 0.0651 cm−1 D3 = 0.632 cm
χ3 = 0.0

Group 4
(0.0 ev–0.4 ev)

ν4 ∑ f 4 = 0.1851 cm−1 ∑a4 = 0.1210 cm−1 ∑S41 = 0.00 cm−1

∑S42 = 0.00cm−1 ∑S43 = 0.00cm−1 D4 = 0.354 cm
χ4 = 0.0

Values of Nij, i, j = 1, 2, 3, 4 are shown in Table 16 is derived from Table 15 data.

Table 16. Four-group fluxes coefficients.

N11 = –0.038150 N12 = 0.000319 N13 = 0.004707 N14 = 0.049229
N21 = 0.080202 N22 = –0.055925 N23 = 0.083370 N24 = 0.148820
N31 = 0.092563 N32 = 0.092563 N33 = –0.151266 N34 = 0.092563
N41 = 0.183898 N42 = 0.183898 N43 = 0.183898 N44 = –0.341808

The critical radius of a four-group reactor is calculated depending on ZF and EBC
boundary conditions, and generated data are listed in Table 17.
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Table 17. Critical radius of four-group reactor.

BC HPM RPSM

ZF 8.770 8.770
EBC 7.905 7.905

Fluxes values of the four-group reactor are given in Table 18 and Figure 5.

Table 18. Four-group fluxes and total flux reactor.

Flux Method r/ac 0.0 0.25 0.50 0.75 1.0

Group 1 HPM Flux 1.0000 0.918535 0.697804 0.400643 0.107646
RPSM Flux 1.0000 0.918535 0.697804 0.400643 0.107646

Group 2 HPM Flux 4.1716 3.83172 2.91093 1.67131 0.449052
RPSM Flux 4.1716 3.83172 2.91093 1.67131 0.449052

Group 3 HPM Flux 2.7361 2.5132 1.90926 1.0962 0.294531
RPSM Flux 2.7361 2.5132 1.90926 1.0962 0.294531

Group 4 HPM Flux 3.0931 2.84115 2.1584 1.23924 0.332964
RPSM Flux 3.0931 2.84115 2.1584 1.23924 0.332964

Total
HPM Flux 11.0008 10.1046 7.67639 4.40739 1.18419
RPSM Flux 11.0008 10.1046 7.67639 4.40739 1.18419

Figure 5. Four-group fluxes and total flux. Blue , ∅1(r); Red, ∅2(r); Green, ∅3(r); Pink, ∅4(r); Black,
Total flux.

Both tabulated and graphical representation show that all fluxes decrease when the
reactor radius increases and vanishes at the critical radius, and this expected behavior
reproduces RPSM.

4. Conclusions

The application of HPM, as an approximation method, in the reflected spherical reactor
to solve diffusion equations of a multi-group system is accomplished in this work. To
assure the theory, the solutions are simplified and compared with RPSM, MDTM, and
classical theory. The results can be easily reproduced with the approximation methods,
while flux converged faster when compared with the classical calculations; this improves
the efficiency of the reactor by reducing the critical mass and dimensions using HPM. We
can assure that the utilities of HPM in this work and previous studies still has the capability
to solve different branches of science problems.
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Abstract: This paper proposes a distributed robust multi-energy dynamic optimal power flow
(DR-DOPF) model to overcome the uncertainty of new energy outputs and to reduce water spillage
in hydropower plants. The proposed model uses an ambiguity set based on the Wasserstein metric to
address the uncertainty of wind and solar power forecasting errors, rendering the model data-driven.
With increasing sample size, the conservativeness of the ambiguity set was found to decrease. By
deducing the worst-case expectation in the objective function and the distributed robust chance
constraints, the exact equivalent form of the worst-case expectation and approximate equivalent
form of the distributed robust chance constraints were obtained. The test results of the IEEE-118
and IEEE-300 node systems indicate that the proposed model could reduce water spillage by more
than 85% and comprehensive operation cost by approximately 12%. With an increasing number
of samples, the model could reduce conservativeness on the premise of satisfying the reliability of
safety constraints.

Keywords: multi-energy system; water spillage; distributed robust optimization; Wasserstein;
dynamic optimal power flow

1. Introduction

Renewable energy sources, such as hydropower, wind, and solar power, have at-
tracted considerable attention worldwide. Still, the problem of renewable energy power
consumption must be solved urgently. The problem of water, wind, and light spillage is
very serious, among which water spillage is highly prevalent. Therefore, solving the water
spillage problem has become a critical research topic [1]. In addition to poor consump-
tion, the uncertainty of new energy outputs is also an important factor. On the one hand,
when dealing with such uncertainty, the traditional dispatching method gives priority to
hydropower regulation, which makes for a large regulation burden. On the other hand, the
traditional dispatching method is based on the dispatcher’s experience in allocating the
power imbalance among hydropower plants. Due to the lack of reasonable and accurate
planning, this method is prone to improper dispatching, which increases the risk of water
spillage. Hence, to solve the water spillage problem, the uncertainty in wind and solar
power output must be urgently addressed, and a multi-energy optimal power flow model
is needed to fully utilize the characteristics of complementarity and coordination between
power plants.

The optimal power flow (OPF) problem has been of concern since it was proposed, and
new methods have been proposed in recent years. An enhanced quasi-reflection jellyfish
optimization algorithm was proposed in [2] to solve the OPF problem, which performed
well and showed resilience in the simulation. An algorithm of social network search
optimizers was used for optimal power system operation in [3], and the study in this paper
proved that the algorithm has significant stability. An improved heap-based optimization
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algorithm was proposed in [4] to address the OPF problem, and its effectiveness and
robustness was demonstrated. A multi-objective quasi-reflected jellyfish search optimizer
was proposed in [5] to solve the multi-dimensional OPF issue with diverse objectives.
The above methods showed good performance in solving OPF problems; however, the
uncertainty of new energy outputs was not considered in those models. Therefore, a new
OPF model considering the uncertainty of wind and solar power output is needed to reduce
water spillage in hydropower plants.

Many advancements have been made in uncertainty research, and effective methods,
such as stochastic optimization (SO) [6,7] and robust optimization (RO) [8–10], have been
proposed. SO assumes that the considered random variable follows a certain probability
distribution, and the original problem is transformed into a deterministic problem through
formula deduction [11]. SO requires complete knowledge of the probability distribution
information of uncertain parameters, which is usually difficult to obtain in practice. In this
case, assuming that the random variable follows a certain probability distribution appears
to be too optimistic, which may lead to incorrect decisions. In contrast to SO, RO only needs
a sample set of uncertain variables and does not require knowledge of a specific probability
distribution. RO limits all possible scenarios of the considered random variables to an
uncertain set and then transforms the original problem into a deterministic optimization
problem under extreme scenarios. RO can ensure that the constraints are met in the case of
absolute risk aversion, but the optimization results are often highly conservative, because
this approach ignores the distribution information of uncertain variables.

Distributed robust optimization (DRO) [12] combines the advantages of SO and RO
methods. DRO assumes that the real distribution is located within an ambiguity set. DRO
does not require knowledge of the specific probability distribution and can effectively over-
come the conservativeness of RO. At present, the moment-based ambiguity set is the most
widely used option [13–15], i.e., the first- and second-order moments of the probability dis-
tribution are used to describe the uncertain set. However, when considering only moment
information, the distribution of samples cannot be described in detail, and much probability
information is omitted, especially when the number of samples is large. Therefore, this
model cannot converge to the real distribution when the sample size approaches infinity.

To overcome this defect, an ambiguity set based on the Wasserstein metric [16,17] was
developed. The Wasserstein ambiguity set is a data-driven set. With increasing sample
size, the ambiguity set decreases and finally converges to the real distribution. Through
research, scholars have made achievements in this area. A distributed robust chance-
constrained approximate OPF based on the Wasserstein metric was proposed in [18]. This
method employed the distributed robust optimization method of the Wasserstein metric to
solve the OPF problem for the first time and used a decoupled linear power flow model
to approximate the classical power flow equation. A distributed robust approximation
framework of unit commitment based on the Wasserstein metric was developed in [19]. This
method obtained an upper approximation of the original problem through mathematical
deduction and transformed the original model into a mixed integer linear programming
problem. A data-driven distributed robust chance-constrained real-time scheduling model
was established in [20], which transformed the original problem into a linear programming
problem by linearly reconstructing the secondary generation cost and distributed robust
chance constraints. A two-stage distributed robust optimization method was proposed
in [21] to address the uncertainty in wind power output in an integrated electric–gas
thermal energy system. The above methods have been applied to solve problems of power
systems, but research on multi-energy dynamic optimal power flow considering the water
spillage of cascade hydropower stations under distributed robust opportunity constraints
is lacking.

Accordingly, a distributed robust multi-source dynamic optimal power flow model is
proposed in this paper considering abandoned water under the Wasserstein metric. The
main contributions are as follows:
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(1) Cascade hydropower stations coupled in time and space are introduced into the
distributed robust dynamic OPF. The model uses the ambiguity set with the Wasserstein
metric to address the uncertainty of wind and solar output. The water spillage cost of
hydropower plants is also considered to solve the problem of a large amount of water
spillage caused by wind and solar power output uncertainty.

(2) An exact equivalent form of the extreme distribution term in the objective function is
obtained via dual reformulation and mathematical deduction. The equivalent form is an affine
function of the control variable. The form is concise and the scale remains unchanged with
increasing numbers of samples, so this form achieves satisfactory computational performance.

(3) An initial equivalent form is obtained by transforming the distributed robust chance
constraint. Although the initial equivalent form is accurate, the number of constraints and
variables rapidly increases with an increasing number of samples, resulting in a significant
decline in operation efficiency. Therefore, an approximate equivalent model is proposed
to overcome the defects. Finally, the original problem is transformed into a mixed-integer
linear programming problem, which can be solved efficiently with a commercial solver.

2. Dynamic Optimal Power Flow with Distributed Robust Chance Constraints Based
on Wasserstein Metric

2.1. Wasserstein Metric and Ambiguity Set

The ambiguity set based on the Wasserstein metric is constructed as follows:
According to a sampling set of historical data, the empirical distribution can be

obtained as P̂N = 1
N ∑N

n=1 δω̂i , where δω̂i is the Dirac measure of ω̂i and P̂N can be used
as an estimate of the real distribution P. To determine the deviation degree between the
constant P̂N and the real distribution of P, the Wasserstein metric is defined as follows:

Let P1 and P2 be two arbitrary probability distributions. Then, the Wasserstein metric
W : M(Ξ)×M(Ξ) → R+ is defined as [16]:

W(P1,P2) = inf
Π

{∫
Ξ2

‖ω1 − ω2‖Π(dω1, dω2)

}
(1)

where M(Ξ) denotes the set of all probability distributions whose support set is Ξ, Π
denotes the joint distribution of ω1 and ω2, ‖·‖ denotes any norm on R

m, and ‖ω1 − ω2‖
denotes the cost of moving an object of unit mass from distribution P1 to P2. Because of its
tractability, the L1-norm was adopted, and the ambiguity set is defined as:

PN = {P ∈ M(Ξ) |W (P̂N ,P2 ) < δ (N )} (2)

The above equation defines a Wasserstein ball with empirical distribution P̂N as the center
and δ(N) as the radius, which can be calculated by using the following expression (3) [18]:

δ(N) = C

√
1
N

ln
(

1
1 − β

)
(3)

where 1 − β is the confidence level and C is a constant, which can be obtained by solving
the following optimization problem:

C = 2 inf
η>0

√
1

2η

{
1 + ln

[
1
N ∑N

k=1 exp
(

η‖ω̂i − μ̂‖2
1

)]}
(4)

where μ̂ denotes the sample mean value. This equation is a unimodal function of scalar η,
which can be solved via the golden section or binary search method.

The ambiguity set based on the Wasserstein metric exhibits the following character-
istics: It is a data-driven ambiguity set; with an increasing number of historical samples,
the set decreases. When the sample size follows N → ∞ , the radius of the Wasserstein ball
converges to 0 and the corresponding ambiguity set converges to the real distribution.
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2.2. Power Flow Equation and Its Reformulation

The power flow equation and line power constraints are as follows:⎧⎪⎨⎪⎩
Pi = Vi ∑j∈i Vj

(
Gijcosθij + Bsinθij

)
Qi = Vi ∑j∈i Vj

(
Gijsinθij − Bcosθij

)
Pl

i,j = −V2
i gij + ViVj

(
gijcosθij + bijsinθij

) (5)

To deal with fluctuations in wind and solar output, automatic generation control
(AGC) is the most widely used scheme in real-world applications. This scheme ensures a
real-time power balance of the system by distributing unbalanced wind and photovoltaic
power and assigning the unbalanced power to each AGC unit in the form of an affine
function. According to the scheme, the actual generating power of each generator unit is:⎧⎪⎪⎪⎨⎪⎪⎪⎩

P̃g
i,t = −α

g
i,te

Tωt + Pg
i,t

P̃h
i,t = −αh

i,te
Tωt + Ph

i,t
P̃w

i,t = ωi,t + Pw
i,t

Q̃i,t = Qi,t + σωi,t

(6)

where ωt denotes the vector of the combined forecasting errors of wind and solar power,
and α

g
i,t and αh

i,t are the participation factors of thermal power units and hydropower units,
respectively, satisfying ∑i∈G α

g
i,t + ∑i∈H αh

i,t = 1, vector e = [1, 1, · · · , 1], and parameter
σ = sin ϕ/ cos ϕ, where cos ϕ is the power factor. As the power flow equation (Equation (5))
is nonlinear and cannot be addressed under distributed robust chance constraints, a de-
coupled linear power flow model [22] was adopted in this paper. According to this model,
expressions of the true values of the voltage phase angle, node voltage, and line power can
be obtained, as expressed in Equation (7) (the detailed process can be found in [18,22]):⎧⎪⎪⎪⎨⎪⎪⎪⎩

θ̃it = −
(
eTωt

)
Aθ

i:

(
α

g
t + αh

t

)
+ Bθ

i:ωt + θi,t

Ṽit = −
(
eTωt

)
Av

i:

(
α

g
t + αh

t

)
+ Bv

i:ωt + Vi,t

P̃l
k,t = −

(
eTωt

)
Al

i:

(
α

g
t + αh

t

)
+ Bl

i:ωt + Pl
k,t

(7)

where Aθ , Bθ , Av, Bv, Al , and Bl denote the constant coefficient matrices determined by
the network parameters, Aθ

i: denotes the vector composed of the elements in the ith row of
matrix Aθ , and the other parameters are similar.

2.3. Constraints on Safe Operation and Cascade Hydropower Plants

The safe operation constraint of the power system adopts the following form of
distributed robust chance constraints (DRCC):

inf
P∈PN

P

{
Vi ≤ Ṽi,t ≤ Vi

}
≥ 1 − ρv (8)

inf
P∈PN

P

{
Rg

i ≤ −α
g
i,te

Tωt ≤ Rg
i

}
≥ 1 − ρr (9)

inf
P∈PN

P

{
Rh

i ≤ −αh
i,te

Tωt ≤ Rh
i

}
≥ 1 − ρr (10)

inf
P∈PN

P

{
Pg

i ≤ Pg
i,t − α

g
i,te

Tωt ≤ Pg
i

}
≥ 1 − ρp (11)

inf
P∈PN

P

{
Ph

i ≤ Ph
i,t − αh

i,te
Tωt ≤ Ph

i

}
≥ 1 − ρp (12)

inf
P∈PN

P

{
Pl

i ≤ P̃l
i,t ≤ Pl

i

}
≥ 1 − ρl (13)
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The above expressions indicate that the probability that the variable matches at least
1 − ρ satisfies the corresponding constraints, of which Equation (8) expresses the upper
and lower bound constraints of all node voltages, Equations (9) and (10) are the reserve
capacity constraints of the generator set, and Equations (11)–(13) are the upper and lower
bound constraints of the generator set output and line power.

The constraints of cascade hydropower plants are expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

rh
i,t = rh

i−1,t − (qi,t − si,t + ji,t)Δt + q̃IniΔt

rh
i0 = rini

i , rh
i,T = r f in

i , rh
i ≤ rh

i,t ≤ rh
i,t

qi,t = ∑M
m=1 qi,m,t + q

i,m
qi,mui,m,t ≤ qi,m,t ≤ qi,m
qi,mui,m,t ≤ qi,m,t ≤ qi,m,tui,m−1,t

Pi,t = ∑M
m=1 ki,mqi,m,t + Ph

i

(14)

where rh
i,t, qi,t, si,t, q̃Ini, and ji,t denote the storage capacity, power generation flow, water

spillage flow, inflow, and natural inflow of reservoir i during period t, respectively, and
rini

i and r f in
i denote the initial and termination storage capacity, respectively. To improve

the solution efficiency, the reservoir flow and generation power constraints are approxi-
mated with piecewise linear functions, where qi,m,t denotes the flow of the mth segment of
hydropower unit i during period t, ki,m and qi,m denote the generation power coefficient
and upper limit of flow of the mth segment, respectively, qi,t and Ph

i,t denote the generation
flow and generation power of hydropower unit i during period t, respectively, and ui,m,t
is a 0–1 variable. When the flow of hydropower station i during period t exceeds the
second segment, the variable is 1; otherwise, it is 0. In addition, there are upper and lower
bound constraints and reserve capacity constraints of hydropower stations, which can
be expressed in the form of distributed robust opportunity constraints among the safe
operation constraints of power systems (Equations (10) and (12)).

2.4. Objective Function and Distributed Robust Optimization Framework

The objective function of this model is to minimize the sum of the actual power
generation cost, reserve cost, water spillage cost, and regulation cost of each AGC unit
under extreme distribution:

min [∑i∈G ∑t∈T (FGi (Pg
i,t ) + FRi,t ) + FS ] + sup

P∈PN

EP (∑i∈G ∑t∈T α
g
i,td

g
i |eTωt | ) (15)

of which:
FRit = cg

i Rg
i,t + cg

i Rg
i + ch

i Rh
i,t + ch

i Rh
i (16)

FS = cs ∑
i∈H

∑
t∈T

si,t (17)

where FGi (Pg
i,t ), FRi,t, and FS denote the power generation cost, reserve cost, and water

spillage cost, respectively. Parameters cg
i , ch

i , and cs denote the cost coefficient of thermal
power, hydropower reserve capacity, and water spillage cost, respectively. Furthermore,
dg

i is the adjustment cost coefficient of the thermal power unit in response to wind and
solar forecasting errors. Power generation cost FGi (Pg

i,t ) is a nondecreasing quadratic
function, which can be approximated with a piecewise linear function to improve calcu-
lation efficiency, i.e., FGi (Pg

i,t ) can be replaced by decision variables with the following
constraints [23]:

Φi,t ≥ kn
i Pg

i,t + bn
i (18)

where kn
i and bn

i , respectively, denote the slope and intercept of the nth segment in the
piecewise linear approximation of thermal power unit i, which can be determined via the
piecewise interpolation method [24]. This objective function can improve not only the
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economy but also the feasibility of decisions, as the decisions under this objective function
need less adjustment in practice.

The problems involved in this model can be expressed in the following distributed
robust optimization framework:

min
x

cTx + sup
P∈PN

EP{F(x, ω)} (19a)

s.t. hi(x) = 0, (19b)

gj(x) ≥ 0, (19c)

sup
P∈PN

P

{
aT

k (x)ω + bk(x) ≤ 0
}
≥ 1 − ρ (19d)

Optimization problem (19) cannot be solved directly, because the objective function
and constraints contain random variables. It must be reformulated and transformed into a
deterministic problem with only control variables.

3. Model Reformulation

3.1. Reformulation of The Objective Function

The objective function contains the worst-case expectation. Note that eTωt is a
scalar and appears as a whole in the objective function. Therefore, ξ = eTωt is prefer-
able, and its supporting set is

[
ξ, ξ
]
. Let

(
ξ̂1, ξ̂2, · · · , ξ̂N

)
correspond to the sample data

(ω̂1, ω̂2, · · · , ωN); then, the worst-case expectation is transformed as follows:

sup
P∈PN

EP

{
∑i∈G ∑t∈T α

g
i,td

g
i |ξ|
}

(20)

According to [16], Equation (20) can be transformed into the following equation by
using a strong duality:

inf
κ≥0

⎧⎨⎩κδ + 1
N ∑N

i=1 sup
ξ≤ξ≤ξ

[
∑i∈G ∑t∈T α

g
i,td

g
i |ξ| − κ‖ξ − ξ̂i‖

]⎫⎬⎭ (21)

Because problem (21) is an affine function with respect to variable ξ in the interval[
ξ, ξ̂i

]
and
[
ξ̂i, ξ
]
, the optimal solution must be obtained at the vertices of the feasible region,

i.e., ξ, ξ̂i, or ξ. Therefore, the worst-case expectation is equivalent to the following problem:

sup
P∈PN

EP

{
∑i∈G ∑t∈T α

g
i,td

g
i |ξ|
}
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

inf
κ≥0

κδ + 1
N ΣN

i=1ηi

s.t. ηi ≥ ∑i∈G ∑t∈T α
g
i,td

g
i ξ − κ

(
ξ − ξ̂i

)
, ∀i ≤ N

ηi ≥ ∑i∈G ∑
t∈T

α
g
i,td

g
i ξ + κ

(
ξ − ξ̂i

)
, ∀i ≤ N

ηi ≥ ∑i∈G ∑t∈T α
g
i,td

g
i ξ̂i, ∀i ≤ N

(22)

Lemma 1. The optimal value of problem (22) is equal to Equation (23):

sup
P∈PN

EP

{
∑i∈G ∑t∈T α

g
i,td

g
i |ξ|
}
= b ∑i∈G ∑t∈T α

g
i,td

g
i (23)

where b = min
{

max
{

ξ,−ξ
}

, δ + ∑N
i=1
∣∣ξ̂k
∣∣} and δ is the Wasserstein radius. The proof is given

in the Appendix A.
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Compared with the complex form of the worst-case expectation (Equation (22)),
Equation (23) is concise and is only decided by the control variable α in affine form.
Therefore, the number of variables and constraints will not increase with an increased
number of samples.

3.2. Reformulation of The Distributed Robust Chance

Equations (8)–(13) express the joint distributed robust chance constraint (DRCC).
According to [20,25], if the function in the distributed robust chance constraint is affine
with respect to both control variable x and random variable ω, i.e., the function exhibits
the form of Equation (19d), where aT

k (x) is an affine function of x; then, the DRCC can be
transformed into a set as follows:

Z =

⎧⎪⎪⎨⎪⎪⎩x

∣∣∣∣∣∣∣∣
δλk − ρβk +

1
N ∑N

i=1 zk
i ≤ 0

aT
k (x)ω̂i + bk(x) + βk − zk

i ≤ 0
‖ak(x)‖∗ ≤ λk
λk, βk, zk

i ≥ 0

⎫⎪⎪⎬⎪⎪⎭ (24)

Model (24) is an approximate equivalent form of the DRCC with high accuracy, but
the number of inequalities and variables in the model can rapidly increase with the number
of samples, resulting in a significant decrease in the calculation efficiency of this method
when the sample size is large. To overcome this defect, the second equation in Model (24)
is substituted into the first one, and the first equation is retained to obtain the approximate
set Z1 of set Z. As the L1-norm is used when constructing the ambiguity set, the dual
norm ‖·‖∗ takes the infinite norm L∞, and the final approximate set Z1 is expressed in (25).
Compared with set Z, the number of inequalities and variables contained in set Z1 does
not increase with the sample size; therefore, it has better computational performance when
dealing with a large sample size.

Z1 =

⎧⎪⎪⎨⎪⎪⎩x

∣∣∣∣∣∣∣∣
δλk − ρβk +

1
N ∑N

i=1 zk
i ≤ 0

aT
k (x)

1
N ∑N

i=1 ω̂i + bk(x) ≤ (ρ − 1)βk − δλk
−λk ≤ ak(x) ≤ λk
λk, βk, zk

i ≥ 0

⎫⎪⎪⎬⎪⎪⎭ (25)

As such, the difficult part of the original problem is transformed into an easy-to-
manage form. The original problem is transformed into a mixed-integer linear program-
ming problem, which can be efficiently solved with a commercial solver.

4. Calculation Results and Discussion

This section presents case studies on modified IEEE-118 and 300 node systems. The
118-node system was used to verify the effectiveness of the proposed DR-DOPF method.
The test of the 300-bus system focused on the characteristics of the DR-DOPF method by
comparing it to other methods to address the uncertainty. The number of periods of all
models was set to 24, and the parameters of wind and solar output data were retrieved
from https://www.tennet.eu/, accessed on 24 July 2019. The parameters of hydropower
stations came from three stations on the Yellow River in China: the Bapanxia, Yanguoxia,
and Daxia Hydropower Stations. All the programs were run on a PC with an Intel Core i5
CPU and 8 GB RAM by calling CPLEX with MATLAB 2021a.

4.1. IEEE-118 Node System
4.1.1. Effectiveness Verification

The modified IEEE118 node system includes 16 thermal power plants, three cascade
hydropower plants, three wind power plants with a capacity of 200 MW, and two solar
power plants with a capacity of 150 MW. The specific parameters of wind and solar
power plants are shown in Table 1. To verify the effectiveness of DR-DOPF in reducing
the comprehensive power generation cost and water spillage, the scenario displayed in
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Figure 1 is selected from the sample. Under this scenario, the real output of the sum of
wind and solar power considerably exceeds the forecasted output in periods 5–9 and 15–19.

Table 1. Parameters of wind and solar power.

Number of Plants Connection Nodes Capacity Power Factor

Wind farm 3 28, 59, 83 200 MW 0.95
Solar

power plant 3 36, 74, 97 150 MW 0.95

Figure 1. Output of wind and solar power.

For convenience of expression, the traditional dynamic optimal power flow without
considering water spillage is abbreviated as TN-DOPF. The TN-DOPF model does not
consider the uncertainty of wind and solar output, and the objective function does not in-
clude the cost of water spillage. Regarding the DR-DOPF model, the confidence level of the
Wasserstein ambiguity set is set to 0.95, and the risk factor is set to ρv = ρr = ρp = ρl = 0.05.

The result calculated is the day-ahead generation scheduling. To obtain the operation
curve and water spillage of hydropower plants in real-time dispatching, the two models
are treated as follows.

Regarding the DR-DOPF model, the solution of the real-time output value is given by
Equation (6). Specifically, at the real-time dispatching stage, the real output of wind and
solar power and the forecasting errors are already known, and the participation factors α

g
i,t,

αh
i,t and the unit planned output Pg

i,t, Ph
i,t are calculated. Hence, the real output of each plant

can be directly determined according to Equation (6). Actually, this method dynamically
distributes the unbalanced power to each unit according to the participation factor. The
flowchart of the DR-DOPF model is shown in Figure 2.

Regarding TN-DOPF, because this model does not involve a participation factor, the
actual output cannot be directly determined, but this issue can be addressed according to the
actual dispatching situation. To embody the principle by which the dispatcher prioritizes
hydropower adjustment in practical operation, it is assumed that 90% of the wind and solar
power forecast error is balanced by the hydropower plants and the remaining 10% by the
thermal plants, and the power imbalance is assumed to be evenly distributed between the
three hydropower plants.
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Figure 2. Flowchart of DR-DOPF model.

Figure 3 shows the optimal output of the day-ahead scheduling and the real-time
output of the power plant under the DR-DOPF model when the sample size is 100. The real-
time output of hydropower and thermal power is lower than that based on the generation
plan, because the real output of wind and solar power exceeds the predicted value and the
output curve of thermal power is relatively smooth in the previous generation plan but
fluctuates in the real-time output curve, especially during periods 5–10 and 15–19. During
these two periods, the actual output of wind and solar power is significantly higher than
expected, which indicates that the thermal power unit under the DR-DOPF model greatly
participates in system power regulation. Although this suggests that the thermal units
will produce higher regulation cost, compared to the regulation mode mainly relying on
hydropower, the joint optimal regulation mode of hydropower and thermal power can
produce higher economic benefits. This point is discussed in detail later.

 

  
(a) (b) 

Figure 3. Output of various power plants. (a) Day-ahead scheduling; (b) output of real-time dispatch.

Figure 4 displays the day-ahead and real-time output of hydropower plant 1 under
the DR-DOPF and TN-DOPF models; the other two hydropower plants are similar and are
not described here. Figure 4a,c reveal that neither model produces water spillage in the
day-ahead scheduling. However, at the real-time stage, both models produce water spillage
(Figure 4b,d), which is considerably smaller for DR-DOPF than TN-DOPF. The reason is
that when dealing with forecasting errors of wind and solar power output, the hydropower
plants under these two models must bear a certain amount of the power imbalance. Because
the real value of the wind power output during periods 5–9 and 15–19 greatly exceeds
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the predicted value, under real-time dispatching, to maintain the system power balance,
hydropower plant 1 must greatly reduce the power generation based on the previous
power generation plan, resulting in water spillage. In addition, Figure 5 shows that the
adjusting power of hydropower plant 1 is lower under the DR-DOPF model than under
the TN-DOPF model, especially during periods 5–9 and 15–19; consequently, the water
spillage amount under the DR-DOPF model is much smaller.

 

(a) (b) 

 

(c) (d) 

Figure 4. Operation diagram of hydropower plant 1. (a) Day-ahead scheduling of TN-DOPF; (b) real-
time output of TN-DOPF; (c) day-ahead scheduling of DR-DOPF; (d) real-time output of DR-DOPF.
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Figure 5. Adjusting power of hydropower plant 1 under two models.

Figure 6 displays the total unbalanced power and adjusting power of thermal power
and hydropower under the two models. It can be seen that the adjusting thermal power
under DR-DOPF is larger than that of TN-DOPF because it is determined by the partic-
ipation factors calculated by the day-ahead scheduling. The day-ahead plan considers
the uncertainty of wind and solar output, and the objective function contains the water
spillage cost. To minimize the water spillage cost, this inevitably requires that the decisions
made according to the participation factors can optimally assign the unbalanced power
and fully utilize the regulation capacity of the thermal power units. Hence, the regulation
burden of the hydropower units can be reduced, and consequently, the water spillage can
be decreased. The NDOPF model is modeled on the actual dispatching situation, in which
dispatchers tend to prioritize the hydropower plant-adjusting power, and thermal power
units participate in regulation to a lesser degree. In this case, power regulation mainly
depends on hydropower. Due to the high regulation burden of the hydropower units and
the unreasonable distribution of regulation, when the real value of wind and solar power
output greatly exceeds the expectation, water spillage easily occurs.

  

(a) (b) 

Figure 6. Total adjusting power of thermal power and hydropower with (a) TN-DOPF model and
(b) DR-DOPF model.

Under the TN-DOPF model, the proportion of thermal power participating in regu-
lation is low, which can reduce the regulation cost of thermal power units; however, this
phenomenon results in large water spillage. Although the water spillage is not reflected in
the cost function of TN-DOPF, it cannot be ignored. To fairly compare the comprehensive
cost of TN-DOPF and DR-DOPF, the water spillage of TN-DOPF is converted into the water
spillage cost according to Equation (17) and added to its objective function value to obtain
the comprehensive cost.

Table 2 presents the comprehensive generation cost and total water spillage according
to the two methods. Compared with the TN-DOPF model, the total water spillage of
DR-DOPF decreases considerably, with a decrease ratio of more than 86%, and the compre-
hensive cost decreases by more than 12%, which indicates that this model can effectively
reduce the total water spillage and comprehensive generation cost. This analysis confirms
the previous conclusion that the joint optimal regulation of hydropower and thermal power
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can produce higher comprehensive economic benefits compared to regulation mainly
relying on hydropower.

Table 2. Comparison of TN-DOPF and DR-DOPF results.

Model
Comprehensive Cost Total Water Spillage

Value (×105 USD) Reduction Ratio Value (×105 m3) Reduction Ratio

NDR-DOPF 2.830 – 69.746 –
DR-DOPF 2.473 12.6% 9.275 86.7%

Table 3 summarizes the test results of DR-DOPF for various sample sizes. The Wasser-
stein radius exhibits a negative correlation with sample size, because when more sample
data are used, more sufficient information can be obtained about the real probability dis-
tribution. Therefore, impossible distributions can be excluded from the Wasserstein ball,
resulting in a narrower radius range, less conservativeness of the ambiguity set, and a
lower comprehensive cost and water spillage. It can be seen that when the sample size
increases from 20 to 5000, the comprehensive power generation cost of the system reduces
from 2.613 × 105 USD to 2.409 × 105 USD, a reduction of 7.8%; and total water spillage
reduces from 9.458 × 105 m3 to 9.201 × 105 m3, a reduction of 2.7%. This result verifies that
with the increase in the sample size, the conservatism of the model lessens and the economy
of the model improves. In addition, it should be noted that the number of constraints
and variables of DR-DOPF do not increase with the sample size, and the operation time
basically remains stable from 28–30 s, which indicates that the DR-DOPF model achieves
good computational performance.

Table 3. Test results of DR-DOPF under various sample numbers.

Sample Size δ(N)
Number of
Constraints

Number of
Variables

CPU Time (s)
Comprehensive

Cost (×105 USD)
Total Water

Spillage (×105 m3)

20 9.731 7341 34,806 29.2 2.613 9.458
50 3.406 7341 34,806 28.6 2.518 9.326

200 1.557 7341 34,806 28.3 2.448 9.238
1000 0.348 7341 34,806 29.7 2.418 9.217
2000 0.102 7341 34,806 29.1 2.409 9.201

4.1.2. Comparisons with RO and SO

In this part, the characteristics of the DR-DOPF method and RO and SO are evaluated.
The RO model requires that safety constraints (8–13) must be satisfied in any case. The SO
method assumes that samples obey a normal distribution [26,27]. In this case, constraints
(8–13) can be transformed into second-order cone constraints [28]. The calculation results
obtained using these methods are displayed in Figure 7.

Figure 7 shows that the RO method has the largest water spillage and comprehen-
sive cost, and the SO method has the smallest. Regardless of the sample size, the water
spillage and comprehensive cost of DR-DOPF always vary between RO and SO because
RO completely ignores the distribution information of samples and is too conservative,
and SP assumes that the sample follows a certain distribution, which is too aggressive,
while DR-DOPF completely depends on the obtained samples. When limited samples
are used, the corresponding Wasserstein radius is large. The extreme distribution in the
ambiguity set deviates considerably from the real distribution, so the calculation result is
relatively conservative, and is closer to RO at this stage. When the sample size increases,
the ambiguity set shrinks, and the extreme distribution is closer to the real distribution.
Therefore, the conservatism of the calculation result decreases, and the result is closer to SP.
In summary, the order of conservatism from high to low is RO > DR-DOPF (20) > DR-DOPF
(50) > DR-DOPF (200) > DR-DOPF (1000) > DR-DOPF (2000) > SO.
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Figure 7. Test results under DR-DOPF, RO, and SO methods.

4.2. IEEE-300 Node System

The modified IEEE-300 system includes 30 thermal power plants, among which the
parameters of cascade hydropower stations, wind farms, and photovoltaic power plants
are the same as those of the 118-node system, and the scenario shown in Figure 1 is still
selected as the scenario of wind and solar output. The wind farms are connected on bus
77, 186, and 235 respectively, and the solar power plants are connected on bus 49, 123, and
284, respectively. DR-DOPF, RO, and SO results are obtained on the same sample set. In
addition, the Monte Carlo simulation method is applied, involving 104 samples, to evaluate
the performance beyond the sample, i.e., the minimum reliability of all security constraints.

4.2.1. Effectiveness Verification

Similar to the method of node 118, in this part, we first compare the test results of
DR-DOPF and TN-DOPF models to verify the effectiveness of the proposed DR-DOPF
model in reducing the comprehensive power generation cost and water spillage. The
results are shown in Table 4.

Table 4. Comparison of TN-DOPF and DR-DOPF results.

Model
Comprehensive Cost (USD) Total Water Spillage (m3)

Value (×105 USD) Reduction Ratio Value (×105 m3) Reduction Ratio

TN-DOPF 6.035 – 53.154 –
DR-DOPF 5.341 11.5% 6.219 88.3%

Table 4 presents the test results of TN-DOPF and DR-DOPF when the sample size is
100. Compared with TN-DOPF, the total water spillage of DR-DOPF decreases considerably,
with a decrease ratio of more than 88%, and the comprehensive cost decreases by approxi-
mately 12%. The results of the IEEE-300 node system indicate that the proposed DR-DOPF
model can reduce the comprehensive generation cost and water spillage effectively. This
conclusion is similar to that for the 118-node system.

4.2.2. Comparisons with RO and SP

Table 5 summarizes the comparison test results of the DR-DOPF model with RO and
SO methods using various sample sizes, where the confidence level of the Wasserstein
ambiguity set is set to 0.95, the risk factor is set to ρv = ρr = ρp = ρl = 0.05, and the
processing method of RO and SO is the same as that of the IEEE118 node.
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Table 5. Comparison of the DR-DOPF, RO, and SP results.

Model Sample Size
Comprehensive

Cost (×106 USD)
Total Water

Spillage (×105 m3)
CPU Time (s) Reliability (%)

DR-DOPF

20 5.468 6.338 47.2 99.98
50 5.379 6.247 48.6 99.56

200 5.323 6.195 47.7 99.18
1000 5.291 6.162 46.2 98.86
2000 5.276 6.147 48.5 98.52

RO 2000 5.540 6.416 18.3 100

SO 2000 5.198 6.039 27.9 93.14

As can be seen from Table 5, the results of the IEEE-300 node system are similar to
those of the IEEE-118 system. Specifically, RO has the highest comprehensive generation
cost and total water spillage, SO has the lowest, and the value of DR-DOPF is always
between RO and SO and decreases with the sample size. In terms of the calculation
time, DR-DOPF requires the longest time, followed by SO, and RO requires the shortest
time. When the sample size increases, the calculation time of DR-DOPF basically remains
unchanged because the number of constraints and variables do not change with the number
of samples; therefore, the computational burden basically remains constant.

Table 5 also compares the reliability levels of the safety constraints of the three methods.
RO exhibits the highest reliability of 100%, but obtaining high reliability has drawbacks;
notably, the comprehensive cost and total water spillage of RO are the highest in all cases.
In other words, the RO model is the most conservative. SO attains the lowest reliability
and does not satisfy 95% of the minimum reliability requirements of the safety constraints.
This occurs because SO assumes that the sample follows a certain distribution (normal
distribution). However, the real distribution of the prediction error may not follow a normal
distribution [29,30], which results in an over-aggressive strategy; therefore, it does not
satisfy the minimum reliability requirements. The reliability of DR-DOPF lies between RO
and SO, which can satisfy the minimum requirements of reliability. With an increasing
number of samples, the reliability of the DR-DOPF model gradually decreases. This
occurs because with increased samples, the Wasserstein ambiguity set decreases, which
reduces the conservativeness of the DR-DOPF model and the comprehensive cost and
reliability. Notably, on the premise of meeting the minimum reliability requirements of the
safety constraints, with increasing sample size, the DR-DOPF model sacrifices reliability
in exchange for higher economic benefits. It is easy to calculate that when the sample size
is 2000, the comprehensive cost of DR-DOPF is only 1.5% higher and the water spillage
is only 1.8% more compared to SO, which shows that when the sample is large enough,
the DR-DOPF model can ensure reliability based on small economic loss. Compared with
the over-conservatism of RO and the over-aggressiveness of SO, DR-DOPF can balance
economy and conservatism well. The above analysis once again confirms the previous
conclusion on the conservativeness ranking; i.e., in the IEEE-300 system, conservativeness
is still ranked from high to low as: RO > DR-DOPF (20) > DR-DOPF (50) > DR-DOPF (200)
> DR-DOPF (1000) > DR-DOPF (2000) > SO.

In addition, we also study the influence of the confidence level of the Wasserstein
ambiguity set on the results. The sampling number is N = 1000, and the results of DR-
DOPF at different confidence levels and of SO and RO are obtained. The results are
displayed in Figure 8.
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Figure 8. Comprehensive cost with confidence level.

Figure 8 shows that the comprehensive cost increases with the confidence level, be-
cause when the confidence level increases, to ensure that the ambiguity set contains the
real distribution with a higher probability, the Wasserstein radius must become larger.
Therefore, the extreme distribution contained in the ambiguity set deviates from the real
distribution, and the corresponding result becomes more conservative; consequently, the
comprehensive generation cost increases. Hence, controlling the confidence level can limit
the conservativeness of the results and ensure a balance between conservativeness and
economy in the model.

5. Conclusions

In this study, a robust multi-energy dynamic distribution optimal power flow model
is proposed. The model uses the ambiguity set with the Wasserstein metric to address the
uncertainty of wind and solar output, and also considers water spillage. The Wasserstein
ambiguity set is data-driven and does not require an assumption of the distribution in-
formation in advance. Regarding the worst-case expectation in the objective function, its
exact equivalent form is obtained through reformulation. The equivalent form is highly
concise, and its scale does not change with an increasing number of samples; therefore,
it exhibits excellent computational performance. Further, the distributed robust chance
constraints are transformed into tractable reformulations. By the above means, a tractable
DR-DOPF model is proposed. By minimizing the comprehensive power generation cost,
the DR-DOPF model provides the factor coefficients of each power plant participating in
the regulation process during real-time dispatching. The test results of IEEE-300 and other
systems indicate that, if the power system operates according to the day-ahead scheduling
and regulates based on participation factors given by the DR-DOPF model, the comprehen-
sive operation cost and water spillage of hydropower stations can be effectively reduced.
In addition, with an increased sample size, the DR-DOPF model can reduce conservatism
and improve economy based on satisfying the reliability of safety constraints.

Author Contributions: Conceptualization, H.W.; methodology, G.S.; software, G.S.; validation, H.W.;
formal analysis, H.W. and G.S.; investigation, H.W. and G.S.; resources, H.W.; data curation, G.S.;
writing—original draft preparation, G.S.; writing—review and editing, H.W. and G.S.; visualization,
G.S.; supervision, H.W.; project administration, H.W.; funding acquisition, H.W. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China, Research
on minimum water spillage mechanism of multi-energy power system based on big data driven
distributed robust optimization (Funding number: 51967002).

469



Energies 2022, 15, 3886

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Proof of Lemma 1. The optimization variables in problem (22) are κ and η, and the control
variable α is equivalent to a parameter here. Let ψ = ∑i∈G ∑t∈T αi,tdi, and problem (22) can
be rewritten as:

inf
κ≥0

κδ +
1
N

N

∑
i=1

ηi (A1a)

s.t. ηi ≥ ψξ − κ
(
ξ − ξ̂i

)
, ∀i ≤ N (A1b)

ηi ≥ −ψξ + κ
(

ξ − ξ̂i

)
, ∀i ≤ N (A1c)

ηi ≥ ψ
∣∣ξ̂i
∣∣, ∀i ≤ N (A1d)

Because κ is a scalar, the discussion of κ is simple. Specifically, the optimal solution of
problem (A1) can be obtained either in κ > ψ or 0 ≤ κ ≤ ψ. First, the optimal solution of
the problem must not be obtained at κ > ψ. The proof is as follows:

For κ ≥ ψ, the right side of Equation (A1b) is equal to:

ψξ − κ
(
ξ − ξ̂i

)
= (ψ − κ)

(
ξ − ξ̂i

)
+ ψξ̂i ≤ ψξ̂i ≤ ψ

∣∣ξ̂i
∣∣ (A2)

The right side of Equation (A1c) minus ψ
∣∣ξ̂i
∣∣ equals the following:

− ψξ + κ (ξ − ξ̂i )− ψ
∣∣ξ̂i
∣∣ = { (κ − ψ)ξ − (κ + ψ)ξ̂i < 0, ξ̂i ≥ 0

(κ − ψ) (ξ − ξ̂i ) < 0, ξ̂i < 0
(A3)

Therefore, the right side of Equation (A1c) is also less than ψ
∣∣ξ̂i
∣∣.

Hence, constraints (A1b–d) can be combined, which is equivalent to constraint (A1d).
To minimize the objective function, ηi must take its minimum value ψ

∣∣ξ̂i
∣∣. After further

analysis, for κ ≥ ψ, the first term κδ in the objective function increases with κ, while the
second term 1

N ∑N
i=1 ηi =

1
N ∑N

i=1 ψ
∣∣ξ̂i
∣∣ and remains unchanged. Hence, the total objective

function value increases with κ. Thus, when κ > ψ, the objective function is greater than
when κ = ψ. In other words, the original problem cannot yield the optimal solution for
κ > ψ. Accordingly, the optimal solution must be obtained on the complement of κ > ψ,
namely, 0 ≤ κ ≤ ψ.

Because problem (A1) is a linear programming problem about κ and η, the optimal
solution must be at the vertices, i.e., κ = 0 or κ = ψ. This is analyzed in the two cases below.

For κ = 0, problem (A1) is simplified as:

inf
η

{
1
N ∑N

i=1 ηi

∣∣∣ηi ≥ ψξ, ηi ≥ −ψξ, ηi ≥ ψ
∣∣ξ̂i
∣∣} = max

{
ψξ,−ψξ

}
(A4)

For κ = ψ, problem (A1) is simplified as:

inf
η

{
ψδ + 1

N ∑N
i=1 ηi

∣∣ηi ≥ ψξ̂i, ηi ≥ −ψξ̂i, ηi ≥ ψ
∣∣ξ̂i
∣∣} = ψ

(
δ + 1

N ∑N
i=1
∣∣ξ̂i
∣∣) (A5)

Therefore, the optimal value of the original problem is the smaller value of the above
two cases, namely:
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min
{

max
{

ψξ,−ψξ
}

, ψ
(

δ + 1
N ∑N

i=1
∣∣ξ̂k
∣∣)} = min

{
max
{

ξ,−ξ
}

, δ + 1
N ∑N

i=1
∣∣ξ̂k
∣∣}·ψ = bψ (A6)

As such, the complete proof is provided. �

Appendix B

Table A1. Parameters of hydropower stations.

Hydropower
Station

Connection
Node

rini
i (×104 m3) rfin

i (×104 m3) rh
i (×104 m3) rh

i (×104 m3) Ph
i (MW) Ph

i (MW)

H1 78 4500 4500 4000 4900 45.90 232.56
H2 34 21,600 21,600 21,000 22,000 90.44 445.74
H3 92 8600 8600 5500 9000 58.80 318.30

H1: Bapanxia Hydropower Station; H2: Yanguoxia Hydropower Station; H3: Daxia Hydropower Station.

Table A2. Parameters of hydropower stations.

Hydropower
Station

ki,1(MW·s/m3) ki,2 (MW·s/m3) ki,3 (MW·s/m3) ki,4 (MW·s/m3) qi,m (m3/s) qi,m (m3/s) qi(m
3/s)

H2 0.145 0.161 0.145 0.161 300 305 1520
H1 0.315 0.331 0.315 0.331 280 275 1380
H3 0.188 0.204 0.188 0.204 300 331 1624

Table A3. Parameters of wind and solar output data.

Time Pw (MW) Ps (MW) P̃w (MW) P̃
s

(MW) Time Pw (MW) Ps (MW) P̃
w

(MW) P̃
s

(MW)

1 310.2 0 269.3 0 13 176.1 129.6 202.1 191.8
2 271.3 0 231.4 0 14 145.4 123.8 135.5 145.1
3 263.3 0 263.7 0 15 154 101.5 264.8 179.6
4 214.8 0 258.4 0 16 141.1 85.7 303.9 171.4
5 190.7 0 357.8 0 17 158.6 58.8 370 105
6 171.4 0 403 0 18 168.7 24.3 345.1 45.2
7 192.7 5.1 451.7 10.2 19 229.8 4.9 344.7 9.8
8 203.6 14.8 413.2 5 20 314.9 0 318.4 0
9 190.6 34.4 362.1 54.8 21 315.2 0 285.6 0

10 165 75.3 178.9 66.3 22 370.8 0 335.3 0
11 176.1 90.3 130.4 102.7 23 390 0 400.7 0
12 179.8 120.6 166 144.5 24 406.1 0 374.6 0

Pw: Forecasting wind power; Ps: Forecasting solar power; P̃w: Real wind power; P̃s: Real solar power.
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Abstract: The heating, ventilation, and air conditioning (HVAC) system is a major energy consumer in
office buildings, and its operation is critical for indoor thermal comfort. While previous studies have
indicated that reinforcement learning control can improve HVAC energy efficiency, they did not pro-
vide enough information about end-to-end control (i.e., from raw observations to ready-to-implement
control signals) for centralized HVAC systems in multizone buildings due to the limitations of re-
inforcement learning methods or the test buildings being single zones with independent HVAC
systems. This study developed a model-free end-to-end dynamic HVAC control method based on a
recently proposed deep reinforcement learning framework to control the centralized HVAC system
of a multizone office building. By using the deep neural network, the proposed control method
could directly take measurable parameters, including weather and indoor environment conditions,
as inputs and control indoor temperature setpoints at a supervisory level. In some test cases, the
proposed control method could successfully learn a dynamic control policy to reduce HVAC energy
consumption by 12.8% compared with the baseline case using conventional control methods, without
compromising thermal comfort. However, an over-fitting problem was noted, indicating that future
work should first focus on the generalization of deep reinforcement learning.

Keywords: HVAC control; deep reinforcement learning; thermal comfort; energy efficiency; A3C

1. Introduction

The proper control of heating, ventilation, and air conditioning (HVAC) systems is
a crucial element for reducing the amount of energy used by buildings and improving
occupants’ thermal comfort [1,2]. The control of HVAC systems can usually be divided
into the supervisory level and local level [3]. Supervisory-level control sets the setpoints or
operation commands, whilst local-level control controls the HVAC actuators in response to
supervisory-level control signals. This study focuses on supervisory-level control because
of its generality. Different HVAC systems may have dramatically different local control
structures due to differences in the system design, but they may share a similar supervisory
control interface [3–5].

The most commonly found HVAC supervisory control strategy is static rule-based
control, in which there is a set of if-then-else rules to determine supervisory-level setpoints
or operation commands [6]. However, such simple control strategies may not achieve
high HVAC energy efficiency and improved indoor thermal comfort because of the slow
thermal response of buildings, dynamic weather conditions, and dynamic building internal
loads [7]. Additionally, most static rule-based control strategies consider only indoor air
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temperature as the metric for thermal comfort, but thermal comfort is actually affected by a
number of factors, including air temperature, radiant temperature, humidity, etc. [8].

1.1. Model Predictive Control

Model predictive control (MPC) has become popular over the past few years due
to its potential for significant HVAC energy savings. MPC uses a building model to
predict the future building performance, in which case the optimal control decisions for the
current time step can be made. There have been a number of studies using MPC to control
HVAC systems, such as controlling the supply air temperature setpoint for air handling
units (AHUs) [9], controlling the on/off status of the HVAC system [10], controlling the
ventilation airflow rates [11], and controlling zone air temperature setpoints [12], and most
of them show significant energy savings.

While promising, MPC is still hard to implement in the real world because of the diffi-
culties of HVAC modeling. The classic MPC requires low-dimensional and differentiable
models; for example, the linear quadratic regulator needs a linear dynamics and quadratic
cost function [13]. This is difficult for HVAC systems, especially for the supervisory control
of centralized HVAC systems, not only because it has nonlinear dynamics but also because
it involves a number of control logics that make it non-continuous. For example, the control
logic for a single-speed direct-expansion (DX) coil may be “turn on the DX-coil if there
is indoor air temperature setpoint not-met in more than five rooms”. Such logic is hard
to represent with a continuous mathematical model because of the if-then-else condition.
Therefore, in most previous MPC studies, either the building had an independent air condi-
tioner for each room rather than a centralized system (such as [14–16]), or the MPC was
used to directly control the local actuators rather than to set supervisory-level commands
(such as [17–19]). Neither way generalizes well for typical multizone office buildings, which
usually have centralized HVAC systems and non-uniform HVAC design.

To address the modeling difficulties of MPC for HVAC systems, white-box building
model (physical-based model) based predictive control was proposed in [9,14,20]. This method
may significantly reduce the modeling difficulties of MPC, because the white-box building
model generalizes well for different buildings, and there are a number of software tools
available for modeling. However, white-box building models, such as EnergyPlus models,
are usually high-dimensional and non-differentiable. Heuristic search must be implemented
for MPC. Given the fact that the white-box building model can be slow in computation, the
scalability and feasibility of this type of MPC in the real world are questionable.

1.2. Model-Free Reinforcement Learning HVAC Control

Since model-based optimal control, such as MPC, is hard to use for HVAC systems,
model-free reinforcement learning control becomes a possible alternative. To the authors’
knowledge, reinforcement learning control for HVAC systems has not yet been well studied.
Either the reinforcement learning methods used are too simple to reveal their full potential,
or the test buildings are too unrealistic. For example, Liu and Henze [21] applied very
simple discrete tabular-setting Q-learning to a small multizone test building facility to control
its global thermostat setpoint and thermal energy storage discharge rate for cost savings.
Regardless of the limited real-life experiment showing 8.3% cost savings compared with
rule-based control, the authors admitted that the “curse of dimensionality” of such a simple
reinforcement learning method limited its scalability. In the following research by the same
authors [22], a more advanced artificial neural network (ANN) was used to replace simple
tabular-setting Q-learning; however, the results indicate that the use of ANN did not show
clear advantages, probably due to the limited computation resources at that time.

The deep neural network (DNN) has become enormously popular lately in the machine
learning community due to its strong representation capacity, automatic feature extraction,
and automatic regularization [23–25]. Deep reinforcement learning methods take advantage
of DNN to facilitate end-to-end control, which aims to use raw sensory data without
complex feature engineering to generate optimal control signals that can be directly used
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to control a system. For example, Mnih et al. [26] proposed a deep Q-network that could
directly take raw pixels from Atari game frames as inputs and play the game at a human
level. More details about deep reinforcement learning can be found in Section 2.

Deep reinforcement learning methods have been widely studied not only by machine
learning and robotics communities but also by the HVAC control community. Table 1 summa-
rizes the HVAC control studies performed in recent years using deep reinforcement learning.
Researchers have demonstrated via simulations and practical experiments that deep reinforce-
ment learning can improve the energy efficiency for various types of HVAC systems. However,
there are sparse data describing the implementation of end-to-end control for multizone build-
ings. On the one hand, the test buildings in several studies, including [27–31], were single
zones with independent air conditioners. On the other hand, conventional deep reinforcement
learning methods cannot effectively solve multizone control problems. Yuan et al. [32] showed
that the direct application of deep Q-learning to a multizone control problem would make the
training period too long. Ding et al. [33] proposed a multi-branching reinforcement learning
method to solve this problem, but the method required a fairly complicated deep neural
network architecture and therefore could not be scaled up for large multizone buildings.
Based on deep reinforcement learning, Zhang et al. [4] proposed a control framework for
a multizone office building with radiant heating systems. In this study, however, “reward
engineering” (i.e., a complicated reward function of reinforcement learning) needed to be
designed to help ensure that the reinforcement learning agent could learn efficiently, in which
case end-to-end control could not be achieved.

Table 1. An overview of studies focusing on deep reinforcement learning methods for HVAC systems.

Reference Reinforcement Learning Method Test Building HVAC System

[27] Linear state-value function approximation Two buildings, each having a single zone Independent air conditioners
[28] Continuous-action Q-learning Multiple apartments, each having a single zone Independent air conditioners
[29] Continuous-action Q-learning A hall with multiple single rooms Independent air conditioners
[30] Model-assisted fitted Q-learning A lab room An independent HVAC unit
[31] Model-assisted fitted Q-learning A single chamber A heat pump system
[32] Deep Q-learning A multizone office building A variable air volume system
[33] Multi-branching reinforcement learning A multizone office building A variable air volume system
[4] Policy gradient A multizone office building Radiant heating systems

1.3. Objectives

As discussed above, conventional rule-based supervisory HVAC control often results
in unnecessary energy consumption and thermal discomfort. Better supervisory control
methods should be found, but model-based optimal control, such as MPC, may not be
practical for multizone office buildings. While previous studies have indicated that re-
inforcement learning control can be promising in terms of energy savings and thermal
comfort, data from these studies did not provide enough information about the imple-
mentation of end-to-end control (i.e., from raw observations to the ready-to-implement
control signals) for centralized HVAC systems in multizone buildings, mainly due to the
limitations of reinforcement learning methods or the test buildings being single zones with
independent HVAC systems. In this study, a supervisory-level HVAC control method was
developed using the deep reinforcement learning framework in order to achieve end-to-
end control for a typical multizone office building with a centralized HVAC system. The
performance of the proposed control method, including both learning performance and
building performance, were critically evaluated. The limitations of the proposed method
are discussed, and the direction of future work is proposed.

2. Background of Reinforcement Learning

2.1. Markov Decision Process

According to [34], a standard reinforcement learning problem is that a learning agent
interacts with the environment in a number of discrete steps to learn how to maximize
the reward returned from the environment (Figure 1). Agent–environment interactions
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in one step can be expressed as a tuple (St, At, St+1, Rt+1), where St represents the state
of the environment at time t, At is the action chosen by the agent to interact with the
environment at time t, St+1 is the resulting environmental state after the agent takes action,
and Rt+1 is the reward received by the agent from the environment. Ultimately, the goal of
reinforcement learning control is to learn an optimal policy π : St → At that maximizes
the accumulated future reward ∑T∞

t Rt.

Figure 1. The Markov decision process framework.

The above-mentioned standard reinforcement learning problem is a Markov decision
process (MDP) if it obeys the Markov property; that is, the environment’s state of the next
time step (St+1) only depends on the environment’s state at this time step (St) and the
action at this time step (At) and is not related to the state action history before this time
step t. Most reinforcement learning algorithms implicitly assume that the environment is
an MDP. However, empirically, many non-MDP problems can still be well solved by those
reinforcement learning algorithms.

In reinforcement learning, there are three important concepts, including the state-value
function, action-value function, and advantage function (as shown in Equations (1)–(3),
where γ is the reward discount factor) [35]. Intuitively, the state-value function represents
how much reward can be expected if the agent is at state s following policy π; the action-
value function represents how much reward can be expected if the agent is at state s taking
action a and then following policy π; and the advantage function, showing the difference
between the action-value function and state-value function, basically indicates how good
an action is with respect to the state.

vπ(s) = Eπ

[
∞

∑
k=0

γkRt+k+1|St = s

]
(1)

qπ(s, a) = Eπ

[
∞

∑
k=0

γkRt+k+1|St = s, At = a

]
(2)

aπ(s, a) = qπ(s, a)− vπ(s) (3)

where Ea∼π(s)[aπ(s, a)] = 0. For the optimal policy π∗, there is

vπ∗(s) = max
a

qπ∗(s, a) = max
a

E[Rt+1 + γvπ∗(St+1)|St = s , At = a] (4)

2.2. Policy Gradient

Reinforcement learning problems are usually solved by learning an action-value
function qπ(s, a), and the resulting policy is π′(s) = argmax

a
qπ(s, a) if the greedy policy

is used. In addition, there is another approach to reinforcement learning (known as the
policy gradient) that learns the optimal policy directly without learning the action-value
function. Compared with the greedy policy, the advantages of the policy gradient include
better convergence properties, greater effectiveness in high-dimensional or continuous
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action spaces, and a better ability to learn stochastic policies [36]. The policy gradient was
therefore used in this study.

The goal of the policy gradient is to learn the parameter θ in πθ(s, a) = Pr(a|s, θ ) that
maximizes average reward per time step J(θ), as shown in Equation (5):

J(θ) = ∑
s

dπθ
(s)∑

a
Ra

s πθ(s, a) (5)

where dπθ
(s) is the stationary distribution for state s of the Markov chain starting from

s0 and following policy πθ , and Ra
s is the reward of the agent at state s taking action a.

Gradient descent was used to maximize Equation (5). The gradient of J(θ) with respect to θ
is shown in Equation (6):

∇θ J(θ) = ∑
s

dπθ
(s)∑

a
Ra

s πθ(s, a)∇θ πθ(s,a)
πθ(s,a)

= ∑
s

dπθ
(s)∑

a
Ra

s πθ(s, a)∇θ log πθ(s, a)
(6)

According to the policy gradient theorem, Equation (6) can be rewritten as:

∇θ J(θ) = Eπθ
[∇θ log πθ(s, a)qπθ

(s, a)] (7)

However, qπθ
(s, a) usually has a large variance, which may harm the convergence of

the policy gradient method. To solve this problem, a baseline function B(s) can be sub-
tracted from qπθ

(s, a) in Equation (7). Because B(s) is not a function of a, Eπθ
[∇θ log πθ(s, a)B(s)]

equals zero. Therefore, subtracting a baseline function from qπθ
(s, a) does not change the

expected value of Equation (7) but reduces its variance. A good choice of B(s) is vπθ
(s).

Then, the new policy gradient function is:

∇θ J(θ) = Eπθ
[∇θ log πθ(s, a)(qπθ

(s, a)− vπθ
(s))]

= Eπθ
[∇θ log πθ(s, a)aπθ

(s, a)]
(8)

The policy gradient in the form of Equation (8) is called advantage actor critic (A2C),
which is the main reinforcement learning method used in this study.

2.3. Deep Reinforcement Learning

The size of the state space of the reinforcement learning problem can easily be very large
for real-life problems. Simple tabular settings, i.e., using a lookup table to store the state values
and action values for every state and every action, cannot work for a large discrete state space
or a continuous state space. Instead, the value functions and policy can be estimated using
the function approximation, i.e., vπ(s, θ), qπ(s, a, θ), and π(s, a, θ), where state values, action
values, and policy are a function with respect to θ. If a deep neural network is used as the
function approximation, then it is called deep reinforcement learning.

The advantages of a deep neural network are its representation capacity, automatic feature
extraction, and good generalization properties. Therefore, complicated feature engineering
and results post-processing are no longer needed, making end-to-end control possible.

3. Methodology

Model-free deep reinforcement learning was used in this study, where the reinforce-
ment learning agent interacted with the simulated building model offline to learn a good
control policy and then controlled the real building online [21]. Since the building model
was used as a simulator offline, slow computation and a non-differentiable model were no
longer problems. EnergyPlus (Version 8.6 developed by the National Renewable Energy
Laboratory, Golden, CO, USA) was used as the building simulation engine [37].

As shown in Figure 2, a multizone building simulator was used for offline model-free
reinforcement learning (training), but only one zone was used as the training simulator.
After learning, a control policy was obtained, and this control policy was used to control all
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zones in the testing simulator. Note that the testing simulator had perturbations to ensure
the fairness of testing. The details of the simulators and perturbations can be found in
Section 4.1.

Figure 2. The schematic workflow of reinforcement learning control in this study.

3.1. State, Action, and Reward Design

For reinforcement learning, state, action, and reward design are critical for learning
convergence (as described in Section 2.1). To take advantage of the deep reinforcement
learning method, only raw observable or controllable parameters for our state, action, and
reward design were used, with no extra data manipulation.

3.1.1. State

The state included the current time step’s weather conditions, the environmental
conditions of the controlled zone, and the HVAC power demand, which are summarized
in Table 2.

Table 2. A description of the states selected for reinforcement learning.

State Remarks

Weather conditions
Site outdoor air dry-bulb temperature Unit: ◦C
Site outdoor air relative humidity Unit: %
Site wind speed Unit: degree from north
Site diffuse solar radiation rate Unit: W/m2

Site direct solar radiation rate Unit: W/m2

Zone environmental conditions
Zone thermostat heating setpoint temperature Unit: ◦C
Zone thermostat cooling setpoint temperature Unit: ◦C
Zone air temperature Unit: ◦C
Zone air relative humidity Unit: %

Occupancy-related zone average predicted
percentage of dissatisfied using Fanger model

Unit: %, hereafter called OPPD. If the zone
occupancy status is 0, OPPD is 0; otherwise,

OPPD is the Fanger model predicted
percentage of dissatisfied

Zone occupancy status 1 or 0

HVAC power demand

Total HVAC power demand
Unit: W, hereafter called EHVAC. EHVAC is the

total electric power demand for the whole
HVAC system.
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Each item in the state should be normalized to between 0 and 1 for the optimization
purpose of the deep neural network. Min–max normalization was used (as shown in Equation
(9)), with the parameter’s physical limits or the parameter’s expected bounds as the min–max
values. For example, the min–max values for relative humidity (%) were 0 and 100, and the
min–max values for zone air temperature (◦C) were 15 and 30. The temperature range was
selected based on data in the literature [9,38], which shows that the typical range of setpoint
temperatures for office buildings in Pennsylvania, USA, is 15 ◦C to 30 ◦C.

xnorm =
x − xmin

xmax − xmin
(9)

3.1.2. Action

The control action of the agent was discrete and was designed as the adjustment to
the last time step’s air temperature heating and cooling setpoints in the controlled zone.
There are four basic action types, including:

1. [0.0, 0.0] means no change to the last time step’s zone air temperature heating and
cooling setpoints.

2. [+deltaValue, +deltaValue] means add deltaValue to both the zone air temperature
heating and cooling setpoints of the last time step. This basically means that the zone
needs more heating. Note that deltaValue should be greater than zero.

3. [−deltaValue, −deltaValue] means subtract deltaValue from both the zone air tempera-
ture heating and cooling setpoints of the last time step. This basically means that the
zone needs more cooling. Note that deltaValue should be greater than zero.

4. [−deltaValue, +deltaValue] means subtract deltaValue from the zone air temperature
heating setpoint of the last time step and add deltaValue to the zone air temperature
cooling setpoint of the last time step. This basically means that the zone needs no air
conditioning. Note that deltaValue should be greater than zero.

The value of deltaValue is a tunable parameter, and the action space can consist of the
basic action types with different deltaValue simultaneously. In Section 4, different action
spaces were tested based on the four basic action types. Note that the maximum setpoint
value and the minimum setpoint value were enforced to be 30 ◦C and 15 ◦C, respectively.

3.1.3. Reward

The objective of the control method is to minimize the HVAC energy consumption
and thermal discomfort. Therefore, a convex combination of the OPPD and EHVAC was
used as the reward (both OPPD and EHVAC here are min–max-normalized scalars):

− (λ ∗ a + (1 − λ) ∗ EHVAC), where a =

{
OPPD OPPD ≤ Lmtppd

1.0 OPPD > Lmtppd
(10)

λ is a tunable parameter representing the relative importance of HVAC energy ef-
ficiency and indoor thermal comfort, and λ ∈ [0, 1]. Lmtppd is also a tunable parameter
to penalize a large OPPD. Specifically, Lmtppd is a hyperparameter to control the penalty
level for thermal discomfort. For example, if Lmtppd is 0.15, this means that the penalty for
thermal discomfort will be amplified to the maximum if OPPD is larger than 0.15. Different
values of λ and Lmtppd were tested, as described in Section 4.4.1, to evaluate the effects of
λ and Lmtppd on control performance.

3.2. Asynchronous Advantage Actor Critic (A3C)

Policy gradient, as discussed in Section 2.2, was the main reinforcement learning
training method used in this study. Specifically, a state-of-the-art deep reinforcement
learning variation of A2C, asynchronous advantage actor critic (A3C) [39], was used. In the
A3C method, rather than having only one agent to interact with the environment, a number
of agents interact with copies of the same environment independently but update the same
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global action-value or policy function network asynchronously. Still asynchronously, the
agents update their own action-value or policy function network to be the same as the
global one in a certain frequency. The purpose of this method is to ensure that the tuples
(St, At, St+1, Rt+1) used to train the global network are roughly independent. Compared
with the non-asynchronous methods, A3C significantly reduces the memory usage and
training time cost. Details of the algorithm can be seen in Algorithm S3 of [40].

To solve the reinforcement learning problem using the advantage actor critic method,
we should have two deep neural networks: one is πθ(s, a) to approximate the policy,
and the other is vθv(s) to approximate the state-value function. Therefore, according to
Equations (4) and (8), θ can be learned by gradient descent, which is:

θ ← θ + αEπθ
[∇θ log πθ(s, a)(qπθ

(s, a)− vθv(s))] = θ + αEπθ

[
∇θ log πθ(s, a)

(
R′ + γvθv

(
s′
)
− vθv(s)

)]
(11)

θv can also be learned using stochastic gradient descent with the mean squared loss
function, which is:

θv ← θv − αEπθ

[
∂(vtrue − vθv(s))

2/∂θv

]
= θv − αEπθ

[
∂
(

R′ + γvθv

(
s′
)
− vθv(s)

)2/∂θv

]
(12)

In Equations (11) and (12), α is the step size for gradient descent, R′ is the actual
reward at state s taking action a, and s′ is the next state from state s taking action a.

4. Experiments and Results

4.1. Training and Testing Building Models

Experiments were carried out based on EnergyPlus (version 8.6, developed by the
National Renewable Energy Laboratory, Golden, CO, USA) simulations. The target building
in this study was selected based on the EnergyPlus v8.6 “5ZoneAutoDxVAV” example file,
and Pennsylvania, USA, was selected as the location of the building due to better access to
data about the environmental conditions of this site. The building was a single-level five-zone
office building, the plan and dimensions of which can be seen in Figure 3. The types of
building fabrics, along with their thermal properties, can be seen in Table 3. The building had
four exterior zones and one interior zone. All zones were regularly occupied by office workers.
Each zone had a 0.61 m high return plenum. Windows were installed on all four facades, and
the south-facing facade was shaded by overhangs. The lighting load, office equipment load,
and occupant density were 16.15 W/m2, 10.76 W/m2, and 1/9.29 m2, respectively.

 
Figure 3. The training and testing building model plan.
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Table 3. The type of building fabrics, along with their thermal properties.

Type
U-Value
(W/m2K)

Solar Heat Gain
Coefficient

External walls Mosaic tiles (0.005 m) + heavy concrete (0.203 m) + mass wall
insulation (0.049 m) + gypsum plaster (0.013 m) 1.1

Roof Concrete tiles (0.025 m) + asphalt (0.020 m) + cement (0.050 m) +
concrete (0.150 m) + insulation (0.100 m) + gypsum plaster (0.010 m) 0.42

Ground floor Floor tiles (0.005 m) + gypsum plaster (0.0127 m) + concrete (0.150 m) 4.25
Windows Clear glass (0.003 m) + air (0.013 m) + clear glass (0.003 m) 1.25 0.76

The HVAC system of the building model was a centralized variable air volume (VAV)
system with terminal reheat. The cooling source in the AHU was a two-speed DX coil, and
the heating source in the AHU was an electric heating coil. The terminal reheat was also an
electric heating coil.

To ensure fair evaluation of the control method, two building models with several
differences were developed, called the training model and the testing model. The deep
reinforcement learning agent was trained using the training model. The two models shared
the same geometry, envelope thermal properties, and HVAC systems. Differences between
these two models are summarized in Table 4. To test the building model, the weather file
was changed to a place that was about 200 km away, the occupant and equipment schedules
were changed to be stochastic using the occupancy simulator [41], the HVAC equipment
was more over-sized, and the AHU supply air temperature setpoint control strategy was
changed to be simpler.

Table 4. Differences between the training model and the testing model.

Model Weather File
Occupant and

Equipment Schedule
HVAC Sizing AHU Control

Training Allegheny County,
PA (TMY3) Deterministic Oversized by 20% from

EnergyPlus auto-sizing

Dynamically change the AHU
supply air temperature setpoint
from 12 ◦C to 18 ◦C based on the

warmest zone

Testing State College,
PA (TMY3) Stochastic Oversized by 44% from

EnergyPlus auto-sizing

Set the AHU supply air
temperature setpoint to 12 ◦C or
18 ◦C based on the outdoor air

temperature

The EnergyPlus simulator was wrapped by the OpenAI Gym [42] for the convenience
of the reinforcement learning implementation. The ExternalInterface function of EnergyPlus
was used for data communication between the building model and the reinforcement
learning agent during the run time.

For both training and testing, the run period of the EnergyPlus models was from Jan
1st to Mar 31st, which was the period for the whole winter season for Pennsylvania, USA.
The simulation time step was 5 min. Therefore, for the discrete control of reinforcement
learning control, the control time step was also 5 min.

4.2. A3C Model Setup
4.2.1. Policy and State-Value Function Network Architecture

As discussed in Section 3.2, the A3C method needs two function approximation neural
networks, one for the policy and the other for the state-value function. Figure 4 shows
the architecture of the networks. Rather than two separate networks, a shared multilayer
feed-forward neural network was used. The output from the shared network was fed into
a Softmax layer and a linear layer in parallel, where the Softmax layer outputs the policy
and the linear layer outputs the state value. Note that the output of the Softmax layer was
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a vector with the length the same as the total number of discrete actions, and each entry in
the vector corresponded to the probability of taking the action.

 

Figure 4. The policy and state-value function network architecture.

4.2.2. Hyperparameters

The shared network of Figure 4 has four hidden layers, each of which has 512 hidden
units with rectifier nonlinearity. RMSProp [43] was used for optimization, and a single
optimizer was shared across all agents in A3C. The learning rate was fixed to 0.0001, and the
RMSProp decay factor was 0.99. To avoid too large a gradient in gradient descent, which
would harm the convergence, all gradients were clipped so that their L2 norm was less than
or equal to 5.0. The total number of interactions between the A3C agents and the environment
was 20 million. The entropy of policy π was added to the policy gradient to regularize the
optimization so that the agent would not overly commit to a deterministic policy in the
training [44]. The weight for this regularization term was 0.01, as suggested by [40].

A building usually has slow dynamics, and the state observation of the current time
step is not sufficient for the agent to make a good action choice. Recent n state observations
can be stacked to be the effective state observation of the agent [26]. For example, rather
than just observing the current zone indoor air temperature, the agent observes the zone
indoor air temperatures of current and past n − 1 time steps to make a decision. As
suggested by [26], n was set to 24 in this study.

4.3. Baseline Control Strategies

The conventional fixed-schedule control strategy for indoor air heating and cooling
temperature setpoints was used as the baseline. The values of the heating and cooling
setpoints are usually determined by the facility manager based on experience. In this study,
two sets of heating/cooling setpoints were selected, one representing the “colder” control
case and the other representing the “warmer” control case.

1. B-21.1: the indoor air heating and cooling setpoints were 21.1 ◦C and 23.9 ◦C from
7:00 to 21:00 (training model) or from 7:00 to 18:00 (testing model) on weekdays and
15.0 ◦C and 30.0 ◦C at all other times;

2. B-23.9: the indoor air heating and cooling setpoints were 23.9 ◦C and 25.0 ◦C from
7:00 to 21:00 (training model) or from 7:00 to 18:00 (testing model) on weekdays and
15.0 ◦C and 30.0 ◦C at all other times.

It should be noted that the building model had default indoor air heating/cooling
temperature setpoints, which were 21.1 ◦C/23.9 ◦C from 7:00 to 18:00 on weekdays and
7:00 to 13:00 on weekends and 12.8 ◦C/40.0 ◦C at all other times. The baseline control
schedules B-21.1 and B-23.9 were only implemented when comparing them with deep
reinforcement learning control. For other times, such as during the training period, the
default control schedule was used. This is because the baseline schedules were manipulated
to match the known building occupancy schedule, which might not be known in reality.
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Such manipulation was to ensure fair comparison because the proposed reinforcement
learning control method had an occupancy-related control feature.

4.4. Training

The reinforcement learning agent was trained using the training building model. An
8-core 3.5 GHz computer was used to carry out the training process. The period of the
training process was 5 h. In the training, it controlled the indoor air temperature heating and
cooling setpoints of Zn1 (see Figure 3) only and tried to minimize the thermal discomfort
of Zn1 and the HVAC energy consumption of the whole building. Therefore, as discussed
in Section 3.1.1, the agent’s state observations were the weather conditions, environmental
conditions of Zn1, and the whole building HVAC power demand. The reason for only
controlling one zone during the training instead of controlling all five zones is to reduce
the action space dimensions. The speed of convergence of deep reinforcement learning
with a discrete action space relies on the action space dimension. In this study, the action
space dimension increased exponentially with the increased number of controlled zones.
Considering that all five zones were served by the same HVAC system and had similar
thermal properties and functions, we chose to train the agent on one zone only and then
applied the trained agent to all five zones to control the whole building.

4.4.1. Parameter Tuning

λ and Lmtppd in the reward function (see Section 3.1.3) and different combinations of
deltaValue in the action space (see Section 3.1.2) were tuned. Two different values of λ (0.4
and 0.6) were studied; three different values of Lmtppd (0.15, 0.30, and 1.0) were studied;
and two different deltaValues (1.0 and 0.5) were studied. This resulted in three action spaces:

1. act1 = Zip{(0.0, 1.0, −1.0, −1.0), (0.0, 1.0, −1.0, 1.0)};
2. act2 = Zip{(0.0, 1.0, −1.0, −1.0, 0.5, −0.5, −0.5), (0.0, 1.0, −1.0, 1.0, 0.5, −0.5, 0.5)};
3. act3 = Zip{(0.0, 1.0, −0.5, −0.5), (0.0, 0.5, −0.5, 0.5)}.

Therefore, in total, 18 cases with different hyperparameters were trained. Each value
in parentheses represents an action choice for the heating setpoint and the cooling setpoint,
respectively, and the zipped tuples of both parentheses are the final action space. For example,
in act1, actions include (1) no change in either the heating or cooling setpoint; (2) increase both
heating and cooling setpoints by 1 ◦C; (3) decrease both heating and cooling setpoints by 1 ◦C;
and (4) decrease the heating setpoint by 1 ◦C and increase the cooling setpoint by 1 ◦C. The
performance of each training case was evaluated by the mean and the standard deviation of
the Zn1 OPPD of occupied time steps (hereafter called OPPD Mean and OPPD Std) and the
total HVAC energy consumption of the run period from 1 January to 31 March (hereafter called
EHVAC). The hyperparameters of training cases are listed in Table 5.

4.4.2. Optimization Convergence

Reinforcement learning can be viewed as an optimization problem that looks for a
control policy that maximizes the cumulative reward. Figure 5 shows the history of the
cumulative reward for one simulation period (1 January to 31 March) for all cases in the
training. Each subplot in the figure shows the reward history of cases with the same λ and
Lmtppd. Note that different subplots in the figure have different scales of the y-axis because
different training cases do not share the same reward function. For the convergence study,
the relative value of the reward is more important than the absolute value of the reward.
It can be found that all training cases had a fairly fast convergence speed, which usually
converged between 5 million and 10 million training steps. In addition, a smaller value of
Lmtppd had better convergence performance. This may be because a smaller Lmtppd, which
leads to a more stringent requirement on thermal comfort, gives the agent a clearer signal
about how good or how bad a state and an action are. Even though, in principle, a larger
action space may take more time to converge, it is not clear in this study. It is interesting
to find that the cases with λ = 0.6 (larger penalty on discomfort) had better convergence
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performance than the cases with λ = 0.4 (smaller penalty on discomfort). The reason for
this difference is still not clear.

Table 5. The training results.

Hyperparameters Zn1 OPPD Building
Case λ Lmtppd Acts Mean (%) Std (%) EHVAC (kWh)

1 0.60 0.15 act1 6.70 2.97 5566
2 0.60 0.30 act1 8.45 6.25 5256
3 0.60 1.00 act1 9.74 6.11 5388
4 0.60 0.15 act2 6.94 2.89 5499
5 0.60 0.30 act2 7.38 4.23 5797
6 0.60 1.00 act2 7.08 4.77 5626
7 0.60 0.15 act3 9.30 6.27 5671
8 0.60 0.30 act3 7.34 4.05 7144
9 0.60 1.00 act3 8.84 4.80 5560

10 0.40 0.15 act1 7.60 3.07 5385
11 0.40 0.30 act1 10.11 6.05 5333
12 0.40 1.00 act1 10.27 7.84 5201
13 0.40 0.15 act2 7.25 3.76 5976
14 0.40 0.30 act2 8.02 4.38 5493
15 0.40 1.00 act2 8.07 4.26 5640
16 0.40 0.15 act3 6.64 3.09 5831
17 0.40 0.30 act3 9.34 5.96 5352
18 0.40 1.00 act3 9.84 6.81 5523
B-

21.1 N/A N/A N/A 10.75 7.80 5003

B23.9 N/A N/A N/A 7.92 4.06 5436
Note: for all cases in this table, only Zn1 was controlled by the reinforcement learning agent or baseline control
strategy; all four of the other zones were controlled using the model default control strategy.

Figure 5. The history of one simulation period’s cumulative reward for all cases in the training.
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4.4.3. Performance Comparison

Table 5 shows the HVAC energy consumption and thermal comfort performance of
all training cases and baseline cases. It shows that almost all training cases had less than
10% mean OPPD, and the standard deviation is fairly small. It is also found that smaller
Lmtppd is favorable because it can increase the thermal comfort performance in most cases
and does not necessarily increase the HVAC energy consumption. For different λ values, it
is not expected that a smaller λ sometimes results in increased HVAC energy consumption.
It may be because, in this study, optimizing the building’s total HVAC energy consumption
is difficult since the agent can only control one out of the five zones. Different action spaces
were also studied, but there were no clear findings about the relationship between the
action space and HVAC energy and thermal comfort performance.

Compared with the B-21.1 case, all reinforcement learning cases had better thermal
comfort performance but higher HVAC energy consumption. This is as expected because
the B-21.1 case had a low indoor air heating temperature setpoint. For the B-23.9 case, the
comparison is more complex because some reinforcement learning cases had better thermal
comfort performance and worse HVAC energy efficiency or vice versa. Among the 18 training
cases, case 10 was selected as the best one compared with the B-23.9 case. Case 10 had slightly
better thermal comfort performance in both the mean and standard deviation of OPPD, and it
also had slightly lower HVAC energy consumption. Therefore, training case 10 was selected
for the subsequent study.

To visually inspect the learned control policy of the agent, Figure 6 shows the control
behavior snapshot of the case 10 agent on three days in winter. It can be found that the
agent had learned to change the setpoints according to the occupancy. Additionally, the
agent had learned to preheat the space before occupants arrived in the morning. In addition,
the agent could decrease the heating setpoint when the zone internal heating gain (e.g.,
solar heating gain) was sufficient to keep the space warm at noon and in the afternoon of
the day. However, the agent did not start to decrease the heating setpoint until the zone
became unoccupied. The agent had to take nearly an hour to decrease the heating setpoint
to the minimum value, which wasted HVAC energy. The OPPD of training case 10 in
Figure 6 was kept lower than 10% most of the time. However, it is interesting to find that
the OPPD reached above 15% in the afternoon of 01/09. The primary reason is the too
high mean radiant temperature of the zone caused by strong afternoon solar radiation. The
agent did decrease the cooling setpoint in response to this situation, but cooling was still
not enough to offset the effect of the high mean radiant temperature. This shows that the
agent is not well trained to deal with this type of situation. Compared with the B-23.9 case,
the reinforcement learning agent tended to overheat the space in the morning and then let
the indoor air temperature float, rather than keep the heating setpoint constant. The reason
is probably that the agent wants to heat the space quickly in the morning in order to create
a warm environment before occupancy. There are lots of small fluctuations in heating and
cooling setpoints in the reinforcement learning case because the reinforcement learning
agent gives a stochastic policy rather than a deterministic one. The stochastic policy is used
because it helps the agent to explore unknown states. It is easy to change the stochastic
policy to the deterministic one if needed.
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Figure 6. Training: control behavior snapshot of training case 10 (top) and the baseline case B-23.9 (below).

4.5. Testing

The trained reinforcement learning agent of training case 10 was tested in three
scenarios, including single-zone testing in the testing building model, multizone testing
in the training building model, and multizone testing in the testing building model. The
trained agent’s performance in the testing was also evaluated by OPPD Mean, OPPD Std,
and EHVAC.

4.5.1. Single-Zone Testing in the Testing Building Model

The trained agent in training case 10 was tested using the testing building model to
control Zn1 of the building model, which was the same zone that the agent was trained on.
All other zones still had setpoints with the fixed schedule. Table 6 shows the performance
comparison between the reinforcement learning agent and baseline cases. It can be found that
the reinforcement learning agent had a performance between the two baseline cases: its ther-
mal comfort performance was worse than that of B-23.9, and its HVAC energy consumption
was higher than that of B-21.1. The control behavior snapshot of the reinforcement learning
agent and B-23.9 is shown in Figure 7. It can be found that the agent in this testing scenario
still had a reasonable control policy but did not perform as well as in the training case. Firstly,
the heating setpoint was sometimes too low during the occupied time even though the zone
air temperature was not warm enough, e.g., at around noon on 01/09. Secondly, the cooling
setpoint was sometimes too low during the unoccupied time, which triggered the cooling of
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the zone, e.g., on 01/07 from 8:00 to 16:00. An interesting finding is that there was a spark
on OPPD in the B-23.9 case between 01/08 18:00 and 01/08 19:00 because the schedule set
the heating setpoint to 15 ◦C while the zone was still occupied. This did not occur in the
reinforcement learning case because it takes the occupancy as an input.

Table 6. The results of single-zone testing in the testing building model.

Case Zn1 Mean OPPD (%) Zn1 Std OPPD (%) Building EHVAC (kWh)

Trained agent 10 10.57 7.65 5803
B-21.1 13.25 9.52 5550
B-23.9 8.58 7.03 5942

Note: For all above cases, the control strategy of all zones except for Zn1 was the default control strategy of the
building model.

Figure 7. Single-zone testing in the testing building model: control behavior snapshot of the trained
agent of case 10 (top) and the baseline case B-23.9 (below).

4.5.2. Multizone Testing in the Training Building Model

The trained reinforcement learning agent (case 10) was tested in the training building
model to control all zones rather than just one. As shown in Table 7, case 10-0 achieved good
thermal comfort for all zones but consumed much more energy than the baseline cases. The
high HVAC energy consumption was primarily caused by the fact that the agent sometimes
increased the heating setpoint during unoccupied times. This strange behavior of the
trained agent is partially because the agent over-fitted to the HVAC energy consumption
pattern in the training. Two additional tests were conducted to further analyze the agent’s
performance. One test used the trained agent along with a night setback rule: heating and
cooling setpoints were set to 15 ◦C and 30 ◦C between 21:00 and 06:00 (case 10-1 in Table 6).
The other test applied a mask to the state observation EHVAC: EHVAC was always zero
in the testing (case 10-2 in Table 7). The results show that case 10-1 consumed 12.8% less
HVAC energy than B-23.9 and achieved good thermal comfort performance, although not
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as good as B-23.9. Case 10-2 overcame the “unnecessary heating” problem of case 10-0,
but it did not achieve as good a thermal comfort performance as case 10-1 because one
state observation was masked. However, as expected, case 10-2 consumed even less HVAC
energy consumption than case 10-1 at the price of worse thermal comfort.

Table 7. The results of multizone testing in the training building model.

Zn1 OPPD Zn2 OPPD Zn3 OPPD Zn4 OPPD Zn5 OPPD Building

Case
Mean
(%)

Std
(%)

Mean
(%)

Std
(%)

Mean
(%)

Std
(%)

Mean
(%)

Std
(%)

Mean
(%)

Std
(%)

EHVAC

(kWh)
Note

10-0 8.13 5.96 8.90 6.56 7.75 5.62 7.70 5.91 9.45 6.05 6983 As-is trained agent case 10
10-1 8.31 7.35 9.32 7.62 8.02 7.10 7.95 7.24 9.83 6.85 5328 Trained agent case 10 + night setback rule

10-2 10.46 11.11 9.86 9.08 9.67 10.47 9.97 11.09 10.37 8.12 4938 Trained agent case 10 + mask on state
input EHVAC

B-21.1 10.79 7.86 10.33 7.44 9.89 7.73 10.25 7.88 7.29 4.16 4809 N/A
B-23.9 8.09 4.34 8.74 5.52 6.37 1.90 6.78 2.37 7.51 2.56 6109 N/A

4.5.3. Multizone Testing in the Testing Building Model

The trained reinforcement learning agent (case 10) was tested in the testing building
model to control all zones. This is the most stringent test because both the building model
and the control mode are different from the training. As shown in Table 8, the agent did
not perform well in terms of either thermal comfort or HVAC energy efficiency. Firstly,
the agent had worse thermal comfort performance than both B-21.1 and B-23.9; secondly,
the agent consumed more energy than B-21.1. This means that using B-21.1 is better than
using the trained agent in terms of both energy efficiency and thermal comfort. To find
the reasons behind the agent’s poor performance, the control behavior snapshot of Zn1 on
three days in winter is plotted in Figure 8. It is clear that, for the reinforcement learning
control case, high OPPD occurred in the morning because occupants arrived earlier and the
agent started to increase the heating setpoint. We calculated the value count for the time
that OPPD was higher than 20% for Zn1. It shows that about 70% of the larger-than-20%
OPPD samples occurred between 06:00 and 10:00 (not included). This is partially because
the trained agent over-fitted to the occupancy schedule of the training building model. In
the training building model, occupants arrived at exactly 08:00 every workday, but in the
testing building model, a stochastic occupancy schedule was used, in which there is some
possibility that occupants arrive before 08:00. One observation in favor of the agent is that
the B-23.9 case may have had high OPPD in the evening because the heating setpoint was
set back to 15 ◦C while the zone was still occupied. The agent performed better regarding
this problem because it takes occupancy as one of the inputs. For the whole building, the
reinforcement learning case had 17% fewer larger-than-20% OPPD samples than B-23.9 for
the time between 18:00 and 21:00 (not included) during the simulation period.

Table 8. The results of multizone testing in the testing building model.

Zn1 OPPD Zn2 OPPD Zn3 OPPD Zn4 OPPD Zn5 OPPD Building

Case
Mean

(%)
Std (%)

Mean
(%)

Std (%)
Mean

(%)
Std (%)

Mean
(%)

Std (%)
Mean

(%)
Std (%)

EHVAC

(kWh)

10 13.84 14.31 12.12 11.87 12.66 13.53 13.45 13.55 9.40 10.37 5884
B-21.1 13.24 9.52 11.67 8.52 12.18 9.45 13.24 9.38 7.98 6.84 5752
B23.9 8.54 7.00 8.99 7.17 7.10 6.54 7.76 6.79 7.57 4.88 6965
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Figure 8. Multizone testing in the testing building model: control behavior snapshot of the trained
agent of case 10 (top) and the baseline case B-23.9 (below).

4.6. Discussion

Optimization and generalization are two main problems in machine learning. Opti-
mization is about how well the machine learning method can learn from the training data
to minimize some loss functions. Generalization is about how well the trained machine
learning model (or agent) performs with unseen data (or environments).

It was found in this study that the deep reinforcement learning control method had
good convergence performance in the training, which usually converged long before the
maximum learning step was reached. This finding is consistent with existing studies on
deep reinforcement learning [4,45]. It was also found that all training cases could achieve
good thermal comfort performance, and one training case was better than the B-23.9
baseline case in terms of both thermal comfort and HVAC energy efficiency. This shows
that the proposed deep reinforcement learning control method could be well optimized.

Generalization performance is more difficult to evaluate for building control. Ideally,
the trained agent’s performance in controlling a real building is a good evaluation method.
However, in this study, no real buildings were available. Therefore, the agent was evaluated
in three testing scenarios. In the first testing scenario, the trained agent was used to control
the same zone as in the training but with different weather conditions, operation schedules,
etc. In this case, the agent could still perform reasonably, although not as well as in the
training case. The agent might over-fit to the weather conditions of the training building
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model if it could not provide enough heating to the zone. In the second testing scenario,
the trained agent was used to control different zones from the training, but the building
model was exactly the same as in the training. This case clearly shows that the trained
agent over-fitted to the HVAC energy profile in the training. When forcing a night setback
rule for the agent, it achieved good thermal comfort performance in all zones and saved
12.8% HVAC energy consumption compared with the B-23.9 baseline case. Thirdly, the
agent was used to control different zones from those in the training, and the building model
was also different. In this case, the agent did not perform well. The trained agent might
have over-fitted to the occupancy schedule of the training building model. Therefore, it can
be concluded that the trained agent experienced the over-fitting problem. This problem
was also reported in [46–48].

It must be admitted that there is a lack of a systematic method to diagnose the over-
fitting problem of deep reinforcement learning control. All testing scenarios in this section
can only conclude that the trained agent has an over-fitting problem, and there is no strong
conclusion about where it over-fits. To the authors’ knowledge, there is still no good theory
behind the generalization of deep learning [49].

5. Conclusions and Future Work

Reinforcement learning control for HVAC systems has been thought to be promising
in terms of achieving energy savings and maintaining indoor thermal comfort. However,
previous studies did not provide enough information about end-to-end control for central-
ized HVAC systems in multizone buildings, mainly due to the limitations of reinforcement
learning methods or the test buildings being single zones with independent HVAC systems.
This study developed a supervisory HVAC control method using the advanced end-to-end
deep reinforcement learning framework. Additionally, the control method was applied
to a multizone building with a centralized HVAC system, which is not commonly seen in
the existing literature. The control method directly took the measurable environmental
parameters, including weather conditions and indoor environmental conditions, to control
the indoor air heating and cooling setpoints of the HVAC system. A3C was used to train
the deep reinforcement learning agent in a single-level five-zone office building model.
During the training, the reinforcement learning agent only controlled one out of the five
zones, with the goal of minimizing the controlled zone’s thermal discomfort and the HVAC
energy power demand of the whole building.

It was shown that the proposed deep reinforcement learning control method had
good optimization convergence properties. In the training, it learned a reasonable control
policy for the indoor air heating and cooling setpoints in response to occupancy, weather
conditions, and internal heat gains. After hyperparameter tuning, a good training case
was found, which achieved better thermal comfort and HVAC energy efficiency compared
with the baseline case. It was also found that the penalty on large OPPD was beneficial to
convergence.

By applying the trained agent to control all five zones of the training building model,
12.8% HVAC energy savings in comparison to one baseline case was achieved with good
thermal comfort performance; however, a setpoint night setback rule must be enforced for
the agent because of its over-fitting problem. The agent failed to achieve good performance
in terms of both thermal comfort and HVAC energy efficiency if it was applied to control
all five zones of the testing building model, also due to the over-fitting problem.

Future work should first focus on generalization techniques of deep learning. Dropout
or batch normalization should be first considered to reduce over-fitting. The choice of
the weather and occupancy schedule for training should be performed carefully to ensure
that they are representative. Feature augmentation methods can be considered. Multi-task
reinforcement learning is also a good candidate method to enhance deep reinforcement
learning generalization performance. Secondly, multi-agent reinforcement learning or other
methods that can be trained directly to provide a control policy for multiple zones should
be studied. The current method in this study was trained for controlling one zone only,
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which may not be suitable for multizone control. Last but not least, the study was only
tested using simulation models, rather than real buildings. The authors are now working
on implementing the proposed control method in a real small office building.
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Abstract: The Teaching Learning-Based Algorithm (TLBA) is a powerful and effective optimization
approach. TLBA mimics the teaching-learning process in a classroom, where TLBA’s iterative
computing process is separated into two phases, unlike standard evolutionary algorithms and
swarm intelligence algorithms, and each phase conducts an iterative learning operation. Advanced
technologies of Voltage Source Converters (VSCs) enable greater active and reactive power regulation
in these networks. Various objectives are addressed for optimal energy management, with the goal
of attaining economic and technical advantages by decreasing overall production fuel costs and
transmission power losses in AC-DC transmission networks. In this paper, the TLBA is applied
for various sorts of nonlinear and multimodal functioning of hybrid alternating current (AC) and
multi-terminal direct current (DC) power grids. The proposed TLBA is evaluated on modified IEEE
30-bus and IEEE 57-bus AC-DC networks and compared to other published methods in the literature.
Numerical results demonstrate that the proposed TLBA has great effectiveness and robustness indices
over the others. Economically, the reduction percentages of 13.84 and 21.94% are achieved for the
IEEE 30-bus and IEEE 57-bus test systems when the fuel costs are minimized. Technically, significant
improvement in the transmission power losses with reduction 28.01% and 69.83%, are found for
the IEEE 30-bus and IEEE 57-bus test system compared to the initial case. Nevertheless, TLBA has
faster convergence, higher quality for the final optimal solution, and more power for escaping from
convergence to local optima compared to other published methods in the literature.

Keywords: teaching-learning-based algorithm; multi-terminal HVDC grids; economic power flow;
valve point loading effect

MSC: 68T20

1. Introduction

To satisfy the ever-increasing household and industrial loads, the development of
electric power networks has become a must-do operation. As power systems expand, power
losses grow, resulting in a waste of huge amounts of money annually. Furthermore, the
proper functioning of electrical networks takes into account a variety of factors such as fuel
cost reduction, environmental pollution, network losses, security, quality, and stability [1].
As a consequence, for the effective supply of electricity, the operational condition is separate
to the main objective functions such as reducing power losses, seeking to avoid voltage
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irregularities, and growing system security while complying to numerous equality and
inequality restrictions.

Optimal power flow and economic dispatch (ED) seem to be crucial minimization
aspects in power systems that necessitate efficient generator interoperability, strategic
planning, and scheduling [2]. In [3], a slime mould technique driven by customizable
weight vector to control the series among positive and negative propagation waves was
utilized for the minimized ED problem. In [4], a bi-stage self-adaptive differential evolution
(DE) approach of k-nearest neighbours relying computation system has been designed
to address numerous metaheuristic issues, and it was suggested that the ED problem be
addressed in the upcoming years. A Manta ray forage optimizer with non-dominated
sorting approach was developed in [5] to solve the multi-objective load flow encompassing
solar, wind and small-hydro energy production. In [6], a social network searching algorithm
was used to schedule the power network outputs with non-dominated electrical losses and
fuel costs. A multi-verse algorithm for minimizing the dynamic ED management issue in
electricity frameworks utilizing valve point effects was presented in [7].

In most countries, high voltage alternating current (HVAC) technology is used in
conjunction with electric power components and the incorporation of significant alternative
electricity sources [8]. However, shortcomings caused by excessive system losses, expendi-
tures, and reactive power compensation requirements as the length of transmission circuits
rises drawing HVAC technologies inappropriate for linking bulk systems or faraway re-
newable energy production companies [9]. Based on voltage source converters (VSCs),
the transmission technology of HV direct current (HVDC) has arisen as an appealing
option. It has outstanding features to control the voltage in the AC system by appropriate
management of the reactive power injection and absorption. Regardless of the DC transfer-
ring power, the VSC scheme can govern respectively real and reactive power throughout
its station at the same time [10,11]. An AC-DC load flow procedure was introduced for
managing the VSCs-HVDC in power systems by de-coupling the AC network from the
DC power network together with the VSC transformer stations; however, its relevance
was demonstrated using simple frameworks of 5 and 14-bus test systems [12]. In [13], a
sequential algorithm to perform a load flow assessment in hybridized AC-DC networks
incorporating all their operational types in the steady-state model. In [14], a sequential
method relying on Gauss-Seidel and modified Gauss techniques was used to handle the
operation in an AC-DC system, with DC sides controlled by injecting current into the
linking stations. Nevertheless, their implementation was executed on a small IEEE 9-bus
system because the utilized AC-DC formulations have been solved independently [14].
A quasi-AC alternative centred on relaxing the semi-definite coding framework was also
addressed [15]; however, the test data have only been conducted on a basic IEEE 30-bus net-
work. Additionally, in Ref. [16], a sequential method to solve the AC-DC system equations
separately for each repeat, employing the interface variables projected from the AC load
flow until the solution convergence was achieved. Even though it is simple to construct,
it may confront convergence issues under certain instances. Owing to the significance of
environmental and economic power operations in HVAC systems hybridized with HVDC
systems, an OPF optimization model has been developed [17].

VSCs system developments can be extensively simulated, keeping in view their con-
verter station, transformer, phase reactor, and filter parts [18]. Power losses in the parts
of VSCs system were typically represented by a quadratic relationship of the converter
current [18–20]. In [21], a hybrid AC-DC distribution system was presented considering the
integration of distributed generators with AC and DC soft open. However, the presented
methodology in [21] has been dedicated for minimizing the system power losses as a single
target. In [22], an analysis based on the invested costs and the gained benefit for HVDC
and AC options for integrating the offshore wind turbines or bulk power has been handled.
Notwithstanding, the investigation of HVDC frameworks was limited to a two-terminal
configuration. Otherwise, integrating a linked DC system within an established AC system
complicates the coordinated control consideration of these structures [23]. However, despite
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this, the DC load flow calculations in [24] were overlooked, as were specific AC-DC system
characteristics in [25,26] were neglected. Also, A second-order cone programme solver has
also been applied for hybrid power networks to investigate VSC-DC mechanisms in an
optimisation problem [27]. There is also a primal-dual interior point method merged with
upgraded Jacobian and Hessian matrices [28]. The impact of tap changer situations and
VAr variation in the AC configuration was ignored in these reviews, and some applied
methodologies were dependent on the initial estimate in certain cases, based on finite
assumptions that restricted the required precision.

Despite advances in artificial intelligence-based metaheuristic solvers, including crow
search optimizer [29] and manta ray forage technique [30], little attention has been paid to
solving the OPF challenging problem in hybrid AC systems. In [31], genetic metaheuristic
method has been performed to optimise the OPF for minimizing the power losses in
hybrid AC-DC power systems. Ref. [32] used the DE algorithm to solve the OPF issue in
hybridized AC-DC systems as a minimization goal. In addition, techniques focusing on
material equilibrium state [33] and marine predators’ simulation [34] were established to
address multi-objective OPF modelling in AC-DC systems.

The teaching–learning–based Algorithm (TLBA) is a population-based intelligent
algorithm that mimics the teaching–learning process in a classroom [35]. TLBA’s iterative
computing process is separated into two phases, unlike standard evolutionary algorithms
and swarm intelligence algorithms, and each phase conducts an iterative learning operation.
Since its debut by Rao and colleagues, TLBA has garnered the attention of an increasing
number of academics because to several of its merits, including its simple idea, lack of
algorithm-specific parameters, quick convergence, and ease of implementation while being
effective [36,37]. The TLBA has fairly recently been used effectively to solve numerous en-
gineering design issues such as parameter identification of Photovoltaic (PV) panels [38,39],
operation assessment of integrated PV and batteries with power system [40], harmonic
elimination inside inverters [41], robots manipulator calibration [42], condition prediction
in water supply pipes [43], welding processes [44], optimal design of electrical filters [45],
expansion planning of power generation in electrical networks [46], tsallis-entropy-based
feature selection [47], service restoration problem in delivery networks [48] and reactive
power management in power grids [49]. The TLBA’s strengths and effective implemen-
tations in a broad range of engineering design problems are the prime motivations for
its utilization in this study. TLBA is used to various sorts of nonlinear and multimodal
functioning of hybrid alternating current (AC) and multi-terminal direct current (DC)
power grids. The proposed TLBA is evaluated on modified IEEE 30-bus AC-DC networks
and compared to other published methods in the literature.

This paper’s main contribution could be explained simply:

� Various objective targets for optimized energy management in AC-DC transmission
systems are handled, by achieving technical and economic benefits.

� TLBA is developed with the capability to handle the operational optimization OPF
problem by reducing the power losses and the total power generation costs in AC-DC
transmission networks with successful application on two IEEE systems comprising
30 and 57 buses

� For IEEE 30 and 57 bus systems, very high success rates are demonstrated accompa-
nying to the proposed TLBA

� Moreover, when compared to other reported techniques in the literature, TLBA pos-
sesses higher convergence rate, greater quality for the ultimate best solution, and
more strength for attempting to escape from convergence to optimum.

2. Problem Formulation

In high voltage AC-DC systems, the main operation target is technical and economical
by determining the optimal decision variables for attaining a variety of defined aims in
AC-DC networks that are subject to different equality and inequity constraints.

497



Mathematics 2022, 10, 2337

2.1. Problem Objectives

Primarily, the total fuel costs (TFCs), in $/h, are the sum of the fuel costs of each
generator. Therefore, TFCs minimization objective function is the first one (M1) that can be
mathematically modelled in (1) [50,51]:

M1 =
Ng

∑
i=1

cci + bbiPGi + aaiPGi
2 (1)

where PGi indicates the real output power in MW of generator i, and aai, bbi, and cci are the
related cost coefficients.

On the other side, the TFCs may be formulated considering numerous ripples due to
the loading impacts of the valve point. Therefore, it could be mathematically modelled as
additional rectified terms in sinusoids forms to the cost model in (1) [52] as follows:

M1 =
Ng

∑
i=1

cci + bbiPGi + aaiPGi
2 + |eei( sin f fi(Pmin

Gi − PGi) )| (2)

where, eei and ffi refer to the additional cost coefficients of the valve point loadings [53]:
Secondly, the entire transmission losses (ETLs) (M2) is handled with three parts in

such systems, as described in (3), including the losses in AC system (LossAC) that described
in (4), the losses in DC system (LossDC) that described in (5), and the losses in VSC stations
(LossVSC) that are described in (6) [54]:

M2 = LossAC + LossDC + LossVSC (3)

LossAC =
Nb

∑
i=1

Nb

∑
j=1

Gij(−2(ViVjcos θij + Vi
2+Vj

2)) (4)

LossDC = ∑
i,j∈NbDC

Rij I2
ij (5)

LossVSC =
NV

∑
i=1

Ai Ici
2 + Bi Ici + Ci (6)

where Gij is to the conductance of the line connected between buses i and j: Nb indicate the
buses number; V and θ are the voltage and phase angle; Rij refers to the resistance of the
DC link between buses i and j: NbDC indicates the DC buses number; Iij indicates the DC
Ampere flow over the link between buses i and j; A, B and C are the factors of the losses
due to each VSC (i).

2.2. Control and Dependent Variables in AC-DC Network

The control variables in AC-DC systems are changed to involve the following variables
that corresponding to the DC side. So, the implementation is extended to sense the variables
added to the AC variables in the main grid. Also, current and voltage sensors are needed
at different lines and buses to check several operational constraints.

Firstly, related to the AC network, the control variables are:

(a) (Vg1: VgNg) Voltages at generators
(b) (Pg1: PgNg) Real output power of each generator
(c) (Tap1: TapNt) tap setting of transformers
(d) (Qc1: QcNq) Reactive output power of VAr devices

where, Ng, Nt, and Nq refer to, accordingly the generators number, the number of on-load
tap transformers, and the number of VAr devices [55].

Secondly, related to the VSC type, the control variables are [56]:

(a) (Vdc-Qc) Constant voltage and reactive power, respectively, at DC and AC buses.
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(b) (Vdc-Vc) Constant voltages at DC and AC buses.
(c) (Pdc-Qc) Constant real power and constant reactive power, respectively, trough the

DC line and at AC bus
(d) (Pdc-Vc) Constant active power and voltage, respectively, trough the DC line and at

the AC bus

Similarly, at first, some dependent variables are related to the AC network which are

(a) (SF1: SFNf) Apparent flow over AC branches
(b) (VL1: VLNPQ) Voltages at load buses
(c) (Qg1: QgNg) Reactive powers of each generator

where, Nf, and NPQ are, respectively the number of the branches, and the number of
load buses.

Secondly, related to the VSC type, dependent variables are

(a) Real Power flow over DC links.
(b) Voltages at DC buses

2.3. Equality Constraints

There are two forms of equality restrictions which are belonging to the balanced real
and reactive powers flow in the AC system as defined in Equations (7) and (8), the balanced
power flow in the DC system as defined in Equation (9).

−PLi+PGi − Vi

Nb

∑
j=1

Vj(B
ij

sin θij + Gijcos θij) = 0, i = 1, . . . Nb (7)

− QLi+QGi − Vi

Nb

∑
j=1

Vj
(
−Bijcosθij+Gijsinθij

)
= 0, i = 1, . . . Nb (8)

Skj = [Vsk]
[

Ikj

]∗
= [Vsk]

⎡⎣ Vsk − Vcj[
Rjk

]
+ j
[

Xjk

]
⎤⎦∗ = [Pkj

]
+ j
[

Qkj

]
, k = 1 : NA, j = 1 : NV (9)

where PL and PG are the real powers of loads and generators; Bij is the line susceptance
connected between buses i and j; QL and QG are the reactive powers of load and generators;
Skj is the injected MVA from AC system to the VSCs; Rdc refers to the DC resistance of
the link; P and Q are, correspondingly, the injected powers of active and reactive type.
Vcj indicates the VSC voltage; Rjk + jXjk is the equivalent impedance of the VSC accessories;
Vsk is the voltage at the AC connected bus. NV and NA are, accordingly, the VSCs number
and the AC buses whereas Ikj symbolizes the injected current.

2.4. Inequality Constraints

Also, the operating limitations I the AC-DC system should be maintained within the
permissible bounds which can be mathematically described as follows:

Pgmax
G ≥ PgG ≥ Pgmin

G
, G = 1 : Ng (10)

Qgmax
G ≥ QgG ≥ Qgmin

G
, G = 1 : Ng (11)

Vgmax
G

≥ VgG ≥ Vgmin
G

, G = 1 : Ng (12)

Qcmax
q ≥ Qcq ≥ Qcmin

q , q = 1 : Nq (13)

Tapmax
T ≥ TapT ≥ Tapmin

T , T = 1 : Nt (14)

|SFline| ≤ SFmax
line , line = 1 : N f (15)

Vmax
Lk

≥ VLk ≥ Vmin
Lk

, k = 1 : NPQ (16)
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Psmax
j

≥ Psj ≥ Psmin
j

, j = 1 : NV (17)

Qsmax
j

≥ Qsj ≥ Qsmin
j , j = 1 : NV (18)

Vcmax
j

≥ Vcj ≥ Vcmin
j

, j = 1 : NV (19)

Vmax
dc ,j ≥ Vdc ,j ≥ Vmin

dc ,j , j = 1 : NbDC (20)

dmax
j

2
≥
√
(Psj − Po)

2 − (Qsj − Qo)
2 ≥

dmin
j

2
, j = 1 : NV (21)

where, (Po, Qo) indicated the circle’s centre connected to the VSC’s PQ-capacity and d is
its diameter. The superscripts “min” and “max” denote the linked variable’s lowest and
highest bounds.

3. Proposed TLBA for OPF Problem in AC-DC Grids

3.1. TLBA Concept

TLBA seems to be a population adaptive technique that simulates the teaching–
learning procedure in a classroom [35]. Unlike basic evolutionary algorithms and swarm
intelligent computational methods, the iterative computing method of TLBA is divided into
two stages, with each stage performing an adaptive learning procedure. First and foremost,

Yj = Ymin + rand(0, 1).[Ymax − Ymin] j = 1, 2 , . . . . . . . Ns (22)

where, Ymax and Ymin represent the maximum and minimum bounds due to the decision
variables and Ns is the students’ number in a population.

The fundamental TLBA has been split into two stages: teaching and learning.
Initially, during the teaching stage of development, the teacher is regarded as the

person with the deepest expertise, understanding, and skillset (the best student with
minimum objective). In this stage, the teacher (Yt) continues to strive to increase the
classroom mean (Ym). As a result, the jth student new knowledge (Ynew) following the
teaching stage of development is as follows:

Ynew = Yj + rand(0, 1).[Yt − (FT.Ym)] j = 1, 2 , . . . . . . . Ns (23)

where, FT = round[1 + rand(0, 1)] (24)

where, Yj is the jth student in the classroom and round is an integer approximated value
which is randomly generated; FT indicates the factor of learning variation.

Conversely, through peer engagement, students gain experience and skill across
the learning stage. Consequently, the jth student (Yj) continues to strive to improve
his/her investigative information and knowledge in the classroom by learning from another
randomly selected person involved (Yk), where k and j are different.

Ynew =

{
Yj + rand(0, 1).

[
Yj − Yk

]
i f F(Yj) ≤ F(Yk)

Yj + rand(0, 1).
[
Yk − Yj

]
i f F(Yj) > F(Yk)

(25)

where, F(Yk) and F(Yj) are, respectively the objective values related to the students k and j.
As illustrated, based on Yj and Yk, two outcomes are possible: if Yj is preferable than

Yk, Yk is shifted towards Yj. Alternatively, it is pushed away from Yj.
A pseudocode of the TLBA is described in Algorithm 1.
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Algorithm 1. A pseudocode of the TLBA.
Input: Number of students (Ns), lower limits (Ymin) and upper limits (Ymax), Maximum

number of iterations

Output: Minimum fitness solution

1: procedure TLBA

2: Set It = 1

3: Initialize the population of students (Yj), Yj = Ymin + rand*( Ymax − Ymin)

4: Evaluate the fitness functions of each student j as (F(Yj))
5: while (It < Maximum number of iterations) do

6: Evaluate the learning changing factor (FT), FT=round[1+rand(0,1)]

7: Select the instructor with the best solution obtained in all population (Yt)

8: Extract the classroom mean (Ym)

9: Apply the teaching phase to update the position of the member (Ynew) based on Eq. (23)

10: Evaluate the fitness functions as (F(Ynew))
11: Compare the new and current members and accept the one with better fitness value.

12: Randomly select a member (Yk)

13: Apply the learning phase to update the position of the member (Ynew) based on Eq. (25)

14: Evaluate the fitness functions as (F(Ynew))
15: Compare the new and current members and accept the one with better fitness value.

16: End while

17: Find the best solution with the minimum fitness

18: End procedure

3.2. Proposed TLBA for OPF Problem in AC-DC Grids

This sub-section illustrates the developed teaching-learning studying-based algorithm
for OPF Problem in AC-DC grids. For handling the OPF problem in AC-DC grids, the
proposed TLBA is enhanced. The new solutions of infeasible dimensions must always be
treated appropriately in order to determine whether one student is superior to the other.
Therefore, each new solution is checked for each dimension as follows:

Ynew,d =

⎧⎨⎩
Ymax,d
Ymin,d
Ynew,d

i f Ynew,d > Ymax,d
i f Ynew,d < Ymin,d

Else
(26)

Also, the balancing equations in AC-DC grids, which express the equality restrictions,
are assured fundamentally for dealing with the discussed problem using the consecutive
Load flow approach [57]. The Newtonian algorithm typically finds a solution if the load
flow in the AC-DC grid is met.

Additionally, the operating boundaries of the independent variables are begun ful-
filling their boundaries, and if any of them are breached through the iterations, they are
set at the nearest limits, as illustrated in Equation (26). In the investigated objectives, the
operational limitations of the dependent variables in AC-DC grid are checked as well and
any violation in the regarding constraints are penalized and added to the fitness function.
The proposed TLBA is dedicated for solving the OPF problem in AC-DC grids, as described
in Figure 1.
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Figure 1. Proposed TLBA for solving the OPF problem in AC-DC grids.

4. Simulation Results

The proposed TLBA is applied in MATLAB and included in this section to solve the
economic technical OPF issue in AC systems using modified IEEE 30 and 57 bus schemes.
The population of students is 50 and 100 for the two examined networks, while the number
of iterations is 300. The suggested TLBA is repeated 15 times and compared to some of the
many other methods published in the literature.
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4.1. Results of the IEEE 30-Bus Network

The initial IEEE 30-bus test system consists of 6 generators, 30 buses, 41 transmission
branches, 4 on-load tap transformer, and 9 VAr sources. Its buses and branch data are
derived from [58]. The cost parameters are derived from [59]. The modified system consists
of two DC grid systems. The generators voltage has highest and lowest ranges of, respec-
tively, 1.1 and 0.95 per-unit (pu). For the tap changing transformer, the permissible range is
[0.9–1.1] pu. The highest and lowest voltage values for the load buses are assumed to be,
respectively, 1.05 and 0.95 p.u. VSC 1 in the first DC system is under Vdc-Qc controlling,
whereas VSCs 2 and 3 are under Pdc-Vc controlling. VSC 4 is in Vdc-Qc operating setting in
the second DC system, whereas VSCs 5 and 6 are under Pdc-Vc controlling. The highest and
lowest voltage values for the VSC stations and DC buses are 1.1 and 0.9 pu, correspondingly,
and the conversion power for the VSC stations is 100 MVA. Two instances are analyzed
where the goal of minimizing the TFCs is considered first, and the minimization of the
ETLs is taken into account second.

4.1.1. Minimization of the TFCs of the IEEE 30-Bus Network

In the first instance, the TFCs minimization is considered in its quadratic form with
additional sinusoid terms. The proposed TLBA is run, and the optimal results are shown in
Table 1. As shown, the TLBA minimizes the TFCs value from 975.64 of 840.6166 $/h which
indicates to a huge reduction percentage of 13.84%. Also, the convergence characteristics
related to the proposed TLBA for this instance are shown in Figure 2.

Table 1. Simulation results of TLBA for the minimization of the TFCs of the IEEE 30-bus network.

Variables Initial TLBA Variables Initial TLBA

Vg1 1.05 1.057230475 Pg2 80 44.23301348

Vg2 1.04 1.038516219 Pg5 50 20.24856

Vg5 1.01 1.015932627 Pg8 20 10.00046

Vg8 1.01 1.023835298 Pg11 20 10

Vg11 1.05 1.046280787 Pg13 20 12.00001

Vg13 1.05 1.036847246 Qs1 17.31 3.538584

T6–9 1.078 0.900472851 Qs4 −17.45 0.391427

T6–10 1.069 1.083855873 Vc2 1 1.024533

T4–12 1.032 1.009042356 Vc3 1 0.97523

T28–27 1.068 0.986765581 Vc5 1 1.053674

Qc10 19 0.176292937 Vc6 1 1.051539

Qc12 0 29.16232583 Ps2 25.74 14.35307

Qc15 0 0.308572782 Ps3 52.53 33.43576

Qc17 0 2.737558014 Ps5 40.44 41.01778

Qc20 0 4.153172252 Ps6 18.45 17.98847

Qc21 0 9.478169587 Vdc,1 1.06 1.099989

Qc23 0 0.825606456 Vdc,4 1.06 1.09993

Qc24 4.3 9.310278385 ECFs ($/h) 975.64 840.6166

Qc29 0 0.002124205 ETLs (MW) 11.9236 13.32178

Pg1 105.32 199.935112
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Figure 2. Convergence curves of TLBA for the minimization of the TFCs of the IEEE 30-bus network.

As illustrated, the proposed TLBA has significant convergent performance in avoiding
local minima since it provides successive decreasing in the obtained objective.

Otherwise, Table 2 tabulates comparative results with other reported techniques of
GWO [29], CSA [29], PSO [29] and ICSA [29]. In Appendix A, Table A1 identifies the settings
of the control parameters for the methods established and reported in the comparisons.
Table 2 deduces the great superiority of the proposed TLBA in finding the least TFCs of
840.6166 $/h where GWO, CSA, PSO and ICSA obtains TFCs of 854.43, 848.93, 846.25 and
842.34 $/h. Then, the TLBA achieves the most economical solution compared with the
competitive algorithms.

Table 2. Comparative results of the IEEE 30-bus network for the minimization of the TFCs.

Method ECFs ($/h)

Proposed TLBA 840.6166

ICSA [29] 842.34

PSO [29] 846.25

CSA [29] 848.93

GWO [29] 854.43

To investigate the analysis of the proposed TLBA in terms of average success rate
and convergence characteristics, the minimizing of the TFCs for IEEE 30-bus system is
considered. Table 3 tabulates the related absolute difference between the best and worst,
its percentage and the regarded success rate. The absolute difference between the best
and worst, its percentage and the success rate are computed at different percentage of the
convergence including 50, 66.67, 83.33 and 100%. The proposed TLBA provides higher
exploitation ability which is increased with the increasing of the convergence level. It always
achieves small difference percentage, which is less than 0.5% at all the convergence levels.
It always achieves high success rate which is increased with the increasing of tolerance
level. At 83.33%, it provides more than 90% success rate at tolerances of 0.5 and 0.25%.
Also, it provides more 86.67% and 46.67% success rates are achieved at tolerances of 0.1 and
0.05%, respectively. At 100% convergence, the proposed TLBA achieves 100% success rate
at all tolerance levels. Decreasing the tolerance rates leads to decrease the success rates at
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different progress stages. An increased success rate is achieved for increasing the iteration
number for all tolerance levels.

Table 3. Success rate of the proposed TLBA for the minimization of the TFCs of the IEEE 30-bus network.

At 50%
Convergence

Iterations = 150

At 66.67%
Convergence

Iterations = 200

At 83.33%
Convergence

Iterations = 250

At 100%
Convergence

Iterations = 300

|Best-worst| ($/h) 2.4629 2.5588 3.0342 3.9384

|Best-worst| (%) 0.2927 0.3042 0.3610 0.4691

Success rate

Tolerance of 0.5% 100% 100% 100% 100%

Tolerance of 0.25% 93.33% 93.33% 93.33% 100%

Tolerance of 0.1% 26.67% 46.67% 86.67% 100%

Tolerance of 0.05% 6.67% 26.67% 46.67% 100%

4.1.2. Minimization of the ETLs of the IEEE 30-Bus Network

In this case, the minimization of the ETLs is considered. The proposed TLBA is run,
and the optimal simulation results that obtained by the proposed TLBA are reported in
Table 4 compared with the initial operating condition. As shown, the proposed TLBA mini-
mizes the ETLs values from 11.9236 MW to 8.582753 MW which indicates to a significant
reduction percentage of 28.01%. Then, more technical improvement is noticed. However,
the associated fuel costs are increased from 975.64 to 1044.197 $/h.

Table 4. Simulation results of TLBA for the minimization of the ETLs of the IEEE 30-bus network.

Variables Initial TLBA Variables Initial TLBA

Vg1 1.05 0.988792 Pg2 80 80

Vg2 1.04 0.986402 Pg5 50 49.99999

Vg5 1.01 0.975554 Pg8 20 34.98962

Vg8 1.01 0.981124 Pg11 20 29.99579

Vg11 1.05 1.043618 Pg13 20 39.99997

Vg13 1.05 1.099908 Qs1 17.31 6.661652

T6–9 1.078 0.930013 Qs4 −17.45 5.704899

T6–10 1.069 0.900445 Vc2 1 0.981841

T4–12 1.032 0.900137 Vc3 1 0.90435

T28–27 1.068 0.900415 Vc5 1 1.087169

Qc10 19 16.29461 Vc6 1 1.08373

Qc12 0 0.287574 Ps2 25.74 6.568036

Qc15 0 0.13763 Ps3 52.53 20.83097

Qc17 0 7.530908 Ps5 40.44 15.98558

Qc20 0 3.03858 Ps6 18.45 12.34799

Qc21 0 9.415924 Vdc,1 1.06 1.099742

Qc23 0 1.233828 Vdc,4 1.06 1.099997

Qc24 4.3 7.06592 ECFs ($/h) 975.64 1044.197

Qc29 0 0.160811 ETLs (MW) 11.9236 8.582753

Pg1 105.32 56.99738243
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Also, the convergence characteristics related to the proposed TLBA for this instance is
shown in Figure 3. As illustrated, the proposed TLBA has better convergent performance
in avoiding local minima.

 

Figure 3. Convergence curves of TLBA for the minimization of the ETLs of the IEEE 30-bus network.

Also, for the minimization of the ETLs, Table 5 tabulates comparative results with
various reported techniques of CSA [30], PSO [56], MVO [34], MPO [56], IMPO [34] and
MRFO [30]. This table deduces the great superiority of the proposed TLBA in finding the
least ETLs of 8.5827 MW where CSA, PSO, MVO, MPO, IMPO and MRFO [30] obtains
ETLs of 9.57, 9.078, 9.005, 8.75, 8.66 and 8.5704 MW. The accepted level of accuracy, in terms
of the technical merits, in ETLs is noted and compared with other methods in the literature.

Table 5. Comparative results of the IEEE 30-bus network for the minimization of the ETLs.

Method ETLs (MW)

Proposed TLBA 8.5827

MRFO [30] 8.5704

IMPO [34] 8.66

MPO [56] 8.75

MVO [34] 9.005

PSO [56] 9.078

CSA [30] 9.57

To investigate the analysis of the proposed TLBA in terms of average success rate and
convergence characteristics, Table 6 tabulates the related absolute difference between the
best and worst, its percentage and the regarded success rate. Minimizing the ETLs for a
IEEE 30-bus system is considered in Table 6. As shown, the proposed TLBA provides higher
exploitation ability, which is increased with the increasing of the convergence level. It
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always achieves a small difference percentage which is less than 0.5% at all the convergence
levels. It always achieves high success rate, which is increased with the increasing of
tolerance level. At 83.33%, it provides more than 90% success rate at tolerances of 1, 0.75
and 0.5%. At 100% convergence, the proposed TLBA achieves 100% success rate at all
tolerance levels. From the tabulated success rates, it is possible to state that:

• Decreasing the tolerance rates leads to decrease the success rates
• An increased success rate is achieved for increasing the iteration number

Table 6. Success rate of the proposed TLBA for the minimization of the ETLs of the IEEE 30-bus network.

At 50%
Convergence

Iterations = 150

At 66.67%
Convergence

Iterations = 200

At 83.33%
Convergence

Iterations = 250

At 100%
Convergence

Iterations = 300

|Best-worst| (MW) 0.2274 0.1865 0.1967 0.1880

|Best-worst| (%) 2.6357 2.1670 2.2892 2.1910

Success rate

Tolerance of 1% 53.33% 100% 100% 100%

Tolerance of 0.75% 33.33% 86.67% 100% 100%

Tolerance of 0.5% 6.67% 53.33% 100% 100%

Tolerance of 0.25% 0% 6.67% 60% 100%

4.2. Results of the IEEE 57-Bus Network

The original IEEE 57-bus testing network includes 57 buses, 8 generators, 8 lines, 17
on-load tapping transformers, and 3 reactive sources. Its branch and bus data is based
on [60]. As illustrated in Figure 4, the modified system consists of one DC grid system with
five VSCs and four DC connected lines. The generators and loads voltage have highest
and lowest ranges of, respectively, 1.06 and 0.94 pu. For the tap changing transformer,
the permissible range is [0.9–1.1] pu. The VSCs may be found on buses 26–29 and 52,
accordingly. VSC 1 is under Vdc-Qc controlling, whereas VSCs 2–5 are under Pdc-Vc
controlling. The highest and lowest voltage values for the VSC stations and DC buses are
1.1 and 0.9 pu, correspondingly, and the conversion power for the VSC stations is 100 MVA.
For this system, three instances are analysed, each with a distinct aim in mind. The first
introduces the goal of minimizing the TFCs in its quadratic form, while the second one
takes the minimization of the ETLs into account.

4.2.1. Minimization of the TFCs of the IEEE 57-Bus Network

In the first instance, the minimization of the TFCs is considered in its quadratic form.
The proposed TLBA is run, and the optimal results are shown in Table 7 where their
convergence characteristics are described in Figure 5. As shown, based on the proposed
TLBA, the TFCs are reduced from 53,673.1 to 41,894.89 $/h compared with the initial case.
This indicates to a huge reduction percentage of 21.94%.
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Figure 4. IEEE 57-bus with AC-DC network.
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Table 7. Simulation results of TLBA for the minimization of the TFCs of the IEEE 57-bus network.

Variables Initial TLBA Variables Initial TLBA

Vg1 1.01 0.987674 Tap 9–55 0.94 1.01373

Vg2 1.01 0.986699 Qc18 10 12.9268

Vg3 1.01 0.988601 Qc25 5.9 7.510958

Vg6 1.01 1.006765 Qc53 6.3 12.06029

Vg8 1.01 1.027091 Pg1 502.84 141.9835

Vg9 1.01 0.992088 Pg2 0 85.46196

Vg12 1.01 0.982979 Pg3 40 45.14887

Tap 4–18 0.97 0.90711 Pg6 0 80.09542

Tap 4–18 0.978 0.915543 Pg8 450 455.9096

Tap 21–20 1.043 0.968473 Pg9 0 99.83689

Tap 24–25 1 0.950536 Pg12 310 363.1258

Tap 24–25 1 0.947538 Qs1 17.31 5.636424

Tap 24–26 1.043 1.1 Vc2 1 0.96259

Tap 7–29 0.967 1.040925 Vc3 1 0.967439

Tap 34–32 0.975 0.943351 Vc4 1 0.975098

Tap 11–41 0.955 0.90019 Vc5 1 0.964904

Tap 15–45 0.955 0.91526 Ps2 25.47 4.062106

Tap 14–46 0.9 0.912562 Ps3 52.53 −5.37369

Tap 10–51 0.93 0.92415 Ps4 −59.91 −43.1476

Tap 13–49 0.895 0.900441 Ps5 −59.91 16.62977

Tap 11–43 0.958 0.900242 Vdc,1 1 1.081541

Tap 40–56 0.958 0.973081 ECFs ($/h) 53673.1 41894.89

Tap 39–57 0.98 0.952192 ETLs (MW) 52.04 20.00579

 

Figure 5. Convergence curves of TLBA for the minimization of the TFCs of the IEEE 57-bus network.

For this instance, Table 8 tabulates comparative results with other reported techniques
in CSA [30], MVO [17], PSO [30], MPO [17], MRFO [30] and IMPO [17]. This table deduces
the great superiority of the proposed TLBA in finding the least TFCs of 41,888.86 $/h where
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CSA, MVO, PSO, MPO, MRFO and IMPO obtains TFCs of 42,050.2, 43,628.05, 41,932.8,
41,987.91, 41,923.6 and 41,920.67 $/h.

Table 8. Comparative results for the minimization of the TFCs of the IEEE 57-bus network.

Method ECFs ($/h)

Proposed TLBA 41,894.89

IMPO [17] 41,920.67

MRFO [30] 41,923.6

MPO [17] 41,987.91

PSO [30] 41,932.8

MVO [17] 43,628.05

CSA [30] 42,050.2

4.2.2. Minimization of the ETLs of the IEEE 57-Bus Network

In the second instance, the minimization of the ETLs is considered. The proposed
TLBA is run, and the optimal results are shown in Table 9. As shown, the proposed TLBA
obtains lower ETLs value from 52.04 of 15.67 MW which indicates to a huge reduction
percentage of 69.83%. The voltage level at generation buses are close to 1.0 p.u and therefore
enhanced voltage profile. Also, the convergence characteristics related to the proposed
TLBA are for this instance is shown in Figure 6. As illustrated, the proposed TLBA has
better convergent performance in avoiding local minima. Also, for minimizing the power
losses, Table 10 tabulates comparative results with various reported techniques of CSA [30],
PSO [30], MPO [17], MRFO [30] and IMPO [17]. This table deduces the great superiority
of the proposed TLBA in finding the least ETLs of 15.6711 MW where CSA, PSO, MPO,
MRFO and IMPO obtains ETLs of 18.635, 17.337, 16.20859, 16.82 and 16.10132 MW. Then,
more technical benefits are achieved using TLBA.

 

Figure 6. Convergence curves of TLBA for the minimization of the ETLS of the IEEE 57-bus network.
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Table 9. Simulation results of TLBA for the minimization of the ETLs of the IEEE 57-bus network.

Variables Initial TLBA Variables Initial TLBA

Vg1 1.01 0.977438 Tap 9–55 0.94 0.994384

Vg2 1.01 0.971793 Qc18 10 11.94515

Vg3 1.01 0.979725 Qc25 5.9 15.53356

Vg6 1.01 0.978621 Qc53 6.3 13.19981

Vg8 1.01 0.988716 Pg1 502.84 185.6365

Vg9 1.01 0.966121 Pg2 0 0.829644

Vg12 1.01 0.971125 Pg3 40 139.896

Tap 4–18 0.97 0.904931 Pg6 0 99.99999

Tap 4–18 0.978 0.910205 Pg8 450 322.511

Tap 21–20 1.043 0.983688 Pg9 0 99.99899

Tap 24–25 1 1.037482 Pg12 310 409.9903

Tap 24–25 1 0.936694 Qs1 17.31 −2.29511

Tap 24–26 1.043 1.090701 Vc2 1 0.955538

Tap 7–29 0.967 1.002518 Vc3 1 0.962063

Tap 34–32 0.975 0.926401 Vc4 1 0.969298

Tap 11–41 0.955 0.900318 Vc5 1 0.964268

Tap 15–45 0.955 0.905755 Ps2 25.47 4.210106

Tap 14–46 0.9 0.905533 Ps3 52.53 −3.32897

Tap 10–51 0.93 0.912182 Ps4 −59.91 −41.8902

Tap 13–49 0.895 0.900007 Ps5 −59.91 17.64526

Tap 11–43 0.958 0.900157 Vdc,1 1 1.084429

Tap 40–56 0.958 0.998685 ECFs ($/h) 53673.1 44894.97

Tap 39–57 0.98 0.977515 ETLs (MW) 52.04 15.6711

Table 10. Comparative results for the minimization of the ETLS of the IEEE 57-bus network.

Method ETLs (MW)

Proposed TLBA 15.6711

IMPO [17] 16.10132

MRFO [30] 16.82

MPO [17] 16.20859

PSO [30] 17.337

CSA [30] 18.635

4.3. Statistical Analysis of the Proposed TLBA in Solving the OPF Problem

For the modified IEEE 30-bus AC-DC network, a statistical analysis is conducted by
displaying the minimum, mean and maximum of the objectives obtained for the proposed
TLBA as shown in Figure 7. As shown, the proposed TLBA has superior performance. For
minimizing the TFCs, the proposed TLBA obtains small values of the indices of minimum,
mean and maximum of the TFCs of 840.616, 841.838 and 843.433, respectively. For minimiz-
ing the ETLs, the proposed TLBA obtains small values of the indices of minimum, mean
and maximum of the ETLs of 8.58, 8.635 and 8.771, respectively. For both studied cases,
the proposed TLBA declares very small standard deviation of 0.8475 $/h and 0.04993 MW.
This suggests significant robust performance of the enhanced TLBA.
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(a) (b) 

Figure 7. Statistical analysis curves of TLBA for the first system. (a) Instance 1; (b) Instance 2.

For the modified IEEE 57-bus AC-DC network, the minimum, mean and maximum
of the objectives obtained for the proposed TLBA are described in Figure 8. As shown,
the proposed TLBA has superior performance. For minimizing the TFCs, the proposed
TLBA obtains small values of the indices of minimum, mean and maximum of the TFCs
of 41,894.89, 41,929.594 and 41,981.34, respectively. For minimizing the ETLs, the pro-
posed TLBA obtains small values of the indices of minimum, mean and maximum of the
ETLs of 15.6711, 16.0413 and 16.637, respectively. For both studied cases, the proposed
TLBA showed very small standard deviation of 24.99 $/h and 0.3182 MW. This suggests a
significantly robust performance of the enhanced TLBA.

 
(a) (b) 

Figure 8. Statistical analysis curves of TLBA for the second system. (a) Instance 1; (b) Instance 2.

5. Conclusions and Discussion

The TLBA algorithm is a powerful and effective optimization approach. TLBA mimics
the teaching–learning process in a classroom, where TLBA’s iterative computing process
is separated into two phases, unlike standard evolutionary algorithms and swarm intelli-
gence algorithms, and each phase conducts an iterative learning operation. TLBA is used
to various sorts of nonlinear and multimodal functioning of hybrid alternating current
and multi-terminal direct current power grids. Advanced technologies of Voltage source
converter enable greater active and reactive power regulation in these networks. Various
goals for optimal energy management are presented, with the aim of achieving economic
and technical benefits. The proposed TLBA is evaluated on modified IEEE 30-bus and
57-bus AC-DC networks and compared to other published methods in the literature. For
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the IEEE 30 bus system, huge reduction percentages of 13.84 and 28.01% in the overall fuel
costs and transmission power losses are achieved utilizing the proposed TLBA compared
to the initial case. The proposed TLBA obtains huge reductions in the costs and losses
with 21.94 and 69.83%, also for the IEEE 57 bus system, compared to the initial case. For
both systems, very high success rates are demonstrated for the proposed TLBA. Therefore,
these numerical results demonstrate that the proposed TLBA has great effectiveness and
robustness indices over the others. Nevertheless, TLBA has faster convergence, higher
quality for the final optimal solution, and more power for escaping from convergence to
local optima. Different success rates are achieved that correspond with two criteria the
progress of iteration number and lowering the tolerance rates.

In this study, significant technical and economical improvements are achieved for
different test systems. However, some limitations are important to consider, since the appli-
cation of presented TLBA is dependent on the control parameter settings. Therefore, the
main limitation of this study is the pre-specification requirement of the control parameter
settings, which are the number of students and the maximum number of iterations. In
order to appropriately adapt them for any test system, a parametric analysis should be
assessed in order to optimally extract the control parameter settings. Also, the comparison
is executed with different recent techniques, which are reported in the literature. However,
there are several new algorithms which are created monthly with different characteristics.
Therefore, applications of modern optimization algorithms such as equilibrium, slime
mould [61] and tunicate [62] optimizers, etc., can also be considered as another trend of
future studies, especially for the high number of objectives and constraints. Even with the
previous benefits, the modelling of various renewable energy resources must be included in
future work to show the merits of this study because the penetration of renewable energy
resources can be considered as the need for hybrid AC-DC networks.
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Abbreviations

AC Alternating Current
CSA Crow Search Algorithm
DC Direct Current
ELD Economic Load Dispatch
ETL Entire Transmission Loss
GA Genetic Approach
GWO Grey Wolf Optimizer
HVAC High Voltage Alternating Current
HVDC High Voltage Direct Current
ICSA Improved Crow Search Algorithm
IMPO Improved Marine Predators Algorithm
MPO Marine Predators Algorithm
MRFO Manta Ray Foraging Optimizer
MVO Multi-Verse Optimizer
NSMRFO Non-Dominated Sorting Manta Ray Foraging Optimization
OPF Optimal Power Flow
PSO Particle Swarm Optimizer
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PV Photovoltaic
TFC Total Fuel Cost
TLBA Teaching Learning-Based Algorithm
VSC Voltage Source Converter

Appendix A

Table A1 tabulates the control parameter values used for TLBA, ICSA, PSO, CSA and
GWO which are the methods established and reported in the comparisons.

Table A1. Parameter settings for the methods that were used.

Algorithm Settings of the Control Parameters

TLBA
Number of students is 50 and 100 for IEEE 30 and 57 bus systems

Maximum number of iterations is 300.
Learning changing factor (FT) = randi([1 2])

ICSA

Number of crows is 50 and 100 for IEEE 30 and 57 bus systems
Maximum number of iterations is 300.

Awareness probability = 0.3
Flight length = 2

PSO

Number of particles is 50 and 100 for IEEE 30 and 57 bus systems
Maximum number of iterations is 300.

cognitive coefficient (c1) = 2; social coefficient (c2) = 2
Constriction coefficient (chi) = 1

CSA

Number of crows is 50 and 100 for IEEE 30 and 57 bus systems
Maximum number of iterations is 300.

Awareness probability = 0.3
Flight length = 2

GWO

Number of grey wolves is 50 and 100 for IEEE 30 and 57 bus systems
Maximum number of iterations is 300. An adaptive parameter (a)

which is decreased linearly from 2 to 0 as follows: a = 2-iter ×
((2)/MaxIt)
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