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Universitat Autònoma de Barcelona

Cerdanyola del Vallès, Spain

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Topic published online in the open access journals Biomedicines

(ISSN 2227-9059), Geriatrics (ISSN 2308-3417), International Journal of Molecular Sciences (ISSN

1422-0067), Pharmaceuticals (ISSN 1424-8247), and Brain Sciences (ISSN 2076-3425) (available at: https:

//www.mdpi.com/topics/transl res neurol psychiatr).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-0365-9656-3 (Hbk)

ISBN 978-3-0365-9657-0 (PDF)

doi.org/10.3390/books978-3-0365-9657-0

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
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Preface

Translational research is required to uncover the underlying pathomechanisms of neurological

and psychiatric disorders, search for new biomarkers, and develop novel therapeutics. Complex

polygenic, multifactorial, and heterogeneous mechanisms have been elucidated using in vivo and in

vitro preclinical models. Advanced disease models have recently revealed an intriguing interaction

between sex/gender and aging in the pathogenesis and clinical manifestations of neuropsychiatric

disorders. Despite these advances, much work remains to be carried out to fully understand the

underlying pathology of these conditions and to develop treatments that can significantly improve

the lives of those who suffer from them. The current challenge in the field of neurological and

psychiatric disorders is the development of disease-modifying, effective treatments for these complex

and long-term debilitating conditions with a high malady burden.

The first edition of this research topic, entitled ‘Emerging Translational Research in Neurological

and Psychiatric Diseases: From In Vitro to In Vivo Models’, emphasizes the importance of

translational research in bridging the gap between basic research and clinical applications.

Furthermore, it provides a venue for researchers to share their findings and progress in translational

research in this field. This new collection includes 25 papers that provide insights into the most

recent advances in translational research as well as potential new treatment avenues. These papers

cover a wide range of topics, including developing novel preclinical models, using in vitro and in

vivo methods, and employing qualitative and quantitative research techniques.

Masaru Tanaka and Lydia Giménez-Llort

Editors
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1. Introduction

Revealing the underlying pathomechanisms of neurological and psychiatric disorders,
searching for new biomarkers, and developing novel therapeutics all require translational
research [1]. In vivo and in vitro models have been instrumental in elucidating complex
polygenic, multifactorial, and heterogeneous mechanisms [2]. In recent years, advanced
preclinical models have revealed the intriguing interaction of sex/gender and aging with
the pathogenesis and clinical manifestations of neuropsychiatric disorders [3–5]. However,
despite these advancements, a great deal of work remains to be undertaken to fully com-
prehend the underlying pathology of these conditions and to elaborate treatments that can
significantly improve the lives of those who suffer from them. The current challenge in the
field of neurological and psychiatric disorders is the development of disease-modifying,
effective treatments for these complex and long-lasting debilitating conditions with a high
burden of malady.

The first edition of this research topic, entitled ‘Emerging Translational Research in
Neurological and Psychiatric Diseases: From In Vitro to In Vivo Models’, reinforces the
notion that translational research plays a critical role in bridging the gap between basic
research and clinical applications. In addition, it provides a platform for investigators
to share their findings and advancements in translational research in this field. This new
collection gathers 25 papers offering insights into the latest advancements in translational
research and potential new avenues for treatments. These papers address a range of topics,
including engineering novel preclinical models, utilizing in vitro and in vivo methods, and
applying qualitative and quantitative research techniques.

2. Topic Articles

2.1. Neurological Disorders and Therapies
2.1.1. Pathophysiology

Understanding the pathogenesis of Alzheimer’s disease (AD) and elaborating suitable
preclinical models are vital for research [6,7]. Castillo-Mariqueo et al. devise a behavioral
observation method to study gait and exploratory activity during AD progression and aging,
adding motor symptoms to the classical cognitive perspective. Their work demonstrates
pronounced functional impairment in 3× Tg-AD mice, underscoring the model’s applica-
tive potential in AD research and therapeutic development [8]. This study contributes to

Int. J. Mol. Sci. 2023, 24, 15739. https://doi.org/10.3390/ijms242115739 https://www.mdpi.com/journal/ijms
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our understanding of AD’s complexities and potential treatment avenues, aligning with
broader research in this field. Santana-Santana et al. investigate how the marble burying test
outcomes differ between male and female mice, shedding light on potential sex-dependent
variations in behavior relevant to aging and AD. The article also examines how these be-
haviors alter over time, providing insights into the progression of age- and AD-related
behavioral changes in mice [9]. Furthermore, Lam et al. identify age-related disturbances
in retinoids and sex hormones, particularly in the context of AD and Parkinson’s disease
(PD) [10]. The study suggests that these molecules may play a pivotal role in the pathogene-
sis and progression of these debilitating neurological conditions. These insights are valuable
for advancing our knowledge of the mechanisms implicated in AD and PD, and potentially
paving the way for innovative therapeutic approaches [11,12].

It is essential to burgeon novel therapeutic strategies for neurological and cardiovascu-
lar diseases, which are leading causes of morbidity and mortality worldwide. Additionally,
non-invasive brain stimulation techniques have become an integral aspect of clinical research
in mental illnesses [13,14]. Methods such as transcranial magnetic stimulation and transcra-
nial direct current stimulation have been employed in preclinical models to investigate their
potential therapeutic alternatives [15,16]. These techniques offer a unique opportunity to
modulate neural activity in specific brain regions, mimicking the neuromodulatory effects
observed in human studies [17–19]. Non-invasive brain stimulation in preclinical research
allows scientists to explore the neural circuitry involved in neuropsychiatric conditions, pro-
viding valuable insights into the underlying pathology. It also facilitates the assessment of
the safety and efficacy of these techniques before translating them into clinical applications.
Mitrečić et al. discuss the potential of stem-cell-based therapies, tissue engineering, and
regenerative medicine in augmenting effective treatments for these diseases, emphasizing
the criticality of interdisciplinary collaboration and the need for an enhanced understanding
of the underlying pathomechanisms of these conditions [20]. Revealing iron metabolism in
AD is crucial due to its significant role in brain function and the development of AD-related
pathologies. Peng et al. review the recent advances made regarding the relationship between
iron and AD, highlighting the importance of iron in the brain for treating AD and discussing
the potential of iron chelators as a therapeutic option for AD [21].

Three papers contribute to our knowledge regarding the pathophysiology of AD and
reveal potential therapeutic targets for the disease. Swingler et al. investigate the role of
microRNA-455 in AD-related memory deficits and anxiety, highlighting potential targets for
therapeutic intervention [22]. Sheikh et al. discuss the aggregation of cystatin C and its effect
on protease activities and the formation of amyloid beta fibrils, which are key pathogenesis
in AD [23]. In an in vitro model of AD, Fernandes et al. investigate the structural and
functional alterations in mitochondria-associated membranes and mitochondria, elucidating
the stress response mechanisms activated by the disease [24]. These papers collectively
provide valuable information regarding the underlying pathology of AD and its potential
therapeutic targets, which could aid in elaborating novel treatments for the condition.

2.1.2. Therapies

Other researchers investigate the therapeutic potential of mesenchymal stem cells
(MSCs) for neurological disorders. Fu et al. demonstrate that xenografts of human umbili-
cal MSCs promote recovery after chronic ischemic stroke in rats [25]. The article highlights
the potential of MSCs in treating chronic stroke and provides insights into the therapeutic
benefits of the xenotransplantation of MSCs. Kassab et al. discuss the role of systemic
filtering organs, particularly the kidney, in aging and rejuvenation from a systems biology
perspective. It provides an overview of the major systemic causes of aging and identifies
that the filtration system represents a clear gap in aging studies to date. The paper con-
cludes by exploring possible rejuvenation avenues that must be developed in the future in
order to address the complex topic of healthy aging [26]. These papers provide valuable
information regarding the therapeutic potential of MSCs in treating neurological diseases
and regenerative medicine, which can aid in elaborating novel therapeutic strategies for
these conditions.
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The common pathogenesis of neurodegeneration, such as inflammation, amyloid
pathology, and microglial dysfunction, are explored in three articles that focus on AD
and PD, two prevalent neurodegenerative diseases [27]. The articles also propose novel
treatments that target these mechanisms. One article by Hsu et al. evaluates the effect of
peiminine on PD by regulating the PINK1/Parkin pathway [28]. Another article by Tsay et al.
assesses the effect of EK100 and Antrodin C on AD by enhancing microglial and perivascular
clearance pathways [29]. A third article by Kuo et al. examines the role of neuron–microglia
contacts in controlling PGE2 tolerance and the effect of inhibiting TLR4-mediated de novo
protein synthesis on neurodegeneration [30]. Bezerra et al. also investigate the possible
role of SerpinA1 in modulating transthyretin proteolysis, a process involved in various
neurodegenerative conditions, including AD and familial amyloid polyneuropathy [31].
These papers offer valuable insights into the potential application of new therapeutic
strategies for neurodegenerative diseases, which can facilitate the development of effective
treatments for these conditions.

Bellon et al. investigate the optimization of neurite tracing and the further characteriza-
tion of neuronal-like cells derived from human monocytes [32]. Revealing the mechanisms
underlying the differentiation of human circulating monocytes into neuronal-like cells is cru-
cial for identifying novel therapeutic strategies for neurological conditions, as demonstrated
by this study. The findings contribute to the growing body of research on the potential
of circulating monocytes in human blood to be transdifferentiated into neuronal-like cells,
which could lead to improved outcomes for patients with neurological disorders.

Transcranial alternating current stimulation (tACS) possesses the potential to reduce
the symptoms of AD and improve cognitive function in those who have it. Jeong et al.
examine the effects of tACS on long-term potentiation in transgenic mice with AD, which
is an important process for learning and memory. The advantage of using tACS in this
experiment is that its current can oscillate at a specific frequency and interact with the
intrinsic oscillation of the brain [33]. The article highlights the applicative potential of tACS
in treating AD-related cognitive impairments, which can aid in the development of novel
therapeutic strategies for AD.

Chen et al. investigate the potential role of microRNA-124 in treating retinal va-
soregression in neurodegenerative diseases [34]. The study highlights the significance of
microRNA-124 in regulating microglial polarization, which is implicated in the retinal
vasoregression. The findings contribute to our understanding of the potential of microRNA-
124 in treating retinal vasoregression, aiding in searching novel therapeutic strategies for
these conditions. The article also sheds light on the potential of microglial polarization as a
therapeutic target for neurodegenerative diseases.

In a preclinical model of multiple sclerosis (MS), Quirant-Sánchez et al. investigate the
application of a combined therapy approach involving vitamin D3-tolerogenic dendritic
cells and interferon-β. The findings suggest that in a preclinical model, this combined treat-
ment can effectively reduce the severity of MS symptoms and improve overall outcomes,
potentially leading to the development of novel MS therapeutic strategies [35]. Thus, it
is evident that the application of preclinical models has been instrumental in propelling
research on MS forward [36]. These investigations have not only deepened our understand-
ing of the intricate pathophysiology implicated in the condition, but have also been key in
identifying potential biomarkers [37,38]. Furthermore, they have opened new avenues for
the discovery of innovative treatments. Thus, the importance of these studies in shaping
the future of MS research is undeniable.

2.2. Pain

Pain and mental illnesses are inextricably linked, and their comorbidities have been
extensively investigated [39–41]. Neurogenic inflammation and neuropeptides have been
implicated in the pathophysiology of various human diseases, including primary headache
disorders and peripheral neuropathy [42]. These articles investigate the potential function
of neurogenic inflammation and neuropeptides in the etiology and progression of a wide
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range of illnesses, from primary headache disorders to peripheral neuropathy [43]. The
article by Spekker et al. discusses the impact of neurogenic inflammation on migraines and
reviews recent findings from translational research on the subject [44]. A better understand-
ing of its role in migraines could have crucial implications for the clinical management
of this neurological condition. Employing the Class I HDAC inhibitor MS-275, Lamoine
et al. provide vital new information regarding the benefits of using this drug to prevent
chronic neuropathy and enhance antiproliferative activity in mice. The study utilizes a
systems biology approach, combining transcriptomic and bioinformatic analyses to identify
the molecular mechanisms underlying the effects of MS-275 [45]. The article highlights
the potential of systems biology approaches in identifying novel therapeutic targets and
elaborating more effective treatments for various diseases.

2.3. Psychiatric Disorders, Pathophysiology, Biomarkers, Therapies

Five articles highlight the significance of revealing the pathomechanisms underlying
various conditions, including autism, sleep disturbance, and metabolic dysfunction, in
searching novel therapeutic strategies. The role of the cerebellum and striatum in autism
spectrum disorders is investigated by Thabault et al. This study is valuable because it
investigates the neurological aspects of autism spectrum disorder, elucidates potential patho-
physiology, and provides a link between clinical observations and preclinical models [46].
Lee et al. investigate the influence of maternal immune activation on male rat offspring.
In this study, maternal immune activation is associated with social behavior deficits and
hypomyelination, a condition characterized by reduced myelin in the brain, according to the
study. These effects are observed in male rat offspring, and the investigation suggests that
they have an autism-like microbiota profile [47]. Abuaish et al. investigate the potential of
fecal transplant and Bifidobacterium treatments in modulating gut Clostridium bacteria and
rescuing social impairment and hippocampal brain-derived neurotrophic factor expression
in a rodent model of autism [48]. The article highlights the significance of understanding
the role of gut microbiota dysbiosis in the pathophysiology of autism and the potential of
microbiota-based interventions in scrutinizing for novel therapeutic strategies for autism.

Sleep is an integral component of energy metabolism, and sleep disturbance has been
implicated in a wide range of metabolic disorders. Wei et al. provide a balanced overview
of adipokines and their role in sleep physiology and sleep disorders with reference to recent
human and preclinical studies [49]. The significance of this review lies in its contribution to
our understanding of the relationship among sleep disturbance, metabolic dysfunction, and
adipokines, which can aid in identifying novel therapeutic strategies for metabolic disorders.
Garro-Martínez et al. investigate the potential role of mTOR expression in the infralimbic
cortex in the pathophysiology of depression [50]. The article highlights the significance of
revealing the mechanisms underlying mTOR expression in the infralimbic cortex and its
potential role in the development of depressive-like behaviors. The findings contribute to
the growing body of research on the potential of mTOR as a therapeutic target for depression,
potentially leading to improved outcomes for individuals with this condition.

3. Conclusions and Future Directions

In vitro- and in vivo-based preclinical research serves as a vital complement to hu-
man studies in understanding neuropsychiatric conditions [51–55]. These models enable
researchers to simulate disease conditions and explore the intricate connections among
genetics, environment, pharmacology, and comorbidities [56–60]. This study provides in-
sights into the pathomechanisms underlying neurological and mental disorders, facilitates
the testing of potential treatments, and evaluates therapeutic efficacy [61]. For instance,
studies in translational research illustrate how preclinical models aid in translating findings
from the lab to clinical applications. Preclinical models have also been crucial in explor-
ing neurological and psychiatric conditions like AD and autism spectrum disorder, and
shedding light on their underlying factors. Furthermore, this approach contributes to the
elaboration of personalized medicine by enabling the application of tailored treatments for
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mental disorders. It also enables the investigation of structural changes in the brain and the
advancement of imaging techniques for clinical use. Preclinical research plays an essential
role in unraveling the complexities of brain illnesses, offering valuable insights and testing
treatments, and paving the way for innovative therapeutics and personalized medicine.

In this multidisciplinary endeavor, neuropharmacological research plays a pivotal
role. The study of how drugs and compounds interact with the intricate neural networks
present in preclinical models provides a deeper understanding of potential therapeutic
agents [62–69]. These insights guide the future development of pharmacological inter-
ventions that can target the specific molecular pathways implicated in neuropsychiatric
conditions. Researchers are exploring novel drug candidates, investigating their safety pro-
files, and assessing their efficacy in mitigating the symptoms of conditions like depression
and anxiety, and the cognitive impairments associated with mental illnesses [70]. Advanced
imaging techniques have significantly aided research on neuropsychiatric disorders. Ac-
cording to neuroimaging research, these conditions are associated with changes in brain
structure and function [71–78]. These imaging methods can aid in the diagnosis of rare
clinical cases and shed light on the underlying pathophysiology of the disorders being
studied. Furthermore, neuropharmacological approach dovetails with the broader scope
of preclinical investigations, facilitating a comprehensive exploration of the genetic, envi-
ronmental, and pharmacological factors that influence mental health [66,68]. It expedites
the identification of potential drug targets and the elaboration of personalized medicine
approaches tailored to individuals’ unique neurochemical profiles [79–81].

In summary, we aspire for this subject to act as a pivotal platform for the exploration of
the neural foundations of neurological and psychiatric disorders. Researchers are attempting
to open novel avenues for specialized treatment plans and preventive measures, with the
ultimate aim of improving the quality of life of those suffering from these complex mental
health conditions, by examining behavioral neuroscience from this perspective [82–88]. As
our comprehension of the pathomechanisms underlying neuropsychiatry advances, we
draw nearer to a future in which individuals can receive personalized care and support to
conquer these challenging conditions.

This comprehensive and interdisciplinary approach is echoed in various academic
works and research endeavors, and serves as a valuable resource when hoping to compre-
hend the etiological factors of neuropsychiatric disorders, search for biomarkers, achieve
precision, and master their personalized treatment. Additionally, discussions regarding the
quest for neuropsychiatric biomarkers and endophenotypes are ongoing in academia [89].
Philosophical perspectives on neuropsychiatric topics are also being investigated, thereby
contributing to our philosophical comprehension of psychology [90]. Research in this area
often involves the examination of abstracts and articles, as exemplified by the National
Institutes of Health’s database. This collective effort and interdisciplinary collaboration
underscore the importance of advancing our understanding of mental illnesses and work-
ing towards enhanced treatments and support for affected individuals. We wish to express
our heartfelt appreciation to all of those who contributed to this collection, and extend
our gratitude to the reviewers for their invaluable feedback. We eagerly await future
contributions that will further propel the fields of neurology and psychiatry, recognizing
that your unwavering support and dedication play an indispensable role in shaping the
progress and potential of this rapidly expanding domain.
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Regenerative Neurology and Regenerative Cardiology: Shared Hurdles and Achievements. Int. J. Mol. Sci. 2022, 23, 855. [CrossRef]

21. Peng, Y.; Chang, X.; Lang, M. Iron Homeostasis Disorder and Alzheimer’s Disease. Int. J. Mol. Sci. 2021, 22, 12442. [CrossRef]
[PubMed]

22. Swingler, T.E.; Niu, L.; Pontifex, M.G.; Vauzour, D.; Clark, I.M. The microRNA-455 Null Mouse Has Memory Deficit and Increased
Anxiety, Targeting Key Genes Involved in Alzheimer’s Disease. Int. J. Mol. Sci. 2022, 23, 554. [CrossRef] [PubMed]

23. Sheikh, A.M.; Wada, Y.; Tabassum, S.; Inagaki, S.; Mitaki, S.; Yano, S.; Nagai, A. Aggregation of Cystatin C Changes Its Inhibitory
Functions on Protease Activities and Amyloid β Fibril Formation. Int. J. Mol. Sci. 2021, 22, 9682. [CrossRef] [PubMed]

24. Fernandes, T.; Resende, R.; Silva, D.F.; Marques, A.P.; Santos, A.E.; Cardoso, S.M.; Domingues, M.R.; Moreira, P.I.; Pereira, C.F.
Structural and Functional Alterations in Mitochondria-Associated Membranes (MAMs) and in Mitochondria Activate Stress
Response Mechanisms in an In Vitro Model of Alzheimer’s Disease. Biomedicines 2021, 9, 881. [CrossRef] [PubMed]

25. Fu, Y.-S.; Yeh, C.-C.; Chu, P.-M.; Chang, W.-H.; Lin, M.-Y.A.; Lin, Y.-Y. Xenograft of Human Umbilical Mesenchymal Stem Cells
Promotes Recovery from Chronic Ischemic Stroke in Rats. Int. J. Mol. Sci. 2022, 23, 3149. [CrossRef]

26. Kassab, A.; Rizk, N.; Prakash, S. The Role of Systemic Filtrating Organs in Aging and Their Potential in Rejuvenation Strategies.
Int. J. Mol. Sci. 2022, 23, 4338. [CrossRef]

27. Tanaka, M.; Toldi, J.; Vécsei, L. Exploring the Etiological Links behind Neurodegenerative Diseases: Inflammatory Cytokines and
Bioactive Kynurenines. Int. J. Mol. Sci. 2020, 21, 2431. [CrossRef]

28. Hsu, Y.-L.; Hung, H.-S.; Tsai, C.-W.; Liu, S.-P.; Chiang, Y.-T.; Kuo, Y.-H.; Shyu, W.-C.; Lin, S.-Z.; Fu, R.-H. Peiminine Reduces
ARTS-Mediated Degradation of XIAP by Modulating the PINK1/Parkin Pathway to Ameliorate 6-Hydroxydopamine Toxicity
and α-Synuclein Accumulation in Parkinson’s Disease Models In Vivo and In Vitro. Int. J. Mol. Sci. 2021, 22, 10240. [CrossRef]

29. Tsay, H.-J.; Liu, H.-K.; Kuo, Y.-H.; Chiu, C.-S.; Liang, C.-C.; Chung, C.-W.; Chen, C.-C.; Chen, Y.-P.; Shiao, Y.-J. EK100 and Antrodin
C Improve Brain Amyloid Pathology in APP/PS1 Transgenic Mice by Promoting Microglial and Perivascular Clearance Pathways.
Int. J. Mol. Sci. 2021, 22, 10413. [CrossRef]

30. Kuo, H.-C.; Lee, K.-F.; Chen, S.-L.; Chiu, S.-C.; Lee, L.-Y.; Chen, W.-P.; Chen, C.-C.; Chu, C.-H. Neuron–Microglia Contacts Govern
the PGE2 Tolerance through TLR4-Mediated de Novo Protein Synthesis. Biomedicines 2022, 10, 419. [CrossRef]

31. Bezerra, F.; Niemietz, C.; Schmidt, H.H.J.; Zibert, A.; Guo, S.; Monia, B.P.; Gonçalves, P.; Saraiva, M.J.; Almeida, M.R. In Vitro and
In Vivo Effects of SerpinA1 on the Modulation of Transthyretin Proteolysis. Int. J. Mol. Sci. 2021, 22, 9488. [CrossRef] [PubMed]

32. Bellon, A.; Hasoglu, T.; Peterson, M.; Gao, K.; Chen, M.; Blandin, E.; Cortez-Resendiz, A.; Clawson, G.A.; Hong, L.E. Optimization of
Neurite Tracing and Further Characterization of Human Monocyte-Derived-Neuronal-like Cells. Brain Sci. 2021, 11, 1372. [CrossRef]
[PubMed]

33. Jeong, W.-H.; Kim, W.-I.; Lee, J.-W.; Park, H.-K.; Song, M.-K.; Choi, I.-S.; Han, J.-Y. Modulation of Long-Term Potentiation by
Gamma Frequency Transcranial Alternating Current Stimulation in Transgenic Mouse Models of Alzheimer’s Disease. Brain Sci.
2021, 11, 1532. [CrossRef] [PubMed]

34. Chen, Y.; Lin, J.; Schlotterer, A.; Kurowski, L.; Hoffmann, S.; Hammad, S.; Dooley, S.; Buchholz, M.; Hu, J.; Fleming, I.; et al.
MicroRNA-124 Alleviates Retinal Vasoregression via Regulating Microglial Polarization. Int. J. Mol. Sci. 2021, 22, 11068. [CrossRef]

35. Quirant-Sánchez, B.; Mansilla, M.J.; Navarro-Barriuso, J.; Presas-Rodríguez, S.; Teniente-Serra, A.; Fondelli, F.; Ramo-Tello, C.;
Martínez-Cáceres, E. Combined Therapy of Vitamin D3-Tolerogenic Dendritic Cells and Interferon-β in a Preclinical Model of
Multiple Sclerosis. Biomedicines 2021, 9, 1758. [CrossRef] [PubMed]

36. Polyák, H.; Galla, Z.; Nánási, N.; Cseh, E.K.; Rajda, C.; Veres, G.; Spekker, E.; Szabó, Á.; Klivényi, P.; Tanaka, M.; et al. The
Tryptophan-Kynurenine Metabolic System Is Suppressed in Cuprizone-Induced Model of Demyelination Simulating Progressive
Multiple Sclerosis. Biomedicines 2023, 11, 945. [CrossRef]

37. Tanaka, M.; Vécsei, L. Monitoring the Redox Status in Multiple Sclerosis. Biomedicines 2020, 8, 406. [CrossRef]
38. de Oliveira, M.; Santinelli, F.B.; Lisboa-Filho, P.N.; Barbieri, F.A. The Blood Concentration of Metallic Nanoparticles Is Related to

Cognitive Performance in People with Multiple Sclerosis: An Exploratory Analysis. Biomedicines 2023, 11, 1819. [CrossRef]
39. Parolini, F.; Goethel, M.; Becker, K.; Fernandes, C.; Fernandes, R.J.; Ervilha, U.F.; Santos, R.; Vilas-Boas, J.P. Breaking Barriers:

Artificial Intelligence Interpreting the Interplay between Mental Illness and Pain as Defined by the International Association for
the Study of Pain. Biomedicines 2023, 11, 2042. [CrossRef]

40. Liu, N.; Li, Y.; Hong, Y.; Huo, J.; Chang, T.; Wang, H.; Huang, Y.; Li, W.; Zhang, Y. Altered brain activities in mesocorticolimbic
pathway in primary dysmenorrhea patients of long-term menstrual pain. Front. Neurosci. 2023, 17, 1098573. [CrossRef]

41. Crosstalk between Depression, Anxiety, Dementia, and Chronic Pain: Comorbidity in Behavioral Neurology and Neuropsychiatry 2.0.
Available online: https://www.mdpi.com/journal/biomedicines/special_issues/neuropsychiatry_2 (accessed on 5 October 2023).

42. Tajti, J.; Szok, D.; Csáti, A.; Szabó, Á.; Tanaka, M.; Vécsei, L. Exploring Novel Therapeutic Targets in the Common Pathogenic
Factors in Migraine and Neuropathic Pain. Int. J. Mol. Sci. 2023, 24, 4114. [CrossRef] [PubMed]

43. Leone, G.E.; Shields, D.C.; Haque, A.; Banik, N.L. Rehabilitation: Neurogenic Bone Loss after Spinal Cord Injury. Biomedicines
2023, 11, 2581. [CrossRef] [PubMed]

7



Int. J. Mol. Sci. 2023, 24, 15739

44. Spekker, E.; Tanaka, M.; Szabó, Á.; Vécsei, L. Neurogenic Inflammation: The Participant in Migraine and Recent Advancements
in Translational Research. Biomedicines 2022, 10, 76. [CrossRef] [PubMed]

45. Lamoine, S.; Cumenal, M.; Barriere, D.A.; Pereira, V.; Fereyrolles, M.; Prival, L.; Barbier, J.; Boudieu, L.; Brasset, E.; Bertin, B.; et al.
The Class I HDAC Inhibitor, MS-275, Prevents Oxaliplatin-Induced Chronic Neuropathy and Potentiates Its Antiproliferative
Activity in Mice. Int. J. Mol. Sci. 2022, 23, 98. [CrossRef]

46. Thabault, M.; Turpin, V.; Maisterrena, A.; Jaber, M.; Egloff, M.; Galvan, L. Cerebellar and Striatal Implications in Autism Spectrum
Disorders: From Clinical Observations to Animal Models. Int. J. Mol. Sci. 2022, 23, 2294. [CrossRef]

47. Lee, G.A.; Lin, Y.-K.; Lai, J.-H.; Lo, Y.-C.; Yang, Y.-C.S.H.; Ye, S.-Y.; Lee, C.-J.; Wang, C.-C.; Chiang, Y.-H.; Tseng, S.-H. Maternal
Immune Activation Causes Social Behavior Deficits and Hypomyelination in Male Rat Offspring with an Autism-Like Microbiota
Profile. Brain Sci. 2021, 11, 1085. [CrossRef]

48. Abuaish, S.; Al-Otaibi, N.M.; Abujamel, T.S.; Alzahrani, S.A.; Alotaibi, S.M.; AlShawakir, Y.A.; Aabed, K.; El-Ansary, A. Fecal
Transplant and Bifidobacterium Treatments Modulate Gut Clostridium Bacteria and Rescue Social Impairment and Hippocampal
BDNF Expression in a Rodent Model of Autism. Brain Sci. 2021, 11, 1038. [CrossRef]

49. Wei, Z.; Chen, Y.; Upender, R.P. Sleep Disturbance and Metabolic Dysfunction: The Roles of Adipokines. Int. J. Mol. Sci. 2022, 23,
1706. [CrossRef]

50. Garro-Martínez, E.; Fullana, M.N.; Florensa-Zanuy, E.; Senserrich, J.; Paz, V.; Ruiz-Bronchal, E.; Adell, A.; Castro, E.; Díaz, Á.; Pazos, Á.;
et al. mTOR Knockdown in the Infralimbic Cortex Evokes A Depressive-like State in Mouse. Int. J. Mol. Sci. 2021, 22, 8671. [CrossRef]

51. Palotai, M.; Telegdy, G.; Ekwerike, A.; Jászberényi, M. The action of orexin B on passive avoidance learning. Involv. Neurotransm.
Behav. Brain Res. 2014, 272, 1–7. [CrossRef]

52. Palotai, M.; Telegdy, G.; Jászberényi, M. Orexin A-induced anxiety-like behavior is mediated through GABA-ergic, α- and
β-adrenergic neurotransmissions in mice. Peptides 2014, 57, 129–134. [CrossRef] [PubMed]

53. Bagosi, Z.; Palotai, M.; Simon, B.; Bokor, P.; Buzás, A.; Balangó, B.; Pintér, D.; Jászberényi, M.; Csabafi, K.; Szabó, G. Selective CRF2
receptor agonists ameliorate the anxiety- and depression-like state developed during chronic nicotine treatment and consequent
acute withdrawal in mice. Brain Res. 2016, 1652, 21–29. [CrossRef] [PubMed]

54. Bagosi, Z.; Csabafi, K.; Palotai, M.; Jászberényi, M.; Földesi, I.; Gardi, J.; Szabó, G.; Telegdy, G. The effect of urocortin I on the
hypothalamic ACTH secretagogues and its impact on the hypothalamic-pituitary-adrenal axis. Neuropeptides 2014, 48, 15–20.
[CrossRef] [PubMed]

55. Bagosi, Z.; Czébely-Lénárt, A.; Karasz, G.; Csabafi, K.; Jászberényi, M.; Telegdy, G. The effects of CRF and urocortins on the
preference for social novelty of mice. Behav. Brain Res. 2017, 324, 146–154. [CrossRef]

56. Hakamata, Y.; Hori, H.; Mizukami, S.; Izawa, S.; Yoshida, F.; Moriguchi, Y.; Hanakawa, T.; Inoue, Y.; Tagaya, H. Blunted diurnal
interleukin-6 rhythm is associated with amygdala emotional hyporeactivity and depression: A modulating role of gene-stressor
interactions. Front. Psychiatry 2023, 14, 1196235. [CrossRef]

57. Salafutdinov, I.I.; Gatina, D.Z.; Markelova, M.I.; Garanina, E.E.; Malanin, S.Y.; Gazizov, I.M.; Izmailov, A.A.; Rizvanov, A.A.;
Islamov, R.R.; Palotás, A.; et al. A Biosafety Study of Human Umbilical Cord Blood Mononuclear Cells Transduced with
Adenoviral Vector Carrying Human Vascular Endothelial Growth Factor cDNA In Vitro. Biomedicines 2023, 11, 2020. [CrossRef]

58. Ikonnikova, A.; Anisimova, A.; Galkin, S.; Gunchenko, A.; Abdukhalikova, Z.; Filippova, M.; Surzhikov, S.; Selyaeva, L.; Shershov,
V.; Zasedatelev, A.; et al. Genetic Association Study and Machine Learning to Investigate Differences in Platelet Reactivity in
Patients with Acute Ischemic Stroke Treated with Aspirin. Biomedicines 2022, 10, 2564. [CrossRef]

59. Rajkumar, R.P. Comorbid depression and anxiety: Integration of insights from attachment theory and cognitive neuroscience, and
their implications for research and treatment. Front. Behav. Neurosci. 2022, 16, 1104928. [CrossRef]

60. Ironside, M.; DeVille, D.C.; Kuplicki, R.T.; Burrows, K.P.; Smith, R.; Teed, A.R.; Paulus, M.P.; Khalsa, S.S. The unique face of comorbid
anxiety and depression: Increased interoceptive fearfulness and reactivity. Front. Behav. Neurosci. 2023, 16, 1083357. [CrossRef]

61. Yoshimura, R.; Okamoto, N.; Chibaatar, E.; Natsuyama, T.; Ikenouchi, A. The Serum Brain-Derived Neurotrophic Factor Increases
in Serotonin Reuptake Inhibitor Responders Patients with First-Episode, Drug-Naïve Major Depression. Biomedicines 2023, 11,
584. [CrossRef]

62. Tortora, F.; Hadipour, A.L.; Battaglia, S.; Falzone, A.; Avenanti, A.; Vicario, C.M. The Role of Serotonin in Fear Learning and
Memory: A Systematic Review of Human Studies. Brain Sci. 2023, 13, 1197. [CrossRef]

63. Battaglia, M.R.; Di Fazio, C.; Battaglia, S. Activated Tryptophan-Kynurenine metabolic system in the human brain is associated
with learned fear. Front. Mol. Neurosci. 2023, 16, 1217090. [CrossRef] [PubMed]

64. Tanaka, M.; Török, N.; Vécsei, L. Novel Pharmaceutical Approaches in Dementia. In NeuroPsychopharmacotherapy; Riederer, P.,
Laux, G., Nagatsu, T., Le, W., Riederer, C., Eds.; Springer: Cham, Switzerland, 2021.

65. Battaglia, S.; Di Fazio, C.; Vicario, C.M.; Avenanti, A. Neuropharmacological Modulation of N-methyl-D-aspartate, Noradrenaline
and Endocannabinoid Receptors in Fear Extinction Learning: Synaptic Transmission and Plasticity. Int. J. Mol. Sci. 2023, 24, 5926.
[CrossRef] [PubMed]

66. Battaglia, S.; Nazzi, C.; Thayer, J.F. Heart’s tale of trauma: Fear-conditioned heart rate changes in post-traumatic stress disorder.
Acta Psychiatr. Scand. 2023, in press. [CrossRef] [PubMed]

67. Di Gregorio, F.; Battaglia, S. Advances in EEG-based functional connectivity approaches to the study of the central nervous
system in health and disease. Adv. Clin. Exp. Med. 2023, 32, 607–612. [CrossRef]

8



Int. J. Mol. Sci. 2023, 24, 15739

68. Battaglia, S.; Nazzi, C.; Thayer, J.F. Fear-induced bradycardia in mental disorders: Foundations, current advances, future
perspectives. Neurosci. Biobehav. Rev. 2023, 149, 105163. [CrossRef]

69. Tanaka, M.; Chen, C. Editorial: Towards a mechanistic understanding of depression, anxiety, and their comorbidity: Perspectives
from cognitive neuroscience. Front. Behav. Neurosci. 2023, 17, 1268156. [CrossRef]

70. Tanaka, M.; Bohár, Z.; Vécsei, L. Are Kynurenines Accomplices or Principal Villains in Dementia? Maintenance of Kynurenine
Metabolism. Molecules 2020, 25, 564. [CrossRef]

71. Manuello, J.; Costa, T.; Cauda, F.; Liloia, D. Six actions to improve detection of critical features for neuroimaging coordinate-based
meta-analysis preparation. Neurosci. Biobehav. Rev. 2022, 137, 104659. [CrossRef]

72. Nani, A.; Manuello, J.; Mancuso, L.; Liloia, D.; Costa, T.; Vercelli, A.; Duca, S.; Cauda, F. The pathoconnectivity network analysis
of the insular cortex: A morphometric fingerprinting. Neuroimage 2021, 225, 117481. [CrossRef]

73. Liloia, D.; Crocetta, A.; Cauda, F.; Duca, S.; Costa, T.; Manuello, J. Seeking Overlapping Neuroanatomical Alterations between Dyslexia
and Attention-Deficit/Hyperactivity Disorder: A Meta-Analytic Replication Study. Brain Sci. 2022, 12, 1367. [CrossRef] [PubMed]

74. Kim, B.H.; Kim, S.H.; Han, C.; Jeong, H.G.; Lee, M.S.; Kim, J. Antidepressant-induced mania in panic disorder: A single-case
study of clinical and functional connectivity characteristics. Front. Psychiatry 2023, 14, 1205126. [CrossRef] [PubMed]

75. Zakia, H.; Iskandar, S. Case report: Depressive disorder with peripartum onset camouflages suspected intracranial tuberculoma.
Front. Psychiatry 2022, 13, 932635. [CrossRef] [PubMed]

76. Liloia, D.; Cauda, F.; Uddin, L.Q.; Manuello, J.; Mancuso, L.; Keller, R.; Nani, A.; Costa, T. Revealing the Selectivity of Neuroanatomical
Alteration in Autism Spectrum Disorder via Reverse Inference. Biol. Psychiatry Cogn. Neurosci. Neuroimaging 2022. [CrossRef] [PubMed]

77. Zhou, J.; Cao, Y.; Deng, G.; Fang, J.; Qiu, C. Transient splenial lesion syndrome in bipolar-II disorder: A case report highlighting
reversible brain changes during hypomanic episodes. Front. Psychiatry 2023, 14, 1219592. [CrossRef] [PubMed]

78. Liloia, D.; Brasso, C.; Cauda, F.; Mancuso, L.; Nani, A.; Manuello, J.; Costa, T.; Duca, S.; Rocca, P. Updating and characterizing
neuroanatomical markers in high-risk subjects, recently diagnosed and chronic patients with schizophrenia: A revised coordinate-
based meta-analysis. Neurosci. Biobehav. Rev. 2021, 123, 83–103. [CrossRef]

79. Ippolito, G.; Bertaccini, R.; Tarasi, L.; Di Gregorio, F.; Trajkovic, J.; Battaglia, S.; Romei, V. The Role of Alpha Oscillations among
the Main Neuropsychiatric Disorders in the Adult and Developing Human Brain: Evidence from the Last 10 Years of Research.
Biomedicines 2022, 10, 3189. [CrossRef]

80. Di Gregorio, F.; La Porta, F.; Petrone, V.; Battaglia, S.; Orlandi, S.; Ippolito, G.; Romei, V.; Piperno, R.; Lullini, G. Accuracy of EEG
Biomarkers in the Detection of Clinical Outcome in Disorders of Consciousness after Severe Acquired Brain Injury: Preliminary
Results of a Pilot Study Using a Machine Learning Approach. Biomedicines 2022, 10, 1897. [CrossRef]

81. Battaglia, S.; Cardellicchio, P.; Di Fazio, C.; Nazzi, C.; Fracasso, A.; Borgomaneri, S. The Influence of Vicarious Fear-Learning in
“Infecting” Reactive Action Inhibition. Front. Behav. Neurosci. 2022, 16, 946263. [CrossRef]

82. Baliellas, D.E.M.; Barros, M.P.; Vardaris, C.V.; Guariroba, M.; Poppe, S.C.; Martins, M.F.; Pereira, Á.A.F.; Bondan, E.F. Propento-
fylline Improves Thiol-Based Antioxidant Defenses and Limits Lipid Peroxidation following Gliotoxic Injury in the Rat Brainstem.
Biomedicines 2023, 11, 1652. [CrossRef]

83. Park, S.Y.; Lee, S.P.; Kim, D.; Kim, W.J. Gut Dysbiosis: A New Avenue for Stroke Prevention and Therapeutics. Biomedicines 2023,
11, 2352. [CrossRef] [PubMed]

84. Younes, R.; Issa, Y.; Jdaa, N.; Chouaib, B.; Brugioti, V.; Challuau, D.; Raoul, C.; Scamps, F.; Cuisinier, F.; Hilaire, C. The Secretome
of Human Dental Pulp Stem Cells and Its Components GDF15 and HB-EGF Protect Amyotrophic Lateral Sclerosis Motoneurons
against Death. Biomedicines 2023, 11, 2152. [CrossRef] [PubMed]

85. Nasini, S.; Tidei, S.; Shkodra, A.; De Gregorio, D.; Cambiaghi, M.; Comai, S. Age-Related Effects of Exogenous Melatonin on
Anxiety-like Behavior in C57/B6J Mice. Biomedicines 2023, 11, 1705. [CrossRef] [PubMed]

86. Chen, B.; Hasan, M.M.; Zhang, H.; Zhai, Q.; Waliullah, A.S.M.; Ping, Y.; Zhang, C.; Oyama, S.; Mimi, M.A.; Tomochika, Y.; et al.
UBL3 Interacts with Alpha-Synuclein in Cells and the Interaction Is Downregulated by the EGFR Pathway Inhibitor Osimertinib.
Biomedicines 2023, 11, 1685. [CrossRef]

87. Inoue, G.; Ohtaki, Y.; Satoh, K.; Odanaka, Y.; Katoh, A.; Suzuki, K.; Tomita, Y.; Eiraku, M.; Kikuchi, K.; Harano, K.; et al. Sedation
Therapy in Intensive Care Units: Harnessing the Power of Antioxidants to Combat Oxidative Stress. Biomedicines 2023, 11, 2129.
[CrossRef]

88. Li, J.; Li, C.; Subedi, P.; Tian, X.; Lu, X.; Miriyala, S.; Panchatcharam, M.; Sun, H. Light Alcohol Consumption Promotes Early
Neurogenesis Following Ischemic Stroke in Adult C57BL/6J Mice. Biomedicines 2023, 11, 1074. [CrossRef]

89. Cremone, I.M.; Nardi, B.; Amatori, G.; Palego, L.; Baroni, D.; Casagrande, D.; Massimetti, E.; Betti, L.; Giannaccini, G.; Dell’Osso,
L.; et al. Unlocking the Secrets: Exploring the Biochemical Correlates of Suicidal Thoughts and Behaviors in Adults with Autism
Spectrum Conditions. Biomedicines 2023, 11, 1600. [CrossRef]

90. Balogh, L.; Tanaka, M.; Török, N.; Vécsei, L.; Taguchi, S. Crosstalk between Existential Phenomenological Psychotherapy and
Neurological Sciences in Mood and Anxiety Disorders. Biomedicines 2021, 9, 340. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

9





biomedicines

Article

Modeling Functional Limitations, Gait Impairments, and
Muscle Pathology in Alzheimer’s Disease: Studies in the
3xTg-AD Mice

Lidia Castillo-Mariqueo 1,2, M. José Pérez-García 3 and Lydia Giménez-Llort 1,2,*

Citation: Castillo-Mariqueo, L.;

Pérez-García, M.J.; Giménez-Llort, L.

Modeling Functional Limitations,

Gait Impairments, and Muscle

Pathology in Alzheimer’s Disease:

Studies in the 3xTg-AD Mice.

Biomedicines 2021, 9, 1365.

https://doi.org/10.3390/

biomedicines9101365

Academic Editor: Masaru Tanaka

Received: 14 August 2021

Accepted: 26 September 2021

Published: 1 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Institut de Neurociències, Universitat Autònoma de Barcelona, 08193 Barcelona, Spain;
lidia.castillom@e-campus.uab.cat

2 Department of Psychiatry and Forensic Medicine, School of Medicine, Universitat Autònoma de Barcelona,
08193 Barcelona, Spain

3 Department of Neuroscience, Vall d’Hebron Research Institute, 08035 Barcelona, Spain; maria.perez@vhir.org
* Correspondence: lidia.gimenez@uab.cat

Abstract: Gait impairments in Alzheimer’s disease (AD) result from structural and functional
deficiencies that generate limitations in the performance of activities and restrictions in individual’s
biopsychosocial participation. In a translational way, we have used the conceptual framework
proposed by the International Classification of Disability and Health Functioning (ICF) to classify and
describe the functioning and disability on gait and exploratory activity in the 3xTg-AD animal model.
We developed a behavioral observation method that allows us to differentiate qualitative parameters
of psychomotor performance in animals’ gait, similar to the behavioral patterns observed in humans.
The functional psychomotor evaluation allows measuring various dimensions of gait and exploratory
activity at different stages of disease progression in dichotomy with aging. We included male 3xTg-
AD mice and their non-transgenic counterpart (NTg) of 6, 12, and 16 months of age (n = 45). Here,
we present the preliminary results. The 3xTg-AD mice show more significant functional impairment
in gait and exploratory activity quantitative variables. The presence of movement limitations and
muscle weakness mark the functional decline related to the disease severity stages that intensify with
increasing age. Motor performance in 3xTg-AD is accompanied by a series of bizarre behaviors that
interfere with the trajectory, which allows us to infer poor neurological control. Additionally, signs
of physical frailty accompany the functional deterioration of these animals. The use of the ICF as a
conceptual framework allows the functional status to be described, facilitating its interpretation and
application in the rehabilitation of people with AD.

Keywords: translational neuroscience; Alzheimer’s disease; gait; muscular strength; muscular
endurance; motor performance; frailty

1. Introduction

Alzheimer’s disease (AD) is a complex and heterogeneous disorder with a distinctive
clinical presentation [1,2]. Motor and sensory alterations are less frequent but can appear
in intermediate and advanced stages of the disease [3]. Although the main signs of AD are
cognitive impairment, motor disorders such as bradykinesia, rigidity, and gait disorders
are of great importance due to the functional limitations and impairments that they cause
during the disease [4,5]. In this sense, different studies have demonstrated different motor
alterations during the last two decades, particularly those associated with walking and
displacement [6–8]. Thus, gait disorders in AD patients have been described within the
group of alterations known as “frontal gait” and, in particular, gait in AD has been defined
as “cautious gait” [5,9,10]. This gait pattern is similar to that observed in the aging; there
may be decrease in speed, stride length, and postural stability of gait, which is manifested
more specifically in static and dynamic balance, with a widened base of support [11].
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Walking (gait) constitutes a biological activity of the human being [12]. It is complex,
learned, and begins with a voluntary act [13]. The mode of locomotion allows one to
move in a vertical position without getting too tired; it is composed of three essential
phases: support, double support, and swing [14,15]. It implies a dynamic balance, which is
constantly lost and recovered each time a step is performed [9,14]. While the bodyweight
is supported by one leg, the other swings forward to initiate the next support, this action
being fluid, rhythmic, and automatically synchronized [16]. Achieving these steps makes it
possible to reveal different patterns that can determine the healthy state of gait related to
the physical health of individuals and, in particular, of older adults [17,18].

The gait pattern evolves through the different age groups; thus, in adolescents and
young adults, it is characterized by a certain lightness, flexibility, and agility, qualities
that will diminish as the years go by [19–21]. During aging, these parameters will change
around 60 and 70 years of age, where the physiological process causes these changes to
be progressive and of varying severity depending on the degree of alterations that may
occur [20]. Even healthy people over the age of 65 show some decrease in performance
on the timed walking test (TUG) and the 6 min walk test (6MWT) [22]. Lower mobility
test scores in healthy older people have been shown to predict the development of future
mobility limitations [23].

On the other hand, muscle strength is relevant to gait performance [24]. Some studies
have reported that older adults’ decreased muscle strength and gait speed were associated
with poor cognition [25,26]. From the early stages of AD, a decrease in muscle strength can
be observed even without loss of muscle mass, progressing to a loss of both in moderate
stages [27]. However, optimal muscle strength and physical activity level are related to
better performance on cognitive and learning tests in older adults with mild to moderate
cognitive impairment who live in nursing homes [28].

In this way, sarcopenia is closely related to dementia, particularly AD, although few
studies examine its prevalence and associated factors [27]. Poor muscle function, but not
reduced lean muscle mass, drives the association of sarcopenia with cognitive decline in
old age [29]. It needs more scientific studies that identify the characteristics of the muscular
structure related to sarcopenia that identifies older adults at risk of cognitive deterioration
in old age.

The present work proposes translating the International Classification of Functioning,
Disability, and Health (ICF) conceptual framework to classify and describe functioning
and disability in gait and exploratory activity in the 3xTg-AD animal model and its non-
transgenic counterpart with normal aging. We developed a method for the characterization
of qualitative parameters of psychomotor performance in the gait pattern of male mice in
different stages of the disease: initial (6 months), advanced beta (12 months), and advanced
beta-tau (16 months) in contrast with normal aging.

2. Materials and Methods

2.1. Animals

A total of forty-five homozygous 3xTg-AD (n = 24) and non-transgenic (NTg, n = 21)
male mice of 6, 12, and 16 months of age in a C57BL/6J background (the transfer is ac-
complished by at least ten cycles of backcrossing) established at the Universitat Autònoma
de Barcelona [30] were used in this study. As previously described, the 3xTg-AD mice
harboring transgenes were genetically modified at the University of California at Irvine [31].
Animals were kept in groups of 3–4 mice per cage (Macrolon, 35 × 35 × 25 cm, Panlab, SL,
Barcelona, Spain) filled with 5 cm of clean wood cuttings (Ecopure, Chips6, Date Sand, UK;
uniform cross-sectional wood granules with 2.8–1.0 mm chip size) and nesting materials
(Kleenex, Art: 08834060, 21 cm × 20 cm, White). In all cases, standard home cages covered
with a metal grid allow the perception of olfactory and auditory stimuli from the rest of
the colony. All animals were kept under standard laboratory conditions of food and water
ad libitum, 20 ± 2 ◦C, 12 h light cycle: dark with lights on at 8:00 a.m. and 50–60% relative
humidity. All procedures followed the Spanish legislation on “Protection of animals used
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for experimental and other scientific purposes” and the EU Directive (2010/63/EU) on this
issue. The study complies with the ARRIVE guidelines developed by the NC3Rs and aims
to reduce the number of animals used [32].

2.2. Experimental Design

A cross-sectional study of 3 cohorts of 3xTg-AD and NTg male mice was carried out.
The first group includes 6-month-old mice of both genotypes, the second 12-month-old,
and the third 16-month-old. They were temporarily included in two batches once they
reached the required study age. The evaluation of the gait and exploratory activity was
carried out in two evaluation days.

2.3. Behavioral Assessments

In a translational approach, the concepts proposed in ICF have been incorporated to
describe the factors that functionally intervene in spontaneous gait and exploratory activity.
They have been included in this way: “Activity” describes the shape and quantification of
the trajectory and displacement. “Body function” allows a description of the movement
pattern and the associated muscular strength. Finally, ”Body structure” gives an account of
the state in which muscle groups and joints are found in our object of study. In the same
way, we have included the concepts that account for disability in the assessed tasks, activity
limitations, and body function and structure impairments (see Figure 1).

Behavioral evaluations were performed in two days. During the morning, the tests
were carried out; 30 min were allowed to habituate the animals in the test room before
starting the measurements. The evaluation protocol, bizarre behaviors registered, the
physical phenotype of frailty, gait, and Rotarod used here were recently reported in Castillo-
Mariqueo and Gimenez-Llort’s 2021 study [33]. In addition, videos of gait were taken for
posterior analysis with KINOVEA version 0.8.15 free software.

Figure 1. Proposal for a translational approach to motor dysfunction at different levels of disability. The figure details in a
translational way the equivalence of the disability process from the 3xTg-AD mouse model to that expected in humans. It
exemplifies a pathway that links pathology, deficiencies, functional limitations, and disability of gait and exploration (it has
been adapted from Verbrugge and Jette, 1994; and Reid and Fielding, 2012) [34,35].
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2.3.1. Activity—Spontaneous Gait and Exploration

The animals’ spontaneous gait and exploratory activity were filmed from the un-
dersurface [36] and a transverse plane that allowed the registration of the legs and the
trajectory during the test. Each mouse was placed in a 27.5 × 9.5 cm transparent housing
box, and gait performance was directly observed for one minute. The KINOVEA 8.15
software was used for the quantification and analysis of the gait trajectory.

Quantitative parameters of gait. The quantitative parameters were measured accord-
ing to the Castillo-Mariqueo and Gimenez-Llort protocol 2021 [33]. Stride length, stride
length variability, speed, and acceleration were included according to the methodology
used by Wang et al. in 2017 [35].

Exploration includes body position, limb support, and moving around. The ex-
ploratory activity was recorded in parallel with spontaneous walking through video analy-
sis and direct observation. For one minute, freezing or movement latency, the latency of
the first rearing, the number of scans on the horizontal axis (corners visited), and scans on
a vertical axis were recorded, taking the hind legs (rearings) as reference. During the tests,
defecation and urination were also recorded.

2.3.2. Body Function—Mobility and Muscular Strength

General mobility includes bizarre gait patterns and freezing. For the discrimination of
bizarre gait patterns, the trajectory of each route was differentiated according to the form of
displacement, being able to be straight, scanning, backward, or circling. Then, the postural
pattern of movement is differentiated: normal, shrink, or stretching. The movements were
visually analyzed through videos and direct observation in the trajectory of the forward
displacement in the transverse and sagittal planes. Their presence or absence was recorded
for each one [33].

Forelimb grip strength-Hanger Test. The muscular strength of the forelimbs was
measured using the hanger test, which is based on the tendency of a mouse to grasp
a bar when suspended by the tail instinctively. We have replicated the methodology
previously described by our group [33,37]. Muscle strength was measured on the second
day of assessment.

2.3.3. Body Structure—Joints and Muscles

Joints to detect kyphosis. Kyphosis was differentiated into postural and structural,
according to the analysis method established in previous research by our laboratory [38].
Kyphosis was measured during spontaneous locomotion and later confirmed in postural
inspection (using joints and thoracic–lumbar structure as references), assigning a score
from 0 to 2, where 0 indicates the absence of kyphosis, 1 indicates postural kyphosis, and
2 indicates structural kyphosis.

Muscles related to sarcopenia. The animals were sacrificed and subjected to necropsy
to extract the quadriceps and triceps surae muscles, and these were subsequently weighed
individually. The “sarcopenia index” [38] was applied to obtain an indirect measure of
sarcopenia as a biological marker of frailty.

Morphological features of quadriceps and triceps surae. A qualitative evaluation
of longitudinal sections of quadriceps and triceps surae stained with hematoxylin and
eosin (H&E) was performed. The muscles were dissected and fixed with 10% formalin
(Sigma-Aldrich, Saint Louis, MO, USA) for 24 h and then embedded in paraffin for further
analysis. Histological sections of 5 μm were stained with a standard H&E method. We
used the standard protocol of the Laboratory of Microscopic Anatomy of the Department of
Morphological Sciences of the Autonomous University of Barcelona. Sections were first re-
hydrated by passing them through decreasing concentrations of Ethanol (EtOH) (absolute
and 96◦). The sections were incubated in Harris hematoxylin (Merck-Sigma Aldrich,
St. Louis, MO, USA) for 10 min and washed under running water for 5 min. Because
Mayer Hematoxylin was used, a de-differentiation process was needed, with consecutively
Et-OH-HCl (2.5%) and ammonia water (0.3%) solutions. After this, sections were incubated
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in Eosin Y (Merck-Sigma Aldrich) for 5 min, previously acidified with glacial acetic acid.
Finally, the sections were dehydrated by passing them through increasing concentrations
of EtOH and cleared in Xylol, and mounted with DPX (PanReac AppliChem, ITW reagents,
IL, USA). The images were taken with 20X objective on a Nikon Eclipse 80i microscope,
using a digital camera running on the control software ACT-1 (ver2.70) (Nikon Instruments
Inc., Tokyo, JP). Characteristics of location and number of nuclei, fibers’ distribution and
shape, and adipose tissue were identified. A generic description and qualifier of intensity
were given with five levels represented by (+) for the quantity graduation.

2.3.4. Motor Performance, Geotaxis, and Hindlimb Clasping

Additionally, motor learning, physical endurance, geotaxis, and hindlimb clasping
were evaluated to show functional impairment related to gait and exploratory activity,
according to the protocol developed by Castillo-Mariqueo, Giménez-Llort, 2021 [33]. In the
present work, we have adopted the protocol combining learning and physical endurance.
Thus, motor learning was evaluated in the constant mode and physical resistance in
the accelerated mode of the Rotarod apparatus (Ugo basile®, Mouse RotaRod NG). We
recorded the number of trials until reaching over 60 s of permanence on the wheel to
measure learning. Subsequently, after 2 min of rest, we carried out a single trial in the
accelerated mode to assess physical endurance.

2.4. Statistics

Statistical analyses were performed using SPSS 15.0 software. Results were expressed
as the mean ± standard error of the mean (SEM) for each task and trial. Gait, exploration,
forelimb grip strength, muscles (sarcopenia), motor performance, and geotaxis were ana-
lyzed with one-way ANOVA followed by post hoc Bonferroni. In addition, the effect of
Genotype (G) and Age (A) in each of them was identified. The incidence and prevalence
of body position, general mobility, kyphosis, and hindlimb clasping were analyzed using
the Chi-square test or Fisher’s exact test. Additionally, the relationship between activity
limitation and restriction (presence/absence) with stride length, speed, and cadence was
analyzed with the Point-Biserial Correlation. The horizontal and vertical exploration and
rearing latency were also related to the deficiencies in exploration and gait. The survival
curve of both genotypes was analyzed with the Kaplan–Meier test (Lon Rank). In all cases,
statistical significance was considered at p < 0.05.

3. Results

As shown in Table 1, we have proposed a translational approach for the interpretation
of the results obtained in the measurement of gait and exploratory activity in the 3xTg-AD
mouse model in different stages of the disease and its counterpart NTg of normal aging,
according to the analysis and quantification parameters proposed by ICF.

3.1. Activity—Spontaneous Gait and Exploration

As illustrated in Figure 2, the quantitative parameters of gait show a tendency to
increase stride length in 3xTg-AD animals, although they are not statistically significant
(stride length (cm), NTg 6 months: 4.48 ± 0.20; NTg 12 months: 4.24 ± 0.95; NTg 16 months:
3.84 ± 0.68; 3xTg-AD 6 months: 1.92 ± 0.57; 3xTg-AD 12 months: 3.09 ± 0.54; 3xTg-
AD 16 months: 4.36 ± 0.48). Although the differences between NTg ages do not reach
statistical significance, we can observe that stride length remains relatively stable as age
increases, while in the 3xTg-AD group they present differences between the ages since the
95% confidence interval does not overlap between 6 months, 12 months, and 16 months
(6 months, 1.92 + 0.57 = 2, 49; 12 months, 3.09 − 0.57 = 2.55; 16 months, 3.84 + 0.68 = 4.52).
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Table 1. Proposal to functional analysis to mimics capacities and disabilities from humans in mice.

Translational Functioning and Disability (ICF)

• ACTIVITY—Spontaneous gait
and exploration NTg Mice 3xTg-AD Mice

1. Quantitative parameters of gait
(see Figure 2)

6 Months 12 Months 16 Months 6 Months 12 Months 16 Months

A. Stride length (cm) ABSENT MILD MILD MODERATE MODERATE MILD
B. Variability of stride length (%) ABSENT ABSENT MILD SEVERE MODERATE MODERATE
C. Speed (cm/s) ABSENT ABSENT MILD SEVERE SEVERE MODERATE
D. Cadence (steps/s) ABSENT ABSENT ABSENT SEVERE MODERATE MODERATE
2. Body position (see Figure 2)
E. Maintaining body position (%) ABSENT ABSENT ABSENT ABSENT ABSENT MILD
3. Limb support
F. Base of support (cm) ABSENT ABSENT MILD ABSENT ABSENT ABSENT
4. Exploration (see Figure 2)
G. Vertical and horizontal activity (n
episodes) MILD MILD MILD MODERATE SEVERE MILD

H. Rearing latency (s) MILD MODERATE SEVERE COMPLETE SEVERE MODERATE

• BODY FUNCTION—mobility
and forelimb grip strength

1. General mobility (see Figure 3)
A. Bizarre gait patterns (incidence %) MILD MODERATE MILD MODERATE MODERATE MILD
B. Freezing (movement latency) ABSENT MODERATE MILD MODERATE MODERATE MILD
C. Freezing—latency movement ABSENT MODERATE MILD MODERATE MODERATE MILD
2. Forelimb grip strength—Hanger
Test (see Figure 3)
D. Muscular Strength (latency) ABSENT MILD MODERATE MILD MODERATE MODERATE
E. Muscular Strength (distance) ABSENT MILD SEVERE MILD SEVERE MODERATE
F. Muscular Endurance (latency) ABSENT MODERATE SEVERE MILD SEVERE SEVERE
G. Muscular Endurance (distance) ABSENT MODERATE SEVERE MODERATE SEVERE SEVERE

• BODY STRUCTURE—joints
and muscles

1. Joints (see Figure 4)
A. Kyphosis prevalence ABSENT MODERATE MODERATE MILD MILD MILD
2. Muscles (see Figure 4)
B. Quadriceps muscle (weight) MILD MILD MILD ABSENT MILD MODERATE
C. Triceps surae muscle (weight) MILD MILD MILD MILD MILD MODERATE
D. Sarcopenia index—Quadriceps MILD MILD MILD ABSENT MILD MODERATE
E. Sarcopenia index—Triceps MILD MILD MILD MILD MILD MODERATE
Qualifiers:
Generic qualifier with the negative scale used to indicate the extent or magnitude of an impairment: NO impairment, (absent)
0–4%; MILD impairment, (slight, low) 5–24%; MODERATE impairment, (medium, fair) 25–49%; SEVERE impairment, (high,
extreme), 50–95%; COMPLETE impairment, (total) 96–100%—not specified in the ICF for humans. Activity limitations are
difficulties an individual may have in executing activities: NO difficulty, (absent) 0–4%; MILD difficulty, (slight, low) 5–24%;
MODERATE difficulty, (medium, fair) 25–49%; SEVERE difficulty, (high, extreme) 50–95%; COMPLETE difficulty, (total)
96–100%—not specified in the ICF for humans.

Table 1. Outcome measures that link gait and exploration impairments and limitations of male 3xTg-AD mice at different stages of AD
progression to describe the functioning, according to qualifiers of ICF. Translational Functioning and Disability: ACTIVITY—spontaneous
gait and exploration, BODY FUNCTION—mobility and forelimb grip strength, and BODY STRUCTURE—joints and muscles. Absent
(green), Mild (light green), Moderate (yellow), Severe (orange), and Complete (red).
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Figure 2. ACTIVITY: Spontaneous gait and exploration. 1. Quantitative parameters of gait; (A) stride length; (B) variability
of stride length; (C) speed; (D) cadence. 3. Limb support. (F) Base of support. 4. Exploration. (G) Vertical and horizontal
activity; (H) rearing latency. The results are expressed as mean ± SEM. Statistics: one-way ANOVA, Age effect expressed as (A);
Genotype effect expressed as (G); Genotype and Age interaction effect is expressed as (GxA); * p < 0.05, ** p < 0.01 followed by
post hoc Bonferroni test, * p < 0.05, ** p < 0.01,; differences between NTg vs. 3xTg-AD are expressed (g): # p < 0.05, ## p < 0.01;
differences between age in each group are expressed (a): & p < 0.05, && p < 0.01. 2. Body position; (E) maintaining body position,
the results are expressed as prevalence (%). Statistics: Fisher’s exact test, Age effect are expressed as (A), Genotype effect are
expressed as (G); Genotype and Age interaction effect are expressed as (GxA); * p < 0.05 and ** p < 0.01.
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On the other hand, in the exploration, the animals differed in their performance in
horizontal and vertical activity (horizontal activity, ANOVA F (5,39) = 2.427, p = 0.050;
vertical activity, ANOVA F (5,39) = 4.600, p = 0.002). Genotype differences can be noted
in each age group with a lower performance in 3xTg-AD animals (horizontal activity:
genotype differences, ANOVA F (1.44) = 9.548, p = 0.004). Likewise, we can evidence a
genotype difference in vertical activity (vertical activity: genotype differences, ANOVA
F (1,44) = 7.209, p = 0.011) and a significant difference at the age of 6 months between
the groups (Bonferroni post hoc: NTg 6 months vs. 3xTg-AD 6 months, p = 0.004). It
was also detected that at an older age in the normal aging group there is a decrease in
vertical activity (Bonferroni post hoc: NTg 6 months vs. NTg 16 months, p = 0.012). In
turn, the genotype per age interaction (GxA) show the decrease in the vertical exploratory
activity of NTg versus 3xTg-AD (GxA, ANOVA, F (2.43) = 8.519, p = 0.001), see Figure 2G
(Exploration). The first time they perform vertical activity (latency of the first rearing) is
also determined by the genotype and its interaction with age, highlighting that the group
of 3xTg-AD mice at the age of 6 months did not register this activity and that in the animals
NTg latency increases with age progressively (rearing latency, ANOVA F (5,39) = 4120,
p = 0.004 post hoc NTg 6 months vs. 3xTg-AD 6 months, p = 0.010; NTg 6 months vs.
NTg 16 months, p = 0.026. Genotype differences, ANOVA F (1.44) = 6.443, p = 0.015, GxA
differences, F (2.43) = 8330 p = 0.001) (see Figure 2H (Eploration)).

3.2. Body Function—Mobility and Muscular Strength

As shown in Figure 3, the animals exhibited a series of bizarre behaviors called
bizarre gait patterns. There is a high incidence of circling in 3xTg-AD animals (3xTg-AD:
6 months 3/6 (50%), 12 months 4/7 (57%), 16 months 3/11 (27%)); despite not being
statistically significant, its presence can modify performance in gait and exploration, which
are described later (see Figure 5). It can also be seen that this behavior appears in NTg
animals with a lower incidence (NTg: 6 months 1/6 (17%), 16 months 2/9 (22%)). Stretching
(NTg: 6 months 1/6 (17%), 12 months 2/6 (33%)—3xTg-AD: 6 months 3/6 (50%), 16 months
1/11 (9%)], and in animals 3xTg-AD 16 months backward movement [1/11 (17%)), see
Figure 3A. In addition, a high incidence of freezing was evidenced in which as age increases,
its incidence decreases regardless of genotype (Fisher exact test, p = 0.032). It is also
appreciated that the time invested in this behavior varies with age, being less at 16 months
without genotype effect and higher at 12 months (ANOVA, F (2.43) = 3.473 p = 0.041), (see
Figure 3B,C).

Additionally, we have detected a correlation between the incidence of these behav-
iors and performance in gait and exploration, as shown in Figure 4. Thus, the vari-
ables stride length, speed, and cadence negatively correlate with the presence of bizarre
gait pattern, causing limitation in the displacement and trajectory of gait (stride length,
Pearson: r2 = (−) 0.294 p < 0.0001. Speed, Pearson: r2 = (−) 0.462 p < 0.0001. Cadence,
Pearson: r2 = (−) 0.348 p < 0.0001), see Figure 4A–C. While the horizontal and vertical
exploration variables correlate negatively, rearing latency does so positively with the
presence of bizarre gait pattern, which leads to a restriction to the performance of these
behaviors (horizontal activity, Pearson r2 = (−) 0.156 p = 0.008. Vertical activity, Pearson:
r2 = (−) 0.118 p = 0.021. Rearing latency, Pearson: r2 = 0.098 p = 0.035) (see Figure 4D–F).
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Figure 3. BODY FUNCTION—mobility and forelimb grip strength. 1. General mobility. (A) Bizarre gait patterns;
(B) incidence of freezing; the results are expressed as incidence (%). Statistics: Fisher’s exact test, Age effect is expressed as
(A); Genotype effect is expressed as (G); Genotype and Age interaction effect is expressed as (GxA); * p < 0.05, ** p < 0.01 and
*** p < 0.001. (C) Freezing—latency movement; 2. Forelimb grip strength—Hanger Test. (D) Muscular Strength—latency;
(E) Muscular Strength—distance; (F) Muscular Endurance—latency; (G) Muscular Endurance—distance, the results are
expressed as mean ± SEM. Statistics: one-way ANOVA, Age effect expressed as (A); Genotype effect expressed as (G);
Genotype and Age interaction effect is expressed as (GxA). * p < 0.05, ** p < 0.01, and *** p < 0.001 followed by post hoc
Bonferroni test, * p < 0.05, ** p < 0.01, and *** p < 0.001; differences between NTg vs. 3xTg-AD are expressed (g): # p < 0.05;
differences between age in NTg group are expressed (a): &&& p < 0.001, and for 3xTg-AD group are expressed (a): $ p < 0.01.
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Figure 4. Activity limitations and restrictions of gait and exploration. (A) Stride length limitations, (B) speed limitations,
(C) cadence limitations, (D) horizontal activity restriction, (E) vertical activity restriction, and (F) latency of rearing restriction.
The NTg group has been represented by a white square and the 3xTg-AD group by a black square. According to the groups
under study, it has been defined as “present/absent” the behaviors reported as bizarre gait patterns of each animal. The
Point-Biserial Correlation has been applied to determine the relationship between the activity limitation and restriction
(presence/absence) with stride length, speed, and cadence and exploration. Statistics: Pearson r2.
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Muscle strength, on the other hand, was lower in older animals, and the transgenic
genotype at each age was lower than the non-transgenic genotype at all ages (Muscular
strength—latency: ANOVA F (5.39) = 4.385, p = 0.003; Age effect, F (2, 43) = 5.702, p = 0.007;
Genotype effect, F (1,44) = 5.895, p = 0.020). In the same way, it can be noted that the distance
reached when the animals move on the bar was less as age increases and the 3xTg-AD mice
were lower than the NTg at 6 and 12 months; otherwise, it occurs at 16 months, but it is not
statistically significant (muscular strength—distance: ANOVA F (5.39) = 9.847, p < 0.0001
post hoc NTg 6 months vs. NTg 16 months p < 0.0001; 3xTg-AD 6 months vs. 3xTg-AD
16 months p = 0.023; 3xTg-AD 6 months vs 3xTg-AD 12 months p = 0.050; NTg 12 months
vs 3xTg-AD 12 months, p = 0.045). Age effect F (2.43) = 17,320 p < 0.0001. Genotype effect
F (1.44) = 11.786 p = 0.001], see Figure 3D,E. At the same time, the muscular endurance
and the distance of displacement was determined by the age of the animals decreasing as
the age increases in both groups (muscular endurance—latency: ANOVA F (5,39) = 3.296,
p = 0.014. Age effect, F (2,43) = 8,154, p = 0.001. Muscular endurance—distance ANOVA F
(5.39) = 3.394, p = 0.012. Age effect, F (2.43) = 7.295, p = 0.002) (see Figure 3F,G).

3.3. Body Structure—Joints and Muscles

The most prevalent postural alteration was kyphosis, with structural kyphosis having
the highest incidence in older animals regardless of genotype (Kyphosis prevalence, age
differences Fisher exact test p = 0.025. Structural kyphosis incidence, age differences
p = 0.016), see Figure 5A. This joint deformation was observed at the thoracolumbar level.

At the level of muscle tissue, the quadriceps presented variations in weight, with a
tendency to decrease with age determined by the GxA interaction and a significant decrease
between the 3xTg-AD of 6 months versus 16 months (quadriceps, ANOVA F (5, 39) = 4.314,
p = 0.003, post hoc 3xTg-AD 6 months vs. 3xTg-AD 16 months, p = 0.001. Age effect,
F (2.43) = 5.715, p = 0.007. GxA effect, F (2.43) = 4.291, p = 0.021), see Figure 5B. In the
triceps surae muscle, no statistically significant differences were detected; it can be seen
that all groups, regardless of age, seem to maintain a similar weight range, see Figure 5C.
When applying the indirect measure of sarcopenia, the differences in quadriceps were
maintained (sarcopenia Index—quadriceps: ANOVA F (5.39) = 6.705, p < 0.0001, post hoc
3xTg-AD 6 months vs. 3xTg-AD 16 months p < 0.0001. Age effect F (2.43) = 9.693, p < 0.0001.
GxA effect F (2.43) = 5.623, p = 0.007), see Figure 5D. On the other hand, when applying this
method in the triceps sural muscle, it was possible to distinguish a GxA interaction effect,
where at six months, the 3xTg-AD mice present greater weight and decrease with age, and
in the case of the NTg, this is maintained stable (sarcopenia index—triceps surae: ANOVA
F (5.39) = 4.160 p = 0.004 post hoc 3xTg-AD 6 months vs. 3xTg-AD 16 months p = 0.010.
NTg 16 months vs. 3xTg-AD 16 months p = 0.020. GxA effect, F (2.43) = 3.917 p = 0.028), see
Figure 5E. Figure 6A,B illustrates the morphological characteristics of the quadriceps and
triceps surae. Table 2 depicts the characteristics of the nucleus, fiber, and adipose tissue.
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Figure 5. BODY STRUCTURE—joints and muscles. 1. Joints (Kyphosis), (A) kyphosis prevalence, the results are expressed
as prevalence (%). Statistics: Fisher’s exact test; Age effect is expressed as (A); * p < 0.05. 2. Muscles (sarcopenia),
(B) quadriceps muscle (weight); (C) triceps surae muscle (weight); (D) Sarcopenia index Quadriceps; (E) Sarcopenia index
Triceps surae; the results are expressed as mean ± SEM. Statistics: one-way ANOVA, Age effect expressed as (A); Genotype
effect expressed as (G); Genotype and Age interaction effect is expressed as (GxA). * p < 0.05, ** p < 0.01 and *** p < 0.001
followed by post-hoc Bonferroni test, * p < 0.05, ** p < 0.01, and *** p < 0.001; differences between NTg vs. 3xTg-AD are
expressed (g): # p < 0.05, differences between age in 3xTg-AD group are expressed (a): $ p < 0.01, $$ p < 0.01, and $$$ p < 0.001.
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Figure 6. Morphological comparison of muscle tissue in normal and AD-pathological aging. Hematoxylin and eosin-stained
horizontal sections of muscles. (A) Quadriceps muscle; (B) Triceps surae muscle. Representative H&E images of longitudinal
skeletal muscle at 6, 12, and 16 months. Symbols indicate the morphological features, as follows: *—Peripheral nuclei;
o—homogeneous fibre distribution; h—heterogeneous fibre distribution; I—intramuscular adipose tissue; P—peripheral
adipose tissue. The images were taken with 20× objective lens; the scale bar represents 0.32μm.

3.4. Motor Performance, Geotaxis, and Hindlimb Clasping

Motor performance and physical performance were evaluated in other tests to obtain
a complete analysis regarding the psychomotor abilities of the animals. Thus, motor
learning showed an interaction between the genotype factor and GxA, highlighting a low
performance in 3xTg-AD mice at the age of 6 and 16 months, concerning NTg of the same
age (motor learning—latency, ANOVA F (5.39) = 4.995, p = 0.001 post hoc NTg 16 months
vs. 3xTg-AD 16 months p = 0.026. Genotype effect F (1.44) = 7.926, p = 0.008. GxA effect F
(2, 43) = 5.184, p = 0.010. Trials, ANOVA F (5.39) = 3.953, p = 0.005. GxA F (2.43) = 5.454
p = 0.008) (see Figure 7A,B). On the other hand, physical endurance decreases with age,
with 16 months being the age with the lowest performance in both groups, but statistically
significant in 3xTg-AD mice (physical endurance, ANOVA F (5.39) = 5.189, p = 0.001 post
hoc 3xTg-AD 6 months vs. 3xTg-AD 16 months, p = 0.017; 3xTg-AD 12 months vs. 3xTg-AD
16 months, p = 0.006. Age effect F (2.43) = 11.371, p < 0.0001) (see Figure 7C). Geotaxis
did not show statistical differences, but a higher latency was observed in the 3xTg-AD
animals in each age group (see Figure 7D). In the hindlimb clasping test, we can highlight
a significant genotype difference in each age group with a higher incidence of this sign in
each 3xTg-AD mice (hindlimb clasping, Fisher exact test genotype = 0.007).
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Table 2. Morphological features of quadriceps and triceps surae.

NTg Mice 3xTg-AD Mice
Morphological Features

6 Months 12 Months 16 Months 6 Months 12 Months 16 Months

Quadriceps

1. Nuclei

Localization Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Number ++++ +++ +++ +++ ++ +++
2. Fiber

Distribution Homogeneous Homogeneous Homogeneous Homogeneous Homogeneous Homogeneous
3. Adipose tissue

Localization Intramuscular Intramuscular Intramuscular Intramuscular Intramuscular Peripheral
Number + + ++ ++ + +
Triceps surae

1. Nuclei

Localization Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Peripheral
nuclei

Number ++++ +++ +++ +++ ++ +++
2. Fiber

Distribution Homogeneous Homogeneous Heterogeneous Homogeneous Homogeneous Heterogeneous
3. Adipose tissue

- -Localization Intramuscular Peripheral Intramuscular Intramuscular
Number + ++++ + ++++
Qualifier: 75–100% = ++++. 50–75% = +++. 25–50% = ++. 0–25% = +. 0% = -.

Table 2. Morphological features of muscle tissue in 3xTg-AD mice: localization and number of nuclei, fiber distribution, and a number and
localization adipose cells. Qualitative quantifier of intensity: (-) equal to 0%, (+) less to 25%, (++) less to 50%, (+++) less to 75%, and (++++)
less or 100%.

3.5. Survival, Kyphosis, and Frailty Phenotype

Table 3 shows the survival, kyphosis, and frailty phenotype of the mice at each age. For
the survival analysis, we carried out a follow-up from birth to 16-month-old of the siblings
of the sample included in the study, completing a cohort of 115 male mice. Logarithmic
rank analysis shows a significant genotype-dependent difference (χ2 (1) = 8.045, p = 0.005)
with a higher mortality rate in NTg mice in each age group (6-month-old: NTg 3/15 (20%);
3xTg-AD 0/15. 12-month-old: NTg 3/9 (33.3%), 3xTg-AD 1/16 (6.2%). 16-month-old:
NTg 20/40 (50%); 3xTg-AD 5/24 (20.8%)). On the other hand, kyphosis presents a higher
incidence as age increases without genotype differences (Kyphosis (absent/present) Fisher
exact test (5) = 10.694, p = 0.052. Age, Fisher exact test (2) = 10.070, p = 0.007. Genotype
n.s). While postural kyphosis does not show significant differences between the groups,
structural kyphosis increases its prevalence at ages 12 and 16 months of age independent of
genotype (Fisher’s exact test (2) = 8.464, p = 0.016). In the same way, body weight increases
with age in the case of 3xTg-AD mice and is maintained in the case of NTg, with 3xTg-AD
mice presenting greater weight at 16-month-old compared to NTg 16-month-old (Age effect,
ANOVA F (2.44) = 3.268, p = 0.049; 3xTg-AD 12-month-old vs 16-month-old, p = 0.037).
Regarding the physical conditions that the animals presented, no differences were detected
in alopecia. On the other hand, body position, palpebral closure, and tail position were
characteristics only present in the older group of 3xTg-AD mice (body position, Fisher’s
exact test (5) = 10.036, p = 0.006. Age effect, Fisher’s exact test (2), p = 0.046. Palpebral
closure, Fisher’s exact test (5) = 7.493, p = 0.037. Tail position, Fisher’s exact test (5) =
7.493, p = 0.037). Piloerection was present in NTg mice at the age of 12 and 16 months in
contrast to 3xTg-AD mice, where its presentation appears at 16 months (Fisher (5) = 10.047,
p = 0.027. Age effect, Fisher’s exact test (2) = 8.338, p = 0.010).
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Figure 7. Motor performance, geotaxis and hindlimb clasping. (A) Motor learning—latency; (B) trials; (C) physical
endurance; (D) geotaxis; the results are expressed as mean ± SEM. Statistics: one-way ANOVA, Age effect expressed as (A);
Genotype effect expressed as (G); Genotype and Age interaction effect are expressed as (GxA). * p < 0.05, ** p < 0.01, and
*** p < 0.001 followed by post hoc Bonferroni test, # p < 0.05; differences between age in 3xTg-AD group are expressed (a):
$ p < 0.01, $$ p < 0.01.(E) Hindlimb clasping; the results are expressed as prevalence (%). Statistics: Fisher’s exact test; Age
effect is expressed as (A); Genotype effect is expressed as (G); Genotype,* p < 0.05.
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Table 3. Survival, kyphosis, and frailty phenotype.

NTg Mice 3xTg-AD Mice
Conditions

6 Months 12 Months 16 Months 6 Months 12 Months 16 Months
Statistics

1. Survival (mean +
SEM days)
(Mortality ratio)

329 + 25.26
3/15 (20%)

337 + 29.09
3/9 (33.3%)

350 + 15.60
20/40
(50%)

208 + 1.26
0/15 (0%)

395 + 9.63
1/16 (6.2%)

481 + 25.31
5/24

(20.8%)
S &&

2. Kyphosis (animals,
%) - 3/6 (50%) 5/9 (56%) 1/6 (17%) 3/7 (43%) 4/11 (36%) A **

Postural - - - 1/6 (17%) - 1/11 (9%) n.s.

Structural - 3/6 (50%) 5/9 (56%) - 3/7 (43%) 3/11 (27%) A*

3. Physical conditions
(animals, %)

Body weight 30 g. 30 g. 30 g. 28 g. 33 g. 34g. A *, a #

Alopecia 2/6 (33%) 4/6 (67%) 5/9 (56%) 1/6 (17%) 4/7 (57%) 4/11 (36%) n.s.

Body position - - - - - 5/11 (45%) a #

Palpebral closure - - - - - 4/11 (36%) a #

Piloerection - 1/6 (17%) 2/9 (22%) - - 6/11 (55%) A *

Tail position - - - - - 4/11 (36%) a #

Tremor - 1/6 (17%) - - - 9/11 (82%) A **, G *

Kaplan–Meier, Log Rank: S && p < 0.01. X2, A: age, ** p < 0.01 * p < 0.05, G: genotype, * p < 0.05. n.s. p > 0.05. # p < 0.05.
Table 3. Prevalence of physical conditions in male 3xTg-AD mice corresponding to the frailty phenotype. The progression of AD disease is
contrasted with normal aging and the survival of the experimental lots included in the research.

Finally, tremor shows differences in genotype and age, presenting a high incidence at
16 months in 16-month-old mice (tremor, Fisher’s exact test (5) = 23.346, p < 0.0001. Age
effect, Fisher’s exact test (2) = 10.170, p = 0.005. Genotype effect, χ2 (1) = 6.945, p = 0.012).

4. Discussion

In contrast to the huge literature on the AD-associated hallmark impairment in cogni-
tive domains, gait disorders in Alzheimer’s disease are an emerging field. They result from
structural and functional deficiencies that generate limitations in the performance of activi-
ties and also imply restrictions in the biopsychosocial participation of individuals [39–43].
Evidence suggests that AD has a long preclinical phase, during which its characteristic
pathology accumulates, and the patient’s function diminishes considerably [42,44]. Motor
problems have been described as occurring early in the AD process, rather than being a
feature exclusively related to end-stage AD pathology [45,46].

At the translational level, in animal models, we have recently described alterations in
the trajectory and displacement that interfere with gait and exploratory activity have re-
cently been reported in middle-aged (13-month-old) and old (16-month-old) male C57BL/6
and 3xTg-AD mice, which in the mutant corresponds to ages mimicking advanced and very
advanced stages of the disease [33]. Furthermore, these alterations increase their incidence
in endpoint situations at different ages regardless of the studied genotype [38,47,48]. In this
report, we have expanded the study of functionality and disability described for humans
to provide a translational proposal, which allows us to differentiate dysfunctions, gait
disorders, and exploration in the 3xTg-AD model at different stages of disease progression
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and as compared to C57BL/6 with normal aging. As shown in Figure 1, the functional
limitations that we have detected are equivalent to the difficulties that an older adult
typically faces when carrying out their activities of daily living and that we can consider as
markers of functional health deterioration.

4.1. Activity—Spontaneous Gait and Exploration

Particularly in gait, the variable speed, as in humans [43,49], seems to be the variable
with the highest sensitivity to detect impairments of displacement and locomotion. Further-
more, when bizarre gait patterns (circling, backward movement, stretching) are present,
stride length, speed, and cadence decrease in performance regardless of age and genotype.
On the other hand, 6-month-old 3xTg-AD mice have a shorter stride length that increases
with age. This result may be related to the novelty situation, where we have detected a
higher incidence of freezing (no movement) and higher episodes of bizarre gait patterns
in this group. Furthermore, it has previously been reported that in 3xTg-AD mice aged
from 10 to 14 months, the stride length is greater than that of control mice [49]. The authors
point out that a possible explanation for this difference is the differences between species,
where quadruped locomotion seems to have compensatory mechanisms that intervene
even after injury at the brain level [50], mediating that the kinematic parameters can be
preserved. In contrast, it can be inferred that older animals present a favorable indicator in
their gait performance, and this may be related to survival and individual characteristics.

A study conducted in 3- and 24-month-old male C57BL/6 mice found that aged mice
exhibited significantly lower cadence and decreased stride time variability [50]. They also
reported that aging tended to alter footstep patterns, for which they associated with aging
the alterations that occur in gait [50]. There are also technological devices and software
to make possible the equivalence of some human signatures in mice, highlighting those
related to gait disorders in Parkinson’s disease [41,51–53]. However, studying whole body
gait and posture in rodent models requires specialized methods and remains a challenge if
other motivational or emotional response behavioral factors are integrated, which is the
case of some Alzheimer’s disease models where a noticeable neuropsychiatric-like pattern
is exhibited. In this sense, in the face of novelty situations, 3xTg-AD mice respond with
neophobia and anxiety-like behaviors [54,55], whereas in humans, they have been reported
from initials stages of the disease [56]. Neophobia modifies the exploratory activity as
age increases, accentuating the symptoms [57]. However, we have described that there’s
a relationship between bizarre gait patterns and horizontal and vertical components of
exploratory activity. Thus, bizarre gait patterns limiting locomotion in 3xTg-AD mice do
the same in NTg mice, which tends to increase with age. In 3xTg-AD mice, these behaviors
are mainly related to psychiatric and neurological disorders [30,37,58]. However, bizarre
behaviors can be heterogeneous and have a low incidence in males compared to females,
as described by Baeta-Corral and Giménez-Llort, 2014 [30]. Therefore, in this sex, these
behaviors emerge at early stages and progress with the disease similar to that observed
in the bizarre swimming patterns in the Morris water maze, where we have described
the presence of circling appears at early stages (6 months of age) [59] and worsens with
age [60,61].

4.2. Body Function—Mobility and Muscular Strength

General mobility was interfered with by periods of freezing. We can distinguish that
the 12-month-old animals presented several freezing episodes in both genotypes. At the
age of 6 months, the group of 3xTg-AD mice presented a long freezing behavior, taking
longer to perform the first movement, which can also influence the decrease in exploration
and the quantitative parameters of the gait, similar to what happens in scenarios of social
isolation [33].

At the level of muscle strength, in humans, it has been described that the decrease in
strength in the initial stages of AD does not imply changes at the muscle fiber level [61–64].
However, in intermediate stages, it could be accompanied by a decrease in the number of

27



Biomedicines 2021, 9, 1365

muscle fibers that in advanced stages are reflected in sarcopenia associated with loss of
muscle strength [35,63]. Our results showed that the decrease in muscle strength would
be associated with aging, as occurs with muscular endurance. Nevertheless, at the age of
12 months, there is a drop in grip strength in 3xTg-AD mice. It has also been reported that
at six months, 3xTg-AD mice have a deficit in grip strength [65], but at 16 months, these
results are not reproduced [66]. In isolation, the 3xTg-AD mice show a conserved strength
at the age of 13 months over the mice that lived in groups [33]. These findings may point
to the heterogeneity of aging and the stage of AD in which muscle strength is measured.

4.3. Body Structure—Joints and Muscles

At the same time, postural patterns such as shrinkage and structural changes at the
joint level of the thoracolumbar spine accompany 3xTg-AD mice with a high incidence of
structural kyphosis [33,38,48]. Our results show that both 3xTg-AD and C57BL/6 mice
show an increase in the incidence of structural kyphosis after 12 months of age, which
could explain, from a postural point of view, the decrease in exploration in both groups as
age increases.

As the weight of the quadriceps muscle shows, there is a progressive decrease in
3xTg-AD mice that, unlike the C57BL/6 controls in which it appears to be attenuated, a
higher weight range is preserved even in older animals. In contrast, both groups maintain
a similar weight of triceps muscle at 12 and 16 months of age. A study in C57BL/6J females
reported a progressive weight loss from 15 months in the quadriceps muscle, which is
considerably accentuated at 24 months [66]. Similarly, a decrease in muscle weight over
25 months has been reported in male C57BL/6J mice in the gastrocnemius and soleus
muscle [67].

Furthermore, we have applied an indirect measure of sarcopenia to verify its presence
to investigate these findings further. In the quadriceps muscle, aging is related to sarcopenia,
while in the transgenic group, sarcopenia appears at 16 months. Interestingly, the triceps
surae muscle also indicates sarcopenia in 16-month-old 3xTg-AD mice. Using this measure,
a study conducted in female C57BL/6J mice concluded that sarcopenia would be present
at around 24 months in the quadriceps muscle [68]. However, in male C57BL/6J mice, it
could occur at earlier ages, reporting 20 months as the age of most significant change in the
gastrocnemius muscle [69].

In natural aging models of the C57BL/6J strain, it has been reported that the primary
phenotype of sarcopenia is a decrease in muscle mass and a decrease in the cross-sectional
area of muscle fibers [70–72]. The optimal age of study would be 25 months [67,72]. Thus,
we found the fibers are distributed homogeneously, with differences between them, but
maintain a similar distribution. However, a difference is observed in the number of nuclei
in NTg control animals that seems higher than in 3xTg-AD, especially at 12 months. We also
found the presence of adipose cells, which exhibited a different distribution for each muscle
type. Thus, adipose cells were present to a lesser extent in quadriceps, independently
of genotype and age, with an intramuscular predominance. Oppositely, adipose cells
exhibited a peripheral or intramuscular localization according to the genotype and age in
the triceps. Thus, in the NTg control group, adipose cells were found in more peripheral
areas, with a more significant proportion at 16 months.

In contrast, in the 3xTg-AD group, the adipose cells were more intramuscular, and
a higher proportion was found at 12 months. Interestingly, the NTg control mice had a
similar weight at each age, while the weight of 3xTg-AD mice increased with age.

4.4. Motor Performance, Geotaxis, and Hindlimb Clasping

On the other hand, we have measured the animals’ motor learning and physical
resistance to obtain a global vision regarding their psychomotor performance. We have
shown that in the advanced stage of the disease, 3xTg-AD mice have a lower-than-expected
performance that is replicated in motor learning and physical endurance. Similarly, in
C57BL/6 control animals, the observed changes are more attenuated due to aging. In the
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case of geotaxis, an increase in turning latency was found in the 3xTg-AD group, which,
although it did not present significant differences, could indicate a poor use of postural
and balance strategies to regain the verticality of their body on the grille in which they are
located. For its part, hindlimb clasping showed a higher incidence in the 3xTg-AD group
without being associated with the stages of disease progression. This particular sign can
indicate the severity of the motor impairment that the mice present [73–75].

4.5. Survival, Kyphosis, and Frailty Phenotype

Finally, we can point out that C57BL/6 control animals have a higher mortality ratio
in all age groups regarding survival, consistent with previous studies [76]. As the frailty
phenotype shows, some signs of deterioration are related to one group or another. In
the case of 3xTg-AD mice, physical and postural conditions appear to be the highest
incidence, and in their NTg counterparts, piloerection and tremor, which in both groups,
were found similarly increased with age. These variables indicate the general state of the
mice without interfering with their functional performance of the gait and exploration that
we have reported.

5. Conclusions

According to the literature, this is the first report that comprehensively presents
the gait disturbances and functional limitations in the exploratory activity of the 3xTg-
AD mouse model and, as compared to C57BL/6 with normal aging, uses a conceptual
model that allows translation to humans. The use of the ICF as a conceptual framework
allows describing the functional state, facilitating its interpretation and application in the
rehabilitation of people with AD.

In summary, the main conclusions are:

(1) The 3xTg-AD mice show more significant functional impairment in gait and ex-
ploratory activity quantitative variables.

(2) The presence of movement limitations and muscle weakness mark the functional
decline related to the disease severity stages that intensify with increasing age.

(3) Motor performance in 3xTg-AD is accompanied by a series of bizarre behaviors that
interfere with the trajectory, which allows us to infer poor neurological control.

(4) Signs of physical frailty accompany the functional deterioration of these animals.
(5) Signs of sarcopenia are present in an advanced stage of AD, with differences in fibre

distribution, number of cell nuclei, and presence of adipose tissue.
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Abstract: The marble burying (MB) test, a classical test based on the natural tendency of rodents to
dig in diverse substrates and to bury small objects, is sensitive to some intrinsic and extrinsic factors.
Here, under emerging neuroethological quantitative and qualitative analysis, the MB performance of
12-month-old male and female 3xTg-AD mice for Alzheimer’s disease and age-matched counterparts
of gold-standard C57BL6 strain with normal aging unveiled sex-dependent signatures. In addition,
three temporal analyses, through the (1) time course of the performance, and (2) a repeated test
schedule, identified the optimal time frames and schedules to detect sex- and genotype-dependent
differences. Besides, a (3) longitudinal design from 12 to 16 months of age monitored the changes
in the performance with aging, worsening in AD-mice, and modulation through the repeated test.
In summary, the present results allow us to conclude that (1) the marble burying test is responsive
to genotype, sex, aging, and its interactions; (2) the male sex was more sensitive to showing the
AD-phenotype; (3) longitudinal assessment shows a reduction in females with AD pathology; (4)
burying remains stable in repeated testing; (5) the time-course of marbles burying is useful; and (6)
burying behavior most likely represents perseverative and/or stereotyped-like behavior rather than
anxiety-like behavior in 3xTg-AD mice.

Keywords: neuroethology; behavioral neuroscience methodology; sexual differences; aging; Alzheimer’s
disease; comorbidities; phobia; anxiety; OCD (obsessive-compulsive symptoms)

1. Introduction

The behavioral and psychological symptoms associated with dementia (BPSD), in-
cluding neuropsychiatric symptoms (NPS) such as anxiety and phobias, paranoia and
delusion, hallucinations, stereotypes, and other disturbances, are comorbidities manifested
in 50–90% of people with Alzheimer’s disease (AD) [1]. These non-cognitive problems
affect their quality of life [2], are an important source of distress for patients and care-
givers [3], and frequently lead to premature institutionalization [4]. Furthermore, recent
studies suggest a distinct distribution of NPS comorbidities among sexes, and therefore
there is a need to characterize these differences, elucidate the underlying pathophysiology,
and identify better treatment targets with a gender perspective [5]. At the translational
level, the modeling of BPSD/NPS in basic and preclinical research of AD under the sex
perspective is also needed to develop better pharmacological and non-pharmacological
preventive/therapeutical interventions that could be effectively translated into clinical
scenarios. In this context, natural species-typical behaviors representing active interaction
with the environment are excellent ethological scenes to reflect the interplay of cognitive
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and non-cognitive disturbances induced by normal and AD-pathological aging. In agree-
ment with this, we have proven the validity of the 3xTg-AD mice to assess the impact
of the disease on naturally occurring executive functions and daily life activities based
on species-typical behaviors when interacting with the environment, such as burying
behavior [6], and nest-building [7,8].

Burying behavior is commonly measured with the marble burying (MB) test [9], a
classical behavioral test employed in rodents that exploit the tendency of these animals to
dig in diverse substrates and to bury small objects, such as glass marbles, in a test cage with
beddings [10]. Initially, this test was pharmacologically validated for its use to measure
anxiety-related behaviors and screening for anxiolytic pharmacological drugs [11,12]. How-
ever, controversy exists regarding its specificity as it is also proposed as modeling meaning-
less repetitive and perseverative behaviors mimicking psychotic and obsessive-compulsive
(OCD) symptoms [13]. Actually, some authors consider that for MB to be regarded as
a reliable screening test for a specific assessment of a neuropsychological construct, the
introduction of methodological changes or better experimental designs is needed [13–15].
Thus, two-zone configuration, repeated trials, and limitations inherent to MB score and
ceiling/floor effects are among the experimental considerations discussed. Additionally,
emerging neuroethological analysis of behavior, which integrates the sequence of behav-
ioral events in an ethogram, may provide a better understanding of the functional role, its
modulation, and underlying mechanisms than classical behavioral analysis.

Marble burying behavior is altered in the 3xTg-AD mice. Specifically, it is enhanced in
12-month-old 3xTg-AD male mice, an age mimicking advanced stages of the disease [16,17],
can be reversed by risperidone, and be modulated by handling [6,18]. In addition, we
have recently proven that at 15-months of age, just 2–3 months of naturalistic isolation,
which occurs when congeners die, is enough to exacerbate this behavior despite social lives
since they were born, modeling the worsening of OCD described in the current COVID-19
scenario [19]. However, there are still various unresolved questions regarding the effect
of sex and age factors on marble burying behavior in normal and AD-pathological aging.
First, as in the case in other fields with rodent experimentation [20], the inclusion of female
mice in MB testing is not the most common choice [21]. The inclusion of females in animal
studies of AD is relevant, even if similar incidence between sexes is found, since risk factors
may differentially affect multiple pathways and evolve into different manifestations of NPS
and comorbidities [5]. Second, how aging and AD-pathological processes affect burying
behavior and the MB profile evolves in a long-term perspective. This is a significant concern
due to the intrinsic nature of AD, in which cognitive and psychiatric symptoms are present
in early stages and worsen over time as the disease progresses [22]. Hence, to increase
the translational value of experimental designs, rather than a transversal comparison of
the performance at different age stages, longitudinal studies allow monitoring oof the
progression of cognitive and non-cognitive deficits through an AD-pathological life-span.

Therefore, the present study aimed to explore further the contribution of sex and aging
in the normal and AD-pathological brain in marble burying behavior. We used middle-
aged 3xTg-AD mice through a longitudinal study including methodological modifications
(two-zone configuration, repeated trials, and time-course counting of marbles buried)
to have a better approach to the possible neuropsychiatric constructs involved in their
alteration, and we compared them with those presented in their non-transgenic (NTg)
counterparts with the gold-standard C57BL/6 strain genetic background.

2. Materials and Methods

2.1. Animals

A total number of forty-six 12-month-old male and female mice, homozygous 3xTg-
AD (males n = 15, females n = 8) and non-transgenic (NTg, males n = 10, females n = 13)
mice on a C57BL/6 background (after embryonic transfer and backcrossing at least 10 gen-
erations), established in the Universitat Autònoma de Barcelona [23] were used. The
3xTg-AD mice harboring transgenes were genetically engineered at the University of Cali-
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fornia Irvine, as previously described [16]. Animals were maintained in groups of 3–4 mice
per cage (Macrolon, 35 × 35 × 25 cm) filled with 5 cm thick layer of clean woodchips
that were the same used for behavioral testing (Ecopure, Chips6, DateSand, UK; Uniform
cross-cut wood granules with 2.8–1.0 mm chip size) and nesting materials (Kleenex, Art:
08834060, 21 × 20 cm, White). All animals were maintained under standard laboratory
conditions of food and water ad libitum, 22 ± 2◦C, 12 h light: dark cycle with lights on at
8:00 a.m., and relative humidity 50–60%.

2.2. Experimental Design

As illustred in Figure 1, animals were behaviorally assessed at middle-age (12 months
of age) and re-tested four months later when they reached old age (16 months of age). In
the AD-genotype, these time points correspond to two different advanced stages of the
disease with the progressive development of βA and tau pathologies [17].

 
Figure 1. Fine-tuning of the marble burying test by sex, time frame, test–re-test, and longitudinal assessment. Experimental
design: a 3-day battery of behavioral tests consisting of a corner test on day 1, a marble burying test on day 2 (MB1), and a
repeated test on day 3 (MB2).

2.3. Behavioral Assessments

Behavioral assessments in the corner test and marble burying test under dim white
light (20 lx) were conducted during the light phase of the light: dark cycle (from 10 a.m.
to 1 p.m.). The tests were performed in a counterbalanced manner, by direct observation
by a trained observer, blind to the genotype, and a camera’s support. All procedures
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were in accordance with the Spanish legislation on the “Protection of Animals Used for
Experimental and Other Scientific Purposes” and the EU Directive (2010/63/UE) on this
subject. The protocol CEEAH 3588/DMAH 9452 was approved the 8th of March 2019
by the Departament de Medi Ambient i Habitatge, Generalitat de Catalunya. The study
complies with the ARRIVE guidelines developed by the NC3Rs and aims to reduce the
number of animals used [24].

Day 1—Corner test (CT) was used to evaluate neophobia. The animal was placed in
the center of a clean standard home cage filled with woodchip shave bedding and observed
for 30 s. We measured the numbers of corners visited (CTc), the latency to perform the
first rearing (CTlatR), and the number of rearings (CTr). The ratio of the number of visited
corners and rearings variables (Ratio CTc/r) was calculated.

Days 2 and 3—Marble burying test (MB1) and re-test (MB2): Nine ceramic marbles
were put in a standard home cage (Macrolon, 35 × 35 × 25 cm3) with a 5 cm thick layer
of clean woodchips. The marbles were placed evenly spaced (three rows of three) in one-
quarter of the cage and allowing the mice to avoid interaction with the marbles. Then, the
mouse was introduced in the zone without marbles facing the wall and left to interact with
the cage freely. A picture of the cage was taken every 5 min to assess the buried marbles’
progress. After 30 min the mice were gently removed from the cage, and the buried marbles
were counted. Marbles were counted as buried when their surface was covered at least 90%
with bedding material. The number of marbles buried was transformed in a percentage
(MBx.y; x, day, y, time of measurement) for further statistical analysis. Twenty-four hours
later, animals repeated the test under the same conditions.

2.4. Statistics

Statistical analyses were performed using SPSS 23.0 software. In the corner test, the
variables recorded were analyzed by a split-plot design with the factors genotype (G), aging
(A), sex (S), according to the experimental design G(2)×A(2)×S(2). ANOVA split-plot de-
signs analyzed the number of marbles buried with the factors time (T), genotype (G), aging
(A), sex (S), and day (D), according to the experimental design T(7)×G(2)×S(2)×A(2)×D(2).
Post-hoc comparisons were run with Bonferroni corrections. Both the F and the degrees of
freedom values were reported when it was possible. Spearman correlations were made
to analyze behavioral correlates between the CT and the MB. Correlation coefficients (r)
are indicated. A p-value < 0.05 was considered as statistically significant. Graphics were
made with GraphPad Prism 6. Abbreviation: sexAgeMBday·minute (i.e, m12MB2.30, male
at 12 months of age, re-test, 30 min).

3. Results

3.1. Corner Test for Neophobia

In the corner test (Figure 2), all the variables were sensitive to the aging factor, as the
longitudinal analysis showed the reduction of the number of crossings (A, F(1,42) = 80.104;
p < 0.001), the number of rearings (A, F(1,42) = 24.564; p < 0.001), the crossings/rearings ratio
(A, F(1,42) = 23.903; p < 0.001), and, conversely, the enhancement of the latency of rearing
(A, F(1,42) = 18.085; p < 0.001). Moreover, the crossings/rearings ratio was also sensitive to
the genotype and aging interaction (G×A, F(1,42) = 18.085; p < 0.001).
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Figure 2. Sex and age effects in the longitudinal assessment in the corner test in mice with normal and AD-pathological
aging. (A) Number of crossings (CTc); (B) Latency of rearing (CTlatR); (C) Number of rearings (CTr); (D) Ratio CTc/CTr
(CTratio); Factorial analysis: G, genotype (NTg, 3xTg-AD mice); A, aging (12, 16 months of age); S, sex (male, female).
* p < 0.05; *** p < 0.001.

The post-hoc analysis indicated meaningful differences as described hereinafter (see g,
s, a at each variable in Figure 2). Thus, at 16 months, AD-males and AD-females exhibited
a lower number of crossings (g, F(1, 42) = 4.474; p = 0.040) and higher crossings/rearings
ratio (g, F(1, 42) = 4.335; p = 0.043), respectively, than their NTg counterparts. Regarding
sex, NTg-males showed a lower latency of rearing than NTg-females at 16 months of age.
With aging, all the groups manifested a reduction in the number of crossings (NTg-females:
p < 0.001; AD-females: p = 0.003; NTg-males: p < 0.001; AD-males: p < 0.001). However,
the rearing behavior only was affected in NTg-females (CTlatR: p = 0.0001; CTr: p = 0.001)
and AD-males (CTlatR: p = 0.048; CTr: p = 0.035). At 16 months, these mice showed both
a delayed elicitation of rearing and a lower number of total rearings. Finally, a reduction
with aging in the ratio of crossings/rearings was also presented in NTg-females (p = 0.001),
AD-males (p = 0.021) and WT-males (p = 0.001). The post-hoc analysis of these results is
also depicted in Table 1.
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Table 1. Post-hoc analysis of genotype, sex, and aging differences in the corner test.

Post-Hoc
Analysis
CORNER

TEST

Genotype
(vs. NTg Mice)

Sex
(vs. Female Mice)

Aging
(vs. 12-Month-Old Mice)

Behavioral
variable 12 mo 16 mo 12 mo 16 mo Each group

CTc All
n.s.

Males
p = 0.040

All
n.s.

All
n.s.

fNTg
f3xTg-AD

mNTg
m3xTg-AD

p < 0.001
p = 0.003
p < 0.001
p < 0.001

CTlatR All
n.s.

All
n.s.

All
n.s.

NTg
p = 0.024

fNTg
f3xTg-AD

mNTg
m3xTg-AD

p < 0.001
n.s.
n.s.

p = 0.048

CTr All
n.s.

All
n.s.

All
n.s.

All
n.s.

fNTg
f3xTg-AD

mNTg
m3xTg-AD

p = 0.001
n.s.
n.s.

p = 0.035

CTratio All
n.s.

Females
p = 0.043

All
n.s.

All
n.s.

fNTg
f3xTg-AD

mNTg
m3xTgAD

p = 0.001
n.s.

p = 0.001
p = 0.021

Abbreviations: mo, months-old; CTc, number of crossings; CTlatR, latency of rearing; CTr, number of rearings; CTratio, CTc/CTr ratio;
fNTg, female NTg mice; f3xTg-AD, female 3xTg-AD mice; mNTg, male NTg mice; m3xTg-AD, male 3xTg-AD mice; n.s., p-value value is
not statistically significant.

3.2. Longitudinal Assessment of Marble Burying Test and Repeated Test

The marble burying test (Figure 3) was sensitive to the main factors genotype (G,
F(1, 42) = 4.212; p = 0.046) and aging (A, F(1, 42) = 4.325; p = 0.044), while sex effects depended
on the genotype (G×S, F(1, 42) = 12.768; p = 0.001). The time-course analysis indicated that
time (minute) (T, F (2.373, 99.681) = 68.644; p < 0.001) was determinant to detect genotype,
sex, and age effects and interactions (T×G×A×S, F(3.234, 135.830) = 3.442, p = 0.016; TxA,
F(3.234, 135.830) = 3.385; p = 0.017, T×G×S, F(2.373, 99.681) = 5.589; p = 0.003), while re-test 24 h
later reduced the performances of 12-month-old animals in a lower/higher intensity man-
ner depending on the genotype and sex (G×A×S×D, F(1,42) = 5.598; p = 0.023). In general,
T×G×A×S×D interactions effects were not statistically significant (F(3.499, 146.951) = 5.400;
p = 0.061).The post-hoc analysis indicated meaningful differences as described hereinafter,
providing evidence that the observation windows are critical (see g, a, s, d at each time
point). The post-hoc analysis of these results is summarized in Table 2.

In the first MB testing, several meaningful differences between genotypes in the test
performance were exhibited. At 12 months of age, post-hoc comparisons showed increased
marble burying in AD-males compared to NTg-males (mMB5: p = 0.010; mMB10: p = 0.013;
mMB15: p = 0.009; mMB20: p = 0.014), but no differences were found between females at
this age.

However, when animals reached 16 months of age, the AD-phenotype was found
up-regulated in males and down-regulated in females compared to their NTg counterparts.
Thus, AD-males showed increased marble burying compared to NTg-males (m16MB1·10:
p = 0.016; m16MB1·15: p < 0.001; m16MB1·20: p < 0.001; m16MB·25: p = 0.001), whereas AD-
females buried less marbles than their NTg counterparts (f16MB1·15: p = 0.046; f16MB1·20:
p = 0.040; f16MB1·25: p = 0.011; f16MB1·30: p = 0.002).
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Table 2. Post-hoc analysis of genotype, sex, and aging differences in the marble test.

Post-Hoc
Analysis
MARBLE

TEST

Genotype
(vs. NTg Mice)

Sex
(vs. Female Mice)

Aging
(vs. 12 mo)

Repeated
Test(vs. Day 1)

Behavioral
variable 12 mo 16 mo 12 mo 16 mo Each group Each group

Day 1 (MB1)

MB1.5 Females
p = 0.010

All
n.s.

3xTg-AD
p = 0.036

NTg
p = 0.025

All
n.s.

All
n.s.

MB1.10 Females
p = 0.013

Males
p = 0.016

All
n.s.

NTg
p = 0.043

All
n.s.

All
n.s.

MB1.15 Females
p = 0.009

Females
p = 0.046

Males
p = 0.000

All
n.s.

NTg
p = 0.002
3xTg-AD
p = 0.011

All
n.s.

All
n.s.

MB1.20 Females
p = 0.014

Females
p = 0.040

Males
p = 0.000

All
n.s.

NTg
p = 0.003
3xTg-AD
p = 0.003

f3xTg-AD
p = 0.043

All
n.s.

MB1.25 All
n.s.

Females
p = 0.011

Males
p = 0.001

All
n.s.

NTg
p = 0.004
3xTg-AD
p = 0.003

f3xTg-AD
p = 0.010

All
n.s.

MB1.30 All
n.s.

Females
p = 0.002

All
n.s.

NTg
p = 0.012
3xTg-AD
p = 0.007

f3xTg-AD
p = 0.010

All
n.s.

Day 2 (MB2)

MB2.5 Males
p = 0.005

Males
p = 0.021

3xTg-AD
p = 0.009

All
n.s.

All
n.s.

All
n.s.

MB2.10 All
n.s.

Males
p = 0.024

3xTg-AD
p = 0.045

All
n.s.

All
n.s.

All
n.s.

MB2.15 Males
p = 0.006

Males
p = 0.008

All
n.s.

All
n.s.

All
n.s.

All
n.s.

MB2.20 Males
p = 0.007

Males
p = 0.004

All
n.s.

3xTg-AD
p = 0.012

All
n.s.

All
n.s.

MB2.25 Males
p = 0.024

Males
p = 0.020 Alln.s. 3xTg-AD

p = 0.039
All
n.s.

All
n.s.

MB2.30 All
n.s.

Males
p = 0.038

All
n.s.

3xTg-AD
p = 0.025

All
n.s.

fNTg
p = 0.005

Abbreviations: mo, months-old; (MBx.y), MB, Marble test; x, day; y, time (accumulated counts); fNTg, females NTg; n.s., p-value value is
not statistically significant.

Besides, only the female sex exhibited longitudinal differences in the performance of
the test. At 16 months of age, AD-female mice showed a lower percentage of marbles buried
in the test’s final minutes (f12-16MB1·20: p = 0.043; f12-16MB1·25: p = 0.010; f12-16MB1·30:
p = 0.010) compared to their scores at 12 months of age.

Besides, several significant sex differences were found. At 12 months of age, significant
post-hoc differences only appeared at the first five minutes of the test, where AD-males
buried more marbles than AD-females (mf12MB1·5, p = 0.036). No differences were
found between NTg mice at 12 months. Nevertheless, several meaningful differences
were manifested by both AD-mice and NTg-mice at 16 months old. At this age, NTg-
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males buried less marbles than NTg-females early in the test (mf16MB1·5: p = 0.025;
mf16MB1·10: p = 0.043; mf16MB1·15: p = 0.002; mf16MB1·20: p = 0.003; mf16MB1·25:
p = 0.004; mf16MB1·30: p = 0.012). Conversely, AD-males buried a higher percentage
than AD-females (mf16MB1·15: p = 0.011; mf16MB1·20: p = 0.003; mf16MB1·25: p = 0.003;
mf16MB1·30: p = 0.007).

 
Figure 3. Sex, age, time, and day effects in the longitudinal assessment in the marble burying test and repeated test in mice
with normal and AD-pathological aging. (A) Males marble burying test on day 1 (MB1 Day 1) and (B) re-test 24 h later (MB2
Day 2); (C) Females marble burying test on day 1 (MB1 Day 1) and (D) re-test 24 h later (MB2 Day 2); Factorial analysis: G,
genotype (NTg, 3xTg-AD mice); A, aging (12, 16 months of age); S, sex (male, female); T, time (0–30 min); D, day (Day 1,
Day 2). * p < 0.05; ** p < 0.01; *** p < 0.001.

In the re-test, 24 h later, 12-month-old AD-males buried more marbles than NTg-males
at several time points of the test (m12MB2·5: p = 0.005; m12MB2·15: p = 0.006; m12MB2·20:
p = 0.007; m12MB2·25: p = 0.0024). Conversely, there was an absence of differences between
12-month-old AD-females and NTg-females. When the animals reached 16 months of age,
genotype differences still persisted between AD and NTg males (m16MB2·5: p = 0.021;
m16MB2·10: p = 0.024; m16MB2·15: p = 0.008; m16MB2·20: p = 0.004; m16MB2·25: p = 0.020;
m16MB2·30: p = 0.038), but those observed between females disappeared.

Regarding sex post-hoc differences in the re-test, they were clearly shown in the group
of AD mice at both ages studied. Thus, 12-month-old AD-males buried a higher percentage
of marbles than NTg-males at the beginning of the test (m12MB2·5: p = 0.009; m12MB2·10:
p = 0.0045). Four months later, when they reached 16 months of age, AD-males showed very
similar test and re-test patterns (m16MB2·20: p = 0.012; m16MB2·25: p = 0.0039; m16MB2·30:
p = 0.025). However, at 16 months, differences between NTg-males and NTg-females were
not found.
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Finally, the percentage of marbles buried between the test and the re-test on the first
and the second day of testing in all the time measures for all the groups were compared.
At 12 months of age, no differences were found, while the performance of these animals
at 16 months showed one difference: the NTg-females buried fewer marbles at the end
time point of the second test (f16MB2·30: p = 0.005). Therefore, the time-course analysis is
essential to unveil sex, aging, and re-test differences otherwise under-detected.

3.3. Corner Test and Marble Burying Test Correlations

In calculating these correlations, the variables genotype and sex were taken into
account to generate the tables. The relationship between these tests was analyzed for the
two ages studied. To simplify the analysis, we paid attention mainly to both the percentage
of marbles buried at five and thirty minutes for the first marble test testing (MB1·5 and
MB1·30, respectively).

At 12 months of age, correlations between the CT and the MB tests were only exhibited
by female mice. For NTg-female mice, the number of rearings in the CT was positively
correlated with the percentage of marbles buried at both five and thirty minutes (CTr ©
f12MB1·5, r = 0.716; p = 0.006; CTr © f12MB1·30, r = 0.620; p = 0.024). While for AD-female
mice, the number of rearings in the CT were positively correlated with the percentage of
marbles buried at five minutes (CTr © f12MB1·5, r = 0.835; p = 0.010), the latency of rearing
was inversely correlated also with the percentage of marbles buried at five minutes (CTlatR
© f12MB1·5, r = −0.845; p = 0.008). At 16 months of age, none of the groups exhibited
correlations. Among others, all these results are summarized in Table 3.

Table 3. Corner test and marble burying test Spearman correlation analysis.

CTc CTlatR CTr CTratio

fNTg (n = 13) at 12 moa

MB1.5 Spearman correlation
Sig. (2-tailed) n.s. n.s. 0.716 **

0.006 n.s.

MB1.10 Spearman correlation Sig.
(2-tailed) n.s. n.s. 0.617 *

0.025 n.s.

MB1.15 Spearman correlation Sig.
(2-tailed) n.s. n.s. 0.697 **

0.008 n.s.

MB1.20 Spearman correlation Sig.
(2-tailed) n.s. n.s. 0.631 *

0.021 n.s.

MB1.25 Spearman correlation Sig.
(2-tailed) n.s. n.s. n.s. n.s.

MB1.30 Spearman correlation Sig.
(2-tailed) n.s. n.s. 0.620 *

0.024 n.s.

fNTg at 16 moa

MB1.25 Spearman correlation
Sig. (2-tailed)

0.568 *
0.043 n.s. n.s. n.s.

f3xTg-AD (n = 8)
at 12 moa

MB1.5 Spearman correlation Sig.
(2-tailed) n.s. −0.845 **

0.008
0.0835 **

0.010 n.s.

All the other groups

MB1.all Spearman correlation Sig.
(2-tailed) n.s. n.s. n.s. n.s.

Only statistically significant correlations are indicated. Abbreviations: fNTg, females NTg; f3xTg-AD, females 3xTg-AD mice; moa, months
of age; (MBx.y) MB, marble test; x, day; y, time (accumulated counts); fNTg Sig., significant; **, correlation significant at the 0.01 level
(2-tailed), *, correlation significant at the 0.05 level (2-tailed).
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4. Discussion

In the present work, we corroborate the previously described higher burying of mar-
bles in 3xTg-AD male mice at 12 months of age [6,18], and we demonstrate the complexity
of factor interplay in the performance of the MB test. For the first time, we show that
the higher performance in 3xT-AD male mice is also observed in the female sex, albeit
statistically significant genotype differences in females are only reached at 16 months.
Moreover, the longitudinal design allows the monitoring of changes in the performance
with worsening of the disease only in AD-female mice, and normal aging in NTg mice, from
12 to 16 months of age, and its modulation through the repeated test. Most importantly,
the time-course analysis provides a tool to discriminate the best temporal windows of
observation depending on these factors.

4.1. New Insight of Burying Behavior in 3xTg-AD Mice

We provide evidence that the higher burying of the AD-male mice than NTg mice
over 30 min [6,19] is a phenomenon sustained throughout the test and could also be
scored since the beginning. For the first time, the inclusion of 3xTg-AD female mice in
MB testing is reported. In contrast, despite AD-females showing higher percentages than
their NTg counterparts at the end of the test, these differences did not reach statistical
significance. Sexual differences were present in the AD-phenotype at the beginning of the
test at 12 months old. However, with aging, these differences were exhibited in the second
half of the test. In both stances, AD-female mice presented the lower percentage of marbles
buried. Although it is known that the estrous cycle can affect burying activity [25–27],
comparative studies between sexes are scarce. Those available do not find differences [28],
and if they do, they are dependent on the menstrual cycle [28]. Therefore, this finding
represents a step forward in the exploration of sex differences in burying behavior.

In addition, for the first time, the longitudinal design showed that pathological aging
influenced MB performance. At 16 months of age, males did not show any significant
difference in performance compared to their assessment at 12 months. In contrast, the
performance of AD-females was lower at 16 months through all the tests, although statis-
tical significance was reached from minute 20, and the performance of NTg-females was
relatively similar at both ages. In normal aging, NTg-males showed significantly lower MB
compared to NTg-females of the same age. Also, the genotype differences between male
mice persisted at this age through the MB test. Therefore, we found a differential influence
of how normal and AD-pathological aging affects MB performance. Firstly, aging has a
differentiated response, whether accompanied by pathology or not, as shown by the fact
that NTg animals do not undergo percentage changes. However, in addition, the aging
of 3xTg-AD mice produced a sex-dependent differential response in their behavior, with
significant differences between 16-month-old AD-females and AD-males in the second half
of the MB test.

Several authors advocate for repeated trials as necessary for using MB as a model
of neophobia/anxiety or OCD [13]. Following these recommendations, at both ages, we
applied two consecutive days of MB testing. When the time-course of the test and re-test
of all groups was compared, the standard pattern was the absence of differences in their
performance at both ages, although NTg-females showed significantly lower performance
at min 30 in the re-test performed at 16 months of age. As can be seen, these variations
are not large enough to generate significant changes concerning their performance on the
previous day. At 16 months of age, the lower performance of NTg-females eliminates
both the genotype and sexual differences with AD-females and NTg-males, respectively.
Moreover, the reduction of the performance of marbles buried in AD-females at 12 months
suggests that aging differences with respect to AD-females at 16 months did not show
up, and caused the temporal amplification of sexual differences at the beginning of the
test regarding AD-males. For the rest, genetic and sexual differences manifested by AD-
males at both ages were still conserved. Although slight variations are exhibited in some
measures, they do not change their manifested behavioral phenotype interpretation.
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4.2. Corner Test and Its Relationship with Marble Burying Test in 3xTg-AD Mice

In the present work, we did not find genotype differences in neophobia, contrary to
what occurred on other occasions [6,19]. However, we did observe a reduction in mouse
activity and a slowdown of latency due to aging. This occurs in all variables, although it
does not always occur in all groups in a statistically significant way, although a tendency
can be appreciated.

The relationship between the burrowing percentage in the MB and the CT variables
could be described as inconsistent and poor. To simplify its interpretation, we focused our
attention on the first measure, which should be more sensitive to neophobia, and the last
one, for comparative purposes. If we hypothesize that the higher percentage of buried
marbles is due to anxiety, a clear relationship should be visible between the two tests,
especially for AD-males. However, correlations only appeared in both NTg and AD female
mice. To summarize, these results would be in line with the poor relationship showed
between the MB and other tests for assessing anxiety-like behavior in other studies [29–31].

4.3. Marble Test as a Model of Anxiety-Like or OCD-Like Behavior in 3xTg-AD Mice?

With all of the previously discussed, the modeling of anxiety-like behavior in the
burying behavior of this animal model is certainly questionable. First of all, due to the
utilization of the two-zone configuration, the animals can avoid the marbles, so we can
assume that the interaction with the marbles is, to some extent, voluntary. Then, it would
be expected that AD-mice would show passive avoidance of marbles, which is not the case.
These results would be consistent with those shown by other studies using a two-zone
configuration [11,14,31–34]. Furthermore, in the re-testing, no change would indicate that
habituation to a stressful situation is produced, either assuming two different fight-to-flight
scenarios: a case where the animals were so frightened of the marbles that they buried as a
defensive strategy (AD-mice), or they would avoid their interaction with them (NTg mice).
However, they interact as well, but to a lesser extent. Moreover, although there are no clear
genotype differences in neophobia, measured through CT, differences still appeared in
burying behavior in MB. Finally, correlations between the burying percentages and the
CT variables are scarce and inconsistent. A possible hypothesis to support the anxiety-
like modeling of burying behavior could be that the inherited anxiety trait of these mice
could make their response to marbles resistant to habituation [35,36] and thereby invoking
either active burying or passive avoidance behavior as coping strategies [36–41]. Since
3xTg-AD mice present higher baseline anxiety [23], which produces differentiated anxious
responses depending on the test [18], the previous hypothesis is still possible. Interestingly,
we already reported that other animal models for anxiety, such as the A1 receptor knock
out mice, also show reduced habituation [42]. Moreover, in our precedent Gimenez-Llort
and Alveal-Mellado’s work [19], 3xTg-AD mice showed a higher freezing behavior in the
open-field test accompanied with higher amounts of marble burying, contrary to NTg-
mice. Therefore, although the modeling of anxious-like behavior is questionable, with the
methodology employed it is not completely discardable.

It seems pretty clear that regardless of whether they bury more or fewer marbles,
their performance in this test is persistent and stable over time, in concordance with other
studies with repeated MB application [28,31,32,43–45]. This event would support the
current practice of using burying behavior as an indication of OCD-like behavior, although
this approach also has certain validity concerns [13,45,46]. While OCD may be a risk factor
for developing AD [47,48], it is unlikely to be the construct modeled in the 3xTg-AD mice.
Due to the repetitive and perseverative nature of burying activity, this behavior could
represent NPS such as perseverative behavior and/or stereotyped behavior. Both are NPS
usually present in patients with Alzheimer’s and other dementias [49–51]. In addition,
3xTg-AD mice have been shown to present more significant errors due to preserverative
behavioral hopelessness paradigms [52] and attentional tasks [53], and greater presence
of stereotyped behaviors at early stages of the disease [23]. Therefore, it is quite possible
that burying behavior in 3xTg-AD mice reflects perseverative and/or stereotyped-like
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behavior rather than anxiety-like behavior. However, this is not necessarily denying that
anxiety may influence the performance on the marble test, mainly through differentiated
coping strategies.

Far from discussions about which pathology models the test in our animal model,
what remains clear is that the burying behavior is stable and resistant to repetition, re-
gardless of the group or whether the animals show high or low percentages. Therefore
another way of interpreting the results would be to look at them with a neuroethological
perspective, in which burying is an inherent behavior of the animal [13], in this case, sensi-
tive to AD-pathology and with differentiated response depending on sex, aging, and their
interactions. Considering that burying represents the application of digging [13], defined
as the displacement of a substrate mainly using forepaws [54], to a more complex task, it
would be expected that digging was the sensitive behavior to the AD pathology. Thus,
3xTg-AD mice should show a similar profile in other tests involving digging behavior
shown in the MB. Therefore, further research is needed to confirm this hypothesis.

4.4. Integrating Our New Findings into Our Previous Knowledge of The Burying Behavior of
3xTg-AD Mice

The inter-test stability in the burying behavior also has important implications for
supporting the conclusions developed in previous works of our research group with
the 3xTg-AD mice. In Torres-Lista’s previous studies [6,18], chronic administration of
risperidone reduced the number of marbles buried compared to their pre-treatment testing
for both AD-male and NTg-male mice. Moreover, this number was modulated in saline
groups, albeit presenting a different pattern depending on the genotype. In AD-mice,
as happened with risperidone, the number of marbles buried was reduced, whereas for
NTg-males, this number was higher. These changes in the marble activity were attributed
to an effect of the repetitive handling for the administration of the saline compounds. The
results obtained in the present study would support that conclusion since, without the
handling, the animal’s burying behavior should have been unaltered in the resetting. We
attributed the reduction of marble activity in the AD saline group to the anxiolytic effect
of handling [55–57], and the increase in marble activity in NTg-males with an increase in
their emotional state. However, this claim remains unclear partly for our present results
and partly because burying behavior can be enhanced in mice by stressing the animal
through non-pharmacological intervention [58–60]. Thus, it may have been possible that
the repetitive subcutaneous administration of the saline compound acted as a stressor
affecting the inherited burying behavior of each group and thereby either increasing or
decreasing it depending on their inherited pattern.

4.5. Benefits of Implementing the Time-Course of Marble Buried

This is the first time that time-course of marbles buried by 3xTg-AD mice in MB
was studied as a methodological novelty. As we previously explained in the method,
it consisted of counting the number of marbles buried at five minute intervals until the
end of the test. Although we have already commented on their results in the previous
section, we would like to make some remarks to promote its use. First of all, its application
is easy and affordable. It can be done through photography or video, not interfering in
the normal development of the test. Moreover, the intervals can be easily adapted to the
needs of the study, although it would be advisable to include at least one measurement
in the middle of the test. The reason for this is that, at least in our model, differences
usually appear at 10–15 min, and the score at that time does not differ significantly from
the score obtained at 30 min (analysis not shown). To us, the most important reason for
its use is that it gives us valuable information about the behavioral pattern of the animal
throughout the test, helping us to establish a more accurate profile of the animal and the
possible differences between them. This may be especially important in pharmacological
and non-pharmacological interventions as well, as such interventions could modify the
pattern of the animal and not just the final test score. Concerning the latter, time-course
could save many nightmares to researchers using the MB. If we consider only the final
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measurement, we could erroneously conclude that there are significant differences (false
positive) or not (false negative) between the two groups when in fact, throughout the test,
this was not the case. In our experiment, we can see an example of each. As a false positive
in the final measurement, we have that the 16-month-old AD-females burying percentage
is significantly different regarding their score on the previous testing, but only in that score.
While as a false negative, we see that in the last measurement of the re-test, the significant
difference between AD-males and NTg-males at 12 months disappears when there have
been significant differences in all the previous scores. In addition, although the counting
of marbles through the test has existed for a long time [43], its use is not widespread. It is
difficult to find examples of its use in the literature, although they certainly exist [59,61].
As in our experiment, the differences found at the end of the test are usually manifested
from the first measurements and are relatively stable over the time course. Considering
the foregoing, we consider that the advantages of its application far outweigh the costs of
its implementation.

4.6. Methodological Limitations of the Study

Although, in our view, the data support the above discussions, certain methodolog-
ical limitations may influence the degree of certainty of our conclusions. Here, we’ll
discuss them to warn the reader regarding the possible impact of these limitations on
interpretability and, consequently, the conclusions drawn.

First, it is necessary to discuss the statistical analysis employed. MB is commonly
analyzed using linear models, such as the t-test and ANOVA. In our case, we have also
employed a split-plot ANOVA. However, as Lazic [15] points out, this type of analysis
may be inadequate because, as the number of marbles is a counted data, it does not
meet the requirements of this type of analysis, leading to 95% confidence intervals that
include impossible values (less than zero or greater than the number of marbles present),
misleading p-values, and impossible predictions. There are other more appropriate (non-
parametric) types of analysis. However, in our case, we decided to use the analysis for
several reasons: 1) to be in line with our previous studies, 2) to use the most commonly
used method in the literature, and 3) the complexity of the experimental design made it
very difficult to use non-parametric analysis techniques.

On the other hand, there are several limitations in ascertaining which construct the
MB test relates to or models. In the case of anxiety, there are more classical tests than the CT
for measuring anxiety-like behavior (e.g., open field, elevated plus maze). We used the CT
because in our previous studies [6], there were correlations concerning the MB. However,
as mentioned above, other studies have explored the relationship between anxiety tests
and the MB and obtained relatively poor results [29–31], so it is unlikely that this would
be any different in our case. In perseverative behavior, we also do not have an alternative
behavior (e.g., grooming) in the MB or another test to validate this hypothesis. However, in
this case, the design relies on the resistance to habituation of the marble test, as is the case
in other experimental tests e.g., [31]. The main intention of this paper is not to conclude
what behavior models the MB in the 3xTg-AD model, although we do hypothesize, based
on the data obtained, that it could be due to the previous points of the discussion.

All in all, it is clear that more research is needed to explore these questions further
and overcome the limitations present in this study.

5. Conclusions

In summary, the present results allow us to conclude that (1) the marble test is respon-
sive to genotype, sex, aging, and its interactions; (2) the male sex was more sensitive to
showing the AD-phenotype; (3) longitudinal study shows a reduction of burying in females
with AD pathology; (4) burying remains stable in repeated testing; (5) the time-course of
marbles buried is a useful methodological modification; and (6) burying behavior in the
MB test most likely represents perseverative and/or stereotyped-like behavior rather than
anxiety-like behavior in 3xTg-AD mice. More research is needed in the 3xTg-AD mice to
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approach further the modeling of perseverative and stereotyped-like behavior in MB and
to be able to verify if the profile shown in the MB test is transferable to other tests that
imply digging behavior.
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Abstract: Neurodegenerative diseases, including Alzheimer’s (AD) and Parkinson’s diseases (PD),
are complex heterogeneous diseases with highly variable patient responses to treatment. Due to
the growing evidence for ageing-related clinical and pathological commonalities between AD and
PD, these diseases have recently been studied in tandem. In this study, we analysed transcriptomic
data from AD and PD patients, and stratified these patients into three subclasses with distinct gene
expression and metabolic profiles. Through integrating transcriptomic data with a genome-scale
metabolic model and validating our findings by network exploration and co-analysis using a zebrafish
ageing model, we identified retinoids as a key ageing-related feature in all subclasses of AD and PD.
We also demonstrated that the dysregulation of androgen metabolism by three different independent
mechanisms is a source of heterogeneity in AD and PD. Taken together, our work highlights the
need for stratification of AD/PD patients and development of personalised and precision medicine
approaches based on the detailed characterisation of these subclasses.

Keywords: neurodegeneration; Alzheimer’s; Parkinson’s; ageing; systems biology

1. Introduction

Neurodegenerative diseases, including Alzheimer’s (AD) and Parkinson’s diseases
(PD), cause years of a healthy life to be lost. Much previous AD and PD research has
focused on the causative neurotoxicity agents, namely, amyloid β and α-synuclein, respec-
tively. The current front-line therapies for AD and PD are cholinesterase inhibition and
dopamine repletion, respectively, which are considered gold standards. Unfortunately,
these therapies are not capable of reversing neurodegeneration [1,2], thus necessitating
potentially lifelong dependence on the drug and risking drug-associated complications.
Moreover, AD and PD are complex multifactorial diseases with heterogeneous underlying
molecular mechanisms involved in their progression [3–5]. This variability can explain
the differences in patient response to other treatments such as oestrogen replacement
therapy [6,7] and statin treatment [8,9]. Hence, we observed that there are distinct disease
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classes affecting specific cellular processes. Therefore, there is a need for the development
of personalised treatment regimens.

In this study, we propose a holistic view of the mechanisms underlying the devel-
opment of AD and PD rather than focusing on amyloid β and α-synuclein [10]. To date,
complex diseases including liver disorders and certain cancers have been well studied
through the use of metabolic modelling. This enabled the integration of multiple omics
data for stratification of patients, discovery of diagnostic markers, identification of drug
targets, and proposing of personalised or class-specific treatment strategies [11–14]. A
similar approach may be applied for AD and PD since there is already a wealth of data
from AD and PD patients from post-mortem brain tissues and blood transcriptomics.

AD and PD share multiple clinical and pathological similarities, including comor-
bidities [15,16], inverse associations with cancer [17,18], and ageing as a risk factor [19,20].
One type of ageing is telomeric ageing, which is associated with the loss of telomeres,
protein/nucleic acid structures that protect chromosome ends from degradation [21]. The
enzyme telomerase is necessary for the maintenance of telomeres. In adults, telomerase
activity is mostly limited to progenitor tissues such as in the ovaries, testes, and bone
marrow. Loss of telomerase activity leads to telomere shortening, loss of sequences due to
end-replication, and eventual degradation of sequences within coding regions, leading to
telomeric ageing. Considering AD and PD as products of ageing, we can use an ageing
model organism to study its effects on the brain. In our study, we used zebrafish (Danio
rerio) as a model organism since it has been used extensively used to study vertebrate
ageing [22]. For example, a zebrafish ageing model can harbour a nonsense mutation in the
tert gene, which encodes the catalytic subunit of telomerase, and exhibit faster-than-normal
ageing [23,24].

In our study, we first analysed post-mortem brain gene expression data and protein–
protein interaction data from the Genotype-Tissue Expression (GTEx) database [25], Func-
tional Annotation of the Mammalian Genome 5 (FANTOM5) database [26–29], Human
Reference Protein Interactome (HuRI) database [30], and Human Protein Atlas (HPA)
(http://www.proteinatlas.org, accessed on 9 March 2021) [31] for characterization of nor-
mal brain tissue (Figure 1A). Secondly, we analysed transcriptomic data from the Religious
Orders Study and Rush Memory Aging Project (ROSMAP) [32–34] with published expres-
sion data from anterior cingulate cortices and dorsolateral prefrontal cortices of PD and
Lewy body dementia patients, hereafter referred to as the Rajkumar dataset [35], and from
putamina, substantiae nigrae, and prefrontal cortices from patients with PD, hereafter
referred to as the Zhang/Zheng dataset [36,37]. On these data, we conducted differen-
tial gene expression and functional analysis, and then constructed biological networks
to further explore coordinated patterns of gene expression. Next, we performed global
metabolic analyses using genome-scale metabolic modelling. Alongside these analyses,
we also leveraged zebrafish tert mutants to test the hypothesis that the identified changes
may be associated with telomeric ageing. Finally, on the basis of our integrative systems
analysis, we defined three distinct disease subclasses within AD and PD and identified
retinoids as a common feature of all three subclasses, being likely to be perturbed through
ageing. We revealed subclass-specific perturbations at three separate processes in the an-
drogen biosynthesis and metabolism pathway, namely, oestradiol metabolism, cholesterol
biosynthesis, and testosterone metabolism.
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Figure 1. Overview and exploratory data analysis. (A) Workflow for the analysis of human AD and
PD samples. (B) AD and PD samples were clustered into k clusters without supervision on the basis of
normalised expression counts. Results are shown for k = 3 and 1000 bootstrap replicates. Colour bars
indicate cluster identity for each sample. For 2 ≤ k ≤ 7, refer to Figure S1. (C) Normalised expression data
from AD, PD, and control samples were projected onto 2-D space using t-distributed stochastic neighbour
embedding (t-SNE). Points are coloured according to cluster assignment by unsupervised clustering. For
further data visualisation, refer to Figure S2.
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2. Materials and Methods

2.1. Data Acquisition and Processing

Gene expression values of protein-coding genes from the ROSMAP dataset were
determined using kallisto (version 0.46.1, Pachter Lab, Berkeley, CA, USA) [38] by aligning
raw RNA sequencing reads to the Homo sapiens genome in Ensembl release 96 [39]. Raw
single-cell RNA sequencing reads from ROSMAP were converted to counts in Cell Ranger
(version 4.0, 10x Genomics, Pleasanton, CA, USA, https://support.10xgenomics.com/
single-cell-gene-expression/software/pipelines/latest/installation; accessed on 24 July
2020), and aligned to the Cell Ranger Homo sapiens reference transcriptome version 2020-
A. Single-cell expression values were compiled into pseudo-bulk expression profiles for
each sample.

Expression values of protein-coding genes from brain samples of the ROSMAP
dataset [32–34], GTEx database version 8 [25], FANTOM5 database [26–28] via Regu-
latory Circuits Network Compendium 1.0 [29], HPA database [31], Rajkumar dataset [35],
and Zhang/Zheng dataset [36,37] were then combined. Genes from GTEx and FANTOM5
brain samples were filtered such that only genes whose products are known to partici-
pate in a protein–protein interaction described in the HuRI database [30] were included.
Expression values were scaled and TMM normalised per sample, Pareto scaled per gene,
and batch effects removed with the removeBatchEffect function from the limma (version
3.42.0, The Walter and Eliza Hall Institute of Medical Research, Parkville, Australia) [40] R
package. After quality control and normalisation, a total of 64,794 genes and 2055 samples
resulted. As the data also included samples from patients with neurological conditions
other than AD or PD, we then removed those samples and finally accepted 1572 samples
corresponding to AD, PD, or control for further analysis.

Projections onto 2-D space by PCA, t-SNE [41], and UMAP [42] methods were gen-
erated on data after missing value imputation with data diffusion [43]. t-SNE projections
were generated with perplexity 20 and 1000 iterations. All other parameters were kept
default. PCA and UMAP projections were generated using all default parameters.

2.2. Transcriptome Analysis

Using normalised, imputed expression values, AD and PD samples were then ar-
ranged into clusters without supervision using ConsensusClusterPlus (version 1.50.0,
University of North Carolina at Chapel Hill, Chapel Hill, NC, USA) [44] with maxK = 20
and rep = 1000. All other parameters were kept default. Clustering by k = 3 clusters was
selected for downstream analysis. A fourth cluster containing only control samples was
artificially added to the analysis.

For differential gene expression analysis, normalised, non-imputed counts were used.
Genes were removed if expression values were missing in 40% or more of samples or
were zero in all samples. Differential expression was then performed using DESeq2
(version 1.26.0, European Molecular Biology Laboratory, Heidelberg, Germany) [45] with
uniform size factors and all other parameters set to default. Genes with a Benjamini–
Hochberg adjusted p-value at or below a cut-off of 1 × 10−10 were determined significantly
differentially expressed genes.

Gene set enrichment analysis was performed using piano (version 2.2.0, Chalmers
University of Technology, Göteborg, Sweden) [46] using all default parameters. GO term
lists were obtained from Ensembl Biomart (https://www.ensembl.org/biomart/martview,
accessed on 9 March 2021) and were used as gene set collections. Enrichment of GO terms
was determined by analysing GO terms of genes differentially expressed genes detected by
DESeq2 as well as the parents of those GO terms. GO terms with an adjusted p-value at
or below 0.05 for distinct-directional and/or mixed-directional methods were determined
statistically significant.
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2.3. Metabolic Analysis

For each cluster, consensus gene expression values were determined by taking the
arithmetic mean of normalised expression counts across all samples within each cluster.

A reference GEM was created by modifying the gene associations of all reactions
within the adipocyte-specific GEM iAdipocytes1850 [47] to match those within the generic
human GEM HMR3 [48]. The resulting GEM was designated iBrain2845. Cluster-specific
GEMs were reconstructed using the RAVEN Toolbox (version 2.0, Chalmers University
of Technology, Göteborg, Sweden) [49] tINIT algorithm [50,51], with iBrain2845 as the
reference GEM.

FBA was conducted on each cluster-specific GEM using the solveLP function from
the RAVEN Toolbox with previously reported constraints [52] and defining ATP synthesis
(iBrain2845: HMR_6916) as the objective function. All constraints were applied with
the exception of the following reaction IDs, which were excluded: EX_ac[e] (iBrain2845:
HMR_9086) and EX_etoh[e] (iBrain2845: HMR_9099).

Reporter metabolite analysis was conducted using the reporterMetabolites function [53]
from the RAVEN Toolbox, using iBrain2845 as the reference model.

2.4. Network Analysis

To generate gene networks, we took normalised, non-imputed expression values
from AD and PD samples. Control samples and samples from blood were excluded.
One network was generated each for AD and PD. For the AD network, all male samples
were included, and 171 female samples were chosen at random and included. For the
PD network, all samples were included. Genes with any missing values were dropped.
Genes with the 15% lowest expression or 15% lowest variance were disregarded from
further analysis. Spearman correlations were calculated for each pair of genes, and the
top 1% of significant correlations were used to generate gene co-expression networks.
Random Erdős–Rényi models were created for the AD and PD networks, with the same
numbers of nodes and edges to act as null networks, and compared against their re-
spective networks in terms of centrality distributions. Community analyses were per-
formed through the Leiden algorithm [54] by optimising CPMVertexPartition, after a
resolution scan of 10,000 points between 10−3 and 10. The scan showed global maxima
at resolutions = 0.077526 and 0.089074 for AD and PD networks, respectively, which were
used for optimisation. Enrichment analysis was performed on modules with >30 nodes
using enrichr (https://maayanlab.cloud/Enrichr, accessed on 5 March 2021) [55,56] using
GO Biological Process, KEGG, and Online Mendelian Inheritance in Man libraries and was
explored using Revigo (http://revigo.irb.hr, accessed on 5 March 2021) [57].

2.5. Zebrafish Data Acquisition and Analysis

The tert mutant zebrafish line (terthu3430) was obtained from Miguel Godhino Fer-
reira [24]. Fish maintenance, RNA isolation, processing, and sequencing were conducted
as described previously [58].

From n = 5 wild-type (tert+/+), n = 5 heterozygous mutant (tert+/−), and n = 3 homozy-
gous mutant (tert−/−), expression values were determined from RNA sequencing reads
using kallisto by aligning to the Danio rerio genome in Ensembl release 96 [39]. Expres-
sion values were generated for each extracted tissue as well as ‘psuedo–whole animal’,
containing combined values across all tissues.

A reference zebrafish GEM was manually curated by modifying the existing Ze-
braGEM2 model and was designated ZebraGEM2.1.

Differential expression analysis, gene set enrichment analysis, GEM reconstruction,
FBA, and reporter metabolite analysis were conducted on tert−/− and tert+/− animals
against a tert+/+ reference using DESeq2, piano, and RAVEN Toolbox 2.0 with default pa-
rameters. Reporter metabolite analysis was conducted with ZebraGEM2.1 as the
reference GEM.
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FBA was attempted as described for the human GEMs with the exception that the
following metabolic constraints were excluded: r1391, HMR_0482 (ZebraGEM2.1: G3PDm),
EX_ile_L[e] (ZebraGEM2.1: EX_ile_e), EX_val_L[e] (ZebraGEM2.1: EX_val_e), EX_lys_L[e]
(ZebraGEM2.1: EX_lys_e), EX_phe_L[e] (ZebraGEM2.1: EX_phe_e), GLCt1r, EX_thr_L[e]
(ZebraGEM2.1: EX_thr_e), EX_met_L[e] (ZebraGEM2.1: EX_met__L_e), EX_arg_L[e] (Ze-
braGEM2.1: EX_arg_e), EX_his_L[e] (ZebraGEM2.1: EX_his__L_e), EX_leu_L[e] (ZebraGEM2.1:
EX_leu_e), and EX_o2[e] (ZebraGEM2.1: EX_o2_e). The objective function was defined as
ATP synthesis (ZebraGEM2.1: ATPS4m). FBA results for zebrafish are not presented.

2.6. Data and Code Accessibility

All original computer code, models, and author-curated data files have been released
under a Creative Commons Attribution ShareAlike 4.0 International Licence (https://
creativecommons.org/licenses/by-sa/4.0/; accessed on 29 March 2021) and are freely
available for download from <https://github.com/SimonLammmm/ad-pd-retinoid>;
accessed on 29 March 2021.

Zebrafish tert mutant sequencing data have been deposited in the NCBI Gene Expres-
sion Omnibus (GEO) and are accessible through GEO Series accession numbers GSE102426,
GSE102429, GSE102431, and GSE102434.

2.7. Ethics Statement

Zebrafish were housed in the fish facility of the Leibniz Institute on Aging—Fritz
Lipmann Institute (FLI) under standard conditions and a 14 h light and 10 h dark cycle. All
animal procedures were performed in accordance with the German animal welfare guide-
lines and approved by the Landesamt für Verbraucherschutz Thüringen (TLV), Germany.

3. Results

3.1. Stratification of Patients Revealed Three Distinct Disease Classes

We retrieved gene expression and protein–protein interaction data from GTEx, FAN-
TOM5, HuRI, HPA, and ROSMAP databases and integrated these data with the published
datasets by Rajkumar and Zhang/Zheng. After performing quality control and normalisa-
tion (as outlined in the Materials and Methods), we included a total of 629 AD samples,
54 PD samples, and 889 control samples in the analysis (Table 1). To reveal transcrip-
tomic differences between AD/PD samples compared to healthy controls, we identified
differentially expressed genes (DEGs) and performed gene set enrichment (GSE) analyses.
However, since AD and PD are complex diseases with no single cure, it is likely that
multiple gene expression profiling exist, manifesting in numerous disease classes requiring
distinct treatment strategies. We therefore used unsupervised clustering to elucidate these
expression profiles and stratify the AD and PD patients on the basis of the underlying
molecular mechanisms involved in the disease occurrence.

Table 1. Summary of expression data sources.

Source AD Samples PD Samples Control Samples

GTEx/FANTOM5 0 0 67
HPA 0 0 52

Rajkumar 0 14 13
ROSMAP 629 0 704

Zhang/Zheng 0 40 53
Total 629 54 889

Expression data from AD and PD samples were obtained from the Genotype-Tissue Expression (GTEx) database,
Functional Annotation of the Mammalian Genome 5 (FANTOM5) database, Human Protein Atlas (HPA), Religious
Orders Study and Rush Memory Aging Project (ROSMAP), Rajkumar dataset, and Zhang/Zheng dataset.

Following unsupervised clustering with ConsensusClusterPlus [44], we separated
AD and PD samples into three clusters (Figures 1B and S1). Clusters 1 and 2 contained
samples from Zhang/Zheng and Rajkumar datasets, respectively, in addition to sam-
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ples in the ROSMAP dataset, and consisted of 127 and 186 samples from female donors,
respectively, and 73 and 95 samples from male donors, respectively. Cluster 2 also con-
tained 14 samples with sex not recorded. Cluster 3 contained only ROSMAP samples and
consisted of 114 female and 74 male samples. Clusters did not form firmly along lines
of sex, age, or brain tissues or brain subregion (Figure S2). Samples from non-diseased
individuals were artificially added as a fourth, control cluster, consisting of 495 female
samples, 262 male samples, 13 samples with sex not recorded, and 119 samples derived
from aggregate sources.

By differential expression analysis using DESeq2 [45], we then characterised the
distinct transcriptomic profiles within our disease clusters (Figure 2A). Cluster 1 showed
mixed up- and downregulation of genes compared to control, whereas cluster 2 showed
more downregulation and cluster 3 showed vast downregulation of genes compared
to control.

To infer the functional differences between the subclasses, we performed GSE analysis
using piano [46] (Figure 2B, Supplementary Data S1). Globally, DEGs in any cluster 1–3
were enriched in upregulated Gene Ontology (GO) terms for immune response, olfaction,
retinoid function, and apoptosis, but downregulated for copper ion transport and telomere
organisation, compared to the control cluster. Considering individual clusters, cluster 1
DEGs were enriched in upregulated GO terms associated with immune signalling, cell
signalling, and visual perception. We also found downregulation of GO terms associated
with olfactory signalling and cytoskeleton. DEGs in cluster 2 were found to be enriched
in downregulated GO terms associated with the cytoskeleton, organ development, cell
differentiation, retinoid metabolism and response, DNA damage repair, inflammatory
response, telomere maintenance, unfolded protein response, and acetylcholine biosynthesis
and binding. On the other hand, we did not find any significantly enriched upregulated GO
terms. In cluster 3, we found that DEGs were enriched in upregulated GO terms associated
with neuron function, olfaction, cell motility, and immune system. DEGs in cluster 3 were
found to be enriched in downregulated GO terms associated with DNA damage response,
ageing, and retinoid metabolism and response.

The difference in expression profiles illustrate highly heterogeneous transcriptomics
in AD and PD and that there are notable commonalities and differences between the
subclasses of AD or PD samples. Interestingly, we found retinoid metabolism or function
to be a common altered GO term in all subclasses. This was upregulated in cluster 1 but
downregulated in clusters 2 and 3. We therefore observed that retinoid dysregulation
appears to be a common ageing-related hallmark in AD and PD.

Figure 2. Cont.
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Figure 2. Transcriptomic and functional characterisation of AD and PD subclasses. Differentially
expressed gene (DEG) analysis and gene set enrichment (GSE) analysis were performed for AD and
PD and control samples for each disease cluster, using the control cluster as reference. (A) DEG results.
Significant DEGs were determined as those with a Benjamini–Hochberg adjusted p-value at or below
a cut-off of 1 × 10−10. Upregulated significant DEGs are coloured red. Downregulated significant
DEGs are coloured blue. Non-significant DEGs are coloured grey. (B) Selected significantly enriched
GO terms by number of genes as determined by GSE analysis. Red bars indicate upregulated GO
terms. Blue bars indicate downregulated GO terms. For full data, refer to Supplementary Data S1.
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3.2. Metabolic Analysis Revealed Retinoids and Sex Hormones as Significantly Dysregulated in
AD and PD

On the basis of clustering and GSE analysis, we identified distinct expression profiles,
but these alone could not offer insights into metabolic activities of brain in AD and PD. To
determine metabolic changes in the clusters compared to controls, we performed constraint-
based genome-scale metabolic modelling. We reconstructed a brain-specific genome-
scale metabolic model (GEM) based on the well-studied HMR2.0 [47] reference GEM by
overlaying transcriptomic data from each cluster and applying brain-specific constraints
as described previously [52] using the tINIT algorithm [50,51] within the RAVEN Toolbox
2.0 [49]. We generated a brain-specific GEM (iBrain2845) (Supplementary File S1) and
used it as the reference GEM for reconstruction of cluster-specific GEMs in turn. We
constructed the resulting context-specific iADPD series GEMs iADPD1, iADPD2, iADPD3,
and iADPDControl, corresponding to cluster 1, cluster 2, cluster 3, and the control cluster,
respectively (Supplementary File S2).

We conducted flux balance analysis (FBA) by defining maximisation of ATP synthesis
as the objective function. iADPD1 and iADPD2 both showed upregulation of fluxes in
reactions involved in cholesterol biosynthesis and downregulation in O-glycan metabolism,
with reaction flux changes being more pronounced in iADPD2 than in iADPD1 (Table 2,
Supplementary Data S2). We found that the fluxes in iADPD1 were uniquely upregulated
in oestrogen metabolism and the Kandustch–Russell pathway. iADPD2 was uniquely
upregulated in cholesterol metabolism, whereas iADPD3 uniquely displayed roughly
equal parts upregulation and downregulation in several pathways, including aminoacyl-
tRNA biosynthesis; androgen metabolism; arginine and proline metabolism; cholesterol
biosynthesis; galactose metabolism; glycine, serine, and threonine metabolism; and N-
glycan metabolism.

Table 2. Flux balance analysis of iADPD1, iADPD2, and iADPD3 versus iADPDControl.

Subsystem iADPD1 iADPD2 iADPD3

Acyl-CoA hydrolysis −0.001 0.001 0.000

Alanine, aspartate, and glutamate metabolism −0.148 0.014 0.000

Aminoacyl-tRNA biosynthesis 4.698 4.698 0.000

Androgen metabolism −1.426 −0.399 −0.001

Arachidonic acid metabolism −0.098 0.010 0.000

Arginine and proline metabolism −0.182 −0.327 0.000

Beta oxidation of branched-chain fatty acids (mitochondrial) −0.049 −0.049 −0.049

Beta oxidation of di-unsaturated fatty acids
(n-6) (mitochondrial) −0.636 0.002 −0.001

Beta oxidation of odd-chain fatty acids (mitochondrial) 0.001 −0.002 −0.002

Beta oxidation of poly-unsaturated fatty
acids (mitochondrial) 0.709 0.024 0.000

Beta oxidation of unsaturated fatty acids
(n-7) (mitochondrial) −0.016 0.001 −0.003

Beta oxidation of unsaturated fatty acids
(n-9) (mitochondrial) 0.011 0.000 0.007

Carnitine shuttle (cytosolic) 0.012 0.000 −0.001

Carnitine shuttle (mitochondrial) 0.003 0.000 0.002

Cholesterol biosynthesis 1 (Bloch pathway) 0.076 −0.983 0.001

Cholesterol biosynthesis 2 2.501 4.472 0.000
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Table 2. Cont.

Subsystem iADPD1 iADPD2 iADPD3

Cholesterol biosynthesis 3 (Kandustch–Russell pathway) 1.699 0.000 0.000

Cholesterol metabolism 0.067 4.482 0.000

Estrogen metabolism 2.085 0.000 0.000

Fatty acid activation (endoplasmic reticular) 0.000 0.000 0.000

Fatty acid biosynthesis (even-chain) 0.000 0.000 0.000

Fatty acid desaturation (even-chain) 0.785 0.000 0.000

Fatty acid elongation (odd-chain) −0.042 −0.024 0.000

Formation and hydrolysis of cholesterol esters −0.382 0.004 0.000

Fructose and mannose metabolism −0.211 −0.007 0.000

Galactose metabolism −0.008 0.035 0.000

Glycine, serine, and threonine metabolism 0.276 0.557 0.000

Glycolysis/gluconeogenesis −0.213 0.022 0.033

Histidine metabolism 0.000 0.000 0.000

Leukotriene metabolism −0.032 0.000 0.000

Lysine metabolism 0.000 0.000 0.000

N-glycan metabolism −0.784 0.016 0.000

Nitrogen metabolism 0.000 0.000 0.000

Nucleotide metabolism 0.027 −0.028 0.000

O-glycan metabolism −2.346 −4.738 0.000

Pentose phosphate pathway 0.127 0.000 0.000

Propanoate metabolism −0.116 0.020 0.091

Protein degradation 0.000 0.000 0.000

Purine metabolism 0.112 −0.013 0.000

Pyrimidine metabolism −0.071 −0.010 −0.001

Pyruvate metabolism −0.183 −0.004 −0.077

Starch and sucrose metabolism 0.000 0.000 0.000

Steroid metabolism −0.097 −0.295 0.003

Terpenoid backbone biosynthesis 0.398 0.187 0.020

Valine, leucine, and isoleucine degradation 0.127 0.000 0.000
Flux balance analysis was performed for each iADPD-series GEM, and the predicted fluxes for the three disease
cluster GEMs were compared against the predicted fluxes for the control cluster GEM. Reactions are grouped
by subsystem and flux difference values are expressed as mean flux difference between disease clusters and the
control cluster across all changed reactions within a subsystem. For full results, refer to Supplementary Data S2.

In particular, we observed increased positive fluxes through reactions HMR_2055
and HMR_2059 in iADPD1, which convert oestrone to 2-hydroxyoestrone and then to 2-
methoxyoestrone (Figure 3). In iADPDControl, these reactions carried zero flux. In iADPD2,
we observed increased positive fluxes through HMR_1457 and HMR_1533, which produce
geranyl pyrophosphate and lathosterol, respectively. Both of these molecules are precursors
to cholesterol, and while we did not see a proportionate increase in the production of other
molecules along the pathway (namely, farnesyl pyrophosphate and squalene), we did
observe a general increase in fluxes through the androgen biosynthesis and metabolism
pathway. Finally, we observed that iADPD3 displayed a decreased production of testos-
terone from 4-androstene-3,17-dione via HMR_1974, despite an increase in production of
4-androstene-3,17-dione via HMR_1971.
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Figure 3. Metabolic characterisation of AD and PD subclasses. Flux balance analysis (FBA) was performed on iADPD1-3
genome-scale metabolic models (GEMs), and flux values were compared with those of iADPDControl. Key metabolites
and reactions within the androgen metabolism pathway are shown and key dysregulations are displayed as coloured
arrows: red indicates increased flux compared to iADPDControl; blue indicates decreased flux compared to iADPDControl.
Dysregulations associated to each GEM are shown in coloured boxes. The dashed line indicates multiple reactions are
involved. Human Metabolic Reactions (HMR) identifiers are shown for androgen metabolism reactions with dysregulated
fluxes. For full data, refer to Supplementary Data S2.

Taken together, the obtained results indicate the existence of three distinct metabolic
dysregulation profiles in AD and PD, with dysregulation being most pronounced in cluster
2 patients and least pronounced in cluster 3 patients. Furthermore, we found that all
three clusters show dysregulations in or around sex hormone biosynthesis and metabolism,
which might explain the heterogeneity in responses to sex hormone replacement therapy
in AD and PD patients as extensively reported previously [6,59–61]. We also confirmed
that dysregulations through sex hormone pathways in the iADPD series GEMs were not
due to differences in relative frequencies between sexes in the main clusters 1-3 (Fisher’s
exact test, p = 0.4700).

In addition to metabolic inference and FBA, we performed reporter metabolite analy-
sis [53] by overlaying DEG analysis results onto the reference GEM to identify hotspots of
metabolism (Table 3, Supplementary Data S3). In short, we uniquely identified oestrone as
a reporter metabolite in cluster 1, and lipids such as acylglycerol and dolichol in cluster
2. No notable reporter metabolites were identified as significantly changed in cluster 3
only. In common to all clusters 1–3, retinoids, and sex hormones such as androsterone
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and pregnanediol were identified as significantly changed reporter metabolites, which are
generally in line with GSE and FBA results.

Table 3. Reporter metabolite analysis of AD and PD subclasses.

Reporter Metabolite Z-Score p-Value

Cluster 1

O2 6.111 4.95 × 10−10

Estrone 5.4557 2.44 × 10−8

Retinoate 5.3943 3.44 × 10−8

NADP+ 5.3667 4.01 × 10−8

Arachidonate 5.2822 6.38 × 10−8

2-Hydroxyestradiol-17beta 5.0999 1.70 × 10−7

Linoleate 5.0622 2.07 × 10−7

10-HETE 5.0454 2.26 × 10−7

11,12,15-THETA 5.0454 2.26 × 10−7

11,14,15-Theta 5.0454 2.26 × 10−7

Cluster 2

1-Acylglycerol-3P-LD-PC pool 4.3322 7.38 × 10−6

Acyl-CoA-LD-PI pool 4.143 1.71 × 10−5

Phosphatidate-CL pool 4.0973 2.09 × 10−5

Thymidine 3.5852 0.00016843
Uridine 3.5852 0.00016843

Prostaglandin D2 3.2144 0.00065348
G10596 3.1354 0.0008581
G10597 3.1354 0.0008581

D-Myo-inositol-1,4,5-trisphosphate 2.9988 0.0013552
Dolichyl-phosphate 2.9655 0.001511

Cluster 3

D-Myo-inositol-1,4,5-trisphosphate 2.6543 0.0039734
13-cis-Retinal 2.6537 0.0039806

Heparan sulfate, precursor 9 2.5915 0.0047772
sn-Glycerol-3-phosphate 2.578 0.0049682

DHAP 2.5353 0.0056173
Porphobilinogen 2.4987 0.0062333

ATP 2.4838 0.0064998
L-Glutamate 5-semialdehyde 2.4576 0.006994

Prostaglandin D2 2.451 0.0071221
ribose 2.4133 0.0079045

Reporter metabolite analysis was performed for each AD/PD subclass by overlaying differential expression
results onto iBrain2845. Top 10 unique reporter metabolites by p-value for each cluster compared to the control
cluster are shown. For full results, refer to Supplementary Data S3.

3.3. Network Analysis Supported Retinoid and Androgen Dysregulation and Suggests
Transcriptomic Similarity between AD and PD

To further explore the gene expression patterns shown across AD and PD patients,
we took expression data and constructed a weighted gene co-expression network for
each group (Spearman ρ > 0.9, FDR < 10−9; see the Materials and Methods section).
Each network was compared against equivalent randomly generated networks acting
as null models. After quality control, the AD network contained 4861 nodes (genes)
and ≈397,000 edges (significant correlations), and the PD network contained 5857 nodes
and ≈394,000 edges (Figure 4A,B, Table 4). A community analysis to identify modules
of highly co-expressed genes [54] highlighted 9 and 15 communities with significant
functional enrichment in AD and PD, respectively.

In the AD network, gene module C3 was enriched for genes involved with neuron
and synapse development, similar to patient cluster 3; C4 for genes involved with mRNA
splicing, similar to patient cluster 2; and C5 for genes involved with the mitochondrial
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electron transport chain (Figure 4C, Supplementary Data S4). C1 and C2 were the gene
modules with the largest number of genes. C1 was enriched for gene expression quality
control genes and development and morphogenesis genes, mirroring patient cluster 2,
whereas C2 contained cytoskeleton-related genes, similar to patient cluster 1.

In the PD network, C1 was enriched for genes involved with retinoid metabolism,
glucuronidation, and cytokine signalling. Since androgens are major targets of glucuronida-
tion [62], these results are in line with our main findings. Further, C2 contained DNA
damage response and gene regulation genes, similar to patient cluster 2; C3 contained
nuclear protein regulation genes; and C4 contained mRNA splicing genes, again similar to
patient cluster 2.

Further, the two networks share a large number of enriched terms in common, and
there is high similarity between the major gene modules, highlighting the similarity be-
tween AD and PD. In addition to this, enrichment analysis for KEGG terms was unable
to assign “Alzheimer disease” and “Parkinson disease” to the correct gene modules from
the respective networks, and additional neurological disease terms such as “Huntington
disease” and “amyotrophic lateral sclerosis” were also identified by the analysis, further
suggesting the transcriptomic similarity between neurological diseases. We found that
AD C1 and PD C2 were frequently annotated with these disease terms, and these gene
modules are also highly similar. Therefore, this gene module could constitute a core set of
dysregulated genes in neurodegeneration.

Taken together, the network analysis supports our GSE findings. The functional conse-
quences of differential expression in the patient clusters could be explained by differential
modulation of gene modules identified in our network analysis together with dysregulation
of a core set of genes implicated in both AD and PD.

Figure 4. Cont.
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Figure 4. Network analysis of AD and PD gene co-expression modules. (A) Gene co-expression networks were constructed
from transcriptomic data from AD and PD samples. Community analysis was used to identify gene modules (see the
Materials and Methods section). Modules with at least 30 genes are shown as nodes. Node size indicates number of genes.
Nodes are coloured by network of origin and numbered in descending order of module size. Shared genes between modules
are shown as edges. Edge weight indicates number of shared genes. (B) Degree distribution of AD, PD, and random
networks. (C) Enrichment analysis was performed on gene modules containing at least 30 genes using the KEGG database
(see the Materials and Methods section). Significantly enriched gene modules are shown as coloured, numbered blocks.
Colour and number keys are as in (A).
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Table 4. AD and PD network properties.

Nodes Edges Diameter
Average

Path Length
Density

Clustering
Coefficient

Connected
Network?

Minimum
Cut

AD 4861 396,985 11 3.004 0.034 0.443 No -

PD 5857 394,405 18 3.598 0.023 0.397 No -

Random AD 4861 396,985 3 1.970 0.034 0.034 Yes 114

Random PD 5857 394,405 3 2.021 0.023 0.023 Yes 89

Gene co-expression networks were generated for AD and PD samples. AD, PD, and random networks are shown.

3.4. Zebrafish Transcriptomic and Metabolic Investigations Suggest an Association between Brain
Ageing and Retinoid Dysregulation

To further validate our findings regarding the differences between clusters of human
AD and PD samples, we analysed transcriptomic data from tert mutant zebrafish and
reconstructed tissue-specific GEMs (Figure 5A). To ascertain that these effects of ageing
were limited to the brain, we analysed the brain, liver, muscle, and skin of zebrafish as well
as the whole animal.

We first repeated DEG and GSE analyses in the tert mutants using brain transcriptomic
data. We found significant enrichment of GO terms associated with retinoid metabolism as
well as eye development and light sensing, in which retinoids act as signalling molecules [63]
(Figures 5B and S3, Supplementary Data S5). To further support our findings, we then
reconstructed mutant- and genotype-specific GEMs by overlaying zebrafish tert mutant
transcriptomic data onto a modified generic ZebraGEM2 GEM [64]. We designated the
modified GEM ZebraGEM2.1 (Supplementary File S3) and used it as the reference GEM. We
also generated zebrafish organ-specific GEMs and provided them to the interested reader
(Supplementary File S4).

We then repeated reporter metabolite analysis using the transcriptomic data from
zebrafish tissue-specific GEMs and found that retinoids were identified as significant
reporter metabolites in tert+/− zebrafish (p = 0.045) but not in tert−/−, where evidence was
marginal (p = 0.084) (Figure 5C, Table 5, Supplementary Data S6). We also observed this
result in the skin of tert-/- mutants, where evidence was significant (p = 0.017). This result
can be explained due to the susceptibility of skin as an organ to photoageing, for which
topical application of retinol is a widely used treatment [65]. However, we did not find
evidence for significant changes in pregnanediol, and androsterone was significant only
in the skin of tert−/− zebrafish (p = 0.017). This would suggest that either change in sex
hormones are not ageing-related with regards AD and PD, or the changes were outside the
scope of the zebrafish model that we used.

Taken together, these results indicated that ageing can largely explain alterations in
retinoid metabolism in the brain but not alterations in sex hormone metabolism. These
results also suggest that ageing has a differential effect on different organs, implying that
metabolic changes due to ageing in the brain are associated with neurological disorders.
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Figure 5. Summary of zebrafish tert mutant analysis. (A) Workflow for the analysis of zebrafish tert mutants. (B) Differen-
tially expressed gene (DEG) (left panels) and gene set enrichment (GSE) analysis (right panels) of zebrafish brain samples.
DEG and GSE analyses were performed on zebrafish tert mutant brain expression data for tert−/− (upper panels) and
tert+/− (lower panels), using tert+/+ as a reference. Methods and colour keys are as in Figure 2. For muscle, liver, skin, and
pseudo-whole animal analyses, refer to Figure S3. For full data, refer to Supplementary Data S5. (C) Reporter metabolite
analysis of zebrafish samples. DEG data were overlaid on ZebraGEM2.1 to determine reporter metabolites. Shown are
reporter metabolites with p < 0.1 within the retinoic acid metabolic pathway. Red numbers indicate p-values in tert−/−

compared to tert+/+. Blue numbers indicate p-values in tert+/− compared to tert+/+. Green numbers indicate p-values in
tert−/− compared to tert+/−. Tissues are indicated with icons. For full data, refer to Supplementary Data S6.
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Table 5. Reporter metabolite analysis of zebrafish tert mutants.

Reporter Metabolite Z-Score p-Value

tert−/−

H+ 3.911 4.60 × 10−5

H2O 3.0672 0.0010804
L-Lysine 2.8564 0.0021424
Biocyt c 2.8564 0.0021424

Ubiquinone 2.5742 0.0050241
Nicotinamide adenine dinucleotide—reduced 2.3946 0.0083183

Phosphate 2.0562 0.019883
Superoxide anion 2.0365 0.020851

Sodium 1.9228 0.027254
TRNA (Glu) 1.8752 0.030381
Thiosulfate 1.7684 0.038493

Selenate 1.7684 0.038493
Reduced glutathione 1.7184 0.042862

ADP 1.6716 0.047305
L-Lysine 1.6625 0.04821

Benzo[a]pyrene-4,5-oxide 1.6042 0.054333
Formaldehyde 1.5955 0.055302
L-Glutamate 1.4622 0.071837

(1R,2S)-Naphthalene epoxide 1.4518 0.073276
Aflatoxin B1 exo-8,9-epozide 1.4518 0.073276

tert+/−

H+ 4.9585 3.55 × 10−7

Ubiquinol 3.9938 3.25 × 10−5

H2O 3.2078 0.00066883
Nicotinamide adenine dinucleotide—reduced 3.029 0.0012268

Superoxide anion 2.0908 0.018274
L-Lactate 2.0752 0.018983

O2 1.9958 0.022976
Lnlncgcoa c 1.9628 0.024834

Succinate 1.9449 0.025895
Ferricytochrome c 1.8352 0.033237

Phosphatidylinositol-3,4,5-trisphosphate 1.7494 0.040109
9-cis-Retinoic acid 1.7 0.044567

[(Gal)2 (GlcNAc)4 (LFuc)1 (Man)3 (Asn)1’] 1.6672 0.047739
O-Phospho-L-serine 1.6601 0.048451

[(Glc)3 (GlcNAc)2 (Man)9 (Asn)1’] 1.6276 0.051802
Protein serine 1.6078 0.053937

[(GlcNAc)1 (Ser/Thr)1’] 1.6078 0.053937
Geranyl diphosphate 1.5912 0.055785

CTP 1.5625 0.059088
[(Gal)2 (GlcNAc)4 (LFuc)1 (Man)3 (Neu5Ac)2 (Asn)1’] 1.5367 0.062179

Reporter metabolite analysis was performed for the brains of zebrafish tert mutant by overlaying differential
expression results onto ZebraGEM2.1. Top 20 unique reporter metabolites by p-value for each cluster compared to
wild-type tert+/+ zebrafish are shown. For full results, refer to Supplementary Data S6.

4. Discussion

In this work, we integrated gene expression data across diverse sources into context-
specific GEMs and sought to identify and characterise disease subclasses of AD and PD. We
used unsupervised clustering to identify AD/PD subclasses and employed DEG and GSE
analysis to functionally characterise them. We used network exploration, constraint-based
metabolic modelling, and reporter metabolite analysis to characterise flux and metabolic
perturbations within basal metabolic functions and pathways. We then leveraged expres-
sion data from zebrafish ageing mutants to validate our findings that these perturbations
might be explained by ageing. Our analysis concluded with the identification and char-
acterisation of three AD/PD subclasses, each with distinct functional characteristics and
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metabolic profiles. All three subclasses showed depletion of retinoids by an ageing-related
mechanism as a common characteristic.

We believe that a combined analysis that integrates AD and PD data is necessary to
elucidate common attributes between the two diseases. However, we realised that such an
analysis will likely obscure AD- and PD-specific factors, such as amyloid β and α-synuclein,
but should aid the discovery of any factors in common. Since AD and PD share numerous
risk factors and comorbidities such as old age, diabetes, and cancer risk, we believe that
an AD/PD combined analysis can identify factors in common to both diseases and prove
valuable for the identification of treatment strategies that might be effective in the treatment
of both diseases.

GSE analysis highlighted significant changes related to retinoid function or visual
system function, in which retinol and retinal act as signalling molecules [63], in all clusters
(Figure 2, Supplementary Data S1). Together with the identification of multiple retinol
derivatives as significant reporter metabolites in iBrain2845 (Table 3, Supplementary Data S3),
we hypothesised that retinoids are a commonly dysregulated class of molecules in both AD
and PD, and that this may be due to an ageing mechanism. Indeed, in our investigation
with zebrafish telomerase mutants, we again found alterations in retinoid and visual
system function in GSE analysis (Figures 5B and S3, Supplementary Data S5) and reporter
metabolite analysis (Figure 5C, Table 5, Supplementary Data S6).

Retinoids were identified as a reporter metabolite in all three clusters of patients
in this study. Further, our zebrafish analysis highlighted the importance of retinoids in
ageing of the brain and the skin (Figure 5C, Table 5, Supplementary Data S6). Retinol, its
derivatives, and its analogues are already used as topical anti-ageing therapies for aged
skin [65], and there is a growing body of evidence suggesting its efficacy for the treatment
of AD [66–69]. We add to the body of evidence with this in silico investigation involving
zebrafish telomerase mutants, suggesting that the source of retinoid depletion in AD and
PD is ageing-related. Interestingly, regarding our finding for skin ageing in zebrafish,
lipid biomarkers have been proposed in a recent skin sebum metabolomics study in PD
patients [70]. This could be interpreted as co-ageing in brain and skin tissues, possibly
allowing for cheap, non-invasive prognostic testing for PD.

In addition to retinoids, we found evidence for subclass-specific dysregulation
within the androgen metabolism pathway in each of the three clusters in FBA (Table 2,
Supplementary Data S2) and reporter metabolite analysis (Table 3, Supplementary Data S3).
We found that iADPD1 displayed increased oestrone conversion to the less potent [71]
2-methoxyoestrone, iADPD2 displayed increased production of the cholesterol precursor
molecules geranyl pyrophosphate and lathosterol and increased androgen biosynthesis,
and iADPD3 displayed decreased conversion of 4-androstene-3,17-dione to testosterone.
However, there was no definitive evidence to suggest an ageing-related basis for these ob-
servations on the basis of our zebrafish study, but this may be due to the diverse functional
roles that sex hormones have, limitations within the ZebraGEM2.1 model, or absence of an
actual biological link between sex hormones and ageing of the brain. Despite this, given
the widely reported variability in responses to sex hormone replacement therapy in AD
and PD [6,8,60,61], we believe that this observation represents a possible explanation for
the heterogeneity. Our observation regarding the dysregulation of the androgen pathway
at three separate points suggests that dysregulation at other points might also be linked
to AD and PD, thus implying that androgen metabolism dysregulation in general might
be important for the development of AD and PD. Our finding via network community
analysis of a gene module associated with glucuronidation activity points to a possible
therapeutic strategy to combat androgen dysregulation. In our study, the limitation of our
dataset that some samples were aggregate samples or did not record the donor’s sex meant
that we were unable to assess in detail the sex-dependency of our results. However, as
has been extensively studied in the AD model mouse [72–74], this remains an important
question, and more work is needed to elucidate the importance of sex hormones and
glucuronidation regarding AD and PD.
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Identification of subclasses is desirable to address the heterogeneity in disease with
regards transcriptomic profile and treatment response, but patients must be stratified
in order to be diagnosed with the correct disease subclass and therefore administer the
appropriate treatment. To this end, we used GSE analysis to functionally characterise the
AD/PD subclasses (Figure 2, Supplementary Data S1). Cluster 2, which was associated
with a decreased immune and stress response, appeared to be most severe disease sub-
class, whereas cluster 3, which was associated with an increased sensory perception of
smell, reduced haemostasis, and reduced immune and DNA damage response, seemed
to be the least severe. Meanwhile, cluster 1 was associated with an increased immune
and inflammatory responses and reduced sensory perception of smell. The functional
terms are supported by community analysis of our AD and PD gene co-expression net-
works, which identified gene modules that roughly align with the GSE results (Figure 4,
Supplementary Data S4). The proposed severity ratings are supported by FBA findings,
which show iADPD2 as having the highest total flux dysregulation compared to control,
and iADPD3 as having the least (Table 2, Supplementary Data S2). Although we did not
attempt to characterise for stratifying and diagnosing patients in our study, our findings
clearly show that such stratification is possible.

In this work, we leveraged samples from zebrafish telomerase mutants and insights
from the ZebraGEM2.1 metabolic model. These models were utilised in order to test the
hypothesis that the observations we made in the human subjects could be explained by
telomeric ageing in a way where we could control the ‘dosage’ of ageing, i.e., tert+/− and
tert−/− mutants. However, it is important to acknowledge the limitations of such models.
Although zebrafish are a widely used model organism to study vertebrate ageing [22],
most neurons of the brain do not divide and are therefore not likely to be subject to the
direct effects of telomeric ageing. Therefore, we cannot conclude that the dysregulations
we observed in AD and PD were caused by ageing of neurons per se, but rather correla-
tions exist between telomeric ageing in zebrafish and AD and PD in humans, and these
correlations may act via an indirect mechanism affecting multiple systems of the ageing
organism. Due to these limitations, more data and more studies are required to support
the link between ageing and neuronal degeneration in AD and PD. The basic requirement
of such studies would be brain tissue from donors of a wide range of ages. In our study,
we utilised datasets containing aggregated samples, where age cannot be assigned, and
samples from age-matched donors, meaning that younger donors were poorly represented
in our data, making it unsuitable for an ageing analysis.

In conclusion, we report three distinct subclasses of AD and PD. The first subclass
was identified as being associated with increased immune response, inflammatory re-
sponse, and reduced sensory perception of smell, according to GSE results. We observed
that this subclass exhibited increased oestradiol turnover, according to FBA results.
The second subclass was linked with increased cholesterol biosynthesis and general in-
creased flux through the androgen biosynthesis and metabolism pathway. This subclass
was characterised by reduced immune response. The third subclass was characterised
by enrichment of GO terms indicating increased sensory perception of smell, reduced
haemostasis, and reduced immune and DNA damage response. This subclass also ex-
hibited reduced testosterone biosynthesis from androstenedione, as determined by FBA.
All subclasses exhibited dysregulation within the retinoid metabolism pathway. For all
subclasses of AD and PD, more investigation is required to verify the effectiveness of
these stratification methods and to aid prediction of effective precision therapies. To
our knowledge, this is the first meta-analysis at this scale highlighting the potential
significance of retinoids, oestradiol, and testosterone in AD and PD by studying the
two diseases in combination. We observed that the existence of disease subclasses de-
mands precision or personalised medicine and explains the heterogeneity in AD and PD
response to single-factor treatments.
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Abstract: From the first success in cultivation of cells in vitro, it became clear that developing cell
and/or tissue specific cultures would open a myriad of new opportunities for medical research.
Expertise in various in vitro models has been developing over decades, so nowadays we benefit
from highly specific in vitro systems imitating every organ of the human body. Moreover, obtaining
sufficient number of standardized cells allows for cell transplantation approach with the goal of
improving the regeneration of injured/disease affected tissue. However, different cell types bring
different needs and place various types of hurdles on the path of regenerative neurology and
regenerative cardiology. In this review, written by European experts gathered in Cost European
action dedicated to neurology and cardiology-Bioneca, we present the experience acquired by working
on two rather different organs: the brain and the heart. When taken into account that diseases of
these two organs, mostly ischemic in their nature (stroke and heart infarction), bring by far the
largest burden of the medical systems around Europe, it is not surprising that in vitro models of
nervous and heart muscle tissue were in the focus of biomedical research in the last decades. In this
review we describe and discuss hurdles which still impair further progress of regenerative neurology
and cardiology and we detect those ones which are common to both fields and some, which are
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field-specific. With the goal to elucidate strategies which might be shared between regenerative
neurology and cardiology we discuss methodological solutions which can help each of the fields to
accelerate their development.

Keywords: stem cells; regenerative neuroscience; brain regeneration; neurology; cardiology; myocar-
dial regeneration; clinical trials

1. Introduction

Regenerative medicine aims at replacing human cells, tissues or organs damaged by
disease or aging and restoring their normal functions. Among some of the most promising
approaches in regenerative medicine are stem cell-based therapies, which may provide
unparalleled possibilities in the treatment of various conditions, including brain and heart
diseases [1]. The therapeutic effect, i.e., restoration of function in the damaged tissue, is
attained through direct cell replacement, stimulation of endogenous regeneration/repair
systems, establishment of a supportive environment for the remaining cells, or a combi-
nation of these mechanisms [2]. Besides the progenitor cells from the affected nervous or
cardiac muscle tissue, stem cells of most diverse origins have also proved to be candidates
with great potential for translation towards clinical trials. Human embryonic stem cells
(hESCs) show the highest differentiation potential, yet their use is hampered by numerous
ethical controversies, and alternative sources are sought for [3]. Multipotency of mesenchy-
mal stem cells (MSCs), their presence in almost all adult tissues, the fact that they are
usually easily accessible and that they can be differentiated into neural and myocardial
lineages makes them very appealing in cell-based therapies [4,5]. Lately, great expectations
have also been placed on induced pluripotent stem cells (iPSCs) generated from somatic
cells that have undergone genetic reprogramming resulting in pluripotency. Most of cell
types are easily obtainable and expanded, usually with no need for immunosuppression
following transplantation [6]. Over the past two decades a large number of trials have been
conducted, and many are currently underway, including those related to demyelinating
diseases and spinal cord injuries, amyotrophic lateral sclerosis, stroke, Parkinson’s disease,
macular degeneration, as well as acute myocardial infarction, ischemic cardiomyopathy,
refractory angina and many others [1]. Although different clinical trials in the fields of
neurology and cardiology have reported promising benefits of stem cell-based therapies,
many challenges still remain.

This review outlines various types of stem cells that are currently available in neu-
rological and cardiovascular regenerative medicine and reports current state of the art in
attempts to introduce those procedures in every day practice. Moreover, we analyse the
signalling pathways and mechanisms of their action and examine the outcomes that have
been reached with their application. In addition, we discuss the use of novel biomaterials
as support for 2D and 3D cell growth, as well as the emerging role of exosomes and their
cargos in tissue regeneration. Finally, an overview of the main obstacles, some shared
between these two fields, and some field-specific, which we have yet to overcome are given.

2. Induced Pluripotent Stem Cells–Flying Start to Boosting In Vitro Models of the
Nervous System and the Heart

The pioneer studies of Yamanaka and his group yielded protocols for obtaining
induced pluripotent stem cells (iPSCs), thus providing the opportunity of dedifferentiating
any cell to pluripotent state and, equally important, to obtain autologous, patient-specific
cells [7,8]. IPSCs are generated from somatic cells, which have been reprogrammed to
acquire pluripotency and have the unique capabilities of self-renewal, proliferation, and
differentiation [9]. Since iPSCs can give rise to virtually any cellular lineage, an important
application of iPSC technology is the in vitro differentiation of specialized cells, like neurons
and cardiomyocytes (Figure 1). This can then be used for investigation of a specific tissue,
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including both fully differentiated cells and their precursors. Such an approach paved the
way for promising advances in patient-specific disease modelling, drug screening, and
cell-based therapies without the risk of immune rejection [9–12].

Figure 1. The circle of stem cells–based technology: from cell isolation to application.

3. iPSC-Derived Cardiomyocytes

The course of cardiomyocytes differentiation is validated using molecular markers for
different stages of development, as well as investigating their beating capacity, electrophys-
iology and metabolism [13–15]. Most importantly, we developed methods to differentiate
iPSC in cardiomyocytes, with the goal to generate a mixed population of cardiac cells,
as ventricular-, atrial- and pacemaker-like cardiomyocytes [16]. That protocol consists
of two major steps: firstly, growth factors (e.g., activin A, BMP2) or small molecules
(e.g., CHIR99021) activate the Wnt signalling, allowing the mesoderm (Nkx2.5+, Gata4+,
Mesp1+) induction [14,17–19]. Secondly, small molecules (e.g., dorsomorphin) or Wnt
inhibitors (e.g., IWR-1, IWP-2) are used to enhance the cardiac lineage specification and
differentiation (cTnT+, Myh6+, Tnni3+) [17,19,20]. Under these conditions, ventricular-like
cardiomyocytes (Hey2+, Mlc2v+) are predominant than other cardiac cell types [14,21–23].
However, depending on the research aim, there are also methods to purify and isolate an
atrial-like cell population (Kcnj3+, Kcnj5+, Cacna1d+), for example using retinoic acid or
BMP antagonist (e.g., Noggin, Gremlin 2), by upregulating atrial-specific genes. [14,23–27].
On the other hand, the pacemaker-like cardiomyocytes are still difficult to obtain in vitro.
So far, the inhibition of neuregulin1β/ErbB signalling seems the most efficient way to
enrich the sinoatrial node cells population (Hcn4+, Tbx3+, Tbx18+), and only recently it
has been hypothesized that modulating the Wnt signalling through Nodal inhibition may
promote the pacemaker cells fate [28–30].

4. Specific Requirements for In Vitro Heart Muscle Model

The iPSC-derived cardiomyocytes correspond to the foetal-like state concerning their
functional and physiological characteristics [31]. A very specific challenge is to obtain
more mature cardiomyocytes, and several methods are currently available [32]. Com-
pared to immature counterparts, these adult-like cardiomyocytes metabolise fatty acids,
display a high mitochondrial mass, well-arranged sarcomeres, and higher contraction
force. Therefore, cardiomyocytes maturation can be achieved by poviding fatty acids to
the culture medium [33], using mechanical and electrical stimulation [34] or developing
a 3D cellular model [21]. Interestingly, iPSCs obtained from cardiac sources suggest an
improved differentiation capacity in vitro and possibly a higher degree of maturation of
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cardiomyocytes. In this regard, the epigenetic memory of somatic cell source may play
a fundamental role [35,36]. When the current state of the art is taken in account, the
most promising approach is cultivating cardiomyocytes in 3D form (Figure 2). It comes
very close to heart’s unique cytoarchitectural arrangement and to an even higher level
of similarity to the original tissue, with the ultimate goal to establish a heart-on-a-chip
model [21,37]. This scaffold-based approach can mimic the patient-specific anatomical mi-
crostructure and composition of the human heart and vessels as well as generate responsive
constructs to study intact tissue-level cardiovascular physiology. The interaction between
cells and the cardiovascular extracellular niche and matrix constituents leads to activation
of physiological underlying mechanisms and responsiveness to mechanical, electrical and
pharmacological cues. Thus, multicellular microtissue may prove useful for many cell-
based applications, like cardiotoxicity assessment and modelling myocardial infarction in a
dish [38]. However, comparing structural, mechanical, and biological properties of these
structures head-to-head with perfused intact tissues like myocardial and vascular slices
and wedges is still warranted.

Figure 2. Current options offered by stem cell-based technology for regenerative cardiology
and neurology.

Another critical cell subtype of the cardiovascular system is those forming the organ-
otypic vasculature [39]. The generation of these endothelial cells should also rely on
organ-specific differentiation protocols, where functional readouts can validate the efficacy
and quality of the production. Their specific function comprises barrier-forming contin-
uous layers, a specific vasoactive and growth factor secretion profile and thrombogenic
properties [39,40]. Most importantly, being more than a passive conduit, prevascularisation
by these endothelial cells can support the long-term survival and instruct the contractility
and other functions of adjacent cardiomyocytes within the in vitro generated multicellular
constructs. To establish vascularisation, pluripotent stem cell-derived endothelial cells
show a remarkable capacity to self-organise into functional microvasculature, like cardiac
capillaries, thereby providing sufficient perfusion throughout the cell constructs with a
substantial thickness [41].

5. iPSC-Derived Neurons

The human brain is comprised of a combination of distinct cellular subtypes with a
diverse range of specialized functions such as electrical communication, axonal ensheating
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and metabolic coupling [42]. These include, but are not limited to neurons, which are the
primary functional cells of the brain classified via their associated neurotransmitters, and
glial cells, such as astrocytes, microglia and oligodendrocytes, which are all critical for
maintaining homeostasis and working function in the CNS [43]. iPSCs can be differentiated
into several of these specialized cellular subtypes with functional characteristics that are
representative of those found in the brain, such as dopaminergic neurons, cortical neurons
and the aforementioned neuroglia [44].

The in vitro neuroectodermal induction of iPSCs, initiated via the dual SMAD inhibi-
tion method, results in the efficient generation of neural rosettes comprised of neuronal stem
cells (NSCs) (Sox1+, Nestin+) that represent a cross-section of the neural tube (Figure 1).
These NSCs can then be passaged, producing neural progenitor cells (NPCs) which can
be stably maintained in culture [45]. A neuronal differentiation medium can then be ap-
plied to NPCs, which can be plated and further differentiated into more mature neuronal
(Map2+, TH+, SLC18A3+) and glial cultures, including astrocytes (AQP4+, s100β+) and
oligodendrocytes (NG2, Olig1/2, NBP) [46,47].

Neuronal differentiation of iPSCs provides patient-specific cells of neural lineage,
opening possibilities for developing therapeutics, analysing drugs, and studying the un-
derlying mechanisms of neurological pathologies. This is done by differentiating iPSCs
into NSCs in a 2D setting which includes primitive and neural rosette-type NSCs [48,49].
Conventional 2D in vitro neural models have enabled vast knowledge enhancements re-
garding brain cellular subtypes, such as adhesive and migratory cellular attachment sites,
formation of spontaneous networks, cell type-specific resting membrane potentials and
mechanisms underlying axonal guidance [50].

On the other hand, neural differentiation of iPSCs can also be undertaken in a 3D
settings. This can involve the generation of neurospheres, floating 3D NSC cultures that
have been widely utilized for in-depth NPC analysis and more closely resemble the in vivo
setting than 2D cultures [51,52].

Other 3D methods can utlilize artificial scaffolding or extra-cellular matrix (ECM) ma-
terials that are continuously under optimization to recapitulate the anatomical organisation
of the brain [53,54]. 3D neural culture models involving cell growth using a hydrogel matrix
or synthetic scaffolds are highly desirable, offering systems with intricate and easily calcu-
lable architecture with specific functional characteristics. Even though the reproducibility
of these 3D models is a current challenge, newer methods that involve laser fabrication and
bioprinting offer promising avenues for producing accurate and reproducible 3D in vitro
neural cultures. Therefore, iPSCs have been, and will continue to be, utilized for advanced
microstructured 3D scaffolds for in vitro disease modelling and for the study of neuronal
functionc [55–58].

Persistent advances in the methodology used to obtain in vitro brain tissue from iPSCs
led to the development of 3D brain-organoids from embryoid bodies [59]. These organoids
have been demonstrated to consist of several distinctive brain regions and heterogenous
tissue that can mimic the sophisticated architecture of the central nervous system [60,61].
It is worth noting, however, that as the complexity of these 3D cultures improves, so
does their variability and heterogeneity. Therefore, improved methods of high content
analysis will be required to determine the phenotypic characteristics of these cultures with
multidimensional readouts [62].

There are many issues being investigated concerning the source, quality, stability,
safety and scalability of human iPSC and derivative cell production for a variety of uses.
Concerning the somatic cell source, pre-existing mutations acquired during the lifetime
of the donor are more frequent in skin samples than in bone marrow. This means that
very early life stage sources, for example those from umbilical cord blood banks, exhibit
these potentially adverse events to a much lesser degree [63–66]. However, during the
reprogramming, maintenance and scaling-up of iPSC cultures further mutations, including
chromosomal rearrangements, can happen. These need to be monitored, especially in case
of further clinical use [67–69]. The process of adaptation to the in vitro culture conditions
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favours some chromosomal rearrangements occurring more frequently [70]. Development
of culture conditions occurrence, as well as advanced quality control methods, are an
important direction of stem cell banking and the key towards clinical applicability. Major
public and private entities have created human pluripotent stem cell banks with many cell
lines originating from patients of different ethnic groups, yet many of them have not been
consented for industrial use, and most of them have not been optimized for clinical grade
applications–these are all potential hurdles to overcome if clinical applications are to be
considered. The distribution of existing cell lines among ethnic groups is unbalanced, but
since more nations are developing their own stem cell banks, we are gradually overcoming
this ambiguity.

6. Specific Requirements for the In Vitro Nervous Tissue Model

While the heart muscle is a rather uniformly structured tissue, generally independent
of the microanatomic region, nervous tissue brings inherent complexity stemming from the
existence of various regions with a variety of cell subtypes and a multitude of functions.
Thus, when cultivating cells of the nervous system in vitro, one can distuingish many types
of cultures, existing in a range from mixed spontaneously differentiated and heterogenous
cultures to those ones in which selection of one subtype of cells is preferred (e.g., motoric
neurons, cholinergic neurons, mixed glia-neuronal cultures, astroyctes, sensoric nerons, etc).
Sometimes those experiments even include chimeric interspecies cultures [71]. Another
important question which brings this complexity to the next level is whether the nervous
system can, if at all, be investigated focusing only on one specific cell type or region, e.g., the
cerebral cortex. This is a crucial point to consider since the main function of the nervous
system is to achieve a well coordinated interaction between its various regions through
receiving and transmission of electrical and chemical signals.

Thus, since the physiology of the brain is rather different than that of the heart
muscle, it is crucial to address all the advantages and limitations prior to starting any
further development. Two dimensional cultures of nervous tissue brought numerous
pioneering discoveries on cellular level, but their value in understanding higher order
cellular coordination is very limited. Thus, even more than in the heart muscle, 3D cultures
of nervous tissue are required for all the research aiming to elucidate physiological and
pathological events occurring in interaction between cells.

7. Brain Organoids

While stem cells platforms based on 2D culture are being successfully used for mod-
eling of human development and disease at cellular and molecular levels, they lack the
conditions imitating spatial and temporal signaling as well as the interactions of the cells
in their natural niche. These limitations of in vitro culture might be resolved by the appli-
cation of biomimetic 3D solutions, especially by combining microenvironmental bioengi-
neering with the intrinsic capacity of pluripotent stem cells to build up 3D structures [72].
This intrinsic ability of pluripotent stem cells to self-organize under 3D in vitro culture con-
ditions into highly structured tissue patterns, opened the era of “brain organoids” [60,73].
Yoshiki Sasai and colleagues were the first to obtain highly patterned neural structures
resembling muti-layered brain cortex in vitro from human pluripotent stem cells, using
SFEBq (serum-free floating culture of EB-like aggregates with quick re-aggregation) pro-
tocol [73]. Further developments from the Jourgen Knoblich group brought advanced
brain-like 3D in vitro structures with identified regions of cerebral cortex, retina, meninges
and chordoid plexus. These 3D structures all exhibit the major stages of prenatal human
brain development with functional nervous tissue cell types and cortical layer architecture,
thus offering an unprecedented model for investigating human neurodevelopmental and
neurodegenerative diseases [74]. Multimodal Single-Cell Analysis (single cell RT-qPCR
and functional-microfluidic linked single cell RT-qPCR) of cerebral organoids cultured
for more than nine months revealed a high level of neuronal and glial cell diversity as
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well as confirmed their functionality with identified cell-type specific responsiveness to
neurotransmitters and spontaneous action potential activity [75].

Brain organoid systems appeared feasible to model early human neurodevelopment
and its pathology, however they have anatomical and functional limitations which are
impairing their use for studying the later developmental stages due to the lack of the cor-
rect neuronal network connectivity and vascularization. Much work in the field has been
addressed towards overcoming these limitations with two parallel, but interdependent, di-
rections: the first is focused on developing new protocols for generating replicas of multiple
brain regions (development of “directed”, region specific organoids), while the second is
based on constricting regulatory control of the system through bioengineering approaches.

Apart from diseases modeling, brain organoid technology can be personalized for
diagnostic or therapeutic purposes if patient-specific hiPSC are applied (Figure 2) [76,77].
Whole brain (cerebral) patient-derived organoids were used to model microcephaly, macro-
cephaly (Sandhoff disease), periventricular heteroplasia, schizophrenia, Alzheimer Disease
and other neural disorders [76,78,79]. Brain region specific organoids, e.g., forebrain
to study autism spectrum disorders, or midbrain to study sporadic or idiopathic form
of Parkinson’s Disease have been already obtained [80,81]. In addition, those methods
are combined with a gene-editing approach with the goal to obtain “healthy/repaired”
organoids by producing isogenic CRISPER/CAS9 engineered patient–derived iPSCs, as
was shown for Sandhoff disease [82].

8. Sources of Cells for Transplantation into Nervous and Heart Tissue

Cellular therapy refers to the use of cells as medical product to treat human disorders
for which other modalities of therapy either does not exist (e.g., stroke) or they are not
efficient (e.g., ALS, heart decompensation). Thus, stem cell therapy has a high measurable
potential in the treatment of brain and heart diseases through cell replacement and stim-
ulation of the endogenous repair systems. Stem cells of diverse origins (embryonic stem
cells, mesenchymal stem cells, induced pluripotent etc.) are all viable candidates with great
potential for translation. Here we focus on two most often used stem cell types for the
diseases of the brain an the heart: neural and mesenchymal stem cells.

Neural stem cells are a pluripotent cell population, expressing markers nestin and
Nop2 [83], and are, thus, already inclined towards differentiation into neurons and glia.
Process of forming adult cells of the nervous system, neurogenesis is a process in which
neurons are generated through the division of neuronal precursors cells (NPCs) and their
differentiation into neuron-specific progenitors. NPCs subsequently, over various stages
of precursors, develop into fully functional and mature neurons which integrate into,
and modify, existing neuronal networks. In gliogenesis, NPCs differentiate into glial
progenitors, which differentiate into astrocytes, oligodendrocytes and ependymal cells.

Mesenchymal stem cells (MSC) are defined as a heterogeneous subset of stromal cells
that can be easily isolated from many adult tissues and possess multilineage potential,
i.e., ability to differentiate into cells of the mesodermal linage, such as adipocytes, osteocytes,
chondrocytes, and myocytes [84]. Actually, the multilineage potential od MSCs allows them
to differentiate into neuron-like cells, which exibit molecular and cellular characteristics of
neurons. MSCs can give rise to derivatives of both ectodermal and mesodermal lineages.
For example, MSCs derived from dental ligament can easily be differentiated into neurons
and cardiomyocytes, opening up possibilites in treatment of neuromuscular diseases by
tackling different aspects of such a complex pathophysiology [85–89].

9. Extracellular Vesicles–Desired Cellular Product on a Way towards Clinical Application

Extracellular vesicles (EVs) represent a modality for intercellular communication by
acting as plasma membrane enclosed containers for a wide array of signalling molecules
and ensuring transfer of biological information over long distances throughout the organ-
ism [90,91]. EVs are secreted by all types of cells and their molecular cargo reflects origin
and physiological (or pathological) state of the producing cell [92–94]. This dichotomy
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is most apparent in the central nervous system (CNS), where EVs are involved in the
propagation and spread of several neurodegenerative diseases [94,95]. At the same time,
EVs isolated from different types of, healthy” cells can act as effective suppressors of
pathological processes [93,96–98]. Since these particles bring therapeutic potential, it is
important to develop methods for their effective labelling and follow up. Direct labelling
is the simplest and most preferable method for the experiments addressing the effects of
external EVs, whereas precise monitoring of behaviour and fate of cell-specific EVs within
heterogeneous and 3D cultures requires more sophisticated indirect labelling techniques.
We refer the readers to excellent and comprehensive reviews that provide an in depth cov-
erage of the topic [99–101]. Direct EV labelling is most often performed with lipophilic dyes
by inserting lipid-anchored fluorophores into the EV membranes. Many commercial dyes
such as PKH26, PKH67, DiI, DiD, Dir have been developed and extensively used for EV
labelling and tracking in vitro by fluorescence imaging. However, lipophilic fluorophores
have several important limitations. First of all, most EV preparations isolated from different
sources such as serum, or cell culture supernatants, are contaminated with lipoproteins
that can also incorporate lipophilic dyes, thus leading to misinterpretation of EV uptake
experiments [102]. Some lipophilic dyes also tend to aggregate, forming nanoparticles with
similar size to the EVs (100 nm), that also can be taken up by the cells [102]. In addition,
PKH dyes can increase EV size by enhancing clustering and aggregation [103]. These
limitations can be, at least partially, overcome with the use of recently introduced Mem
lipophilic dyes that did not aggregate or change the size of EVs [104]. In conclusion, al-
though simple and straightforward, direct EV labelling with lipophilic dyes has important
limitations and therefore requires careful interpretation to avoid misleading results. Indi-
rect labelling can be achieved by CFSE (carboxyfluorescein diacetate succinimidyl ester)
fluorescent dye. It is activated by esterases and covalently binds to free amines inside the
cells, or vesicles. Interestingly, after indirect labelling of cells, CFSE-positive EVs were
detected only in the pellets after 10,000× g centrifugation (corresponding to microvesicular
fraction originating from plasma membrane) indicating that indirect CFSE labelling may
help to distinguish between microvesicular and exosomal fractions [105]. However, large
concentrations of CFSE could be necessary to obtain vesicles with sufficient fluorescence
and such high dye concentrations can be detrimental to the EV-producing cells [106]. An-
other promising study recently used hydrophobic insertion of maleimide (Mal) into the EV
membranes [107]. Other strategies are focused on RNA imaging using chemical dyes such
as Alexa Fluor 488-labeled siRNA, or Cy5-siRNA, or other membrane permeable dyes that
are selective for RNA that do not require conjugation, such as including E36, Styryl-TO and
SYTORNAselect [108].

When coming to the topic of application of EVs, the major advantage they possess
is that they can easily cross the blood brain barrier (BBB) and enter into the brain [109].
However, pharmacokinetic studies in vivo have shown that EVs can be very quickly re-
moved from the bloodstream, with a majority of them being = entrapped in the liver
and the lungs [110]. Accordingly, several groups investigated alternative delivery via
minimally invasive intranasal route [111,112]. The EVs secreted by mouse macrophages
were permeabilized, loaded with antioxidant enzyme catalase and applied intranasally
to 6-hydroxydopamine (6-OHDA) mice [113]. Study demonstrates that EVs associated
with microglia cells reduced their inflammatory activity and improved the apomorfin
test results [113]. Another study compared how EVs stained with lipophilic dyes, or la-
belled with gold nanoparticles, distribute in the CNS after intranasal application [114].
Gold nanoparticles-marked EVs allow live observation of particle distribution in the brain
by using accurate computer tomography methods. Interestingly, another study demon-
strated similar distribution patterns of EVs labelled by both methods [9,114]. More im-
portantly, EVs selectively accumulated in the affected areas of the brain. For example,
after intranasal application to the 6-OHDA-treated mice (PD model), exosomes selectively
accumulated in the damaged striatum areas even up to 96 h [114]. These findings confirm
the potential of EVs as a therapeutic tool against various diseases and disorders of the CNS.
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10. Cell Transplantation for Heart Ischemia

Heart failure and its direct consequences represent the leading cause of death world-
wide [115]. Although heart transplantation developed substantially in the last decades,
there are not enough donors which would satisfy the existing needs. Moreover, heart
transplantation is a very complex and expensive procedure that afterwards require life-
long immunosuppression. The mechanism by which transplantation of stem cells into the
infarcted heart leads to health improvement is not yet completely understood. The most
straightforward expectation would be that transplanted stem cells form new myocardial
cells with the capability to contract. However, preclinical and clinical trials revealed at
least two obstacles in this theoretically simple approach: first, transplanted cells survive
very briefly, so differentiation into myocardial cells is not sufficient. Second, if maturation
occurs, coupling with the host myocardium is not successful. As a result, arrhythmia is a
very common side effect of such an approach [116].

Preclinical studies focusing on acute infarction, e.g., with interventions within 4 weeks
after the incident, reported beneficial effects [117]. On the other hand, studies which
were aiming to improve condition several months after the ischemic incident were not so
successful [118]. With that being said, recently, the attention has shifted from the potential
of transplanted stem cell to differentiate into cardiomyocytes towards secreting factors
that improve the condition of damaged myocardium [119]. Reported mechanisms include
immune modulation which promotes endogenous cardiac repair [120]. Additionally, it
has been shown that stem cells transplanted into the heart secrete cytokines, with rather
significant anti-apoptotic effect. One of the most positive effects observed after myocardial
infarction is achieved by IL-10, which improves survival and function of myocardial
muscle [121].

There are many clinical trials which assessed the efficiency of stem cells for acute
myocardial infarction. However, their results are rather heterogenous. Those which focused
on myocardial contractility and ventricular remodeling did not find statistically significant
improvement. However, significant improvements were found when a longer follow-
up was taken into account, ranging from one to three years [122,123]. Most importantly,
ejection fraction was regularly improved and even ventricular remodeling was shifted in a
positive direction.

Even after the transplanted cells disappear, beneficial effects can be followed for
months and years. Thus reduced inflammation and stimulated vascularization can be
detected for a long period, reaching up to few years [124]. Thus, it became clear that,
unlike pharmacologic and surgical approaches, cell therapy can stimulate endogenous
tissue regeneration to reverse worsening cardiac dysfunction. Some of the most commonly
reported benefits of stem cells based clinical trials are listed in the Table 1.

Table 1. Overview of pathological entities and reported beneficial effects of cells.

Diagnoses Requirements from Cells

Ischemic heart disease Reduces myocardial necrosis, promotes myogenesis
[119–121,124]

Diabetic Cardiomyopathy
Prevents apoptosis

Reduces myocardial fibrosis
Improves overall cardiac function [125,126]

Cardiac Tissue Engineering Stimulates cell attachment and migration
Source of biochemical factors [127]

Stroke Reduce damage, improve recovery [128–137]
Amyotrophic lateral sclerosis Support survival of motoric neurons [138,139]

Multiple sclerosis Immunomodulation and decrease in demyelination [140]
Parkinson disease Production of dopamine, reduces symptoms [141]

Spinal cord damage Opposes anti-regenerative action of glial scar and
promotes axon growth [142]
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11. Specific Requirements for Further Improvement of Cell-Based Therapy of
Heart Diseases

Future developments needed to boost cell-based therapy of heart diseases include
nanotechnologies and bioengineered platforms, where stem cells are preconditioned to
resist their implantation into a highly stressed myocardial tissue. Basically this approach
consists of the development of bioactive membranes made of two integrated materials:
(a) one nanofiber matrix made out of self-assembling peptides with molecule-release
capacity (for growth factors such as VEGF and FGF), and (b) contained in a microscale
elastomeric scaffold that provides the mechanical framework (elastic, loading) that will
match the cardiac tissue mechanics. Both are essential to promote local angiogenesis in a
necrotic affected tissue as well as its regeneration.

In many congenital heart diseases neonatal ventricles demonstrate a number of in-
trinsic pathologic modifications, including relative immaturity of the extra-cellular matrix,
inappropriately low transcription factor expression and increased myocyte apoptosis, this
should open the way for the evaluation of treatments associating tissue engineering with
cells implants. The main mechanisms by which cell transplantation and tissue engineering
can bring functional benefits in myocardial diseases is the combination of cells and scaf-
folds, which limit the spread of the pathologic area, preventing excessive remodeling and
dilatation of the ventricle [143–146].

Emerging biomimetic technologies include 3D printing and additive manufactur-
ing [147]. For heart healing applications, 3D-printed porous poly-caprolactone (PCL)
elastomeric scaffolds represent a promising material functionalized with bio-additives
such as stem cells, exosomes and angiogenic growth factors. Cardiopatch and Cardiowrap
ventricular support bioprostheses were able to integrate in the damaged myocardium and
the adjacent healthy heart, becoming artificial extracellular matrix that offers adequate
cell niches for the homing of stem cells. These approaches contribute to the generation of
Bioartificial Myocardium, offering posibility that the need for heart transplantation in the
future will be reduced [127,148].

12. Cell Transplantation for Diseases of the Nervous System

The limited neurogenesis capacity in the brain makes neurological conditions dif-
ficult to treat. That’s why cell transplantation approach is intensively being tested for
neurological diseases.

Post-ischemic acute brain injury typically peaks within 24 h of the insult, and reaches
its highest point within 48 h [149]. Due to this quick onset and short duration of acute brain
injury, potential neuroprotective therapies need to be administered early, i.e., within 3–6 h of
the onset. This has proven to be challenging in the clinical practice. Any treatment outside
of the 48 h window will offer limited neuroprotection, and could instead be mainly restora-
tive, targeting angiogenesis, vasculogenesis, neurogenesis, and synaptogenesis [128,150].
Finding a therapeutic approach that would delay the progressive secondary neurodegen-
eration will also benefit stroke survivors. To date, most cell transplantation studies have
been conducted on animals during acute phase of post-ischemic injury, leaving chronic
time points understudied. It has already been shown that in addition to anti-inflammatory,
anti-oxidative and anti-apoptotic effects, transplanted cells also secrete various factors
acting neurotrophically exhibiting neuroregenerative effects [130,151].

Upon optimized dose regime and the route of administration, the use of stem cells
shows benefits in both the acute and subacute phase, as well as in the chronic phase of
cerebral ischemia [131,132]. Similar has been observed in other diseases with neuroinflam-
matory componente, like amytrophic lateral sclerosis or multiple sclerosis. Since a higher
degree of neuroinflammation is present in the acute and subacute phase of cerebral ischemia,
in these phases it is necessary to use higher doses (10–1200 million cells) and to choose
less invasive ways of stem cell application, such as intravenous, intra-arterial, intranasal
and intraperitoneal [131,133,134]. In these phases, various stem cells have shown positive
effects so far. In the acute phase (1–3 days after stroke): mesenchymal stem cells (MSCs) and
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human mononuclear cells (MNCs), human embryonic stem cells (hESCs), human neural
stem cells (hNSCs), and multipotent adult progenitor cells (MAPC) were used [131,152,153].
In the subacute phase (7 days after stroke): autologous CD34+ stem/progenitor cells and
bone marrow stem cells (BMSCs) were used [131,154]. In the chronic phase (weeks, months,
years) after stroke the smaller doses of stem cells were used (1–5 million cells), albeit with
more invasive application methods (intracerebral and intraventricular) in order to allow
greater bioavailability of injected cells near the affected brain region [128,155].

In the last two decades more than 70 clinical trials with stem cells for brain diseases
have been successfully finished, but no definitive efficacy trials have been concluded. As
such, there is currently still no approved cell therapy for neurological diseases. When
talking about stroke, as the most common disease of the brain, various approaches have
been taken thus far. Not entering into details of various type of stem cells and routes of
cell delivery, all trials of Phase 1 and 2 reported safety and visibility. It is interesting to
mention that one of the very first trials performed in 2005 in South Korea with 30 patients
with cerebral infarct, who received IV infusion of autologous MSCs, reported a significant
reduction in mortality within five years of stroke incidence compared to patients who
did not receive MSC transplantation [135]. In clinical settings, the recipients of allogeneic
MSCs demonstrated long-lasting or transient neurological improvement. Additionally,
allogeneic MSCs infusion was associated with a short term decrease in circulating T cells
and inflammatory cytokines [136]. The implantation of SB623 to the sites surrounding
the subcortical stroke region was safe and accompanied by improvements in neurological
recovery in 12 patients in a 2-year study [137]. At this stage, clinically confirmed beneficial
effects were shown by CTX0E03 cells (hNSCs), administered one month after cerebral
ischemia (a single intracerebral dose of up to 20 million cells), and SB623 (allogeneic MSCs),
administered several times with 2.5, 5, and 10 million cells for a period of 6–60 months after
stroke [129,131]. As the systemic inflammatory response is a major pathological component
in secondary post-ischemic cell death [156], including some specific types of death, like
necroptosis [157], stem cell transplantation should to be the therapy of choice to reduce
neuroinflammatory effects and help stroke outcomes. Considerable numbers of clinical
trials with stem cell therapy for stroke are currently underway. Clinical trials should include
patient’s co-morbidities which also can affect the efficacy and effectiveness of cell therapy.

MSCs are a population of cells which can be safely harvested from patients. Due to
their low immunogenicity and reported benefits, they are already being recognized as
approved therapeutic product in some countries [158]. Additionally, MSCs are capable of
migrating towards lesioned areas upon receiving attraction signals by certain chemokines,
suggesting their potential use as vehicles for therapeutic agent’s delivery [159]. Therefore,
as therapeutic agents, MSCs have multiple modes of action, including cell replacement,
immunologic and metabolic properties; showing a pleiotropic activity that modify the
tissues response to injuries and activate restorative mechanisms that improve organ func-
tion. Intense interchange of active cellular products between MSCs and resident cells have
been proven, demonstrating the potential of MSCs secretome to achieve various paracrine
effects, including immunomodulation [160]. Moreover, organelle interchange has been
proven, including vesicular traffic (exosomes, microvesicles, etc), where, in addition to the
vesicular cargo, MSCs inject membrane (carrying protein membrane complexes, receptors,
ion channels, etc.) into host cells [161].

MSCs from the bone marrow had been widely used in clinical trials for neurological
diseases. They were demonstrated to be safe but their effects were not always consistent,
as preclinical studies suggested. This may be due to poor survival in disease environments
and/or because inappropriate therapeutic dosage and route of delivery or inconsistent trial
design [162–165].

In some studies, ALS patients treated with MSCs displayed a slight and transient
decline in disease progression [138] Interestingly, postmortem evaluation of ALS patients
treated with MSCs showed that a more significant number of motor neurons were preserved
at the location in the spinal cord where the cells were administered, compared to other
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spinal sites [139]. Some of the most commonly reported benefits of stem cells based clinical
trials are listed in the Table 1.

13. Specific Requirements for Further Improvement of Cell-Based Therapy of Brain Diseases

More than 300 papers have been published in the last 20 years reporting transplan-
tation of cells in animal models and more than 70 clinical trials have been conducted in
humans with neurological diseases with some common breakthroughs and some common
obstacles. First of all, dogma that transplanted cells need to integrate and survive for a
longer period is not only seen as obsolete, but in some cases is even overly stressed. There-
fore, one needs to focus on cell products which are, nevertheless, being secreted in large
quantities by many cell types. In addition, modification of these products can be achieved
by genetic modifications of the stem cells [166]. Secreted growth factors, short sequences
of RNA in various forms and still yet to be discovered components, often packed in the
form of extracellular vesicles, obviously have a very strong and beneficial influence. So, it
became clear that we need to focus on recognizing those beneficial products, to discover
mechanism by which they improve regeneration, and then on methods how to deliver them
in sufficient quantities. Apart from direct transplantation, intravascular delivery, based
on positive results, deserves our attention [167]. Moreover many methodological gaps in
clinical translation must be recognized. Well-designed, biomarker oriented endpoints and
comparative trials are needed to address specific issues such as type of cells, cell doses,
responsive phenotypes and time window of efficacy.

When thinking about side effects of cellular therapy, it is important to notice that
transplantation of stem cells into brain tissue very rarely brings any significant obstacles
from that side. Probably the most well defined are those linked to dyskinesia, mostly
observed in transplantation to patients suffering from Parkinson’s disease. However,
methods to predict which patients are more prone to those side effects have been already
developed. It is interesting to notice that no serious effects coming from uncontrolled
electrical activity (e.g., partial or generalized seizures) of such cells have been reported.
On the other hand, common obstacles observed are a limited period of activity of such
cells, with very time-limited secretion of needed molecules. Thus, the main focus is in
securing longer and more substantial effects of the secretome.

14. Conclusions Remarks

In this review we gathered experience from the last few decades dealing with attempts
to treat diseases of the heart and the brain (primarily ischemic in its nature) by using stem
cells and their products (Figure 2). When we make a general overview of what has been
achieved with these replacement strategies, i.e., the approach in which transplanted cells
will replace lost ones in the host tissue, results are rather limited. Nevertheless, replacement
therapy seems to be very promising in the case where a very specific subpopulation of
neurons, in limited regions, are involved. This can be seen in positive, albeit transient,
results in clinical trials including patients with Parkinson’s disease [141]. In all other cases,
especially in brain ischemia (stroke) and myocardial infarction, transplanted cells can still
hardly replace what has been lost. It is very interesting to notice that we expected probably
much more from this approach in the heart tissue, which is, in theory, much less complex,
than the neural one. However, cells which succeeded to survive in the cardiac muscle
for a longer period, could hardly coordinate their activity with the rest of the healthy
muscle and, most interestingly, often cause problematic arrhythmias. It is important to
notice that arrhythmias in the heart muscle are a much more common problem of stem
cell transplantation than uncontrolled electric activity of the transplant in the brain. In the
same time, several decades of stem cells - based attempts to treat those diseases brought a
huge progress in understanding of complexity of the tissue affected by pathological process.
Although the ultimate goal is to discover and launch new drugs and/or procedures for
human diseases, fragments of knowledge which we are collecting are without doubts
constantly improving medicine.
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When we take a look into the effects transplanted cells achieved with their secretome, and
considering the experience in treating both the heart and the brain, this strategy emerges as
a promising one. This idea has been boosted even further by the discovery of several types
of extracellular vesicles which carry short sequences of RNA, peptides, growth factors, etc.
In both organs, products of transplanted cells clearly influence inflammation and, in most of
the cases, decrease damage with measurable effects. This is the case with neurodegenerative
diseases such as ALS [168] or Alzheimer’s disease [169]. One of the probably most surprising
observations, again seen in both the heart and the brain, is that those effects are often more
pronounced in chronic than in acute phases. Thus, overall survival and improvement in major
parameters demonstrate statistically significant differences when patients are followed after
6, 12 or 48 months [122,123,137]. How is this possible if majority of cells disappear within
a few weeks after transplantation? We can think of two possible explanations: first, those
cells which remain, although in small numbers, are naturally selected as those which succeed
to achieve substantial positive effects. So here we obviously have an example of supreme
quality ruling over quantity. Another element adding to this explanation might be that a
combination of positive effects achieved by all cells, before they disappear within a few weeks
after transplantation, triggers a positive chain of events which requires a lot of time to pass
the threshold which is then recognized as a positive therapeutic effect. Another common
point where research into the brain and the heart yielded mutual benefits for both fields is
a piece of knowledge about the need for standardization of products secreted by stem cells.
Standardization is not only needed in order to cause more comparable results, but also to better
define routes of delivery. When this will be achieved, and many efforts are currently being
undertaken in that direction, one can imagine repetitive injection of solutions with extracellular
vesicles, which will improve regeneration of either neural or cardiac muscle tissue. This
review could not cover all parts of this complex field, so, for example, here we did not take in
consideration numerous options of genetic engineering, which offers advantages of genetically
modified cells. In addition, bioengineering field based on biomaterials is progressing even
faster than stem cells. By taking all this in consideration, one of the factors which slow down the
progress is complexity of all these elements which requires truly multidisciplinary approach. A
very wide and multidimensional perspective is needed in order to pass the threshold of success
in clinical trials. To conclude, the major advice we can get from the experience collected thus far
is that more standardized methods of transplantation, either with well defined populations of
cells or with extracellular vesicles are needed. In addition, transplanted cells need time to bring
positive effects. Clinical trials need to plan prolongued follow up of the patients and, whenever
possible, account for repeated therapeutic procedures based on cells and/or their products.
When such a protocol enters routine practice, we will be witnessing the final confirmation of
the value of regenerative medicine in the treatment of major human diseases.
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Abstract: Iron is an essential trace metal for almost all organisms, including human; however,
oxidative stress can easily be caused when iron is in excess, producing toxicity to the human body
due to its capability to be both an electron donor and an electron acceptor. Although there is a strict
regulation mechanism for iron homeostasis in the human body and brain, it is usually inevitably
disturbed by genetic and environmental factors, or disordered with aging, which leads to iron
metabolism diseases, including many neurodegenerative diseases such as Alzheimer’s disease (AD).
AD is one of the most common degenerative diseases of the central nervous system (CNS) threatening
human health. However, the precise pathogenesis of AD is still unclear, which seriously restricts the
design of interventions and treatment drugs based on the pathogenesis of AD. Many studies have
observed abnormal iron accumulation in different regions of the AD brain, resulting in cognitive,
memory, motor and other nerve damages. Understanding the metabolic balance mechanism of
iron in the brain is crucial for the treatment of AD, which would provide new cures for the disease.
This paper reviews the recent progress in the relationship between iron and AD from the aspects
of iron absorption in intestinal cells, storage and regulation of iron in cells and organs, especially
for the regulation of iron homeostasis in the human brain and prospects the future directions for
AD treatments.

Keywords: Alzheimer’s disease; iron homeostasis disorder; iron homeostasis regulators; β-amyloid;
tau; APP; central nervous system; oxidative stress; pathogenesis; genetic intervention

1. Introduction

The transition metal element iron is the second most abundant metal element in the
earth’s crust behind, aluminum. It is also an essential trace element and an important
component of metalloprotein for human body [1,2]. Due to its unique chemical reaction
characteristics, it plays an important role in maintaining normal physiological function and
metabolism, such as oxygen transport, DNA synthesis, iron sulfur cluster synthesis, neu-
rotransmitter synthesis and electron transfer in respiratory chain [3–5]. The adult human
body contains 3–5 g of iron [2]. In the normal metabolism of the human body, iron ions
are absorbed into the blood through the small intestine and transported to the parts of the
body requiring iron. Although the body strictly regulates the regulation of iron metabolism,
changes with age, genetics and the environment will lead to iron metabolism disorders [6].
The disorder of iron metabolism in the body will catalyze the formation of reactive oxygen
species (ROS) through Fenton and other chemical reactions, attack DNA, protein and
lipid molecules, and lead to cell damage [7,8]. In recent years, more and more research
teams on the pathogenesis of Alzheimer’s disease (AD) have shown that the oxidative
stress induced by iron metabolism disorder and the production of ROS are related to the
pathological process of AD [7,9]. Alzheimer’s disease is an age-related neurodegenerative
disease with clinical symptoms of memory decline, cognitive impairment and learning
impairment [10–12]. With the increasing human life span, the incidence rate of AD is also
increasing, and has become one of the most important fatal diseases [5,13,14]. The patho-
logical features of AD in the brain are the extracellular deposition of Aβ proteins forming
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insoluble senile plaques and the intracellular accumulation of hyperphosphorylated tau
proteins forming neurofibrillary tangles (NFTs), which result in a large degree of neuronal
cell death [11,15,16]. Thus far, the main causes and pathogenesis of AD have not been fully
clarified. Many research teams have found that there is regional deposition of iron in the
brain of AD patients [17–19]; treatment with an iron chelator can effectively alleviate the
symptoms of AD [9], suggesting that iron metabolism disorder has a close relationship
with AD.

This paper reviews the relevant research progress in the field of iron and AD in re-
cent years, focusing on the oxidative stresses induced by normal iron metabolism and its
metabolic disorders, especially for abnormal expression of the iron transporters, transferrin
receptors, divalent metal transporters, and their relationships with the AD pathological
mark proteins, such as Aβ and tau proteins. Relevant contemporary AD treatment mea-
sures have also been discussed and prospected. The iron homeostasis on AD provides a
theoretical basis for the prevention and treatment of neurodegenerative diseases and an
effective drug screening target.

2. Physiological Function and Metabolic Process of Systemic Iron

2.1. Physiological Function of System Iron

Iron is an essential trace metal element and an important component of metallopro-
tein [2]. Due to its unique chemical reaction characteristics, iron plays an important role
in oxygen transport, DNA synthesis and repair, energy generation and enzyme function,
such as the formation of a variety of coordination compounds with organic ligands and
redox reactions by the mutual conversion of divalent iron and trivalent iron [3,6,8,20].

2.2. Metabolic Process of System Iron
2.2.1. System Iron Absorption

As we know, the adult human body contains about 3–5 g of iron [2], for individuals
without blood transfusion, a part of the iron in the system comes from intestinal cells
absorbed from food, and the other part comes from macrophages [6,21]. As shown in
Figure 1, the absorption of iron from food is Fe3+, which is reverted to Fe2+ by DCYTB
(duodenal cytochrome-b-like protein); then, the divalent metal transporter 1 (DMT1) on
the surface of the intestinal cell membrane combines the ferrous iron and transports it into
the intestinal epithelial cells [20]. The ferrous iron entering intestinal epithelial cells can be
transported to mitochondria for heme molecule synthesis, or oxidized to ferric iron and
stored in ferritins [22,23]. Excess Fe2+ is released into plasma by FPN (ferroportin) which
is located on the basal intestinal cell membrane where it is again oxidated to Fe3+ by the
same situated hephaestin [24–26].

As shown in Figure 2, Fe3+ in plasma can bind to transferrin (TF), which is transported
through blood in the form of TF-Fe complex. The complex then bind to transferrin receptor
1 (TfR1) that highly expressed on the surface of iron demanding cell membrane, and
it enters iron demanding cells through clathrin-mediated endocytosis [27,28]. Fe3+ in
endocytic vesicles is reduced to Fe2+ by STEAP (six-transmembrane epithelial antigen of
prostate) and released into cells by divalent metal ion transporter DMT1 after separation
in low pH environment of endocytic vesicles [29–32]. In addition, ZIP14 (member of the
Zrt/IRT family) was initially identified as a transporter of Zn. In subsequent studies, it
was found to be involved in the transport of ferrous iron released from endocytic vesicles
into the cytoplasm [1,28,33]. TF and TfR1 separated from Fe3+ enter the plasma and are
redistributed to the surface of cell membrane to participate in iron transport and the next
round of iron absorption, respectively [1]. Fe3+ in plasma can also combine with citrate,
ATP and ascorbate to form small-molecule complexes [6].

2.2.2. Storage and Loss of System Iron

In the body, iron is mainly stored in liver cells and macrophages. Macrophages
phagocytize the aging red blood cells and release the iron ions inside red blood cells; then,
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the released irons are stored in ferritin proteins in the macrophages [34]. When the body is
in a state of iron demand, macrophages secrete ferritin protein into the serum circulatory
system; therefore, the concentration of ferritin protein in serum can reflect the state of
iron content in the body [35]. Ferritin protein plays an important role in iron storage
and antioxidation in cells [36]. Ferritin protein contains two subunits of H-ferritin and
L-ferritin, which exhibit ferrous oxidase activity and iron storage function, respectively [37].
Fe2+ in cells is oxidized by H-ferritin and stored in L-ferritin. Each ferritin protein can
store 4500 iron atoms, which can considerably reduce the cell level of free iron ions and
prevent the damage caused by free-iron-induced oxidative stresses; thus, it has antioxidant
effects [38]. When the concentration of iron in cells decreases, ferritin protein is decomposed
into hemoxanthin by lysosomes. Hemoxanthin and ferritin protein can be detected by
Prussian blue staining [39]. In addition to ferritin protein, iron entering the cell can enter
mitochondria to synthesize heme, as well as the iron sulfur cluster, and participate in the
process of aerobic respiration as a cofactor of mitochondrial respiratory chain protein. It
can also combine with some small molecular substances in the cell, such as citric acid,
ATP, AMP and pyrophosphate to form an intracellular free iron pool [6,8,40]. The amount
of pooled free iron can reflect the change in iron content in cells, which can be detected
by some fluorescence techniques [8]. Increasing the pool content will produce harmful
substances through redox reactions, causing damage to cells, which could even lead to cell
death when it is serious [8,41,42]. Iron entering the blood can also be ingested and utilized
by iron cells and iron storage cells. Most of the iron in the blood is used by red blood cells
to participate in the transport of oxygen. About 20–30% of the iron is stored in the liver
and macrophages, and some iron is involved in the formation of myoglobin, cytochrome
and iron-containing enzymes [8].

Figure 1. Nonheme iron intestinal absorption and transport by intestinal cells. Food Fe3+ is reduced
to Fe2+ by DCYTB, which binds to the divalent metal transporter DMT1 on the surface of the intestinal
cell membrane and transported into the intestinal epithelial cells. The Fe2+ that enters the intestinal
cells can enter the mitochondria for the synthesis of heme. It can also be oxidized to Fe3+ and then
stored in ferritin. The excess Fe2+ is released from FPN into the plasma and then oxidized to Fe3+

by hephaestin. Each molecule of Apo-transferrin in the plasma combines with two Fe3+ ions to
form Holo-transferrin-Fe. The complex transports iron in the blood to the organs in the body that
require iron.
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Figure 2. Somatic cell absorption and the transport of iron ions. Fe3+ in plasma can bind to Apo-
transferrin (Tf), which forms a Tf–Fe complex; then, it is transported through the blood to bind to
the transferrin receptor (TfR1) that requires high expression on the surface of iron cell membranes,
which enters the iron-requiring cells through endocytosis mediated by clathrin. In the endocytic
vesicles, Fe3+ is reduced to Fe2+ by the six-transmembrane epithelial antigen of prostate (STEAP),
After separation in a low-pH environment, Fe2+ is released into the cell by the divalent metal ion
transporter DMT1. The iron ions in the cell can enter the mitochondria to participate in the redox
reaction and can also be stored in the ferritin protein. When the body is in a state of iron limiting,
Fe2+ can be transported to the outside of the cell through FPN and oxidized by hephaestin to Fe3+,
and combines with Apo-transferrin to form Holo-transferrin.

The normal human body loses about 1–2 mg of iron every day [36,43]. Iron in the
body is mainly excreted from intestinal mucosa, skin cells, sweat and urine [4,30,44].

2.2.3. Regulation of Iron in Cells

Iron regulatory proteins (IRPs) combine with iron regulatory elements (IREs) in the
3′or 5′ untranslated region of mRNA transcripts of iron-metabolism-related genes to
regulate the iron concentration in cells [43,45,46]. The IRE region contains a loop of 5′-
cagugn-3′ folded by 30 nucleotides (in which the hydrogen bond formed between G and C
stabilizes its structure), without pairing to form hydrogen bonds which will destroy this
structure [8,46–48]. As shown in Figure 3, IREs are located at the 3′-UTR and 5′-UTR areas
of TfR1 and DMT1 mRNAs, and ferroportin and ferritin mRNAs, respectively, although the
binding of IRPs to IREs could finely regulate the iron concentration in cells [49]. When the
concentration of iron ions in cells is too high, on the one hand, it will induce conformation
changes in the untranslated region of TfR1 and DMT1 mRNAs, so that IRPs cannot bind
to the IRE region, and those mRNAs are degraded, whereas the expression levels of
ferroportin and ferritin proteins are increased; on the other hand, iron ions can bind to
IRP1, forming iron sulfur clusters in IRP1 that exhibit cytoplasmic aconitase activity. In
contrast, when the concentration of iron ions decreases, the binding ability between IRP
and IRE is enhanced, the expression level of ferroportin and ferritin proteins will decrease,
and the expression level of TfR1 and DMT1 will increase [48,50–52].
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Figure 3. Regulation of iron homeostasis in cells. IREs are located in the 3′-UTR region of TfR1 and DMT1 mRNAs, whereas
they are located in the 5′-UTR region of ferroportin and ferritin mRNAs. The combination of IRP and IRE regulates the iron
ion concentration in the cell. When the iron ion concentration in the cell is too high, it will induce conformation changes in
the untranslated region of mRNAs, making IRPs unable to bind to the IRE region; then, mRNAs of TfR1 and DMT1 are
degraded, and the expression level of ferroportin and ferritin increases. On the other hand, iron ions bind to IRP1, and can
form iron–sulfur clusters in IRP1 that exhibit cytoplasmic aconitase activity. In contrast, when the iron concentration in the
cell decreases, the binding ability of IRP and IRE is enhanced, which leads to a decreased expression of ferroportin and
ferritin proteins, and an increased expression of TfR1 and DMT1.

Iron regulatory proteins IRP1 and IRP2 are intracellular iron sensors. These are two
proteins that are homologous proteins and belong to the iron–sulfur cluster isomerase
family [53]. IRP1 can form a cis-aconitase-type iron sulfur cluster (4Fe-4S), which not
only determines its functional mode, but also serves as an important regulatory site. IRP1
forms an iron sulfur cluster only when cells are rich in iron, in which IRP1 can display
cis-aconitase activity in cytoplasm; however, it reduces the ability of IRP1 to bind to IRE.
Low concentrations of iron in cells induce the depolymerization of iron sulfur clusters in
IRP1 and enhance the ability of IRP1 to bind to IRE, although the mechanism of iron sulfur
cluster depolymerization in IRP1 has not been fully illuminated. In addition, the increase
in NO and H2O2 concentration in cells will activate the activity of IRP1 and promote its
binding to IRE [38].

Iron ions and oxygen regulate the synthesis of IRP2 in cells through post-translational
mechanisms. IRP2 has lost the activity of aconitase in the process of evolution. The decrease
in intracellular iron ions and oxygen concentration promote the synthesis of IRP2 and
maintain its stable state. In contrast, the increase in iron ion and oxygen concentration
will accelerate the degradation of IRP2. The N-terminal 73 amino acid sequence of IRP2 is
characteristic of IRP2. This highly conserved 73 amino acids is encoded by a determined
exon and is related to the iron-dependent degradation of IRP2 [8].

2.2.4. Regulation of Iron in the System

Iron ions exported from the intestine are absorbed by the iron-demanding tissues and
organs of the body through blood circulation. The liver is the main organ for the regulation
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of iron balance, which plays an important role in the regulation of whole-body iron bal-
ances [34]. The liver produces and secretes the hepcidin hormone [25,54], which is a short
polypeptide composed of an 84 amino acid sequence encoded by the HAMP gene and a
25 amino acid sequence hydrolyzed by basic amino acid protein hydrolase [30,34,42,55–58].
When the iron in the body is in a high-concentration state, hepcidin combines with FPN
protein and JAK2 on the intestinal epidermal cell membrane to form a complex, which
is phosphorylated before the endocytosis of FPN. FPN is endocytosed into the cell and
degraded in the lysosome after ubiquitination to reduce the concentration of iron in the
blood [30,46,55,59]. In contrast, when the body is in a state of iron deficiency, hypoxia, in-
flammation and erythrocyte synthesis, the expression of hepcidin decreases. Some studies
have shown that hepcidin can also be produced by other organs and tissue cells, such as the
heart, alveolar macrophages and spleen macrophages [42,60–62]. In addition to the liver,
red blood cells and macrophages participate in the iron metabolism of the body. For exam-
ple, iron in red blood cells participates in the synthesis of hemoglobin, and macrophages can
phagocytize aging red blood cells to release iron; therefore, macrophages could participate
in iron circulation when the body is in a state of low iron concentration [42,63].

2.3. Roles of Microbiota in Iron Homeostasis and Neurodegenerative Diseases

In mammals, iron ions are absorbed mainly through the duodenum, and there is a
strict regulation mechanism for iron ion absorption. Iron ions that are not absorbed into the
duodenum end up in the colon cavity, which is home to a host of microbes called the gut
microbiome. Iron plays an important role in the growth of intestinal micro-organisms be-
cause it plays an important role as a ferritin cofactor in redox reactions, metabolic pathways
and electron transport chains of microorganisms. Therefore, the content of iron ions in the
colonic lumen will affect the composition, growth and living status of intestinal microbes,
and conversely, the changes of intestinal microbes will also affect the health status of the
host [64]. A growing number of studies have shown that the gastrointestinal tract and the
central nervous system interact through the gut-brain axis, including neuronal, immune
and metabolite-mediated pathways. Preclinical and clinical studies have shown that gut
microbiome plays a key role in the gut-brain interaction, and that disturbances in the
composition of gut microbiota are associated with the pathogenesis of neurological dis-
eases, especially the neurodegenerative diseases [65]. Maternal immune activation (MIA)
increases the risk of autism spectrum disorder (ASD) in offspring. Dysregulation of mi-
croorganisms is associated with ASD symptoms. In lipopolysaccharide (LIP) -induced MIA
progenies, MIA progenies exhibited an abnormal brain-gut-microbiome axis compared
with that of the control progenies, which were characterized by social behavioral deficits,
anxiety-like and repetitive behaviors, low myelination, and ASD-like microbiome [66].
Studies have shown a potential link between host microbiome (such as gut and oral bacte-
ria), neuroinflammation, and dementia, which may be caused by bacterial invasion of the
brain due to barrier leakage, toxin and inflammation factor production, or indirectly by
modulating immune responses, and moreover, the composition of microbiota affected the
deposition level of Aβ in the cerebral cortex of APP/PS1 mice [67], suggesting a critical
role of iron in these processes.

3. Brain Iron Metabolism

3.1. Brain Iron Absorption

The brain is composed of neurons and glia. Ferritin is also the main iron storage
protein in neurons, and neuromelanin has been found to storeiron ions for a long time.
In glial cells, astrocytes and microglia synthesize L-ferritin to store iron ions, and L- and
H-ferritin are expressed in oligodendrocytes [68]. Cells in the CNS are not in direct contact
with nutrients, including iron ions. The blood–brain barrier (BBB) and blood–brain spinal
cord barrier (BBSCB) separate the CNS from the system circulation. BBB is a special
structure, which is composed of auxiliary feet of capillary endothelial cells, peripheral
skin cells and astrocytes, and it strictly regulates the substances entering the CNS [69,70].
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The hydrophobic BBB prevents the hydrophilic holo-TF from entering the nervous system.
Holo-TF must pass across the BBB through the brain capillary endothelial cells. Holo-
TF in the blood circulation binds to the TF receptor TfR1 on the luminal surface of the
brain capillary endothelial cells and enters the cells. The FPN on the abluminal surface
transports ferrous iron out of the capillary endothelial cells, where Fe2+ are oxidized to Fe3+

by ceruloplasmin (CP) [71,72]. CP is expressed in astrocytes and promotes the transport
of FPN-exported ferrous iron [24,73]. The binding of iron ions into intercellular fluid and
cerebrospinal fluid is secreted by nerve cells, especially TF, synthesized and secreted by
oligodendrocytes, and choroid plexus cells, which diffuse through brain parenchymal tissue
and bind to the TfR1 receptor on the surface of nerve cell membranes. After releasing iron
ions, apo-TF enters the blood circulation through arachnoid villi [71,74]. FPN is regulated
by hepcidin in the system, although the source of hepcidin in the brain is unknown. It may
enter the brain across the BBB for iron metabolism regulation [68].

3.2. Brain Iron Regulation

The regulation of brain iron homeostasis at the cellular level involves IRPs regulating
the expression of related proteins [9,75,76]. The decrease in the IRP2 expression level will
lead to the imbalance of brain iron, but it has little effect on myelin iron. Mutations in
genes controlling brain iron homeostasis will lead to the disorder of brain iron metabolism
and affect the synthesis of myelin. It is unclear whether hepcidin plays a key role in the
mediation of brain iron metabolism; whether hepcidin is synthesized in the brain or passes
through the BBB after its synthesis in the liver has not been revealed. Recent results show
that inflammation activates microglia and promotes the release of hepcidin by astrocytes in
the model of signal cascade between inflammatory cells; this signal prevents the release
of iron ions in neurons and eventually leads to neuronal death. At the same time, it will
also lead to the release of anti-inflammatory and pro-inflammatory factors. Normal human
microglia are not activated, and there is no intercellular signal cascade [36,72,77].

3.3. Brain Iron Accumulation and Toxicity

Iron ions accumulate in the brain with age [9,78,79]. Iron ions mainly bind to ferritin
protein and substantia nigra [80–82]. The accumulation of iron ions can induce neurotoxic-
ity through different mechanisms. The excessive accumulation of iron ions will increase
the permeability of the BBB, induce inflammation, affect the redistribution of iron ions in
the brain, and then change brain iron metabolism [47]. Iron ions can act as both electron
acceptors and electron donors; therefore, when iron ions accumulate in the brain, they
will produce reactive oxygen free radicals through Fenton and Haber–Weiss chemical
reactions [41,83,84]. Free radicals are highly active substances, which may promote protein
oxidation, membrane lipid peroxidation and nucleic acid modification. When the levels of
ROS exceed the antioxidant capacity of organelles, this will induce oxidative stress and
damage neurons [38,85,86], leading to tissue degradation in severe cases.

Fe2+ + H2O2 → Fe3+ + OH• + OH− (Fenton)

Fe3+ + O2
•− → Fe2+ + O2

O2
•− + H2O2 → O2 + OH• + OH− (Haber-Weiss)

4. Iron Metabolism and AD

4.1. Effect of Iron Metabolism Disorder on AD

AD is the most common cause of dementia, which is characterized by impaired
cognitive function and decreased ability of learning, memory and reasoning [24,87]. It
was originally described by Dr. Alois Alzheimer, a German doctor. Patients with this
kind of disease exhibit strange behavioral symptoms, memory loss and motor loss. Its
histopathological characteristics are amyloid plaques deposited outside the cells, and
the excessive phosphorylation of tau protein related to the cytoskeleton which forms

99



Int. J. Mol. Sci. 2021, 22, 12442

neurofibrillary tangles in the cells [88–90]. With the increase in age, iron ions in the
brain tend to accumulate, especially in the cortex, globus pallidus, red nucleus, dentate
nucleus and substantia nigra; however, the related molecular mechanisms are not clear at
present [9,74,79]. The emerging evidence shows that iron with high redox activity is related
to the deposition of amyloid plaques and the formation of nerve fiber tangles, suggesting it
may be one of the main causes of AD [91–94].

The postmortem brain anatomy of AD patients showed that there was more Aβ

deposition and neurofibrillary tangles in the hippocampal region of the patients [95–97].
Moreover, by detecting the level of antioxidant protein in the hippocampus and amygdala,
the level of oxidative stress in these two regions was found to be much higher than other
regions. Moreover, the oxidative stress caused by iron accumulation will enhance the
activity of IRP1, resulting in the enhancement of iron absorption through TfR1 and the
increase in intracellular free iron level by reducing the concentration of ferritin-H and
ferritin-L, which further enhances intracellular oxidative stress [93,98]. Based on magnetic
resonance imaging (MRI) technology [99], it was found that iron accumulation may further
lead to the deposition of Aβ amyloid and the formation of neurofibrillary tangles in the
brain of AD patients. Considerable studies have shown that iron metabolism disorder can
affect Aβ misfolding and tau hyperphosphorylation, and the resultant oxidative stress and
metal toxicity of iron ions may lead to AD [100–103].

Even more evidence supports a key role of ROS and RNS (reactive nitrogen species)
in leading to AD, which are toxic and related to the formation of oxidative stress in the
brain of AD patients [104]. The oxidative stress was more obvious with the increase in iron
concentration, and the oxidation of protein, lipid and DNA in Aβ aggregation area was
more significant [105,106]. The free radicals produced at regions of Aβ aggregation will
destroy the adjacent neurons, resulting in a decline in cognitive and memory functions.
The accumulation of tau protein in neurofibrillary tangles is also related to the induction of
heme oxygenase-1 (HO-1). Overexpression of HO-1 can lead to the increase in iron content
and accumulation of tau proteins in the mouse brain. In AD patients or patients with
slight cognitive impairment, the concentration of HO-1 in the hippocampus and frontal
cortex increased [86,107,108]. Increased levels of iron-bound melanin transfer protein were
detected in the serum of AD patients, indicating that there may be abnormal binding
of iron in the brain of AD patients. It was also found that iron ions accumulated in
regions of Aβ deposition and neurofibrillary tangles formed by hyperphosphorylation
of tau protein, and which were distributed in hippocampus, parietal cortex and motor
cortex [93,106,109–112]. The Aβ amyloid is a segment of amyloid precursor protein (APP)
cleaved by secretory enzymes [113]. APP is a transmembrane protein mainly expressed in
the nervous system. At present, the physiological function of APP is not fully understood,
and it may play a role in brain development, memory and synaptic plasticity [114]. In nerve
cells, the concentration of iron ions regulates expression of the APP gene. The mechanism
is shown in Figure 4. There is a loop ring formed by 11 bases in the 5′-UTR region of
APP mRNA, which is called IRE. IRPs combine with IRE to regulate the synthesis of APP.
High concentrations of iron in cells will combine with IRP1 to form iron sulfur clusters;
at the same time, high concentrations of iron will also induce conformational changes in
the IRE region of APP mRNA, increasing the expression of APP. In contrast, when the
cell iron concentration is at a low level, IRP1 will bind to IRE and the expression of APP
will decrease [97,106,115]. Under the action of different secretory enzymes in nerve cells,
APP can undergo two different cleaving pathways, including the amyloidosis pathway
and non-amyloidosis pathway. In the normal physiological state, APP is cleaved through
the non-amyloidosis pathway, in which APP is firstly cleaved by α secretory enzyme,
producing a segment called sAβPPα; then, the fragments undergo β and γ secretase
cleavage to form non-toxic fragments of P3, Aβ16 and Aβ17–40/42, respectively. The high
concentrations of iron in cells promote the cleaving of APP through amyloidosis pathway,
in which APP undergoes β and γ secretases cleavage to form Aβ1–40 and Aβ1–42 fragments.
The Aβ1–42 fragment is precipitated by Ile41, and the three histidines at its N-terminal

100



Int. J. Mol. Sci. 2021, 22, 12442

can combine with Fe2+ to induce oxidative stress, resulting in Aβ1–42 damage to cells at
deposition [93,106,109–111,115].

 
Figure 4. High concentrations of iron in neurons induce Aβ formation. The 5′-UTR region of APP mRNA has an 11-base
loop called IRE. The combination of IRPs and IRE regulates the synthesis of APP. The high concentration of iron in the
cell will combine with IRP1 to form iron–sulfur clusters, and make IRP1 lose the ability to bind to IRE. At the same time,
high concentrations of iron will also induce conformational changes in the IRE region of APP mRNA, which increases the
expression of APP; in contrast, when the iron concentration in the cell is at a low level, IRP1 will bind to the IRE of APP
mRNA, resulting in the decreased production of Aβ42. Aβ1–42 aggregates to form amyloid plaques.

In addition, the deposition of Aβ1–42 can induce the hyperphosphorylation of tau
protein, although the specific mechanism is not clear. At the same time, it can also lead
to the disorder of energy metabolism, the activation of immune cells and the disorder of
normal function of nerve cells, resulting in cell damage and death [50]. NFTs formed by
the hyperphosphorylation of tau proteins and the combination of cytoskeleton mean that
the cells are unable to maintain their normal structure. Many neurons in AD patients are
affected by NFTs. A large number of NFTs were found in the hippocampus of patients with
AD, and the hippocampus participates in the processing of experience and precedes the
storage of permanent memory. In the early stages of AD, the clinical manifestations are
the decline of learning ability, the ability to form new memory and the memory storage
ability. At the same time, the basal forebrain, which provides the innervation activity
of cholinergic neurons for the cortex, will also be affected, resulting in the reduction in
cholinergic neurotransmitters. Generally, cholinergic enzyme inhibitors can be used to treat
the reduction in cholinergic neurotransmitters. A Canadian butylcholinesterase inhibitor
exhibited good performance for the treatment of AD symptoms. In clinical treatment, it
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has been shown that this drug is suitable for the improvement of mild and moderate AD
symptoms [116].

4.2. Relationship between Iron-Homeostasis-Related Proteins and AD

Oxidative stress can lead to neuronal damage; it has been observed that the disorder
of iron metabolism and the expressional change in iron regulatory proteins in the iron
metabolism pathway could lead to the accumulation of iron ions in the brain and induce
oxidative stress, resulting in the damage of neurons [107]. Many experimental results have
showed that iron accumulation in the brain of AD patients is one of the sources of brain
oxidative stress, and this has a close relationship with the disorder of brain iron metabolism
and some key iron homeostasis regulators, such as ferritin protein, transferrin protein,
FPN, etc. [100].

4.2.1. Apolipoprotein E and AD

Apolipoprotein E (ApoE) is involved in the transport of cholesterol and other sub-
stances from the brain to the blood, including the discharge of Aβ protein from the brain
to the blood. ApoE has three different conformations, which are encoded by ApoE2, ApoE3
and ApoE4 genes [117]. These three conformations are due to the differences in amino acid
composition, resulting in differences in the structure, binding properties and multiple func-
tions of lipoproteins. Among the three conformations, ApoE4 can lead to AD [18,118–122].
It can be seen from the extant literature that high concentrations of iron in cells will induce
oxidative stress and cause damage to lipids, proteins and nucleic acids. Among them, lipid
peroxidation will induce the production of 4-hydroxynonenal (4-HNE) molecules with
high activity and neurotoxicity. It can combine with cysteine residues, lysine residues and
histidine residues to reduce its damage to other molecules. Compared with ApoE2 and
ApoE3, ApoE4 lacks cysteine amino acid and cannot clear HNE, resulting in the oxidative
modification of proteins in neurons and neuronal death, increasing the risk of AD [123,124].

4.2.2. Ferroptosis and AD

Ferroptosis is an iron-dependent programmed cell death, which can lead to many
diseases [125]. Ferroptosis was first described by Dixon in 2012, and is characterized by
the accumulation of lipid reactive oxygen species. The experimental results show that
GPX4 knockout mice exhibit neuronal necrosis, which will become more serious due to
the lack of vitamin E (iron death inhibitor) in food. In contrast, inhibiting iron death
can effectively improve the symptoms of AD. GPX4 is an anti-peroxidase that inhibits
lipid peroxidation [101,126]. Moreover, lipid peroxidation products and 4-HNE in the AD
brain have been significantly increased, indicating that ferroptosis will increase the risk of
AD [127–129]. Iron induces oxidative stress, directly affecting lipids, DNA and proteins.
Lipid peroxidation and iron metabolism disorder and accumulation in AD brain are also
necessary conditions for ferroptosis [130]. In addition, iron ions interact with Aβ and Tau
to induce ROS, which also leads to ferroptosis [101,129].

4.2.3. Iron Homeostasis Key Regulators and AD

Through the utilization of Western blot technology, researchers have found that in
comparison with ferritin protein in the normal brain, the expression levels of ferritin protein
in the brains of AD patients were increased significantly, including L-ferritin and H-ferritin
proteins [36]. The ELISA results showed that the concentrations of H-ferritin and L-ferritin
in the hippocampus of AD patients were three times higher than those in normal human
brains. Moreover, the increases in H-ferritin and L-ferritin protein concentrations were not
consistent with the increase in iron concentration, which was about 50% of the increase
in iron concentration. Compared with the normal brain, the expression levels of ferrous
oxidase CP increased significantly [131]. Results obtained from immunohistochemical
experiments showed that the expression levels of transferrin proteins in the AD brains
were also found to be increased compared with those in the normal brain [100].
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However, by using Weston blot technology, it was found that the expression levels of
DMT1 and FPN decreased in the AD brains compared with those of normal human brains.
Due to the abnormal expression of genes related to iron metabolism, iron accumulates in
AD brain and induces oxidative stress, which may damage brain neurons [36,131].

4.2.4. Furin and AD

Furin is associated with iron and Aβ metabolism [132]. Low concentrations of iron
enhance furin enzyme activity, whereas high concentrations of iron reduce furin enzyme
activity. Furin can enhance the activity of α secretory enzymes, and high concentrations
of iron in cells reduce furin enzyme activity, leading to the amyloidosis pathway of APP
cleaving. Recent experimental results also showed that the expression levels of furin mRNA
in the brain of AD patients are lower than those of normal human brains [9,110,133].

5. Strategies for Treating AD

5.1. Iron Chelation in the Treatment of AD

Iron chelation strategy is the most direct method for limiting and redistributing iron
in the system. At present, the most commonly used chelating agents are deferoxamine,
deferrone and ferrite [2,134,135]. Deferoxamine is a chelating agent, recently found to
exhibit good clinical manifestations. Although these chelating agents can improve the
symptoms of AD caused by iron excess to a certain extent, they can also have toxic effects
on the human body, such as allergic reactions, liver and kidney failure, etc. [1,136].

5.2. Regulating Iron Metabolism Pathway Proteins to Improve AD Symptoms

Fursultiamine is a small molecular substance called thiamine tetrahydrofuran disul-
fide, which can bind to cys326 amino acid residues of brain FPN and protect hepcidin from
the endocytosis of FPN, thus improving the efflux of brain iron through this ferrous trans-
porter. However, fursultiamine has limited functions in the body, because it can be quickly
converted to ammonium sulfate, resulting in reduced iron contents in the body [137].

The anti-ferroportin antibody ly2928057 was successfully tested in vitro, and it has also
been tested for its potential to effectively reduce iron concentrations in vivo by interfering
with the potential regulatory mechanism of hepcidin. The specific mechanism is to regulate
the BMP6 (bone morphogenetic protein 6)–SMAD signal pathway and prevent the binding
of BMP6 to its receptor BMP6R [1,138]. Another way is to block the phosphorylation
of SAMD with doxomorphine, so as to reduce the production of hepcidin induced by
BMP6R [139]. The body has its own regulatory mechanism; therefore, the treatment of FPN
or hepcidin interference is a great challenge, which is not conducive to long-term treatment.

Similar to glutathione peroxidase, ebselene, a drug containing selenium, also exhibits
antioxidant effects. This drug can inhibit the absorption of iron ions through DMT1;
however, it can cause cardiomyopathy [140]. Recent studies have shown that pyrazole
derivatives and benzyl isothiourea have inhibitory effects on DMT1 both in vitro and
in vivo [141].

5.3. Antioxidant Therapy Improves AD Symptoms

Brain iron excess induces oxidative stress through Fenton chemical reactions, which
cause damage to protein, lipid and DNA [7], and lead to ryanodine-receptor-mediated cal-
cium release under the stress, resulting in neurotoxicity [105]. Small molecular substances
have been designed for ROS scavenging at fixed sites. These kinds of antioxidants enter
the mitochondrial matrix driven by the mitochondrial intimal potential to scavenge active
free radicals in the matrix [142]. In addition, antioxidants in food, such as tea polyphenols,
can effectively improve AD symptoms through scavenging oxygen free radicals, chelating
iron ions and their anti-inflammatory effects [143–145]. Other native neuroprotective com-
pounds or species include resveratrol, curcumin, pinocembrin, caffeine, the combination
of Panax ginseng, ginkgo biloba, crocus sativus [146–150]. The anti-inflammatory and
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antioxidant properties of catechins in tea have been reported in vivo and in vitro, with
potential for the prevention of AD symptoms [151].

Acetylcholinesterase inhibitors (AChEIs) have also been found to exhibit antioxidant
effects. In 2010, Sinem et al. showed that ACHEIs can reduce the levels of lipid oxidation,
blood markers and nitric oxide in AD patients [152]. ACHEI is the main drug for the
treatment of AD, but it also has certain limitations [153].

6. Conclusions and Prospect

Iron is a rich metal element in the earth’s crust. The unique redox properties of
iron allow for efficient electron transfer, which is beneficial to many diverse biological
reactions [154]. However, when iron metabolism in the body is unbalanced, such reactive
properties of iron may also promote the generation of ROS, which will lead to the excessive
accumulation of iron ions in the body [155,156]. As a result, there are fine regulatory
mechanisms for iron absorption, storage and distribution in organisms. The excessive
accumulation of iron induces oxidative stress reactions, which, in large doses, can be
damaging to intracellular systems, including the tissues and organs of the body. Moreover,
iron plays an important role in the formation of a myelin sheath in the brain and aerobic
respiration in mitochondria. When brain iron metabolism is disordered, iron will be
enriched in different regions of the brain, and the enriched iron will cause oxidative stress,
mediate APP undergoing the amyloidosis pathway, and finally lead to the development of
AD. In AD, oxidative stress caused by brain iron accumulation promotes the deposition of
amyloid protein and the hyperphosphorylation of tau, which causes damage to neurons,
resulting in declines in motor, cognitive and memory functions, etc. [133]. Although using
iron-chelating strategies has achieved some positive results for improving the symptoms
of AD, there is still much research needed in order to translate the research into practice for
the clinical treatment of AD.

Nevertheless, there have been few studies on iron-reducing strategies in AD patients
through genetic methods, and excessive emphasis has been put on the amyloid-reducing
strategies, which have been disappointing thus far. Given that more and more iron-
chelating compounds have potential disease-improving effects, as well as the availability
of biomarkers of iron load in MRI and cerebrospinal fluid, there is considerable room for
exploring this type of treatment to avoid its side effects as far as possible. In addition,
genetic studies on the regulation of some key genes in iron homeostasis in model animals
have shown potential for more effective and precise treatment [14,157].

Furthermore, AD is characterized by the progressive dysfunction and death of thecortical
and hippocampal neurons; the main hypothetical mechanisms are the hyperphos-phorylation
of tau protein to form NFTs and the deposition of Aβ protein to form SPs [158,159]. However,
a large number of clinical trials of drugs based on these two hypotheses all over the world
have ended in failure; there is currently no effective treatment method. In addition, these
two assumptions are facing increasing challenges [160,161]. In fact, the involvement of
iron in the pathogenesis of AD has been widely accepted. Iron not only aggravates the
accumulation of toxic Aβ and hyperphosphorylated tau, but also directly induces neuronal
oxidative damage [162]. Considering the particularity and importance of iron role in the
process of ferroptosis, it is essential to uncover how does ferroptosis play in the molecular
pathophysiology of AD in the future research, which may provide new insights into the
disease [163,164] and new ideas for the treatment [101]. Combing with the recent finding
of a potential link among iron, host microbiome and AD, therefore, by deeply studying the
mechanism of iron metabolism in the body and brain, it is expected to find new effective
targets and therapeutic measures to improve or cure the disease.
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Abbreviations

AD Alzheimer’s disease
CNS central nervous system
ROS reactive oxygen species
NFTs neurofibrillary tangles
DCYTB duodenal cytochrome-b-like protein
DMT1 divalent metal transporter1
FPN ferroportin
TF transferrin
TfR1 transferrin receptor 1
STEAP six-transmembrane epithelial antigen of prostate
IRPs iron regulatory proteins
IRE iron regulatory element
BBB blood–brain barrier
BBSCB blood–brain spinal cord barrier
CP ceruloplasmin
MRI magnetic resonance imaging
RNS reactive nitrogen species
HO-1 heme oxygenase-1
APP amyloid precursor protein
ApoE apolipoprotein E
4-HNE 4-hydroxynonenal
BMP6 bone morphogenetic protein 6
AChEI acetylcholinesterase inhibitor
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Abstract: The complete molecular mechanisms underlying the pathophysiology of Alzheimer’s
disease (AD) remain to be elucidated. Recently, microRNA-455-3p has been identified as a circulating
biomarker of early AD, with increased expression in post-mortem brain tissue of AD patients.
MicroRNA-455-3p also directly targets and down-regulates APP, with the overexpression of miR-
455-3p suppressing its toxic effects. Here, we show that miR-455-3p expression decreases with age in
the brains of wild-type mice. We generated a miR-455 null mouse utilising CRISPR-Cas9 to explore
its function further. Loss of miR-455 resulted in increased weight gain, potentially indicative of
metabolic disturbances. Furthermore, performance on the novel object recognition task diminished
significantly in miR-455 null mice (p = 0.004), indicating deficits in recognition memory. A slight
increase in anxiety was also captured on the open field test. BACE1 and TAU were identified as
new direct targets for miR-455-3p, with overexpression of miR-455-3p leading to a reduction in the
expression of APP, BACE1 and TAU in neuroblastoma cells. In the hippocampus of miR-455 null
mice at 14 months of age, the levels of protein for APP, BACE1 and TAU were all increased. Such
findings reinforce the involvement of miR-455 in AD progression and demonstrate its action on
cognitive performance.

Keywords: Alzheimer’s disease; microRNA; miR-455; knockout; APP; TAU; BACE1; novel object
recognition; memory; anxiety

1. Introduction

There are approximately 50 million people worldwide currently living with demen-
tia, and this figure is predicted to rise considerably over the next three decades [1,2].
Alzheimer’s disease (AD) is the most common form of dementia accounting for approx-
imately two thirds of dementia cases [3]. The progressive and debilitating nature of the
disease make it a major cause of disability and mortality in later life, with no disease
modifying treatment currently available [4]. The classic hallmarks of AD consist of cog-
nitive decline and the presence of amyloid plaques and neurofibrillary tangles (NFT) [5].
According to the amyloid hypothesis [6], pathological conditions lead to altered/increased
metabolism of the amyloid precursor protein (APP), under the actions of the β-secretase,
BACE1 and γ-secretases, presenilin 1 and 2 (PSEN1 and PSEN2). APP cleavage leads
to the production and aggregation of the amyloid β peptide (Aβ) and the formation of
amyloid plaques, resulting in neurotoxicity and eventual death of the neuron [7,8]. On
the other hand, the TAU (microtubule-associated protein tau) hypothesis [9] emphasises
the importance of aberrant TAU phosphorylation and subsequent NFT formation, which
undermines microtubule integrity resulting in structural and transport deficits in the neu-
rons [10,11]. Further processes such as neuroinflammation have also been proposed to
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explain the mechanistic basis of the disease, with proinflammatory cytokines elevated in
the brains and serum of AD patients [12,13]. Mitochondrial dysfunction and oxidative
stress (increased production of reactive oxygen species) are also seen [14]. AD is likely
attributable to a combination of processes, adding to its complexity, and as a result, the
overall molecular pathogenesis remains poorly understood.

Small non-coding RNAs known as microRNAs (miRNAs) are important regulators
of gene expression in human cells [15]. MicroRNAs are transcribed as primary transcripts
(pri-miRNA) and processed to short stem-loop structures (pre-miRNA) in the nucleus. The
pre-miRNA is then processed by the ribonuclease, DICER, forming two complementary
short RNA molecules one of which (the guide strand) is integrated into the RNA-induced
silencing complex (RISC), the other of which (the passenger strand) is degraded. After
integration into RISC, miRNAs base pair with their complementary mRNA targets, usually
in the 3′UTR [16] to degrade mRNA or repress translation. A number of miRNAs have
been shown to have roles in regulating AD associated proteins, targeting processes that
contribute to β-amyloid production (e.g., BACE1 and APP), TAU phosphorylation and
mitochondrial dysfunction (reviewed in [17,18]). MicroRNAs and their target genes act
in regulatory networks which are disrupted in disease [19]. Key miRNAs may act as
biomarkers of pathology or even be targets for therapeutic intervention [18].

MicroRNA-455 is genomically located in an intron of the collagen type XXVII alpha
1 chain gene (COL27A1) and has previously been implicated in cartilage biology [20], with
roles in the TGFβ signalling pathway [20,21]. A number of studies have shown miR-
455 to be dysregulated in a variety of pathologies including cancers and cardiovascular
disease [22]. Recently, microRNA-455-3p was identified as a circulating biomarker in early
AD [23] with levels of miR-455-3p upregulated in patients with mild cognitive impairment
(MCI) and AD. Furthermore, miR-455-3p expression is increased in the post-mortem
brain tissue and cells derived from AD patients when compared to healthy controls, [24].
MicroRNA-455-3p has also been shown to directly target and down-regulate APP, with
the overexpression of miR-455 suppressing APP toxicity [25] providing a mechanistic
explanation for its increased expression in AD.

In order to determine the function of miR-455 in vivo, we utilised a miR-455 null
mouse, constructed using CrispR/Cas9. Behavioural tests of cognition and in vitro molecu-
lar analyses were employed to further delineate miR-455 function within the brain.

2. Results

2.1. MicroRNA-455-3p Expression Decreases with Age and Is Absent in the Null Mouse Model

The miR-455 null mouse was made by the Genome Editing Unit, University of Manch-
ester, UK. Microinjection of one-day single cell C57/BL6 mouse embryos used in vitro tran-
scribed sgRNA and recombinant Cas9 protein (https://sites.manchester.ac.uk/genome-
editing-unit/publications/, accessed on 15 October 2021). Sequencing of genomic DNA
from founder mice revealed a number of deletions within the targeted pre-miR-455 locus.
One of these was identified as a 35-base deletion, removing part of both miR-455-5p and
miR-455-3p mature sequences, as well as the intervening hairpin sequence (Figure 1A).
This mouse was bred with a wild-type C57/BL6 and heterozygote offspring bred together
to give homozygous null mice; these were maintained alongside wild-type littermates as
parallel colonies. Deletion was confirmed by sequencing of genomic DNA.

Expression of miR-455 was absent in all tissues tested, with Figure 1B showing expres-
sion in the brain at 3 months of age. At 14 months of age, miR-455 null mice were signifi-
cantly larger than the wild-type comparators (Figure 1C). Expression of miR-455-3p in the
brain decreased across 3 weeks to 12 months of age in wild-type mice (p = 0.04, Figure 1D).
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Figure 1. The miR-455 null mouse and the expression of miR-455-3p across age. (A) Deletion of miR-
455 in mice. Sequencing of miR-455 null founder mouse shows a 35-base deletion, deleting both miR-
455-5p and miR-455-3p mature sequences, as well as the intervening hairpin sequence. (B) Expression
of miR-455-3p in 3-month-old mouse brain tissue. RNA was extracted from brain tissue and qRT-PCR
performed; the miR-455 null mouse shows complete loss of miR-455-3p expression. (C) MiR-455
null mice show increased weight gain with age. Mice were weighed each month and showed that at
14 months of age, miR-455 null mice (n = 13) were significantly heavier than wild-type litter mates
(n = 11). (D) MiR-455 expression decreases with age in wild-type mice. RNA was extracted from
brain tissue at 3 weeks and 12 months of age and qRT-PCR performed (n = 3). Mean ± SEM.

2.2. Recognition Memory Is Impaired in miR-455 Null Mice

We compared wild-type with miR-455 null mice at 14 months of age in both novel
object recognition and the open field test. In object recognition, miR-455 null mice showed
significantly impaired recognition memory compared to wild-type controls (p = 0.004,
Figure 2A). In the open field test, miR-455 null mice displayed a slight increase in anxiety
overall spending less time in the centre of the arena (p = 0.09, Figure 2B), with no alteration
in motor function (Figure 2C).

2.3. BACE1 and TAU Are Direct Targets of miR-455-3p

APP has previously been identified as a direct target for miR-455-3p [25]. Here, we
also identified BACE1 and TAU as other targets. Expression of luciferase controlled by the
3′UTR of either the BACE1 or TAU genes shows that miR-455-3p reduces this expression
and that this is rescued by mutation of the miR-455-3p seed site in each UTR (Figure 3A,B).
Expression of APP, BACE1 and TAU were all decreased after overexpression of miR-455-3p
in SH SY5Y neuroblastoma cells (Figure 3C,D).
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Figure 2. Behavioural studies comparing the miR-455 null mouse vs. wild-type. (A) 14-month-old
miR-455 null (n = 9) mice and wild type mice (n = 8) were tested for recognition memory using the
novel object recognition test (NOR); miR-455 null mice have significant recognition memory deficit as
indicated by a decreased discrimination index. (B) Anxiety behaviour was tested using the open field
test. MiR-455 null mice display an increase in anxiety with (C) no difference in overall locomotion.
Bars show the mean ± SEM.

Figure 3. miR-455-3p directly targets BACE1 and TAU. Cells (DF1 fibroblasts) were transfected with
the 3′-untranslated region of BACE1 (A), TAU (B) or the corresponding seed site mutants, cloned
into pmiR-GLO ± non-targeting control (NT) or miR-455-3p mimic (miR-455) and incubated for
24 h. Relative light units were normalized to Renilla activity. Bars show the mean ± SEM; n = 4. SH
SY5Y neuroblastoma cells were transfected with miR-455-3p mimic or non-targeting control (NT)
for 48 h prior to measurement of APP (C), BACE1 (D) and TAU (E) by qRT-PCR. Bars show the
mean ± SEM, n = 3.

2.4. The Levels of APP, BACE1 and TAU Proteins Are Increased in miR-455 Null
Mouse Hippocampus

Both RNA and proteins were extracted from the hippocampus of wild-type vs. miR-
455 null mice at 14 months of age. The level of both App and Bace1 gene expression
were not significantly different between groups (Figure 4A,B), although Tau expression
was significantly increased in the miR-455 null mice (p = 0.046, Figure 4C). However,
Western blot showed a significant increase in APP (p = 0.0013) and BACE1 (p = 0.0447)
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protein levels in miR-455 null mice compared to wild-type (Figure 4D,E). Although it did
not reach significance, protein levels of TAU were higher in miR-455 null vs. wild type
mice (Figure 4F).

Figure 4. Expression of App, Bace1 and Tau in the mouse hippocampus. RNA and proteins were
extracted from the hippocampus of wild-type vs. miR-455 null mice at 14 months of age. Levels of
App, Bace1 and Tau were measured by qRT-PCR (A–C) and Western blot and densitometric analyses
(D–F). Results are presented as mean ± SEM, n = 4 wild type and n = 5 miR-455 null for RNA levels
and n = 3 for both wild type and miR-455 null for protein levels.

3. Discussion

MicroRNA-455 has been described as a circulating biomarker of AD and is increased
in the brains of AD patients [22–24]. Additionally, miR-455-3p has known roles in APP
processing and abrogates the impact of mutant APP in vitro [25]. After revealing a decrease
of miR-455-3p expression in ageing wild type mice, CrispR-Cas9 microinjection was used
to create a miR-455 null mouse in order to determine its function in vivo. Behavioural
assessment revealed deficits in recognition memory and increased anxiety in null mice.
BACE1 and TAU genes were shown to be direct targets for miR-455-3p. The use of homolo-
gous recombination was precluded because of the proximity of miR-455 to the downstream
exon of the COL27A1 gene. The deletion of 35 bases across the 5p and 3p sequences within
the pre-miRNA hairpin was sufficient to prevent processing and no mature miR-455 was
detected. A second deletion in founder mice was also bred forwards and no difference in
phenotype of these mice has been detected (data not shown).

Expression of miR-455-3p decreased with age in the mouse brain across 12 months
(Figure 1D). The expression of all microRNAs in mouse brain with ageing has previously
been examined using RNA-Seq analysis [26,27], however n numbers were small and the
read number of miR-455 using this technique was too small for analyses. The expres-
sion of a number of microRNAs both increase and decrease in the brain significantly
across age. Roles for miRNAs in the brain are diverse, including modulation of synaptic
plasticity, cognition, inflammation, neuroprotection, lipid metabolism and mitochondrial
function [28,29]. MicroRNA-455 null mice were significantly heavier than their wild-type
counterparts at 14 months of age (Figure 1C) and this divergence starts around 6 months of
age (Supplementary Figure S1). Although the role of obesity as a risk factor for AD remains
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uncertain [30,31] alterations in energy metabolism are now considered a prerequisite in
AD progression [32–35].

Loss of miR-455 influenced recognition memory with null mice performing signif-
icantly worse on the novel object recognition task compared to the wild-type controls
(Figure 2A). A slight increase in anxiety, was also noted Figure 2B). Correlation analyses of
NOR discrimination index with open field percentage time in centre or travelled distance
showed no significant interaction indicating that anxiety did not impact on the NOR output
(see Supplementary Figure S2). Several microRNAs implicated in AD have also been shown
to impact these outcomes, including miR-9 [36], miR-124 [37], miR-101 [38], miR-153 [39],
miR-132/212 [40] and miR-181a [41,42].

MicroRNA-455 has been shown to directly target and downregulate APP [25], sup-
pressing its toxic effects. We extended this to demonstrate that both human BACE1 and TAU
are also direct targets for miR-455-3p (Figure 3A,B) with APP, BACE1 and TAU expression
suppressed by the overexpression of miR-455-3p (Figure 3C–E). In the miR-455 null mouse
hippocampus, the protein levels of APP, BACE1 and TAU are all increased, though for
APP and BACE1, this does not correlate with mRNA levels. In part this may be due to a
small n number, but post-transcriptional mechanisms may also contribute. This clearly
has potential to add to the pathology of AD via the amyloid or Tau axis. Although APP,
BACE1 and TAU have been implicated in impaired recognition memory [43–46] we have
not demonstrated that this is the mechanism of action of miR-455.

In addition to our current findings, we have preliminary evidence to suggest miR-455
may also target components of the core clock machinery and likely impacts the upon
circadian rhythm (Swingler et al., unpublished observations). This may provide another
link to AD [47].

The main limitations to the current study are the future need to compare the miR-
455 null mouse with a transgenic mouse overexpressing miR-455-3p. A greater suite of
behavioural studies across age would identify the age of onset for the phenotype and
enable targeted molecular studies to address mechanism further.

Altogether, the findings here suggest that miR-455-3p is neuroprotective, with loss of
miR-455 across age leading to increased AD related gene expression and subsequent
cognitive deficits. However, the knowledge that miR-455-3p [22] is increased in AD
complicates this narrative. We hypothesize that the AD associated increase may represent
a futile attempt to control pathology and is ultimately overwhelmed. Increasing research is
warranted to further detail the interaction of miR-455 with brain physiology and pathology.

4. Materials and Methods

4.1. MiR-455 Null Mouse

MiR-455 mice were made using CRISR-Cas9 by the Transgenic Unit, University of
Manchester (https://sites.manchester.ac.uk/genome-editing-unit/, accessed 15 October
2021). Mice were maintained in a controlled environment under the Home Office Code of
Practice (21 +/− 2 ◦C, humidity 55 +/− 10%, 12-h light/dark cycles (lights on at 07:00 h
and off at 19:00 h), HEPA filtered air) and fed ad libitum on a standard chow diet (RM3-P;
Special Diet Services, Essex, UK) for the duration of the experiments.

4.2. Behavioural Assessment

Behavioural tests were performed as previously described [48,49] on mice aged to
14 months old. Objects and arenas were cleaned with 70% (v/v) ethanol in between each
trial. To evaluate anxiety behaviour and locomotion open field test was performed. Briefly,
mice were placed in a house built 50 cm × 50 cm × 50 cm apparatus illuminated with
low lux (100 lux) lighting and could move freely. Recognition memory was assessed using
novel object recognition task (NOR) [50]. The open field test (Day 1) was used as the
acclimatisation phase for the NOR experiment. On day 2, mice were placed into the same
arena containing two identical objects and allowed to explore for 15 min. The mice were
returned to their cages for a period of 1 h. Animals were again placed into their respective
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arenas for a final time, the arena contained one original object and one novel object, and the
mouse was free to explore either for a 10-min period. Mice were included in the analysis
that explored objects for a period of 10 secs or greater. Videos were analysed for the full the
10-min period and time spent with each object was determined. Discrimination index (DI)
was calculated using the following formula DI = (TN − TF)/(TN + TF) where TN is time
exploring the novel object and TF is time spent exploring the familiar object.

4.3. Overexpression of miR-455-3p

SH SY5Y neuroblastoma cells were plated in 96-well plate wells at a density of
7 × 104 cells/mL in 100μL and grown to 80–90% confluence. MicroRNA-455-3p mimic (50 nM)
or non-targeting control (50 nM) were transfected in using Lipofectamine 3000 (Thermo
Fisher Scientific, Paisley, UK), according to manufacturer’s instructions for 48 h. Total
RNA was extracted using Trizol (ThermoFisher Scientific, Paisley, UK) according to the
manufacturer’s instructions).

4.4. RNA and Protein Extraction from Mouse Brains

Mice were euthanized and the brains were immediately removed and dissected for
the cerebral cortex, and hippocampus. Brain tissue was snap frozen and ground in liq-
uid nitrogen. Total RNA was extracted from 20 mg tissue using Trizol (ThermoFisher
Scientific, Paisley, UK) according to the manufacturer’s instructions. Protein was ex-
tracted using NE-PER reagents (ThermoFisher Scientific, Paisley, UK) according to the
manufacturer’s instructions.

4.5. Quantitative Real-Time PCR

Complementary DNA was synthesized from 300 ng RNA using SuperScript II reverse
transcriptase (Invitrogen, Paisley, UK) and either random hexamers or miRNA-specific
primers (Applied Biosystems, Paisley, UK) according to the manufacturer’s instructions. 18S
rRNA was used as the housekeeping gene. Complementary DNA was stored at −20 ◦C. The
relative quantitation of gene expression was performed using an ABI Prism 7700 Sequence
Detection System (Applied Biosystems, Paisley, UK), following the manufacturer’s protocol.

4.6. Luciferase Assay

The 3′UTR of mRNAs containing the predicted binding site of miR-455-3p were sub-
cloned into pmirGLO (Promega, Chilworth, UK), using QuikChange II XL site-directed
mutagenesis kit (Agilent, Stockport, UK) to introduce mutations. Constructs were se-
quence verified (Source Bioscience, Nottingham, UK). DF1 fibroblast cells were seeded
into 96-well plate wells at 5 × 104 cells/mL in 100 μL medium overnight and transiently
transfected with 100 ng reporter plasmid, 30nM miR-455-3p mimic (Qiagen, Manchester,
UK) or non-targeting control (AllStars, Qiagen, Manchester, UK) using Lipofectamine
3000 (Thermo Fisher Scientific, Paisley, UK), according to manufacturer’s instructions for
24 h. Cell lysates were assayed for luciferase using the Dual Luciferase Reporter Assay
Kit (Promega, Chilworth, UK), read with an EnVision 2103 Multilabel plate reader (Perkin
Elmer, Beaconsfield, UK). Relative luciferase activity was the ratio of firefly luciferase to
Renilla luciferase activity

4.7. Western Blot

Samples were separated on reducing SDS-PAGE, transferred to PVDF membrane and
probed overnight at 4 ◦C. Antibodies against APP (A87840), BACE1 (A80396) and TAU
(A98434) were all from antibodies.com (Cambridge, UK). The antibody against GAPDH
(#2118) was from Cell Signalling Technology (London, UK). All antibodies were used at
recommended concentrations and were detected using HRP-conjugated secondary anti-
bodies (DAKO, Stockport, UK), visualised using Pierce™ ECL Western Blotting Substrate
(ThermoFisher Scientific, Paisley, UK), and imaged by ChemiDoc™ MP Imaging System
(BioRad, Watford, UK).
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4.8. Statistical Analysis

Data were normally distributed and therefore analysed using Student’s t-test to com-
pare between two samples, or one-way ANOVA with post hoc Tukey’s test to compare
between multiple samples using GraphPad Prism version 6. The details of all statistical
analyses are shown in Supplementary Table S1.

Supplementary Materials: The supporting information can be downloaded at: https://www.mdpi.
com/article/10.3390/ijms23010554/s1.
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Abstract: Cystatin C (CST3) is an endogenous cysteine protease inhibitor, which is implicated in
cerebral amyloid angiopathy (CAA). In CAA, CST3 is found to be aggregated. The purpose of
this study is to investigate whether this aggregation could alter the activity of the protein relevant
to the molecular pathology of CAA. A system of CST3 protein aggregation was established, and
the aggregated protein was characterized. The results showed that CST3 aggregated both at 80 ◦C
without agitation, and at 37 ◦C with agitation in a time-dependent manner. However, the levels of
aggregation were high and appeared earlier at 80 ◦C. Dot-blot immunoassay for oligomers revealed
that CST3 could make oligomeric aggregates at the 37 ◦C condition. Electron microscopy showed
that CST3 could make short fibrillary aggregates at 37 ◦C. Cathepsin B activity assay demonstrated
that aggregated CST3 inhibited the enzyme activity less efficiently at pH 5.5. At 7.4 pH, it lost
the inhibitory properties almost completely. In addition, aggregated CST3 did not inhibit Aβ1-40

fibril formation, rather, it slightly increased it. CST3 immunocytochemistry showed that the protein
was positive both in monomeric and aggregated CST3-treated neuronal culture. However, His6
immunocytochemistry revealed that the internalization of exogenous recombinant CST3 by an
astrocytoma cell culture was higher when the protein was aggregated compared to its monomeric
form. Finally, MTT cell viability assay showed that the aggregated form of CST3 was more toxic
than the monomeric form. Thus, our results suggest that aggregation may result in a loss-of-function
phenotype of CST3, which is toxic and responsible for cellular degeneration.

Keywords: Cystatin C; aggregation; cathepsin activity; Amyloid β; neurodegeneration

1. Introduction

Cystatin C (CST3) is a cysteine protease inhibitor, which is expressed ubiquitously in
every type of cell [1]. It contains 120 amino acids, and its molecular weight is 13 KDa [1].
CST3 is found to be localized in lysosomes [2,3], where it plays an important role in
controlling the functions of the organelle by regulating the activity of cysteine protease
enzymes including cathepsin B, H, and L [4,5]. It is also localized in the endoplasmic
reticulum and Golgi complex, indicating it as a secreted protein [1,6]. In the extracellular
space, it is believed to neutralize the activities of proteases that are often released or
leaked from the lysosomes of dying or diseased cells [7,8]. The expression of CST3 in
the brain is high [9]. In addition, its CSF concentration is about five times higher than
that of plasma [10]. Such findings indicate its important role in brain homeostasis. In
neuroinflammatory conditions, microglia are demonstrated to secrete cysteine proteases in
the extracellular space [11]. Here, CST3 can inhibit the activities of such cysteine proteases,
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and thereby regulates the neuroinflammatory conditions. Hence, the dysregulation of
such inhibitory effects of CST3 could alter the neuroinflammatory conditions leading to
neurodegeneration.

Proper functioning proteins are required for proper functioning cells, tissues, or organs.
After release from the ribosome, the unfolded polypeptide chain must adopt a proper three-
dimensional structure to perform its function. To perform their functions, sometimes
proteins undergo self-assembly such as dimerization or polymerization or combine with
other proteins to make a functioning complex for the cells. However, in pathological
aggregation, namely, amyloid aggregates, the proteins aggregate in a way that changes
their functions [12]. Such pathological aggregation can be the core component of several
diseases, including neurodegenerative diseases. For example, amyloid β (Aβ) peptide and
Tau aggregation are implicated in Alzheimer’s disease, and α-synuclein aggregation is
related to Parkinson’s disease [13,14]. CST3 is also shown to be aggregated in diseases such
as cerebral amyloid angiopathy (CAA), where it is deposited on the vessel walls along with
Aβ peptide, leading to brain hemorrhage and stroke [15]. In the case of inherited CAA,
a mutation (L68Q) in CST3 was identified [16]. L68Q mutation increases its aggregation
properties [16,17]. CST3 can bind to Aβ peptide and inhibits its aggregation [18]. It is
possible that aggregated CST3 still can bind to Aβ peptide but loses its amyloid inhibition
properties, resulting in their co-deposition on the vessels. In addition, deposition might
change its protease inhibitory properties and alter the balance of protease activity, which
crucially affect the integrity of the vessel wall [7]. Furthermore, in sporadic CAA cases,
CST3 without any mutation was found to be deposited on the vessel walls along with Aβ,
indicating the importance of aggregation for the disease pathology [19].

The misfolding or aggregation of a protein may result in a loss-of-function, or a
gain-of-function phenotype, which could alter the cellular functions crucial for the cell
viability. In a previous study, we showed that CST3 is localized in Bunina bodies, the
inclusion bodies found in the motor neurons of ALS spinal cords [20]. In addition, previous
studies showed that the exogenous administration of CST3 can make Bunina body-like
intracellular aggregates in the motor neurons of ALS model mice [21]. Since it is found in
the inclusion bodies, it is possible that CST3 is aggregated here, and that makes it resistant
to degradation. However, it is not known how such aggregation changes the activity of
the protein. In a study, it is shown that the CST3 dimer, made by domain swapping, loses
its protease inhibitory activity [22]. In CAA or ALS, deposited CST3 could be not only
dimers, but also be higher order aggregates. Hence, it is important to characterize CST3
aggregation in terms of its structural changes, conditions that induce aggregation, and
changes of activities, especially cathepsin inhibitory activity. Such information could be
important for a better understanding of disease pathology such as CAA. Therefore, in this
study, we aimed to investigate whether the aggregation of CST3 could change some of
its activity.

2. Results

Establishment of a system of CST3 aggregation: Recombinant CST3 (1.3 mg/mL) was
incubated at 80 ◦C without agitation or at 37 ◦C with agitation. Periodically, CST3 was
withdrawn from the incubated samples and the protein aggregation was measured. The
results are presented in Figure 1. In the case of the 80 ◦C condition, the aggregation of
protein started from 3 days of incubation and reached a plateau at 6 days (Figure 1A).
When CST3 was incubated at 37 ◦C with agitation, protein aggregation was not observed
until 12 days. At 19 days, protein aggregation was increased in this condition, however,
that was not as high as at 80 ◦C without agitation (Figure 1B,C).
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Figure 1. Evaluation of CST3 aggregates: Recombinant CST3 was incubated at 80 ◦C without agitation or at 37 ◦C with
agitation for indicated times. Aggregation of CST3 was evaluated using an aggregation assay kit, as described in the
Materials and Methods. The results were expressed as the average ± SD of an arbitrary fluorescence unit. (A) shows the
fluorescence when CST3 was incubated at 80 ◦C, and (B) is the fluorescence when CST3 was incubated at 37 ◦C. (C) shows
the aggregated protein levels at the plateau. Statistical significance is denoted as follows.

Characterization aggregated CST3: For characterization, we performed a dot-blot
immunoassay using an oligomer conformation-specific antibody. The results showed that
the oligomeric CST3 levels were increased in the 37 ◦C incubation condition compared
to that of the 80 ◦C condition (Figure 2A). Subsequently, the aggregates made at 37 ◦C
were evaluated by Western blotting and electron microscopy. The Western blotting
results revealed that CST3 aggregated to several oligomeric species, starting from dimer
(Figure 2B). In this condition, CST3 also adopted a fibrillary structure, which was short
and broad in morphology (Figure 2C).

Effects of CST3 aggregation on cathepsin B activity: Next, we checked if aggregation
changes the function of CST3. Since it is an endogenous cysteine protease inhibitor, we
investigated if aggregation changes its inhibitory effects on the activity of a cysteine
protease cathepsin B. The cathepsin B activity was measured at pH 5.5 and 7.4 to mimic the
conditions of lysosome and extracellular space, respectively. The results showed that the
CST3 monomeric form dose-dependently inhibited cathepsin B activity at both the pH 5.5
and 7.4 conditions (Figure 3A,B). In the case of the CST3 aggregated form, the ability of
inhibition was decreased at pH 5.5 (Figure 3A). Importantly, at pH 7.4, the aggregated
CST3 did not show any inhibitory effects on the cathepsin B activity (Figure 3B).
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Figure 2. Characterization of CST3 aggregates: For characterization, aggregated CST3 was evaluated by dot-blot im-
munoassay. After aggregation, the samples were spotted on a nitrocellulose membrane and blotted with an oligomer
conformation-specific antibody. (A) shows a representative dot-blot immunoassay data. For loading control, the same
membrane was blotted with anti-CST3 IgG. The samples incubated at 37 ◦C were further evaluated by Western blotting
and electron microscopy. Aggregated and monomer samples were separated using a 15% polyacrylamide gel, transferred
to a PVDF membrane, and blotted with anti-CST3 IgG. Representative Western blotting data is shown in (B). In (C),
electron microscopy photomicrographs of CST3 in monomeric and aggregated forms are shown. Mono = CST3 monomer,
Agg = CST3 aggregated at 37 ◦C. Scale bar = 200 nm.

Figure 3. Effects of CST3 aggregation on cathepsin B activity. Cathepsin B activity was measured in the absence or presence
of indicated concentrations of non-aggregated or aggregated CST3 at pH 5.5 and 7.4, as described in the Materials and
Methods. Cathepsin B activities at pH 5.5 and 7.4 are shown in (A,B), respectively. The data of cathepsin B activity presented
here as the average ± SD of ‘%calibrator’, where cathepsin B activity of one sample in the absence of CST3 was considered
as such. Statistical significance is denoted as follows: * p < 0.01 vs. corresponding CST3 monomer, and † p < 0.001 vs.
corresponding CST3 monomer conditions.

Effects of CST3 aggregation on Aβ fibril formation: Previously, it was demonstrated
that CST3 inhibits Aβ aggregation and protects the neurons from aggregation-induced
toxicity [17]. Hence, we checked if aggregation changes such a function of CST3. The
incubation of a CST3 monomer with Aβ1-40 decreased its total fibril levels, as revealed by
ThT fluorescence assay. Interestingly, when Aβ1-40 was incubated with an aggregated form
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of CST3, the total fibril levels were not decreased; rather, they slightly but significantly
increased (Figure 4). We did not detect an appreciable amount of amyloid fibrils when a
CST3 monomer or aggregated forms were incubated alone.

Figure 4. Effects of CST3 aggregation on Aβ1-40 fibril formation. Aβ1-40 (25 μM) was incubated
in the absence or presence of non-aggregated or aggregated CST3 for 48 h, as described in the
Materials and Methods. Amyloid fibrils formed after incubation were measured by ThT fluorescence
assay. Normalized fluorescence emission values are shown here, and the data are presented as
the mean ± SD of at least three independent experiments. Mono = CST3 monomer, Agg = CST3
aggregated at 37 ◦C. Statistical significance is denoted as follows: * p < 0.05 vs. Aβ1-40, ** p < 0.005 vs.
Aβ1-40, # p < 0.0001 vs. Aβ1-40 and CST3 monomer condition.

Cellular internalization of CST3: Then, we investigated the cellular internalization of
CST3 by immunocytochemistry. After 4 days of incubation with monomeric or aggregated
protein, the immunocytochemistry of a neuronal cell culture (NMW7) showed that in both
the monomeric and aggregated condition, CST3 was positive inside the cells (Figure 5A).
In addition, low levels of immunopositive signals were observed in the neuronal cells
without CST3 treatment. Since neuronal cells express CST3, to see the internalization
and accumulation of exogenous His6-tagged recombinant CST3 inside the cells, His6
immunocytochemistry was employed. Here, we used an astrocytoma cell line (CCF-
STTG1) because of the low levels of endogenous CST3 expression [23]. The results showed
that when the cells were incubated with a monomeric form of CST3, His6 was difficult to
detect inside the cells. Conversely, when the cells were incubated with an aggregate CST3,
most of the cells were found to be His6 positive (Figure 5B).

Effects of CST3 aggregation on cell viability: Finally, we checked the effects of CST3
aggregation on the viability of CCF-STTG1 in culture by MTT assay. The result showed
that the aggregated form of CST3 dose-dependently inhibited the viability of CCF-STTG1
cells in culture, whereas the monomeric form of CST3 did not show such effects (Figure 6).
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Figure 5. CST3 internalization in neuronal cell culture. (A) Indicated concentrations of recombinant
CST3 in non-aggregated or aggregated form were added to a mouse neuronal line and cultured
for 4 days. Intracellular CST3 was detected by immunocytochemistry using anti-CST3 IgG (red).
(B) A human astrocyte cell line (CCF-STTG1) culture was incubated with indicated concentrations of
His6-tagged recombinant non-aggregated and aggregated CST3 for 48 h. After culture, the presence
of intracellular CST3 was evaluated by His6 immunocytochemistry (green). Nuclei were stained with
Hoechst (blue) Mono = CST3 monomer; Agg = aggregated CST3 at 37 ◦C.

Figure 6. Effects of CST3 aggregation on the viability of a human astrocyte cell line. A human
astrocyte cell line culture was treated with indicated concentrations of non-aggregated and aggregated
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recombinant CST3 for 48 h. Cell viability after incubation was evaluated by MTT assay, as described
in the Materials and Methods. The data was calculated as %control, where cells cultured without
CST3 were served as such, and expressed as mean ± SD of at least three independent experiments.
Mono = CST3 monomer, Agg = CST3 aggregated at 37 ◦C. Statistical significance is denoted as
follows; * p < 0.05 vs. corresponding aggregated CST3, ** p < 0.005 vs. corresponding aggregated
CST3 condition.

3. Discussion

In this study we demonstrated that after aggregation, CST3 lost its protease inhibitory
activity at physiological pH (7.4) and at pH that is near the lysosomal environment (5.5). It
is known that in cerebral and peripheral arteries, CST3 deficiency can induce aneurysmal
changes [24–27]. Such changes are largely due to the unchecked activities of proteases
such as cathepsins. Consequently, extensive changes of connective tissues and cells of the
vessels are seen. In addition, the precise balance of CST3 and proteases is essential for
vessel remodeling, and polymorphisms in the gene that alter CST3 levels are found to be
associated with pathology such as cerebral small vessel disease [23,28–30]. Aggregated
CST3 has a diminished capability to inhibit cathepsin B activity, indicating its reduced
function. Moreover, aggregated protein, especially immature aggregates, can interact
with cell membranes and make ion channels, leading to the destabilization of the internal
environment of the cells [31]. Taken together, the deposition of such aggregated CST3
in the vessel walls during CAA can play an important role in the pathology by altering
protease activities and cellular viability. In addition to the vessels, these soluble immature
aggregates could also interact with neighboring cells, including neurons and astrocytes.
Such interaction of toxic CST3 aggregates could be an independent reason for cellular
degeneration, as implied by our cell culture studies.

In CAA, CST3 has been shown to be deposited in the vessel wall along with Aβ

peptide [19]. The ratio of Aβ and CST3 in the lesion area is about 100:1 [19]. Hence,
Aβ is the primary deposit here, and low level CST3 might try to modulate the course of
deposition. A previous study has demonstrated that CST3 can inhibit Aβ aggregation after
binding with the peptide [17], indicating a protective role in the pathology. Since aggregated
CST3 did not inhibit Aβ fibril formation, rather, slightly increasing its levels, such species
of the protein could lose its protective effects, resulting in an unchecked deposition of Aβ.
Moreover, a study showed that in the cases of CAA with cerebral hemorrhage, CST3 is
most likely to be co-deposited with Aβ [32], indicating a causal relationship between them.
Aβ used to be deposited in the entire vascular wall, whereas CST3 is positive in the outer
media and adventitia layers [32,33]. Similar areas of cathepsins are shown to be positive
in cerebral aneurysms [34]. Thus, it is possible that CST3 is deposited in aggregated form,
resulting in loss of protease inhibitory activity. Then, combining the effects of unchecked
protease activity and Aβ toxicity cause excessive damage to the vessel wall seen in CAA.

A previous study showed that the oligomeric form of CST3 retains the inhibitory
properties of Aβ aggregation and cathepsin activities [35]. The reason for this discrepancy
with our results could be the difference of the preparation procedure of CST3 oligomers. In
that study, CST3 samples contain some oligomers, which were separated using membrane
filters. Such oligomers were produced by non-domain swapping aggregation and retain
their inhibitory properties. A three-dimensional structure analysis showed that CST3
consists of five anti-parallel β-sheets wrapped around a long α-helix. β-sheet 2 and 3 are
connected to each other with hairpin loop1 (L1) and β-sheet f 4 and 5 with hairpin loop2
(L2). The L1, L2, and N terminal amino acids of CST3 align together and form the motif
that inhibits C1 type protease activities [1]. During aggregation by domain swapping, the
CST3 monomer unfolded partially, then combined with another molecule by exchanging
subdomains, resulting in dimer and other higher order aggregates [1,36]. During the
process of oligomerization, the L1 loop present in the canonical CST3 three-dimensional
structure disappears, which results in a loss of C1 protease inhibitory activities [1,22,37].
In our aggregation process, prolonged incubation with agitation at 37 ◦C could induce a
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partial unfolding and, consequently, aggregation by domain swapping, which results in
loss of cathepsin inhibition properties.

Physical conditions such as heat can alter the aggregation status of protein [38]. At
increased temperature, protein adopts an unfolded conformation before being aggre-
gated [38,39]. It is shown that some proteins are aggregation-prone, even in mild heat
stress conditions [40]. In this study, we found that CST3 can be aggregated during pro-
longed incubation at physiological temperature with sufficient agitation, suggesting that
CST3 could be an aggregation-prone protein [41]. CST3 can also be aggregated at high
temperatures (80 ◦C). However, it did not adopt an oligomeric structure at this temperature.
Hence, it might adopt an amorphous conformation in this condition [42]. In addition,
80 ◦C is far above the physiological temperature. Thus, we did not pursue further with
this temperature. At 37 ◦C, CST3 clearly showed various sizes of oligomeric species. In
addition, some aggregates adopt fibrillary structure, indicating the aggregation-prone
properties of CST3.

In culture conditions, including a neuroblastoma cell culture [43,44], CST3 is demon-
strated to internalize and localize in the lysosome. In those studies, the monomeric form
of CST3 was used to see the internalization. Our study demonstrated that the aggregated
form of CST3 can also be internalized more efficiently than its monomeric form. Although
we did not investigate the process of internalization, the possible mechanism could be
endocytosis, because the size of the aggregates was quite big, as revealed by the electron
microscopy. Most of the proteins associated with neurodegenerative diseases have the
propensity to make fibrillar aggregate. Such fibrils have the ability to infiltrate into the cells
through endocytosis [45]. For endocytosis, several points including membrane properties,
membrane receptor-mediated binding, and the monomeric and fibrillar structures of the
proteins have been proposed to be important [42–46]. Although we did not elucidate the
exact mechanisms, it is possible that aggregated CST3 interacts with cell membranes more
robustly than its monomeric form, causing the endocytic internalization efficient. The inter-
nalized proteins were found to be distributed in a dot-like pattern, indicating its location in
the lysosome. In a previous study, we demonstrated the localization of CST3 in neuronal
lysosomes in culture condition and in human brains (20). Hence, the accumulation of
aggregated CST3 might alter the lysosomal activities, which could be detrimental for the
cells. Indeed, we found that aggregated CST3 is toxic to the cells in culture.

Our study provides an important insight into the functional changes of CST3 after
aggregation. However, some limitations of the study should be noted. First, our study
used an in vitro system to analyze the functional properties of CST3, not animal models
or pathological specimens. Since animal models and pathological conditions are far more
complex than in vitro systems [47], it will be worthwhile to characterize the deposited CST3
in the animal models and pathological conditions such as CAA in respect of structural and
functional changes. Second, our study showed that physiological temperature is enough
to induce aggregation, even stored at cold conditions can induce its aggregation [48].
Hence, some factors might be involved in vivo conditions that keep CST3 in monomeric
form. Identification of such factors could be important for a better understanding of the
pathology of CST3-related diseases such as CAA and the subsequent identification of
potential therapeutic targets for the disease.

4. Conclusions

In conclusion, CST3 aggregated in physiological temperature has altered properties
that reduced its protective effects on protease activities and Aβ aggregation. Such altered
properties of CST3 could be important in the pathophysiology of CAA and neurodegenera-
tive diseases such as ALS.
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5. Materials and Methods

5.1. Preparation of Recombinant CST3

To prepare recombinant protein, a bacterial expression vector (CST3-pQE32) was
generated by inserting the entire coding region of CST3 into a pQE32 expression vector
containing His6 tag (Qiagen, Hilden, Germany). Schematic representation of vector genera-
tion is shown in Supplemental Figure S1. To generate the vector, the coding sequence of
CST3 was PCR amplified using Phusion High-Fidelity DNA polymerase (ThermoFisher,
Waltham, MA, USA), where human brain cDNA (Clontech, Mountain View, CA, USA)
was used as a template. In addition to cDNA sequence, forward primer contained a SphI
and that of reverse primer a HindIII sites at their 5′ ends. Then, the PCR product and
pQE32 vector were digested with SphI and HindIII (New England BioLab, Ipswich, MA,
USA). Digested PCR product ligated with digested pQE32 vector using Ligation High
enzyme kit (Toyobo, Osaka, Japan) to prepare CST3-pQE32 vector. The vector was used
to transform chemically competent Escherichia coli bacteria (JM109; Promega, Madison,
WI, USA). Then, CST3 were expressed in transformed JM109 by 0.4 mM Isopropyl β-D-
1-thiogalactopyranoside (IPTG) and purified by affinity chromatography using Ni-NTA
Superflow columns (Qiagen) according to the manufacturer’s instructions.

5.2. Aggregation of CST3

To induce aggregation, recombinant CST3 monomer dissolved in PBS (pH 7.4)
(1.3 mg/mL) was incubated at 37 ◦C with vigorous agitation or at 80 ◦C without agitation
for indicated times.

5.3. Aggregation Assay

Aggregation of the proteins were analyzed using a kit (PROTEOSTAT aggregation
assay, Enzo Life Sciences, Farmingdale, NY, USA) according to the manufacturer’s instruc-
tion. Briefly, 2 μL of diluted PROTEOSTAT detection reagent was dispensed at the bottom
of a well of a 96-well plate. After incubation of the protein at indicated conditions for
indicated times, 98 μL of the protein was taken from the solution and directly added to the
well and incubated at room temperature for 15 min in the dark. Then, the generated signal
was read using a fluorescence microplate reader with excitation and emission wavelengths
at 550 and 600 nm, respectively. Along with the test samples, both positive and negative
controls, as well as blanks (1× assay buffer alone), were analyzed. The data are presented
as the average ± standard deviation (SD) of an arbitrary fluorescence unit.

5.4. Dot-Blot Oligomer Assay

After aggregation, 2.6 μg of the proteins were spotted on a nitrocellulose membrane.
As a negative control, CST3 monomer samples were used. The membrane was incubated
in a blocking solution (2% bovine serum albumin in PBS, 0.5% Tween20) for 1 h. Then, the
membrane was blotted with an oligomer-specific antibody (A11, Invitrogen, Waltham, MA,
USA, rabbit, 1:1000) diluted in blocking solution for 2 h at room temperature. This antibody
specifically reacts with a variety of soluble oligomeric protein aggregates regardless of
their amino acid sequence and does not react with monomer species or insoluble fibrils
of protein/peptide [49]. To detect immunoreactive protein, an infrared dye conjugated
anti-rabbit IgG (Li-COR Biosciences, Lincoln, NE, USA, diluted 5000 times with blocking
solution) was added to the membrane, incubated for 1 h at room temperature, and scanned
with Odyssey infrared dye scanning system (Li-COR), according to the manufacturer’s
instructions. After every incubation, the membrane was washed with a wash buffer (0.5%
Tween20 in PBS), except after blocking. After stripping, the membrane was also blotted
with anti-CST3 antibody (Abcam, Waltham, MA, USA, rabbit, 1:1000), which served as a
loading control.
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5.5. Electron Microscopy

Electron microscopic analysis of monomeric and aggregated forms of CST3 was
performed as described previously [50]. In a brief, 5 μL of monomeric or aggregated CST3
(1.3 mg/mL) was applied to a carbon coated Formvar grid (Nisshin EM Co., Tokyo, Japan)
and incubated for 1 min. After incubation, 1 drop of 0.5% v/v glutaraldehyde solution
was applied to the grid and incubated again for 1 min. Then, the grid was washed with
a few drops of water and dried. Ten microliters of 2% w/v uranyl acetate solution were
applied to the dried grid and incubated for 2 min. Finally, excess uranyl acetate was soaked
with a paper towel, and the grid was air-dried and examined under an EM–002B electron
microscope (Topcon, Tokyo, Japan).

5.6. Western Blotting

Western blotting was performed as described previously [51]. In a brief, equal volume
of non-reducing Western blotting sample buffer (125 mM Tris HCl, pH 6.8; 20% glycerol;
4% SDS; 0.1% bromophenol blue) was added to monomeric and aggregated CST3, and
incubated at 85 ◦C for 2 min. Then 2 μg equivalent of monomeric and aggregated proteins
were separated by electrophoresis using 15% polyacrylamide gel. After transfer to a
PVDF membrane, the membrane was incubated with anti-CST3 IgG (rabbit, Abcam). The
Immunoreaction was identified using infrared-fluorophore-conjugated anti-rabbit IgG
(Li-COR, diluted 5000 times with blocking solution), and the signals of Immunoreactive
proteins were detected using an infrared scanner (Li-COR).

5.7. Cathepsin B Assay

Cathepsin B activity was measured, as described previously [20]. In a brief, 75 μL
reaction mixture was prepared by adding cathepsin B (2.5 μg/mL, 10 μL), and indicated
concentrations of aggregated or monomeric CST3 to a reaction buffer (final concentrations:
20 mM L-cysteine and 0.13 mM sodium acetate, pH 5.5 or 7.4), mixed and incubated for
5 min at 37 ◦C. Then, 20 μL of substrate (Z-Arg-Arg-MCA; 20 μM, Peptide Institute, Osaka,
Japan) was added to the reaction mixtures and incubated for another 1 h at 37 ◦C. The
enzymatic reaction was terminated with 100 μL of 0.1 M monochloroacetate (pH 4.3), and
the levels of released MCA was measured with a multimode microplate reader (DTX880;
Beckman coulter, Brea, CA, USA), with excitation and emission wavelengths at 370 nm and
465 nm, respectively.

5.8. Aβ1-40 Peptide Fibril Formation

For fibril formation, 50 μL solution of synthetic Aβ1-40 peptide (Peptide Institute,
Osaka, Japan) (25 μM) in fibril formation buffer (50 mM phosphate buffer pH 7.5 and
100 mM NaCl) was prepared with or without CST3 monomer or aggregates (1.3 μg). The
reaction mixture was incubated at 37 ◦C without agitation for 48 h, and then the fibril
formation reaction was terminated by quickly freezing the samples.

5.9. Assessment of Fibril Levels Using ThT Fluorescence

After incubation, the presence of β-sheet structures in the reaction mixtures were
monitored by means of ThT fluorescence spectroscopy. Samples were diluted tenfold with
glycine (pH 8.5, 50 mM final concentration) and ThT (5 μM final concentration). ThT
fluorescence was measured using a fluorescence spectrophotometer (F2500 spectrofluorom-
eter, Hitachi, Tokyo, Japan), with excitation and emission wavelengths of 446 and 490 nm,
respectively. The normalized florescence intensities of the β-sheet amyloids were obtained
by subtracting the florescence intensity of buffer alone from that of the sample.

5.10. Cell Culture
5.10.1. CCF-STTG1 Culture

A human astrocytoma cell line (CCF-STTG1) was obtained from American Type
Culture Collection (ATCC, Manassas, VA, USA) and cultured in RPMI-1640 medium
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(ATCC) containing 10% fetal bovine serum (FBS, Gibco, Invitrogen). During stimulations
with aggregated or monomeric CST3, FBS concentration was reduced to 1%.

5.10.2. Culture of a Mouse Neuronal Stem Cell Line and Differentiation to Mature Neurons

Neuronal stem cells were isolated from fetus of a wild-type mouse with MRL back-
ground at 14.5 days of gestation and a neuronal stem cell line (NMW7) was generated, as
described previously [52]. The cell line shows similar morphological, expressional, and
differentiation potentials as primary mouse neuronal stem cells. NMW7 was plated in
a tissue culture dish in complete media (high glucose DMEM: F12 ham 1:1, 2% FBS, N2
supplement, bFGF 20 ng/mL, and EGF 20 ng/mL). For differentiation, neurospheres were
generated by culturing the cells in neurosphere medium (high glucose DMEM: F12 ham
1:1, bFGF 20 ng/mL, EGF 20 ng/mL, N2 supplement, and B27 supplement) for 3 days.
Neurospheres containing medium were transferred to poly-L-lysine (PL)-coated dishes,
and an equal amount of differentiation medium (DMEM: F12 ham 1:1, B27) was added
and cultured. When the neurospheres were attached, the medium was removed; fresh
differentiation medium was added and cultured for another 14 days. After differentiation,
indicated concentrations of non-aggregated or aggregated recombinant CST3 was added to
the medium, and the culture was continued for another 4 days.

5.11. (3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium Bromide (MTT) Assay

The toxicity of monomeric and aggregated CST3 was evaluated by an MTT cell
viability assay, as described previously [24]. Briefly, CCF-STTG1 cells (3 × 103/well) were
seeded into wells of a 96-well plate and cultured for 24 h. The cells were treated with the
indicated concentrations of monomeric or aggregated CST3 in 100 μL DMEM containing
0.5% FBS for 48 h. After incubation, 20 μL of MTT solution (Sigma Aldrich, St. Louis, MO,
USA) (5 mg/mL) was added to the culture medium, and incubation was continued for
3.5 h at 37 ◦C. Then, the medium was removed carefully, MTT solvent (4 mM HCl, 0.1%
Nonidet-P-40 in isopropanol, 150 μL) was added to the wells, and the plate was incubated
at room temperature for 15 min with protection from light. Then, the absorbance was read
at 590 nm. The absorbance of the cells culture without CST3 were used as a control.

5.12. Immunocytochemistry

For immunocytochemistry, cells were cultured in appropriate 8-well chamber slides.
After culture, CCF-STTG1 or NMW7 cells were fixed with 4% paraformaldehyde in
phosphate-buffered saline (PBS) for 15 min and blocked with 5% normal goat serum
and 0.1% Triton X-100 in PBS for 30 min. Then, anti-His6 IgG (mouse, 1:50; Roche, Basel,
Switzerland) or anti-CST3 IgG (rabbit, 1:200; Abcam) was added to the wells and incubated
overnight at 4 ◦C. Immunoreactive proteins were detected with Texas Red-conjugated goat
anti-rabbit IgG (1:200; Santa Cruz Biotechnology, Santa Cruz, CA, USA) or FITC-conjugated
goat anti-mouse IgG (1:200; Santa Cruz Biotechnology). The fluorescence signals were visu-
alized using a fluorescence microscope equipped with filters for individual fluorophores
(FITC emission filter wavelength 525 nm, Texas red emission filter wavelength 620 nm,
Hoechst emission filter wavelength 460 nm) (ECLIPSE E600, NIKON, Tokyo, Japan).

5.13. Statistical Analysis

Numerical data are expressed as means ± SD of at least three independent experi-
ments. Statistical analysis to compare mean values was performed using one-way ANOVA,
followed by Scheffe’s post hoc test or Student’s T TEST, and p value < 0.05 was considered
as statistically significant.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ijms22189682/s1, Figure S1: Human CST3 coding sequence and schematic design of CST3
expression vector generation; Table S1: CST3 aggregation assay; Table S2: Cathepsin B inhibition
assay (pH 5.5); Table S3: Cathepsin B inhibition assay (pH 7.4); Table S4: Effects of CST3 aggregation
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on Aβ1-40 fibril formation; Table S5: Effects of CST3 aggregation on the viability of a human astrocyte
cell line.
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Abstract: Alzheimer’s disease (AD) is characterized by the accumulation of extracellular plaques
composed by amyloid-β (Aβ) and intracellular neurofibrillary tangles of hyperphosphorylated tau.
AD-related neurodegenerative mechanisms involve early changes of mitochondria-associated en-
doplasmic reticulum (ER) membranes (MAMs) and impairment of cellular events modulated by
these subcellular domains. In this study, we characterized the structural and functional alterations at
MAM, mitochondria, and ER/microsomes in a mouse neuroblastoma cell line (N2A) overexpressing
the human amyloid precursor protein (APP) with the familial Swedish mutation (APPswe). Proteins
levels were determined by Western blot, ER-mitochondria contacts were quantified by transmission
electron microscopy, and Ca2+ homeostasis and mitochondria function were analyzed using fluores-
cent probes and Seahorse assays. In this in vitro AD model, we found APP accumulated in MAM and
mitochondria, and altered levels of proteins implicated in ER-mitochondria tethering, Ca2+ signaling,
mitochondrial dynamics, biogenesis and protein import, as well as in the stress response. Moreover,
we observed a decreased number of close ER-mitochondria contacts, activation of the ER unfolded
protein response, reduced Ca2+ transfer from ER to mitochondria, and impaired mitochondrial
function. Together, these results demonstrate that several subcellular alterations occur in AD-like
neuronal cells, which supports that the defective ER-mitochondria crosstalk is an important player in
AD physiopathology.

Keywords: Alzheimer’s disease; subcellular fractions; ER-mitochondria contacts; Ca2+ signaling;
mitochondrial dysfunction

1. Introduction

Alzheimer’s disease (AD) is the most common age-related neurodegenerative dis-
order affecting more than 47.5 million people worldwide [1]. It is characterized by the
accumulation of extracellular neuritic plaques, mainly composed by amyloid β (Aβ), and
intracellular neurofibrillary tangles mostly formed by hyperphosphorylated tau, as well as
by progressive neuronal loss, particularly in the cerebral cortex and hippocampus, which
leads to cognitive impairment [2,3]. The familial forms of AD (FAD) are caused by several
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mutations, including in the gene that encodes the amyloid precursor protein (APP), whose
cleavage by β- and γ-secretases originates the Aβ peptide [1]. Furthermore, mutations
in presenilin-1 (PS1) and presenilin-2 (PS2) that are enzymatic active components of γ-
secretase complex were also associated with Aβ deposition in FAD patients [4]. The major
risk factors for sporadic AD (SAD), the most prevalent form of the disease, are aging and
the presence of the 4 allele of apolipoprotein E (ApoE4) that, among other factors, seem to
affect MAM function [5].

The disruption of MAM has been implicated in AD physiopathology [4], since it
modulates several AD-related features, such as altered lipid and glucose metabolism, aber-
rant Ca2+ homeostasis, increased endoplasmic reticulum (ER) stress, and mitochondrial
dysfunction, which occur years before the appearance of the pathological hallmarks of
AD [6–8]. MAM are biochemical and physical contact sites between the ER and mito-
chondria with an intermembrane distance of about 10 to 80 nm [9–11]. This structure that
exhibits the features of a lipid raft is dynamic due to the presence of a set of specialized
proteins, working as an intracellular signaling platform able to determine cell fate. Indeed,
the proteins present in this region regulate numerous cellular processes, such as lipid
homeostasis, Ca2+ signaling, apoptosis, redox status, proteostasis including autophagy,
and the ER stress-induced unfolded protein response (UPR), as well as mitochondrial
dynamics and bioenergetics [12–16]. Mitochondria are conserved organelles that play an
important role in neuronal cell fate because they regulate both the energy metabolism
and cell death pathways. Due to their essential role in energy production, among other
things, mitochondrial dysfunction is also considered an early disease feature in vulnerable
neurons of the brains of AD patients [17–19].

The main goal of our study was to investigate the structural alterations at MAM using
an in vitro model of AD, namely the mouse neuroblastoma cell line (N2A) overexpressing
the APP familial Swedish mutation (APPswe). The impact of MAM alterations on several
cellular stress responses as well as in mitochondria functioning was also evaluated, includ-
ing Ca2+ transfer from the ER, energetic metabolism and ATP production, dynamics, and
biogenesis concomitantly with the analysis of ER stress-induced UPR.

2. Materials and Methods

In order, to study the structural alterations at MAM and the impact of these on
cellular stress responses and mitochondria function in AD, we used an in vitro cell model.
We isolated MAM, microsomes, and mitochondria fractions from N2A-WT and N2A-
APPswe cell lines and protein levels of ER-mitochondria tethers, Ca2+ signaling and stress
response mediators were determined by Western blot (WB). ER-mitochondria contacts were
quantified by transmission electron microscopy, and Ca2+ homeostasis and mitochondria
function were analyzed using fluorescent probes and Seahorse assays, respectively.

2.1. Cell Culture

The wild-type mouse neuroblastoma cell line N2A (WT) and the N2A-APPswe cell
line, which stably overexpress human Swedish mutant APP KM670/671NL (APPswe) [20],
were maintained in Dulbecco’s modified Eagle’s medium (DMEM, Sigma-Aldrich, St.
Louis, MO, USA, #D5648) supplemented with 10% (v/v) fetal bovine serum (FBS) (Gibco,
Waltham, MA, USA, #26400-044), 3.7 g/L sodium bicarbonate (Merck, Kenilworth, NJ,
USA, S8761), 1% (v/v) non-essential amino acids (Merck, #M7145), and 1 mM sodium
pyruvate (Merck, #S8636), as previously described [21,22]. Cell culture medium was also
supplemented with 1% (v/v) penicillin/streptomycin (Gibco, #15140-122) or 0.4 mg/mL
geneticin (Gibco, #10131027) for WT or APPswe cells, respectively. Both cell lines were
cultured at 37 ◦C in a humidified 5% CO2–95% air atmosphere.

2.2. Subcellular Fractionation

Purification of microsomes, MAM, and crude mitochondria was performed using modifi-
cations of the protocols previously described by Wieckowski et al. [23] and Williamson et al. [24].
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Cells were harvested and centrifuged at 200× g for 5 min at 4 ◦C. Homogenization of pellets was
then performed gently with a glass/teflon homogenizer in isolation buffer, pH 7.4, composed
of 250 mM sucrose and 10 mM HEPES for microsomes and MAM isolation, or 225 mM manni-
tol, 75 mM sucrose, 30 mM Tris-HCl, and 0.1 mM EGTA for crude mitochondria isolation,
supplemented with a 1% cocktail of proteases inhibitors (Sigma-Aldrich, #P2714). The
suspension was centrifuged eight times at 600× g for 5 min at 4 ◦C to remove cell debris
and nuclei and obtain the total fraction (TF). For microsomes and MAM isolation, the TF
was centrifuged at 10,300× g for 10 min at 4 ◦C, resulting in a supernatant (cytosolic and
ER/microsomes fraction) and pellet (MAM fraction). The supernatant was centrifuged at
100,000× g for 60 min at 4 ◦C in a Beckman ultracentrifuge (Indianapolis, IN, USA, model
L-100 XP, 90 Ti rotor) to pellet the ER/microsomal fraction that was then resuspended in
PBS. For MAM isolation, the pellet resulting from TF centrifugation was resuspended in
1 mL SHM solution (250 mM sucrose and 10 mM HEPES) and centrifuged at 10,300× g
for 10 min at 4 ◦C. The resulting pellet was resuspended in 600 μL mannitol buffer A
(250 mM mannitol, 0.5 mM EGTA, and 5 mM HEPES, pH 7.4), loaded on top of a 30% (v/v)
Percoll gradient, and centrifuged for 65 min at 95,000× g in a Beckman ultracentrifuge
(Indianapolis, IN, USA, model L-100 XP, SW41 rotor). The upper band (containing the
MAM fraction) was collected, diluted in PBS containing 1 mM PMSF, and centrifuged at
6300× g for 10 min at 4 ◦C. The supernatant was centrifuged at 100,000× g for 30 min at
4 ◦C in a Beckman centrifuge (Indianapolis, IN, USA, model Avanti J-26 XPI, JA 25.15 rotor),
and the pellet (MAM purified fraction) was resuspended in PBS containing 1 mM PMSF.
To obtain the crude mitochondria fraction, the TF was centrifuged at 7000× g for 10 min
at 4 ◦C in a Beckman centrifuge (model Avanti J-26 XPI, JA 25.15 rotor), the pellet was
resuspended in starting buffer (225 mM mannitol, 75 mM sucrose, and 30 mM Tris-HCl, pH
7.4), and centrifuged at 7000× g for 10 min at 4 ◦C. This procedure was repeated five times.
The mitochondrial pellet was resuspended in starting buffer, centrifuged at 10,000× g for
10 min at 4 ◦C in a Beckman centrifuge (model Avanti J-26 XPI, JA 25.15 rotor), and the
resulting pellet (crude mitochondrial fraction) was resuspended in MRB buffer (250 mM
mannitol, 5 mM HEPES, and 0.5 mM EGTA, pH 7.4). Subcellular fractions purity was
analyzed by WB (Supplementary Figure S1).

2.3. Protein Analysis by Western Blot

Protein concentration was determined with the Pierce BCA Protein Assay Kit (Thermo
Fisher, Waltham, MA, USA, #23227). Loading buffer was added to samples that were then
boiled and denatured. Sample proteins (30–50 μg) were separated using 7.5–15% SDS-
PAGE, transferred to a PVDF membrane (Millipore, Burlington, MA, USA), and blocked
in 5% (w/v) BSA Tris-buffered saline containing 0.1% (v/v) Tween-20 (TBS-T). Membranes
were incubated with the primary antibody overnight at 4 ◦C and afterward they were
washed with TBS-T and incubated with the secondary antibody at room temperature for
1 h. Membranes were developed using ECF substrate (GE Healthcare, Chicago, IL, USA,
#RPN5785) in ChemiDoc Imaging System (Bio-Rad, Hercules, CA, USA), and quantifica-
tions were performed with the Bio-Rad Image Lab Software 6.1. Primary and secondary
antibodies utilized for WB are summarized in Tables 1 and 2, respectively.
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Table 1. Primary antibodies utilized for Western blot.

Primary
Antibody

Dilution Species Company
Catalog
Number

Location

APP 1:4000 Rabbit Sigma-Aldrich A8717 St. Louis, MO,
USA

β-Actin 1:10,000 Mouse Sigma-Aldrich A5316 St. Louis, MO,
USA

BiP/GRP78 1:1000 Mouse BD
Transduction 610978 San Jose, CA, USA

DRP1 1:1000 Rabbit Cell Signaling 8570 Danvers, MA, USA

ERO1α 1:1000 Mouse Santa Cruz
Biotechnology sc-100805 Santa Cruz, CA,

USA

FIS-1 1:500 Rabbit Novus
Biologicals NB100-56646 Littleton, CO, USA

Hsp60 1:1000 Mouse BD
Transduction 611563 San Jose, CA, USA

IRE1α 1:500 Rabbit Cell Signaling 3294 Danvers, MA, USA

MCU 1:1000 Rabbit Cell Signaling 14997 Danvers, MA, USA

Mfn1 1:1000 Rabbit Santa Cruz
Biotechnology sc-50330 Santa Cruz, CA,

USA

Mfn2 1:1000 Mouse Santa Cruz
Biotechnology sc-100560 Santa Cruz, CA,

USA

mtTFA 1:1000 Goat Santa Cruz
Biotechnology sc-23588 Santa Cruz, CA,

USA

ND1 1:1000 Goat Santa Cruz
Biotechnology sc-20493 Santa Cruz, CA,

USA

NRF-1 1:1000 Rabbit Santa Cruz
Biotechnology sc-33771 Santa Cruz, CA,

USA

PCNA 1:1000 Mouse Santa Cruz
Biotechnology sc-25280 Santa Cruz, CA,

USA

PERK 1:500 Rabbit Cell Signaling 3192 Danvers, MA, USA

p-DRP1 1:500 Rabbit Cell Signaling 3455 Danvers, MA, USA

Sigma1R 1:2000 Goat Santa Cruz
Biotechnology sc-22948 Santa Cruz, CA,

USA

Tom40 1:1000 Mouse Santa Cruz
Biotechnology sc-365467 Santa Cruz, CA,

USA

VDAC1 1:1000 Mouse Santa Cruz
Biotechnology sc-390996 Santa Cruz, CA,

USA

Table 2. Secondary antibodies utilized for Western blot.

Secondary
Antibody

Dilution Species Company
Catalog
Number

Location

IgG
(anti-goat) 1:10,000 Rabbit Santa Cruz

Biotechnology sc-2771 Santa Cruz,
CA, USA

IgG
(anti-mouse) 1:10,000 Goat Thermo Fisher 31320 Waltham,

MA, USA

IgG
(anti-rabbit) 1:20,000 Goat GE Healthcare NIF1317 Chicago, IL,

USA
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2.4. Mitochondria Morphology Analysis by Transmission Electron Microscopy (TEM)

WT and APPswe cells were collected and centrifuged at 1008× g for 5 min to form a
pellet. Cells were fixed with 2.5% (w/v) glutaraldehyde in 0.1 M sodium cacodylate buffer
(pH 7.2) for 2 h. Afterwards, cells were washed in the same buffer and the post-fixation was
performed using 1% (w/v) osmium tetroxide for 1 h. Then, the cell pellets were rinsed two
times with buffer and distilled water and, for contrast enhancement, cells were incubated
in 1% (w/v) aqueous uranyl acetate during 1 h. After washing with water, cell pellets
were embedded in 2% (w/v) molten agar and dehydrated in ethanol (30–100%). Then,
cell pellets were impregnated and included in Epoxy resin (Fluka Analytical, Charlotte,
NC, USA). After polymerization, ultrathin sections were obtained, and observations were
carried out on a FEI-Tecnai G2 Spirit Bio Twin at 100 kV. We analyzed approximately 10
different cells per cell line (n = 3) and MAM was considered when the distance between ER
and mitochondria, which was measured using the ImageJ program, was ≤25 nm. At this
distance, Ca2+ transfer between both organelles occurs through the IP3R-GRP75-VDAC
axis [10]. The number of ER-mitochondria contacts ≤ 25 nm were obtained dividing the
number of MAM per number of total mitochondria.

2.5. Mitochondria Morphology Analysis by Confocal Microscopy Using MitoTracker Green

For imaging experiments, cells were cultured on 18 mm glass bottom culture 12-
well plate (150,000 cells per well) coated with poly-lysine D and incubated at 37 ◦C in a
humidified 5% CO2–95% air atmosphere for 24 h. Culture medium was discarded, cells
washed in Krebs solution (140 mM NaCl, 5 mM KCl, 1.5 mM CaCl2, 1 mM MgCl2, 1 mM
NaH2PO4, 9.6 mM glucose, 20 mM HEPES; pH 7.4), and loaded with 100 nM MitoTracker
Green probe (Invitrogen, Waltham, MA, USA, #M7514) in Krebs solution for 30 min at 37 ◦C
in a humidified 5% CO2. Then, cells were washed in Krebs solution and incubated with
15 μg/mL Hoechst 33342 (Molecular Probes) in Krebs solution for 5 min at same conditions.
Cells were washed and live images of the cells (608 WT cells and 498 APPswe cells) were
captured with the Zeiss LSM 710 Confocal Microscope (Carl Zeiss, Jena, Germany) with
63× oil objective and the fluorescence intensity analyzed using ImageJ software. The value
of corrected total cell fluorescence (CTCF) was calculated using the following formula:
CTCF = integrated density of selected cell − (area of selected cell ×mean fluorescence of
background readings).

2.6. Fluorometric Analysis of Calcium and Mitochondrial Membrane Potential

Intracellular cytosolic Ca2+ levels were measured with Fura-2/AM (Invitrogen, #F1221)
and mitochondrial Ca2+ content was measured with Rhod-2/AM (Invitrogen, #R1244).
Cells were cultured in 48-well plates (75,000 cells per well) in triplicate and incubated
at 37 ◦C in a humidified 5% CO2–95% air atmosphere. The next day, cells were washed
with solution A (140 mM NaCl, 2.5 mM KCl, 1 mM MgCl2, 20 mM HEPES, 10 mM glu-
cose, and 1.8 mM CaCl2, pH 7.4) and incubated for 30 min with 2 μM Fura-2/AM in
solution A supplemented with 0.1% (w/v) BSA or for 45 min with 10 μM Rhod-2/AM
in solution A at 37 ◦C. Cells were rinsed with solution B (140 mM NaCl, 2.5 mM KCl,
1 mM MgCl2, 20 mM HEPES, and 10 mM glucose, pH 7.4) and Ca2+ levels were measured
upon stimulation with 5 μM thapsigargin (Sigma-Aldrich, #T9033) or 100 μM histamine
(Sigma-Aldrich, #H7125). The fluorescence signal was measured at 37 ◦C during 10 min
(10 in 10 sec) at λEx = 340/380 nm and λEm = 510 nm for Fura-2/AM and λEx = 552 nm
and λEm = 581 nm for Rhod-2/AM using a plate reader (Fluorimeter SpectraMax Gemini
EM, Molecular Devices, San Jose, CA, USA).

Mitochondrial membrane potential (Δψm) was evaluated using the fluorescent probe
TMRE (tetramethylrhodamine ethyl ester perchlorate). Cells were seeded in 96-well plates
(25,000 cells per well) in triplicate and incubated at 37 ◦C in a humidified 5% CO2–95%
air atmosphere for 24 h. Culture medium was discarded and replaced by fresh medium
containing 4 μM TMRE (Sigma-Aldrich, #87917) and cells were incubated at 37 ◦C for
30 min. Subsequently, the supernatant was removed, cells were washed using PBS and the
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fluorescence signal (λEx = 544 nm; λEm = 590 nm) was measured at 37 ◦C using a plate
reader (Fluorimeter SpectraMax Gemini EM, Molecular Devices, San Jose, CA, USA).

The protein content of each well was determined by aspirating the assay buffer,
followed by addition of 10 and 20 μL RIPA buffer (250 mM NaCl, 50 mM Tris, 1% Nonidet
P-40, 0.5% DOC, and 0.1% SDS) for TMRE and Ca2+ assays, respectively. The multi-well
plates were placed on a plate shaker at low speed for 10 min and then on ice during 20 min.
Finally, 100 and 200 μL BCA assay mix (Invitrogen, #23227) were added for the TMRE and
Ca2+ assays, respectively. After a 30 min incubation period, absorbance was measured
at 562 nm with a Spectrofotometer Spectramax plus 384 (Molecular Devices, San Jose,
CA, USA).

2.7. Activity of Mitochondrial Electron Transport Chain and Glycolysis Measured by the Seahorse
XFe24 Analyzer

Cells were seeded (50,000 cells per well) in cell culture microplates (5 wells per cell
line) provided by the manufacturer and incubated at 37 ◦C in a humidified 5% CO2–95%
air atmosphere. The next day, cells were washed in unbuffered DMEM (Sigma-Aldrich,
#5030) supplemented with 25 mM glucose, 1 mM sodium pyruvate, 0.58 g/L L-glutamine,
and 1% (v/v) non-essential amino acids for oxygen consumption rate (OCR) assay or in
unbuffered glucose-free DMEM for extracellular acidification rate (ECAR) assay. Cells
were incubated for 1 h at 37 ◦C in pre-warmed medium with pH adjusted to 7.4 and plates
were loaded into a Seahorse XF24 (Argilent, Santa Clara, CA, USA). OCR was determined
under the following conditions: Basal measurements; after 1 μM oligomycin (Alfa Aesar,
Karlsruhe, Germany, #J60211) addition; upon injection of 1 μM FCCP (Sigma Chemical,
#C2920) and, finally, after a mixture of 2 μM rotenone (Sigma Chemical, #R8875) plus 2 μM
antimycin A (Sigma Chemical, #A8674) was injected. Rotenone (a mitochondrial complex I
inhibitor) and antimycin A (a mitochondrial complex III inhibitor) inhibit mitochondrial
respiration allowing to determine the non-mitochondrial OCR. To calculate the basal
mitochondrial OCR, the non-mitochondrial OCR is subtracted from the OCR obtained
before the addition of oligomycin (inhibits the mitochondrial ATP synthase). To evaluate
the maximal respiratory capacity, we subtracted the non-mitochondrial OCR from the
OCR following carbonyl cyanide-4-(trifluoromethoxy) phenyl hydrazone (FCCP) addition
(disrupts ATP synthesis by dissipating the proton gradient). To obtain the spare respiratory
capacity, we subtracted the basal mitochondrial OCR from the maximal respiratory capacity.
The mitochondrial ATP production was assessed after oligomycin addition, by subtracting
the non-mitochondrial OCR from the OCR value after oligomycin.

In the ECAR assay, after baseline measurements, the following injections were per-
formed to each well under similar conditions: First, 25 mM glucose, then 1 μM oligomycin,
and, finally, an injection of 100 mM 2-deoxyglucose (2DG) provided a non-glycolysis extra-
cellular acidification rate. Cells were first placed in a glucose-free medium and the first
injection consisted in 25 mM glucose. The glycolysis rate was obtained by subtracting
non-glycolysis ECAR from the ECAR post-glucose. Then, oligomycin was added to the
cells to suppress mitochondrial ATP production. The glycolysis capacity was determined
by the difference between the post-oligomycin ECAR and post-2-deoxyglucose baseline
ECAR. After the assays, buffer was aspirated, 30 μL RIPA buffer was added per well, and
protein content was measured using BCA assay mix to determine the protein content per
well. In comparison with the basal rates, the % of change was calculated dividing the
measured value by the average value of baseline readings and normalized to the total
protein content of each well. The OCRs are normalized to the WT cells mean.
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2.8. Statistical Analysis

Statistical analysis was performed using the GraphPad Prisma 8.0.2 software (San
Diego, CA, USA) and presented as mean ± standard error of the mean (SEM). All exper-
iments were independent assays. Data were tested for Gaussian distribution using the
Shapiro-Wilk test. Differences between the two groups were analyzed using unpaired
t-test and two-way ANOVA with Sidak post hoc correction for grouped analysis. In case of
non-normality distribution, data were analyzed by the Mann–Whitney U-test to compare
two groups and Kruskal–Wallis Dunn’s correction for multiple comparisons. Statistical
significance was considered at p < 0.05.

3. Results

3.1. Alterations of ER-Mitochondria Contacts in APPswe Cells

The direct contact between organelles allows the exchange of signals and metabo-
lites that have a role in cell physiology and stress response [25]. The ER-mitochondria
contacts are dynamic structures, with the distance between the two membranes rang-
ing from 10 to 80 nm [9,10]. The formation of these contacts requires the presence of
tethering proteins inserted in the outer mitochondrial membrane (OMM) that interact
with ER membrane-resident proteins. The Ca2+ channel, associated with the inositol
1,4,5-trisphosphate receptor (IP3R) present at ER, interacts with the mitochondrial voltage-
dependent anion channel 1 (VDAC1) through the glucose-regulated protein 75 (GRP75) and
mitofusin 2 (MFN2), present in both ER and mitochondria homo- and hetero-oligomerizes
with the mitochondrial mitofusin 1 (MFN1), to tether both organelles [26–28]. In our
study, the ER-mitochondria tethering proteins MFN1 and MFN2 were analyzed by WB in
microsomes (heterogenous set of vesicles formed from the ER), mitochondria, and MAM
subcellular fractions isolated from WT and APPswe cells. We observed an increase in
MFN1 protein levels in MAM fraction (p < 0.0794) in APPswe cells when compared with
WT cells (Figure 1a,b) and, as expected, this protein was not detected in the microsomes.
Furthermore, MFN2 content was significantly decreased in whole-cell extracts and isolated
subcellular fractions (microsomes, mitochondria, and MAM) in the APPswe compared
with WT cells (total fraction: p < 0.0001, microsomes: p < 0.001, mitochondria: p < 0.05,
MAM: p < 0.05) (Figure 1a,c). Since this data suggests alterations in ER-mitochondria
tethering, we analyzed the contact between both organelles using transmission electron
microscopy (TEM) that allows the direct visualization of MAM. Tethers identified in TEM
span from 5 to 80 nm. We observed a mild decrease of ER-mitochondria contacts ≤ 25 nm
(p = 0.0656) (Figure 1d,e) and a significant decrease of mitochondria per cell (p < 0.001)
(Figure 1f) in APPswe when compared with WT cells. Using the MitoTracker Green probe,
we also evaluated the mitochondrial mass/abundance by confocal microscopy. A signif-
icant decrease of approximately 25% (p < 0.0001) in mitochondria fluorescence intensity
was observed in APPswe cells when compared with WT cells (Figure 1g,h). Additionally,
we observed a perinuclear localization of mitochondria in APPswe cells, similarly to what
has been described for other AD models [29,30]. Altogether these observations indicate
a decrease in ER-mitochondria contacts in APPswe cells and, consequently, a possible
reduction in the communication between both organelles that affects cell homeostasis.
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Figure 1. Mitochondria-endoplasmic reticulum (ER) contacts in mouse neuroblastoma cell line (N2A) overexpressing the
APP familial Swedish mutation (APPswe) versus wild-type (WT) cells. (a–c) Representative Western blots and quantification
of the ER-mitochondria tethering proteins mitofusin 1 (MFN1) and mitofusin 2 (MFN2) in total fraction (TF), microsomes
(Micro), mitochondria (Mito), and mitochondrial-associated membranes (MAMs) (n = 5–9). (d,e) Representative electron
micrographs and quantification of ER-mitochondria contacts (MAM) ≤ 25 nm (n = 3). (f) Profile of mitochondria number
per cell (n = 3). (g,h) Representative image of MitoTracker Green (mitochondria, green) and Hoechst (nucleus, yellow)
staining and quantification of corrected total fluorescence intensity (CTCF) of stained cells (n = 3). Scale bar represents 10 μm.
Mito—mitochondria, ER—endoplasmic reticulum, arrow heads—MAM. All data presented as mean ± SEM; p-values
were obtained by using two-way ANOVA with Sidak’s multiple comparisons test for (b,c), unpaired t-test for (f), and
non-parametric independent Mann–Whitney U test in (g). * p ≤ 0.05, *** p ≤ 0.001, and **** p ≤ 0.0001 were considered
significant.

3.2. Impairment of Ca2+ Transfer from ER to Mitochondria in APPswe Cells

Mitochondrial metabolism is versatile and capable to adjust to specific physiological or
pathological conditions regulating fundamental cell pathways that range from proliferation
to apoptosis [15]. The functional interaction between mitochondria and ER influences mito-
chondrial Ca2+ signaling, which in turn regulates mitochondrial function. Dysregulation of
mitochondrial Ca2+ and metabolism have been associated with AD development [19,31,32].
Cytosolic Ca2+ levels were measured with the Fura-2/AM fluorescent probe following
treatment with thapsigargin (TG), which blocks the ability of the cells to pump Ca2+ into
the ER by inhibiting the sarco/endoplasmic reticulum Ca2+ ATPase (SERCA) and depletes
ER Ca2+. We observed a significant increase in Ca2+ flux from ER to cytosol (p < 0.01)
in APPswe cells (Figure 2a,b), suggesting a higher ER Ca2+ content in these cells in com-
parison with WT cells. The width of the ER-mitochondria cleft influences Ca2+ transfer
through the IP3R-GRP75-VDAC complex, which assembles when the distance between
both organelles is in the range of 10–25 nm [10]. Since our results show a decrease in
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ER-mitochondria contacts ≤ 25 nm in the APPswe cells, we also examined mitochondrial
Ca2+ levels using the Rhod-2/AM probe. We observed a statistically significant decrease
(approximately 50%) in Ca2+ flux from ER to mitochondria (p = 0.05) in APPswe cells
following treatment with histamine that triggers Ca2+ release through IP3R (Figure 2c,d).
Then, we analyzed the levels of VDAC1 and mitochondrial Ca2+ uniporter (MCU) proteins
by WB. VDAC1 is a protein present in the OMM involved in ER-mitochondria tethering
by forming a ternary bridging complex with the OMM chaperone GRP75 and IP3R in the
ER, as well as in Ca2+ signaling by regulating Ca2+ transfer from ER to mitochondria via
IP3R [28,33]. To enter in mitochondrial matrix, Ca2+ must cross the MCU located in the
inner mitochondrial membrane (IMM) [34]. A significant increase of VDAC1 content in
mitochondrial (p < 0.05) and MAM (p < 0.05) fractions was observed in APPswe cells when
compared with WT cells (Figure 2e,g). Furthermore, we detected a significant decrease
in MCU levels in APPswe whole-cell extracts (p < 0.01) (Figure 2f,i), which was not ob-
served in the mitochondria fraction. Besides that, we also observed a significant increase of
sigma-1 receptor (Sig-1R) levels in MAM fraction (p < 0.05) (Figure 2f,j), and a significant
decrease of glucose-regulated protein 78 (BiP/GRP78) expression in whole-cell extracts
(p < 0.05) and microsomes (p < 0.01) isolated from APPswe cells (Figure 2e,h). Sig-1R is
a chaperone that resides mainly at MAM, which is involved in the structural integrity
of the MAM and plays a role in the regulation of Ca2+ signaling regulation between ER
and mitochondria by coupling to the IP3R. Under ER stress, Sig-1R dissociates from the
co-chaperone BiP/GRP78 and acts as a free chaperone to stabilize IP3Rs, leading to an
increased Ca2+ transfer from ER to mitochondria that promote ATP production [34,35].
Despite the alterations in ER Ca2+ levels and the increased protein levels of VDAC1 and
Sig-1R observed in APPswe cells, a decrease in Ca2+ flux from ER to mitochondria was
found in these cells that can arise from the decrease in ER-mitochondria contacts, as well
as due to changes in mitochondria membrane potential.

3.3. Oxygen and Glucose Fluxes in APPswe Cells

Mitochondria have an essential role in the bioenergetic process and are involved
in amino acid, lipid, and steroid metabolism, Ca2+ homeostasis, ATP production via
oxidative phosphorylation (OXPHOS), and apoptosis. Thus, these organelles regulate
cellular fate and mitochondrial dysfunction is one of the most prominent features in AD
that occurs in the early stage of this disease [17,18,36–38]. Because neuronal survival is
dependent on mitochondrial function that, in turn, is affected by Ca2+ flux from the ER,
which we showed to be decreased in APPswe cells (Figure 2d), we assessed mitochondrial
function parameters, namely OCR (Figure 3a), ATP production levels, and mitochondrial
membrane potential. We observed that the basal mitochondrial respiration, determined by
monitoring ORC in the absence of any inhibitors, was significantly decreased in APPswe
cells when compared with WT cells. (p < 0.01) (Figure 3b). Additionally, we found that
maximal respiratory capacity, which indicates the maximal oxygen consumption rate
attained by adding the uncoupler FCCP, was significantly decreased in APPswe cells
(p < 0.001) (Figure 3c), showing that mitochondria from mutant cells are already working
at an increased rate. Accordingly, the spare respiratory capacity, described as the amount of
extra ATP that can be produced by OXPHOS in case of a sudden increase in energy demand,
was also significantly decreased in APPswe cells when compared with WT cells (p < 0.001)
(Figure 3d). In the presence of oligomycin, an inhibitor of ATP synthase, mitochondrial
oxygen consumption is due to ATP synthase-independent leakage of protons from the
intermembrane space to the mitochondrial matrix. Under these conditions, we observed a
30% reduction in ATP production (p < 0.05) in APPswe cells (Figure 3e).

145



Biomedicines 2021, 9, 881

Figure 2. Ca2+ transfer from ER to mitochondria in APPswe versus wild-type (WT) N2A cells. (a,c) Representative traces
of cytosolic and mitochondrial Ca2+ content evaluated with Fura-2 and Rhod-2 probes, respectively. (b,d) Quantification
of ER Ca2+ content after stimulation with 5 μM thapsigargin (TG) in Ca2+-free medium using the Fura-2 probe, and
ER-mitochondria Ca2+ transfer after stimulation with 100 μM histamine in Ca2+-free medium using the Rhod-2 probe.
Fura-2 and Rhod-2 results represent the average of five or three independent experiments, respectively, performed in
triplicate. (e–j) Representative Western blots and quantification of protein levels of voltage-dependent anion channel 1
(VDAC1) (n = 5–9), glucose-regulated protein 78 (BiP/GRP78) (n = 5–11), mitochondrial calcium uniporter (MCU) (n = 4–8),
and sigma-1 receptor (Sig-1R) (n = 4–8) proteins in total fraction (TF), microsomes (Micro), mitochondria (Mito), and
mitochondrial-associated membranes (MAMs). All data presented as mean ± SEM; p-values were obtained by using
unpaired t-test for (a,c), two-way ANOVA with Sidak’s multiple comparisons test for (g–i), and non-parametric Kruskal-
Wallis with Dunn’s multiple comparisons test for (j). * p ≤ 0.05 and ** p ≤ 0.01 were considered significant.

Since alterations in mitochondrial respiration are associated with changes in mi-
tochondrial membrane potential, we used the TMRE fluorescence probe to assess this
mitochondrial parameter. In line with the OCR data, APPswe cells showed mitochondrial
membrane depolarization when compared with WT cells (p < 0.01) (Figure 3f). Altogether,
these results show that mitochondria are significantly impaired in APPswe cells, which
suggest a suppression in mitochondrial activity. However, this result might be, at least
in part, caused not only by biochemical alterations but by the reduction in mitochondrial
mass/abundance that we observed (Figure 1h).

Our studies demonstrated an impairment of mitochondria function that resulted in a
decline in the production of ATP via OXPHOS; therefore, we measured glycolysis to study
if this pathway could compensate the decrease in ATP synthesis by OXPHOS in APPswe
cells. Glycolysis fluxes can be estimated by measuring the pH of cell culture medium
since lactic acid, the end-product of anaerobic glycolysis, contributes to its acidification.
At the end of the experiments, 2-deoxyglucose (2DG) was added to determine the non-
glycolysis acidification rate (Figure 3g). We detected, in APPswe cells, a 40% reduction
in glycolysis rate determined by the quantification of the extracellular acidification rate
(ECAR) of the surrounding media (p < 0.01) (Figure 3h) and a 30% reduction in glycolytic
capacity, evaluated by the difference between the post-oligomycin ECAR and the post-2-
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deoxyglucose baseline ECAR (p < 0.01) (Figure 3i) when compared with WT cells. These
results suggest that, in this in vitro AD model, cells present an energy deficit resulting from
defects in both mitochondrial respiration and glycolytic pathway.

Figure 3. Mitochondrial function and glycolytic activity in APPswe versus wild-type (WT) N2A cells. (a) Representative
traces of oxygen consumption rate (OCR) evaluated in WT and APPswe cells by sequential addition of 1 μM oligomycin,
1 μM FCCP, and 2 μM rotenone (Rot) plus 2 μM antimycin A by Seahorse analysis (n = 4). (b–e) Quantification of basal
mitochondrial respiration, maximal O2 consumption, spare respiratory capacity, and ATP production. (f) Quantification of
mitochondrial membrane potential using the tetramethylrhodamine ethyl ester perchlorate (TMRE) fluorescence probe
(n = 6). (g) Representative traces of extracellular acidification rate (ECAR) evaluated in WT and APPswe cells (average n = 4)
by sequential addition of 25 mM glucose, 1 μM oligomycin and 100 mM 2-deoxyglucose (2DG) by Seahorse analysis. (h,i)
Quantification of glycolysis rate and glycolytic capacity. Experiments were carried out in quintuplicate for (a–e,g–i) and
triplicate for (f). All data presented as mean ± SEM; p-values were obtained by using unpaired t-test. * p ≤ 0.05, ** p ≤ 0.01,
and *** p ≤ 0.001 were considered significant.

3.4. Impaired Mitochondrial Dynamics and Biogenesis in APPswe Cells

Mitochondria are dynamic organelles undergoing cycles of fusion (union of two
mitochondria) and fission (division of one mitochondrion into two daughter mitochondria)
to maintain their shape, distribution, and size. A balanced mitochondrial dynamics is
required to ensure a proper mitochondrial function and response to cellular stress [39].
Impaired fusion-fission balance has a key role in mitochondrial dysfunction and can
cause neuronal dysregulation, being associated to several neurological disorders [18]. We
analyzed by WB the levels of proteins involved in fusion, MFN1 and MFN2, and fission,
dynamin-1-like protein (DRP1), and mitochondrial fission 1 (FIS-1). The quantification
analysis in total extracts revealed a statistically significant decrease in MFN2 levels (p < 0.05)
(Figure 4a,d) in the absence of relevant alterations in MFN1, p-DRP1/DRP1 and FIS-1
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(Figure 4a–c,e) in APPswe cells when compared with WT cells, suggesting an impaired
mitochondrial dynamics in APPswe cells.

Figure 4. Mitochondrial dynamics and biogenesis in APPswe cells versus wild-type (WT) N2A cells. (a–e) Representative
Western blots and quantification of proteins involved in mitochondrial fusion/fission in total fraction: mitofusin 1 (MFN1)
(n = 6), phospho-dynamic-1-like protein (p-DRP1) (n = 6), mitofusin 2 (MFN2) (n = 6), and fission-1 (FIS-1) (n = 5).
(f–i) Representative Western blots and quantification of proteins involved in mitochondrial biogenesis in total fraction:
nuclear respiratory factor 1 (NRF1) (n = 6), NADH-ubiquinone oxidoreductase chain 1 (ND1) (n = 6), and mitochondrial
transcription factor A (mtTFA) (n = 6). Values were normalized by actin for all proteins, except for p-DRP1 that was
normalized by total DRP1. All data presented as mean ± SEM; p-values were obtained by using unpaired t-test with Welch’s
correction. * p ≤ 0.05 was considered significant.

Mitochondrial biogenesis is a process by which mitochondria increase their num-
ber/mass [40] contributing to mitochondrial and cellular homeostasis [18,36]. We analyzed
the levels of factors that regulate mitochondrial biogenesis, namely nuclear respiratory
factor 1 (NRF1), which controls nuclear genes that encode the mitochondrial proteins,
NADH-ubiquinone oxidoreductase chain 1 (ND1), which is involved in the transfer of
electrons from NADH to the respiratory chain, and the mitochondrial transcription factor A
(mtTFA), which drives transcription and replication of mitochondrial DNA. The WB results
revealed that the levels of these proteins in total cellular extracts are slightly increased
in APPswe cells when compared with WT cells (Figure 4f–h), but the differences are not
statistically significant. These observations suggest a compensatory mechanism in APPswe
cells to face the decline of mitochondrial function and mass (Figure 1g,h).

3.5. Cellular Stress Responses Are Affected in APPswe Cells

ER is the main compartment involved in protein synthesis and folding as well as Ca2+

signaling, and upon stress activates the UPR to restore proteostasis. The UPR activation
can be triggered by the accumulation of pathogenic misfolded proteins, disruption of
intracellular Ca2+ homeostasis, defects in autophagy, oxidative stress, proteasome inhibi-
tion, and metabolic or mitochondrial dysfunctions [41,42]. Protein kinase R-like ER kinase
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(PERK) and inositol-requiring enzyme 1α (IRE1α) are ER stress sensors that are inactive
when linked to the chaperone BiP/GRP78 [41]. Upon ER stress, the interaction between
BiP/GRP78 and sensor proteins is inhibited and UPR signaling is initiated [42]. PERK is a
transmembrane kinase located at ER membrane and its activation inhibits protein synthesis.
IRE1α is a transmembrane kinase and endoribonuclease that regulates the expression of
genes involved in protein folding, ER-associated degradation (ERAD), protein quality
control, and organelle biogenesis. The ER oxidase 1 (ERO1α) plays an important role in
ER redox potential and its activity is central to maintain cell redox homeostasis, since it
oxidizes the active-site cysteines of protein disulfide isomerase (PDI), an essential enzyme
that is responsible for the addition of disulfide bonds into newly synthesized proteins. This
protein is also involved in Ca2+ homeostasis and MAM signaling and its downregulation
inhibits mitochondrial Ca2+ uptake [43,44]. In the in vitro model of AD used in this study,
human APP with the Swedish mutation is overexpressed and Aβ is generated [20,45],
which can induce ER stress and consequently activate the ER stress response [46,47]. Using
WB analyses, we observed a significant accumulation of APP in mitochondria (p < 0.0001)
and MAM fractions (p < 0.05) (Figure 5a,b). Due to this evidence, we evaluated UPR
activation measuring by WB the protein levels of PERK, IRE1α, and ERO1α. A slight
increase in PERK levels were detected in total extracts, microsomes, and MAM subcellular
fractions (Figure 5c,d) and a significant IRE1α upregulation was found in MAM fraction
(p < 0.05) in APPswe cells (Figure 5c,e). Moreover, the content of ERO1α was significantly
decreased in all subcellular fractions (total fraction: p < 0.0001, microsomes: p < 0.05,
mitochondria: p < 0.0001, MAM: p < 0.0001) obtained from APPswe cells when compared
with WT cells (Figure 5f, g), which could lead to the accumulation of misfolded proteins in
the ER lumen. Finally, APPswe cells presented a significant increase of proliferating cell
nuclear antigen (PCNA) protein levels in all subcellular fractions (total fraction: p < 0.01,
microsomes: p < 0.01, mitochondria: p < 0.05, MAM: p < 0.001) when compared with WT
cells (Figure 5f,h). PCNA is an essential cofactor for DNA replication and repair, thus being
a cell lifespan regulator [48]. Together, these results suggest that protein accumulation
in APPswe cells, as well as Ca2+ deregulation and mitochondrial dysfunction, induce
ER stress and activate the UPR, which subsequently upregulates PCNA to maintain cells
viability.

The pore translocase of the outer mitochondrial membrane 40 (TOM40) is essential
for mitochondrial functioning, since it is required for protein transport into mitochondria,
including for the internalization of APP and Aβ [49]. Accumulation of misfolded and
aggregated proteins in the mitochondria matrix activates the mitochondrial UPR, where
the chaperone heat shock protein 60 (Hsp60) plays an essential role to preserve protein
homeostasis [50]. Our WB analyses revealed a significant increase of TOM40 in mitochon-
dria (p < 0.0001) and MAM (p < 0.001) fractions (Figure 5f,i) and of Hsp60 in MAM fraction
(p < 0.01) (Figure 5j,k) in APPswe cells when compared with WT cells. These results suggest
that there is an increased transport of APP to mitochondria through the TOM complex, and
an accumulation of unfolded/misfolded proteins in this organelle increase the level of the
mitochondrial UPR Hsp60 in MAM fraction.
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Figure 5. Accumulation of APP and stress responses in APPswe versus wild-type (WT) N2A cells. (a,b). Representative
Western blot and quantification of amyloid β precursor protein (APP) (n = 4–6) in total fraction (TF), microsomes (Mi-
cro), mitochondria (Mito), and mitochondrial-associated membranes (MAMs). (c–e). Representative Western blots and
quantification of protein kinase R-like ER kinase (PERK) (n = 4–5) and inositol-requiring enzyme 1α (IRE1α) (n = 3–6)
proteins in TF, Micro, and MAM. (f–i). Representative Western blots and quantification of endoplasmic reticulum oxidase 1
(ERO1α) (n = 5–9), proliferating cell nuclear antigen (PCNA) (n = 4–10) and outer mitochondrial membrane 40 (TOM40)
(n = 4–9) proteins in TF, Micro, Mito, and MAM. (j,k). Representative Western blot and quantification for the chaperone
heat shock protein 60 (Hsp60) (n = 4–10) in TF, Micro, Mito, and MAM. All data presented as mean ± SEM; p-values were
obtained by using two-way ANOVA with Sidak’s multiple comparisons test for all proteins, except for (h) that was obtained
using non-parametric Kruskal-Wallis with Dunn’s multiple comparisons test. * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, and
**** p ≤ 0.0001 were considered significant.

4. Discussion

It has been described that MAM-related functions are perturbed in several neurode-
generative disorders, such as AD, Parkinson’s disease and amyotrophic lateral sclerosis [4].
In AD, an aberrant Ca2+ regulation, increased ER stress, alteration in glucose metabolism,
and mitochondrial dysfunction have been reported. These alterations may, in part, be
attributed to the disruption of the MAM-related functions [6,51,52].

In the present study we characterized the structural and functional alterations in
MAM and mitochondria and their effect on stress response mechanisms, in an in vitro
model of AD, to support the role of MAM in AD and their potential as therapeutic targets
in this disease. Overall, our findings demonstrate: (1) Decreased ER-mitochondria contacts
and alteration of MAM’s composition; (2) changes in ER-mitochondria Ca2+ transfer;
(3) alterations in mitochondrial dynamics and function.

First, we analyzed the structural and functional alterations at MAM in APPswe and
WT cells. APPswe cells recapitulate amyloid pathology through increased Aβ genera-
tion [20]. ER-mitochondria contacts require the interaction of tethering proteins present in
the ER membrane and OMM, such as MFN1 and MFN2 [27]. In APPswe cells, we observed
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a slight increase of MFN1 protein levels in mitochondria and MAM fractions (Figure 1a,b)
and a decrease of MFN2 levels in all fractions, namely microsomes, mitochondria, and
MAM fractions (Figure 1a,c). Previous studies showed that mitochondrial anomalies,
oxidative stress, inflammation, and cytoskeletal rearrangements contribute to neurodegen-
eration in the hippocampus and cortex of a MFN2 KO mouse model [53,54]. Park et al. also
found a decrease in MFN2 expression in neuro-2a cells expressing the Swedish mutation
of APP [55], and similar observations were also reported in human AD brains [29,56]. A
decrease in the number of ER-mitochondria contacts ≤ 25 nm was observed in APPswe
cells (Figure 1e), which can be associated with the decreased content of MFN2 (Figure 1a,c).
Accordingly, it has been previously found that MFN2 ablation or silencing in mouse em-
bryonic fibroblasts and HeLa cells, respectively, reduce the ER-mitochondria juxtaposition
affecting mitochondrial uptake of Ca2+ released by the ER [57,58]. The reduction of ER-
mitochondria contacts was also reported in senescent cells [59]. We also found a decrease
in the number of mitochondria per cell (Figure 1f) and in mitochondrial mass (Figure 1h)
in APPswe cells. Jiang et al. observed that neurons of MFN2 knockout mice present a
decreased number of mitochondria in the axons and dendrites, changes in mitochondrial
morphology, and fragmentation caused by an altered mitochondrial fusion [53]. Possibly,
the decrease of ER-mitochondria contacts is associated with the reduction of Ca2+ flux,
since we observed a decrease in mitochondrial Ca2+ levels after histamine stimulation
(Figure 2d), despite the accumulation of Ca2+ in the ER (Figure 2b). Concerning mitochon-
drial Ca2+ content, discrepancies between studies are found in literature, which may be
due to the use of different models of AD (in vitro and in vivo), as well as different in vitro
experimental conditions (different models and incubation period, methodologies used to
determine these parameters, among others). Other authors demonstrate that mitochon-
drial Ca2+ overload and, consequently, cell death, is induced by Aβ oligomers [60,61].
Calvo-Rodrigues et al. also reported that Aβ aggregates are associated with an increase
in the cytosolic as well as mitochondrial Ca2+ levels via MCU in the APP/PS1 transgenic
(Tg) mouse model. The mitochondrial Ca2+ overload can induce to the opening of the
mitochondrial permeability transition pore (mPTP) and caspases activation, consequently
leading to cell death. The same authors reported that blocking MCU with Ru360 prevents
the increase of mitochondrial Ca2+ levels [31], which is in accordance with a previous study
in MCU knockdown HeLa cells that show an inhibition of mitochondrial Ca2+ uptake,
even in the absence of mitochondrial membrane depolarization [62], suggesting that MCU
plays a key role in mitochondrial Ca2+ influx. Moreover, human post-mortem AD brains
show a downregulation of genes related to mitochondrial influx Ca2+ transporter, MCU,
and its regulatory subunits, and an upregulation of genes involved in mitochondrial Ca2+

efflux pathways, SLC8B1 (encoding NCLX), suggesting an adaptive mechanism to prevent
mitochondrial Ca2+ overload [31]. A reduction in mitochondrial Ca2+ uptake in Mfn2−/−
MEFs in response to IP3-mediated cytosolic Ca2+ transients was also reported [57,58]. Fur-
thermore, MCU expression was reduced by about 50% in Mfn2−/− MEFs as compared
with control cells [63]. However, other authors suggest that MFN2 knockdown increases
ER-mitochondria contacts length and the Ca2+ transfer between both organelles [63,64].
In MFN2 knockdown cells, Leal et al. also observed an increase in MFN1 protein expres-
sion [64], which can compensate the MFN2 downregulation in terms of energy production
and cell viability. The efficiency of ER-mitochondria Ca2+ transfer depends not only on
the distance between both organelles, but also on the expression level of mitochondrial
Ca2+ uptake machinery [15] and the mitochondrial membrane potential [65]. We found an
increase of VDAC1 (in mitochondria and MAM fraction) (Figure 2e,g) and Sig-1R (in MAM
fraction) (Figure 2f,j) levels, together with a decrease of MCU (in total extracts) (Figure 2f,i)
and BiP/GRP78 levels (in total extracts and microsomes fraction) (Figure 2e,h) in APPswe
cells. VDAC1 regulates ER-mitochondria Ca2+ signaling, and Aβ is capable to upregulate
VDAC1 in human neuroblastoma cell line [66]. Its overexpression was also observed in
human post-mortem AD brains and in APP Tg mice in an age-dependent manner [66].
Sig-1R resides at the MAM, forms a Ca2+-sensitive chaperone complex with BiP/GRP78,
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and associates with IP3R. Upon IP3R activation, which decreases Ca2+ concentration at
MAM, Sig-1R dissociates from BiP/GRP78 in ER periphery, promoting Ca2+ signaling into
mitochondria via IP3R [34,67]. Sig-1R up-regulation was found in APPSwe/Lon mouse
brains before amyloid deposition, while decreased Sig-1R expression was observed in hu-
man post-mortem brain cortical tissue [68]. Sig-1R upregulation can also repress cell death
signals in HEK293 and WT cells under ER stress [69]. Despite the decrease of BiP/GRP78
expression in APPswe cells, we also observed an accumulation of this protein in mitochon-
dria, suggesting that BiP/GRP78 is relocated to the mitochondria (Figure 2e). A previous
study shows the translocation of BiP/GRP78 to the mitochondria under ER stress that can
be involved in UPR signaling between ER and mitochondria, which regulates cellular Ca2+

homeostasis [70]. Simultaneous, decreased BiP/GRP78 and increased in protein ubiquiti-
nation levels was observed in the brains of old rodents suggesting an impairment of ER
stress response [71,72]. A decreased expression of BiP/GRP78 mRNA was also observed
in primary cultures of neurons from mice with a knock-in PS1 mutant allele and in the
brains of FAD and SAD patients [73]. However, other authors suggest that BiP/GRP78
expression is increased in “healthy” neurons from the human AD temporal cortex and
hippocampus, which do not co-localize with neurofibrillary tangles [74]. An increase in
BiP/GRP78 expression levels associated with the accumulation of toxic Aβ peptide was
also observed in 2 month-old 3xTg-AD mice [75] and hippocampal cultures [76]. Under
thapsigargin-induced ER stress BiP/GRP78 is bound to immature and unfolded APP
preventing its translocation to distal compartments, which results in a reduction of Aβ gen-
eration because β-/γ-secretases activity is believed to be located in a distal compartment
of the ER [77,78]. This evidence suggests that BiP/GRP78 can play a neuroprotective role
in the initial phase of AD, but with the progression of the disease its decreased levels can
attenuate the UPR signaling pathway resulting in an accumulation of unfolded proteins,
namely APP. A reduction in the uptake of Ca2+ to mitochondria affects their metabolism
contributing to mitochondria dysfunction [15]. Accordingly, we observed a reduction in
mitochondrial respiration (Figure 3a–d) and membrane potential (Figure 3f), resulting
in a decreased OXPHOS ATP production (Figure 3e) in APPswe cells. Mitochondrial
oxygen consumption of APPswe cells is altered either under basal conditions and/or when
challenged by the mitochondrial modulators, suggesting a less efficient electron transport
chain (ETC). Under such conditions, a reduction in mitochondrial membrane potential was
observed, hampering the capacity of APPswe cells to produce ATP, which are in accordance
with previous observations made in other models carrying APP mutations [79].

Previously, a reduction in mitochondrial membrane potential in AD fibroblasts after
thapsigargin-induced Ca2+ stress stimulus [80] and the depolarization of the mitochondrial
membrane with FCCP inhibit Ca2+ uptake were observed [81]. We also found a decrease
in glycolysis rate (Figure 3h) and glycolysis capacity in APPswe cells (Figure 3i). Glucose
withdrawal prevents glycolysis, rendering cells more dependent on OXPHOS to synthetize
ATP. A decrease in glycolysis suggests that APPswe cells are unable to use this pathway to
overcome mitochondrial ATP deficits, representing a mal-adaptive response that worsens
the cellular energetic status. A similar result was also observed in AD cybrid cell lines
that harbor mitochondrial DNA from AD patients platelets [82]. It is described in different
cell models that MFN2 depletion changes the cellular metabolic profile, leading to mito-
chondrial membrane depolarization and decreased cellular oxygen consumption as well
as decreased glucose and pyruvate oxidation [83]. Accordingly, a reduction in glucose
metabolism was also observed in the neocortex of AD patients that has been correlated
with a decreased expression of nuclear and mitochondrial genes that encode proteins of
OXPHOS [84]. As previously stated, mitochondria are dynamic organelles that can change
morphology and distribution due to fission and fusion events. Mitochondrial fission is
regulated by DRP1 and FIS-1 and fusion by MFN1, MFN2, and mitochondrial dynamin
like GTPase (OPA1) [85]. Our results obtained in APPswe cells show an impairment in
mitochondrial dynamics due to an unbalance between fusion and fission, particularly
in MFN2 levels (Figure 4a–e), as well as a slight increase in mitochondrial biogenesis
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(Figure 4f–h) that did not reach statistical significance, which could represent an attempt
to improve mitochondrial metabolic capacity reducing the cascade of deleterious events
caused by mitochondrial dysfunction. Accordingly, AD fibroblasts also show defects in
mitochondrial dynamics and bioenergetics, reduced ATP generation, and Ca2+ dysregu-
lation [80]. Furthermore, abnormal mitochondrial distribution and fragmentation were
associated to mitochondrial membrane depolarization and decreased ATP production in
M17 cells overexpressing APP [86].

The ER-mitochondria contacts are also involved in the ER stress-mediated cell death
and UPR, because several ER co-factors and chaperones are present at MAM. Moreover,
impairment in the UPR, apoptosis, and misfolded proteins accumulation are common
features of AD [87]. In the early phase of ER stress, the cell adapts to stressful conditions
through the increase of ER-mitochondria connection, which facilitates mitochondrial Ca2+

uptake and ATP production. However, alterations in MAM functional features, such as
Ca2+ signaling, induce ER stress and UPR activation, so ER-mitochondria communication
could also regulate stress responses and the UPR at different levels [33]. Besides the
alterations in ER-mitochondria contacts found in our AD cell model, we also observed
that UPR markers are present at MAM and the activation of this stress response occurred
through the increase of PERK and IRE1α protein levels (Figure 5c–e). It was previously
reported that MFN2 interacts directly with PERK to regulate ER stress-mediated pathways,
including UPR, and MFN2 ablation increases PERK activity [88]. PERK is also a member of
the MAM that facilitates signals exchanges through these contacts [89] with its upregulation
being detected in human post-mortem AD brains [42]. Besides its involvement in UPR,
IRE1α stabilizes IP3Rs at MAM controlling mitochondrial Ca2+ uptake [90]. Under resting
conditions, IRE1α deficiency was shown to trigger mitochondrial and energy metabolism
alterations [90]. We also found a decrease in the levels of ERO1α (Figure 5f,g), which
catalyzes disulfide bond formation in ER during protein folding, and loss of its function
leads to misfolded proteins accumulation [44]. This protein also plays a key role in ER
redox homeostasis. Under ER stress conditions, the pro-apoptotic transcription factor
CHOP can activate ERO1α and promote apoptosis through Ca2+ signaling modulation
because ERO1α interacts with IP3R potentiating Ca2+ efflux from ER to mitochondria at
MAM [43,91,92]. On the other hand, ERO1α silencing inhibits ER Ca2+ release [43,44].
Therefore, the decrease of ERO1α that we observed can lead to the loss of ER redox
homeostasis increasing ER stress, simultaneously contributing to prevent Ca2+ efflux from
ER to mitochondria.

We also observed an increase of PCNA levels in APPswe (Figure 5f,h). This nuclear
protein is essential for regulation of DNA replication, repair, and epigenetic alterations;
however, PCNA has been associated with cellular events through the formation of a
complex with many cytosolic proteins involved in the mitogen-activated protein kinase
(MAPK) and phosphatidylinositol 3-kinase (PI3K)/protein kinase B (AKT) signaling path-
ways demonstrating its involvement in cellular signaling [93]. In mature non-proliferating
neutrophils, PCNA is located in the cytosol where it serves as a binding platform for pro-
caspases inhibiting their activation and apoptosis, thus regulating neutrophil survival [48].
Furthermore, in APPswe Tg mice, proliferation markers, such as PCNA, seem to induce
cell cycle re-entry [94] and its mRNA levels have been found to be increased in brain tissue
from AD patients [95] and in APP human neuroblastoma SH-SY5Y cells [1]. Thus, PCNA
is an essential co-factor for DNA replication and repair and appears to be involved in
pro-survival pathways in response to cellular stress. In the present AD in vitro model, we
also observed an accumulation of PCNA in MAM and mitochondria fractions (Figure 5f),
supporting its involvement in cellular stress response.

Internalization of APP and Aβ peptide by mitochondria was observed in vitro [96,97], in
human post-mortem AD brains [29,98,99], as well as in APP-overexpressing mice [96,99,100].
It is described that Hsp60 and TOM40, associated to TOM23, are responsible for APP and
Aβ internalization into mitochondria [96,97,101]. Moreover, accumulation of APP in the
TOM complex affects the mitochondrial import of other proteins and, consequently, impairs
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mitochondrial functions [102]. As observed in hippocampal neurons of ApoE4 female
mice, the increase of the fusion protein MFN1 and TOM40 indicates that the decrease in
mitophagy can lead to the accumulation of mitochondrial proteins, due to the accumulation
of damaged mitochondria [103]. Immunoblot analyses also revealed that Hsp60 binds
to APP and Aβ, and this interaction seems to be increased in the brain of 3xTg-AD mice
and in mitochondria isolated from human AD brain [104]. Furthermore, Hsp60 protein
levels were increased by ~50% and ~35%, in mitochondrial fractions isolated from the
postmortem frontal cortex of SAD and FAD individuals, respectively [104]. In addition,
Hsp60 knockdown attenuates APP and Aβ translocation to mitochondria in the neural cell
line (C17.2) expressing the APP Swedish mutation [101]. In this study, we also observed
an increase in TOM40 (in MAM and mitochondria fractions) (Figure 5f,i) and Hsp60 (in
MAM fraction) (Figure 5j,k) in APPswe cells, which can contribute to APP accumulation in
mitochondria resulting in mitochondrial dysfunction, as previously described.

In conclusion, our results suggest that the overexpression of the familial APP Swedish
mutation causes the accumulation of APP in mitochondria and MAM, which can contribute
to the structural and functional changes in these subcellular fractions, affecting the response
to stress and inducing energy deficits. Together, our findings support the idea that the
defective crosstalk between ER and mitochondria, mediated by MAM, plays a key role in
AD physiopathology that may represent a relevant therapeutic target in this disorder.
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Abbreviations

2DG: 2-deoxyglucose; Aβ: Amyloid β; AD: Alzheimer’s disease¸ ApoE4: Apolipoprotein E 4;
APP: Amyloid precursor protein; APPswe: Mouse neuroblastoma cell line overexpressing the
human APP with the familial Swedish mutation; BCA: Bicinchoninic acid; BSA: Bovine serum albu-
min; CTCF: Corrected total cell fluorescence; DMEM: Dulbecco’s modified Eagle’s medium; DRP1:
Dynamin-1-like protein; ECAR: Extracellular acidification rate; ER: Endoplasmic reticulum; ERO1α:
ER oxidase 1; FAD: Familial Alzheimer’s disease; FBS: Fetal bovine serum; FCCP: Carbonyl cyanide-
4-(trifluoromethoxy) phenyl hydrazone; FIS-1: Mitochondrial fission 1; GRP75: Glucose-regulated
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protein 75; GRP78: Glucose-regulated protein 78; Hsp60: Chaperone heat shock protein 60; IMM:
Inner mitochondrial membrane; IP3R: Inositol 1,4,5-trisphosphate receptor; IRE1α: Inositol-requiring
enzyme 1α; MAM: Mitochondria-associated membrane; MCU: Mitochondrial Ca2+ uniporter; MFN
1/2: Mitofusin 1/2; MRB: Mitochondria resuspending buffer; mtTFA: Mitochondrial transcription
factor A; N2A: Mouse neuroblastoma cell line; ND1: NADH-ubiquinone oxidoreductase chain 1;
NRF1: Nuclear respiratory factor 1; OCR: Oxygen consumption rate; OMM: Outer mitochondrial
membrane; OXPHOS: Oxidative phosphorylation; PBS: Phosphate-buffered saline; PCNA: Proliferat-
ing cell nuclear antigen; p-DRP1: Phospho- dynamin-1-like protein; PDI: Protein disulfide isomerase;
PERK: Protein kinase R-like ER kinase; PMS: Phenylmethylsulfonyl fluoride; PS 1/2: Presenilin-
1/2; PVDF: Polyvinylidene fluoride; RIPA: Radioimmunoprecipitation assay buffer; SAD: Sporadic
Alzheimer’s disease; SDS-PAGE: Sodium dodecyl sulfate polyacrylamide gel electrophoresis; SERCA:
Sarco/endoplasmic reticulum Ca2+ ATPase; SHM: Sucrose homogenization medium; Sig-1R: Sigma-1
receptor; TBS-T: Tris-buffered saline containing Tween-20; TEM: Transmission electron microscopy;
TF: Total fraction; TG: Thapsigargin; TMRE: Tetramethylrhodamine ethyl ester perchlorate; TOM40:
Outer mitochondrial membrane 40; UPR: Unfolded protein response; VDAC1: Mitochondrial voltage-
dependent anion channel 1; WB: Western blot; WT: Wild-type.
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Abstract: Stroke is a leading cause of adult disability. In our previous study, transplantation of human
umbilical mesenchymal stem cells (HUMSCs) in Wharton’s jelly in the acute phase of ischemic stroke
promotes recovery in rats. Unfortunately, there is no cure for chronic stroke. Patients with chronic
stroke can only be treated with rehabilitation or supportive interventions. This study aimed to
investigate the potential of xenograft of HUMSCs for treating chronic stroke in rats. Rats were
subjected to 90 min middle cerebral artery occlusion and then reperfusion to mimic ischemic cerebral
stroke. On day 14 following stroke, HUMSCs were transplanted into the damaged cerebral cortex. The
motor function in rats of the Stroke + HUMSCs group exhibited significant improvement compared to
that of the Stroke + Saline group, and the trend persisted until day 56 post stroke. The cerebral cortex
changes were tracked using magnetic resonance imaging, showing that cerebral atrophy was found
starting on day 7 and was reduced significantly in rats receiving HUMSCs compared to that in the
Stroke + Saline group from day 21 to day 56. HUMSCs were found to be existed in the rats’ cerebral
cortex on day 56, with signs of migration. The grafted HUMSCs did not differentiate into neurons or
astrocytes and may release cytokines to improve neuroprotection, decrease inflammation and increase
angiogenesis. Our results demonstrate that xeno-transplantation of HUMSCs has therapeutic benefits
for chronic ischemic stroke. Most importantly, patients do not need to use their own HUMSCs, which
is a gospel thing for clinical patients.

Keywords: chronic stroke; cerebral ischemia; umbilical mesenchymal stem cells; Wharton’s jelly;
xenograft; transplantation; neuroprotection; angiogenesis; neurologic deficit; MRI

1. Introduction

Stroke is among the leading causes of death and disability in adults [1]. In 2019, over
10 million new cases are reported globally, and over 6 million died due to cerebral stroke [2].
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Ischemic stroke incidents comprise nearly 90% of all strokes [1]. The mean survival post
stroke is 6 to 7 years, and indeed more than 85% of patients live past the first year post
stroke, many with years of enduring disability and neuropsychiatric syndrome [3–6]. Once
entering the chronic stage of stroke, the patient’s welfare is affected, and significant family
and societal burdens are experienced. To date, there are no effective drugs or therapies
available for the treatment of chronic stroke; treatment mainly relies on rehabilitation or
supportive treatments to prevent extensive tissue loss and further degeneration. Therefore,
it is particularly important to identify a new approach in treating chronic ischemic stroke.

Mesenchymal stem cells (MSCs) are among the leading restorative therapy candi-
dates [7,8]. As a part of medical waste after delivery, the umbilical cord can be more easily
retrieved than embryos or bone marrow. Based on our previous studies, transplantations
of umbilical mesenchymal stem cells in the Wharton’s jelly (HUMSCs) into the striatum,
spinal cord, cerebral cortex, hippocampus, and cerebellum can effectively treat Parkin-
son’s disease, [9,10] spinal cord injury [11], acute stroke [12], epilepsy [13], and cerebellum
atrophy [14]. In addition to central nervous system diseases, we have investigated the feasi-
bility of the HUMSCs transplantation for the treatment of liver fibrosis, peritoneum fibrosis,
pulmonary fibrosis, osteoporosis, and diabetes [15–21]. The results demonstrated that
xenograft of the HUMSCs did not cause immune reaction or rejection in the host. Therefore,
we believe that HUMSCs can be used as transplantation materials for clinical medicine.

In our previously published results, we performed ligation of the middle cerebral
artery for 90 min and reperfusion in rats in order to trace the changes in the cerebral cortex
with continuous MRI imaging. Severe edema was observed in the cerebral cortex on day
1 to day 2 post stroke. The cerebral cortex exhibits severe atrophy on day 14 post stroke.
Therefore, we suspected that it had entered chronic stroke on day 14 after surgery-induced
cerebral ischemia and reperfusion. Furthermore, at 24 h post stroke, i.e., the acute stage
of stroke, transplantation of HUMSCs into the rat’s infarcted region of the cerebral cortex
significantly alleviated the level of atrophy in the injured brain region and improved
its mobility. The results suggested that HUMSCs transplantation can be applied for the
treatment of acute stroke [12]. Currently, there is no cure for chronic stroke. However, on
day 14 post stroke, i.e., the chronic stage of stroke, signs of atrophy were already displayed
in the cerebral cortex. Whether HUMSCs transplantation performed on day 14 post stroke
could still exhibit the treatment effect needs to be further elucidated in this study.

2. Results

2.1. Ischemia–Reperfusion Surgery Causes Cortical Infarction

As shown by MRI images, TTC staining, and Cresyl violet staining, the infarcted
cortex of the rats in the Stroke + Saline group were considerably swollen and edematous
1 day post stroke. These images indicated that an ischemia–reperfusion stroke model was
successfully established in our experiments (Figure 1B).

2.2. HUMSCs Transplantation Improves Motor Function in Rats with Chronic Stroke

The results of the rotarod test showed that administration of saline, or HUMSCs in
the rats’ right cortices of the Normal + Saline and Normal + HUMSCs groups caused
only a minor change in retention time, without statistical significance. The retention
time was significantly reduced to 21–23% of the normal level in the Stroke + Saline and
Stroke + HUMSCs groups 1 day post stroke, indicating the mobility was impaired by
cerebral ischemia. The situation persisted until day 14 post stroke. On day 21 post stroke,
the Stroke + Saline group had a retention time of 27% of the normal level, and the declining
trend remained until day 56 post stroke without showing any improvement. On day 7 after
stem cell transplantation, i.e., day 21 post stroke, the retention time of the Stroke + HUMSCs
group increased to 49%, a significant elevation compared to that in the Stroke + Saline
group. The statistical trend sustained until day 56 post stroke. Although the retention time
in the Stroke + HUMSCs group increased (from day 21 to day 42), it was not as long as the
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time obtained in those of the groups of Normal + Saline and Normal + HUMSCs (p < 0.05)
(Figure 1C and Supplemental Table S1).

Figure 1. HUMSCs transplantation enhanced motor function in rats with chronic stroke. (A) The
diagram shows the time course for various experiments in this study. Representative MRI, TTC-
stained, and cresyl violet stained images of rat brains are shown on day 1 after stroke, showing
that right cerebral cortices were markedly enlarged (B). The Stroke + HUMSCs group show better
functional recovery in the rotarod test (C) and cylinder test (D) than the Stroke + Saline group.
Normal + Saline n = 11, Normal + HUMSCs n = 11, Stroke + Saline n = 15, Stroke + HUMSCs n = 14.
∗, vs. the Normal + Saline group at the same day, p < 0.05. #, vs. the Normal + HUMSCs group at the
same day, p < 0.05. ♣, vs. the Stroke + Saline group at the same day, p < 0.05.

The quantitative results of the cylinder test showed that the contralateral use of
forelimb of the four groups were approximately 50% prior to the surgery, i.e., under normal
situation. In the Normal + Saline and Normal + HUMSCs groups, even with injections of
saline or HUMSCs into the right cerebral cortex on day 14, contralateral use of forelimb did
not statistically change and maintain until day 56 (Figure 1D and Supplemental Table S2).

On day 1 post stroke, the left forelimb activity was substantially reduced compared to
pre-stroke, with a percentage of 12–14%, indicating that stroke caused impaired left forelimb
activity. The situation remained until day 14 post stroke. On day 21 post stroke, left forelimb
use in the Stroke + Saline group was around 17%, which was significantly lower than those
of Normal + Saline and Normal + HUMSCs groups. The activity was not improved but
sustained until day 56 post stroke (p < 0.05) (Figure 1D and Supplemental Table S2). In
the Stroke + HUMSCs group, the contralateral use elevated to 28.29 ± 1.84% on day 7
after transplantation (i.e., day 21 post stroke), which was a significant increase compared
to that in the Stroke + Saline group, but was statistically reduced compared to those in
Normal + Saline and Normal + HUMSCs groups. The trend remained until day 56 post
stroke (p < 0.05) (Figure 1D, Supplemental Table S2 and Supplemental Videos S1–S3).
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2.3. HUMSCs Transplantation Reduces Brain Atrophy in Rats with Chronic Stroke as Assessed
by MRI

The alterations in the infarcted cerebral cortex at different time points were observed
using MRI. The results showed that injections of saline, or HUMSCs in the rats’ right
cortices of the Normal + Saline and Normal + HUMSCs groups did not caused any
significant edema or atrophy. The trend remained until day 56 (Figure 2A,B,E,F, and
Supplemental Tables S3 and S4).

Figure 2. Cortical edema and atrophy examined by MRI. Brain MRI examination was conducted on
day 1 (�–�), day 7 (�–�), day 14 (�–�), day 21 (�–�), day 28 (�–�), day 35 (�–�), day 42 (�–�),
day 49 (�–�), and day 56 (�–�). Along the rostral–caudal orientation, coronal slices ( �– �) and
horizontal slices (�) were taken for monitoring the alterations of brain damages in these rats. MRI
slices of the Normal + Saline (A) and Normal + HUMSCs (B) groups did not find significant edema
or atrophy areas from day 1 to day 56. MRI slices of the Stroke + Saline group (C) and the Stroke
+ HUMSCs group (D) were obtained on day 1 post stroke. White areas in the right cerebral cortex
were seen, indicating severe inflammation and edema occurred in this region (�–�). On day 7 and
day 14, there was a reduction in the white edema cortices, but slight atrophy had appeared in the
right infarcted area when comparing to the left cerebral cortex ( �–�). The volumes of edema (E) and
atrophy (F) in the right cerebral cortex were quantified post stroke. Atrophy of the infarcted cortex
becomes apparent in the Stroke + Saline group but is significantly less severe in the Stroke + HUMSCs
group from day 21 to day 56. The results of brain MRI revealed that HUMSCs transplantation
alleviated cerebral atrophy in rats with chronic stroke. Normal + Saline n = 4, Normal + HUMSCs
n = 4, Stroke + Saline n = 4, Stroke + HUMSCs n = 4. ∗, vs. the Normal + Saline group at the same
day, p < 0.05. #, vs. the Normal + HUMSCs group at the same day, p < 0.05. ♣, vs. the Stroke + Saline
group at the same day, p < 0.05. indicates the first injection site.
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The Stroke + Saline group displayed a significant white area, suggesting that severe
inflammation and edema were present in the cerebral cortex on day 1. The volume of the
cortical edema decreased on day 7 and day 14. Since day 21, edema of the injured cerebral
cortex markedly reduced, the situation remained until day 56 post stroke. The injured
cerebral cortex of the Stroke + Saline group began showing signs of atrophy on day 7 post
stroke. From day 21 onwards, the volume of atrophy further increased; the trend sustained
until day 56 (Figure 2C,E,F and Supplemental Tables S3 and S4). We postulate that edema
areas switched into atrophy areas without treatment; edema areas of the injured cerebral
cortex markedly reduced at day 21, at the same time, atrophy area in the Stroke + Saline
group was increased. It is a worthy of attention that the right lateral ventricle significantly
enlarged and showed signs of edema from day 21 to day 56 in the Stroke + Saline group.

The Stroke + HUMSCs group had similar patterns of cerebral cortex edema with the
Stroke + Saline group from day 1 to day 14 post stroke. On day 7 after transplantation
(day 21 post stroke), the volume of edema and atrophy in the cerebral cortex showed
no significant changes compared with those in day 14. However, there was a statistical
difference when comparing to that in the Stroke + Saline group at the same time point; the
trend remained until day 56. The edema of the right lateral ventricular was also milder
than that in the Stroke + Saline group (Figure 2D–F and Supplemental Tables S3 and S4).
These results demonstrate that HUMSCs transplantation has a protective role in preventing
the infarct cortex from atrophy post stroke.

2.4. HUMSCs Transplantation Preserves Cerebral Cortex in Rats with Chronic Stroke

We likewise used gross appearance and brain sections with cresyl violet staining
to determine the therapeutic effect of HUMSCs on the infarct cortex of chronic stroke.
On day 56 post stroke, the brains were intact and smooth in the Normal + Saline and
Normal + HUMSCs groups. The gross appearance of the Stroke + Saline group had a
marked indentation at the right cerebral cortex with extensive cortex atrophy. Although
the HUMSCs group had an apparent shrinkage at the right infarcted cerebral cortex, it was
less severe than that in the Stroke + Saline group (Figure 3A).

On day 56, cresyl violet staining showed that both of the right and left cerebral cortices
were intact in the Normal + Saline and Normal + HUMSCs groups. From the coronal brain
sections of the Stroke + Saline group, not only the cerebral cortex had severe atrophy, but the
corpus callosum, basal ganglia, and hippocampus also showed signs of atrophy. In addition,
brain sections showed an enlarged right lateral ventricle on day 56 post stroke. Although
the coronal cerebral sections of the Stroke + HUMSCs group also showed signs of atrophy,
these signs were primarily restricted to the regions of the cerebral cortex (Figure 3B). By
summing all quantitative data from serial brain sections stained by cresyl violet, it showed
that the volume of right cerebral cortex was similar to that of left cerebral cortex in the
Normal + Saline and Normal + HUMSCs groups. The overall volumes of right cerebral
atrophy were 133.88 ± 3.90 mm3 and 89.69 ± 3.72 mm3 in the Stroke + Saline and Stroke +
HUMSCs groups, respectively. Moreover, the volume of cerebral atrophy in the Stroke +
HUMSCs group was also remarkably lower than that in the Stroke + Saline group (p < 0.05)
(Figure 3C and Supplemental Table S5).
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Figure 3. HUMSCs transplantation preserved the cerebral cortex in rats with chronic stroke. On
day 56 post stroke, the brains fixed with paraformaldehyde were photographed from a superior
(top panel) and a lateral view (bottom panel). The brain of the Stroke + Saline group exhibited more
severe atrophy in the cortex than that grafted with HUMSCs (A). Subsequently, the brains of four
groups were subjected to serial coronal sections (from bregma +2.52 mm to −5.76 mm) and stained
with cresyl violet to observe alterations in the cerebral cortex. The results showed that the brain
grafted with HUMSCs had more preserved cortices (B). The volume of atrophy in the infarcted cortex
was quantified using the sections stained by cresyl violet, the result indicated the atrophy volume
of the Stroke + HUMSCs group was substantially lower than that of the Stroke + Saline group (C).
Normal + Saline n = 4, Normal + HUMSCs n = 4, Stroke + Saline n = 12, Stroke + HUMSCs n = 14. ∗,
vs. the Normal + Saline group, p < 0.05. #, vs. the Normal + HUMSCs group, p < 0.05. ♣, vs. the
Stroke + Saline group, p < 0.05. � is the value of individual experiment.

2.5. HUMSCs Transplantation Helps Neuronal Cell Survival in the Infarcted Brain in Rats with
Chronic Stroke

On day 56 post stroke, coronal brain sections were subjected to anti-NeuN immunohis-
tochemical staining to observe the alterations of neuronal cells localized at the peripheral
regions of the infarcted areas in the cerebral cortex and striatum. The results found that
the neuronal cells in the cerebral cortex and striatum exhibited relatively healthy mor-
phology in the Normal + Saline and Normal + HUMSCs groups (Figure 4A(A1–A4) and
Figure 4B(B1–B4)). Even with injections of saline or HUMSCs into the right cerebral cortex,
the neuronal number in the right cerebral cortex or striatum was not statistically different
from that of the contralateral regions in the Normal + Saline and Normal + HUMSCs
groups (Figure 4E,F and Supplemental Table S6).
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Figure 4. HUMSCs transplantation increased the survival of neuronal cells in the infarcted brain
in rats with chronic stroke. On day 56 post stroke, anti-NeuN immunohistochemical staining was
applied to observe the number of survived neuronal cells. Brain coronal sections at bregma −1.92 mm
are displayed ((A): Normal + Saline group; (B): Normal + HUMSCs group; (C): Stroke + Saline group;
(D): Stroke + HUMSCs group). For high magnification, the peripheral region to the infarcted cerebral
cortex (A2,B2,C2,D2) or striatum (A4,B4,C4,D4) are shown, as well as undamaged contralateral sides
of the cerebral cortex (A1,B1,C1,D1) and striatum (A3,B3,C3,D3). The number of NeuN+ cells in
the cerebral cortex (E) and striatum (F) was quantified. The results showed that the neuronal cell
numbers in the cerebral cortex and striatum peripheral to the damaged brain areas were significantly
higher in the Stroke + HUMSCs group than those in the Stroke + Saline group. Normal + Saline n = 4,
Normal + HUMSCs n = 4, Stroke + Saline n = 9, Stroke + HUMSCs n = 10. ∗, vs. the ipsilateral region
of Normal + Saline group, p < 0.05. #, vs. ipsilateral region of the Normal + HUMSCs group, p < 0.05.
♣, vs. ipsilateral region of the Stroke + Saline group, p < 0.05. ♠, contra-lateral vs. ipsi-lateral region
in the Stroke + Saline group, p < 0.05. � is the value of individual experiment.

The results showed that the neuronal cells in the cerebral cortex and striatum sur-
rounding the infarcted region exhibited a lighter and relatively loose staining in the
Stroke + Saline group (Figure 4C,(C1–C4)). The neuronal number in the infarction cerebral
cortex (ipsilateral cortex) of the Stroke + Saline group was significantly lower than those in
the Normal + Saline and Normal + HUMSCs groups. Additionally, the number of neuronal
cells in the cerebral cortex surrounding the infarcted region was significantly lower than
the normal contralateral location (p < 0.05). Similarly, the number of neuronal cells in the
damaged striatum also statistically decreased when comparing to the normal contralateral
side of the brain (p < 0.05) (Figure 4E,F and Supplemental Table S6).
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In the cerebral cortex and striatum surrounding the infarcted area of the
Stroke + HUMSCs group, the numbers of neuronal cells were preserved at a higher level
when comparing to those in the ipsilateral regions of Stroke + Saline group (p < 0.05).
Furthermore, no statistical differences were found in the number of neuronal cells when
comparing to the contralateral cerebral cortex and striatum (p > 0.05) (Figure 4D(D1–D4),E,F
and Supplemental Table S6).

2.6. HUMSCs Transplantation Promotes Angiogenesis in the Infarcted Brain in Rats with
Chronic Stroke

On day 56 post stroke, the brains of each group were freshly obtained to observe the
distribution of superficial blood vessels of the brain. The qualitative observations showed
that the blood vessels with small size were apparent in the Normal + Saline and Normal
+ HUMSCs groups. In the Stroke + Saline group, the right hemisphere markedly shrunk,
with fewer blood vessels found on the surface of the injured cerebral cortex. The vessels
with small diameter were observed in the Stroke + HUMSCs group (Figure 5A).

Figure 5. HUMSCs transplantation promoted angiogenesis in the infarcted brain of the rats with
chronic stroke. On day 56 post stroke, the brains were photographed from a superior view (top panel)
and a lateral view (intermediate panel and high magnification in the bottom panel) to observe the
distribution of superficial blood vessels of the cerebral cortex. More blood vessels are observed on
the surface of the Stroke + HUMSCs group (A). From coronal brain sections at bregma −2.4 mm,
vessels in the contralateral cortex (B1,C1,D1,E1) and ipsilateral cortex (B2,C2,D2,E2) are visualized by
fluorescein isothiocyanate-conjugated dextran amine. Boxed areas in the photographs are magnified
in the bottom row (B1,B2,C1,C2,D1,D2,E1,E2). The total vessel length per mm2 (F) and vessel density
(G) in the infarcted region are significantly greater in the cortex of the Stroke + HUMSCs group than
those in the Stroke + Saline group. Normal + Saline n = 4, Normal + HUMSCs n = 4, Stroke + Saline
n = 4, Stroke + HUMSCs n = 4. ∗, vs. ipsilateral cortex of the Normal + Saline group, p < 0.05.
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#, vs. ipsilateral cortex of the Normal + HUMSCs group, p < 0.05. ♣, vs. ipsilateral cortex of the
Stroke + Saline group, p < 0.05. ♠, contra-lateral vs. ipsi-lateral cortex in the Stroke + Saline group,
p < 0.05. � is the value of individual experiment.

Additionally, brain sections with perfused by FITC-dextran to quantify vascular dis-
tribution near the infarction area. The results showed that blood vessels had a regu-
lar reticular pattern in both the right and left cerebral cortices of the Normal + Saline
and Normal + HUMSCs groups, as well as in the normal left cerebral cortices of the
Stroke + Saline and Stroke +HUMSCs groups (Figure 5B(B1,B2),C(C1,C2),D(D1),E(E1)).
The quantitative results indicated that the total vessel lengths were around 43.56 ± 1.73 to
35.09 ± 1.78 mm/per mm2, and the vessel density was between 0.25 ± 0.01 to 0.22 ± 0.0 in
the normal cerebral cortices of Normal + Saline, Normal + HUMSCs, Stroke + Saline and
Stroke + HUMSCs groups (Figure 5F,G and Supplemental Table S7).

In the brain area surrounding the right damaged cerebral cortex of the Stroke + Saline
group, the reticular distribution of the brain vessels displayed a destructed pattern, with the
total vessel length significantly shortened to 21.25 ± 2.79 mm/per mm2 and the vessel den-
sity markedly reduced to 0.12 ± 0.02, which were significantly lower than the normal left
contralateral side (Figure 5(D2),F,G and Supplemental Table S7). In the Stroke + HUMSCs
group, the number of vessels in the brain area surrounding the right damaged cerebral
cortex was higher than that in the Stroke + Saline group, although not as regular or retic-
ular as under normal conditions. There were also many small, thin blood vessels shown
(Figure 5(E2),F,G and Supplemental Table S7). The quantitative results showed that the total
vessel length and density in the peripheral region surrounding the right damaged cerebral
cortex in the Stroke + HUMSCs group were both statistically increased when comparing
to those in the corresponding region of the Stroke + Saline group (p < 0.05). Furthermore,
the total vessel length and density in the ipsilateral cortex of the Stroke + HUMSCs group
were similar to those in the Normal + Saline and Normal + HUMSCs groups (Figure 5F,G
and Supplemental Table S7). It indicated that HUMSCs may promote angiogenesis in the
ischemic cortex of the chronic stroke.

2.7. Engrafted HUMSCs Survive and Migrate in the Infarcted Cortex of Rats with Chronic Stroke

The nucleus of HUMSCs was labeled with bisBenzimide to track their survival and
distribution. On day 56, the fluorescence imaging showed that plenty of blue clusters of cells
were found at bregma +0.3 mm, i.e., the first site for HUMSCs transplantation, in the Stroke
+ HUMSCs group. From bregma +0.6 mm to +0.1 mm, there were still many cells in blue
fluorescence identified (Figure 6A). At the second transplantation site (bregma −5.2 mm) of
the Stroke + HUMSCs group, large clusters of cells could also be found. Similarly, HUMSCs
existed in clusters from bregma −4.9 mm to bregma −5.5 mm (Figure 6B).

Anti-human-specific nuclei antigen immunohistochemical staining was further em-
ployed to investigate HUMSCs distribution in rats with chronic stroke. The results showed
that large clusters of HUMSCs were seen at the first and secondary stem cell transplanta-
tion sites of the cerebral cortex in the Stroke + HUMSCs group (at bregma +0.3 mm and
−5.2 mm). The number of HUMSCs gradually decreased as the distance away from the
implanted sites increased rostrally or caudally (Figure 6C,D). No signal was detected in the
cerebral cortex of the Stroke + Saline group (data not shown).

2.8. HUMSCs Does Not Differentiate into Neurons and Astrocytes in Rats with Chronic Stroke

On day 56 post stroke, rat brains were freshly obtained and examined using human
NeuN and GFAP primers to elucidate whether the HUMSCs grafted had differentiated into
neuronal cells or astrocytes in the cerebral cortex of rats with chronic stroke. The results
showed that genes of human NeuN or GFAP were not detected in the cerebral cortex of the
Stroke + HUMSCs group, indicating HUMSCs may not have differentiated into neuronal
cells or astrocytes. Human glioma cells served as a positive control for human NeuN or
human GFAP (Figure 6E).
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Figure 6. Grafted HUMSCs survived in the infarcted cortex and did not differentiate into neuronal
cells or astrocytes. The nucleus of HUMSCs was labeled with bisBenzimide (blue), and the cells were
transplanted into the rat’s right cerebral cortex on day 14 post stroke. On day 56, phase-contrast
microscopy images of the HUMSCs group are displayed with the section at the first HUMSCs
transplantation position of bregma +0.3 mm and its anterior (+0.6 mm) and posterior coronal sections
(+0.1 mm). The blue clusters of cells were observed at high magnification (A). The second HUMSCs
transplantation position at bregma −5.2 mm and its anterior (bregma −4.9 mm) and posterior
(bregma −5.5 mm) coronal brain sections are shown. At high magnification, clusters of cells labeled
with bisBenzimide were found (B). Immunostaining for human-specific nucleus antigen demonstrates
the aggregation of HUMSCs around the first (C) and secondary (D) transplantation sites at 56 days
post stroke. The boxed areas in the left column are magnified in the right column. On day 56 post
stroke, the cerebral cortex was subjected to RT-PCR tests to examine whether human NeuN or GFAP
could be detected in all the groups. The results showed that the transplanted HUMSCs did not
differentiate into neuronal cells or astrocytes (E).

3. Discussion

In the present study, on day 14 post stroke, when significant atrophy was identified in
the injured brain region of the SD rats (i.e., the chronic stage of stroke), the infarcted brain
tissues were obviously preserved, and the mobility was markedly improved following
transplantations of HUMSCs.

The questions about the intervention timing, cell dosage, and route of administra-
tion for stem cell therapy on stroke have been in heated discussions [22–26]. HUMSCs
(3 × 105–1 × 107) were intravenously injected into rats on days 1, 7, 30, and 90 post stroke,
and the brain tissue sections were examined on day 140. The results showed that there was
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no statistical difference between all the treatment groups and the control group in terms of
the cerebral injury volume. However, for the group transplanted with ≥3 × 106 HUMSCs,
though the macroscopic morphology of the cerebral cortex did not exhibit a significant
change, the mobility was significantly improved compared to that in the control group,
suggesting that the amount of HUMSCs transplanted played a crucial role [27]. Another
study also evaluated the beneficial treatment effects of 3 × 107 bone marrow mononuclear
cells (BMMCs) that were injected via the jugular vein of the rats on days 1, 7, 14, or 30
post stroke. The results showed that the groups transplanted with BMMCs on days 14 or
30 exhibited similar behaviors to that of the control group, suggesting that transplantation
performed during the acute phase was superior to the chronic phase [22]. Ishizaka et al.
transplanted bone marrow-derived mesenchymal stem cells (BMMSCs) into rats via the
internal carotid artery on 1, 4, or 7 days post stroke. The results showed that for the group
receiving transplantation on day 7, only a few BMMSCs were found distributed over the
brain, and therefore no apparent sensorimotor function recovery was observed in the rats.
The results indicated that the reservation of the cerebral cortex was much better compared
to that in the control group only in the group receiving transplantation on day 1 [24].
Although the origins of stem cells varied, their results indicated that stem cell transplanta-
tion in the acute phase of stroke can reduce neurological deficits and improve functional
recovery [12,28–35]. In fact, although some cerebral ischemia patients really survived, they
struggled with the impasse of chronic stroke. Currently, there is no cure for chronic stroke.
Therefore, it is a therapeutic imperative to find the treatment for chronic stroke.

Given the aforementioned study results, we suspected the number of the survived
stem cells in the infarcted brain region plays a critical role in recovery. At the chronic stage
of stroke, we suggest that the types or the concentration of the chemotactic factors attracting
the stem cells circulating in the blood to the infarcted brain region have relatively decreased
or recessed compared to those at the acute stroke stage. Therefore, to treat chronic stroke,
direct intra-cerebral transplantation of the stem cells into the brain infarction region might
be a more effective treatment approach. The present study’s results also demonstrated
that a large number of the transplanted HUMSCs survived in the rats’ cerebral cortex
until day 56 post stroke. However, intra-cerebral implantation is an invasive method
which is never recommended to be used in clinical medicine. Therefore, the route of stem
cell transplantation may be modified, such as applying stem cells on the surface of the
cerebral cortex.

Although the stem cells’ types might be different, the treatment mechanisms can be
generally categorized into two directions. First, the transplanted stem cells differentiate into
neuronal cells to replace the injured or dead neurons [36–38]. Secondly, the transplanted
stem cells alter the injured environment via the cytokines secreted. The secreted cytokines
might possess the effects of neuroprotection [12,39–41], neuroregeneration [42,43], angio-
genesis [12,41–44], or immunomodulation [39,45–47], and thereby repair the damaged
tissues or prevent them from further deterioration. From the RT-PCR results of our study, it
is suggested that HUMSCs did not directly differentiate into neurons or astrocytes after
transplantation into the infarcted cortex of the chronic stroke rats. We suggested that
implanted HUMSCs may secrete cytokines to improve neuronal survival, increase angio-
genesis and enhance functional recovery. Interestingly, HUMSCs may release different
cytokines in response to the pathophysiological microenvironments accordingly [11–15,17].
As demonstrated in our previous study, implanted HUMSCs did not differentiate into neu-
rons but released neuroprotective and growth-associated cytokines, including neutrophil-
activating protein-2 (NAP-2), angiopoientin-2, brain-derived neurotrophic factor, CXCL-16,
and platelet-derived growth factor-AA in the infarcted cortex of acute ischemia stroke [12].
Instead of differentiating into neurons, astrocytes, or oligodendrocytes, transplanted HUM-
SCs released neurotrophin-3, NAP-2, basic fibroblast growth factor, glucocorticoid-induced
tumor necrosis factor receptor family, and vascular endothelial growth factor receptor-3 in
the transected spinal cord [11]. ImplantedHUMSCs survived in the epileptic hippocampus
and released FGF-6, amphiregulin, glucocorticoid-induced tumor necrosis factors receptor
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(GITR), MIP-3β, and osteoprotegerin [13]. At the same time, human IL-13, GIF, PAI-1,
FGF-2, and CXCL-4 were significantly increased in the cerebella of SCA1 mice [14]. Further-
more, without differentiating into alveolar epithelial cells or hepatocytes, HUMSCs grafted
into rat fibrotic lung and liver release a considerable amount of human FGF-6 and IGF-1
in lung and human prolactin, leukemia inhibitory factor, and cutaneous T cell-attracting
chemokine in livers [15,17].

The therapeutic effect of stem cell species on stroke have also been investigated. Yu
et al. administered both auto-adipose derived mesenchymal stem cell (auto-ADMSCs) and
allo-ADMSCs in an experimental animal model of stroke to compare their effectiveness.
Their results demonstrated that auto-ADMSCs were more effective than allo-ADMSCs to
promote recovery and reduce the infarct volume of stroke rats. The improved effects of auto-
ADMSCs are likely related to decreased immunological responses, which thereby result in
higher survival rates, longer survival times, a wider migratory space, and a lower amount
of apoptosis [48]. However, divergent opinions have been raised. Gutiérrez-Fernández
et al. suggested that human AD-MSCs and rat AD-MSCs showed equal efficacy in terms of
functional recovery and decreased ischemic brain damage in rat [49]. Similarly, autologous
and allogeneic cell therapy for ischemic heart disease show a similar improvement in left
ventricular ejection fraction in large animal models of myocardial ischemia [50]. HUMSCs
were used in this study. The HUMSCs are collected from the umbilical cord, which is
generally considered to be a waste after childbirth and can be obtained without invasive
techniques. The amount of HUMSCs collected can be amplified greatly in cultures. More-
over, xeno-transplanted HUMSCs are immunologically compatible in recipients [9–20].
Therefore, HUMSCs can serve as an excellent stem cell source for treatment of the chronic
stroke in clinical medicine.

In this study, our results showed that on day 56 post stroke, HUMSCs transplanted
into the cerebral cortex did not differentiate into neuronal cells or astrocytes. It also showed
that an increased number of neuronal cells was preserved, angiogenesis was facilitated,
and animal behavior was promoted; therefore, we suggest that the HUMSCs ameliorated
and treated chronic stroke by secreting cytokines.

4. Materials and Methods

4.1. Experimental Animals

Sprague Dawley (SD) rats used in the present study were provided by the Laboratory
Animal Center of National Yang-Ming University. Rats were housed in transparent poly-
carbonate (PC) cages (size: 45 × 24 × 20 cm) under a 12/12 h reversed light/dark cycle
(lights on from 8:00 a.m. to 8:00 p.m.) and constant temperature (22 ± 2 ◦C), with bedding
changed weekly. The rats were allowed ad libitum access to food and water.

4.2. Procedures of Middle Cerebral Artery Occlusion (MCAO) and Reperfusion

Male Sprague Dawley rats (weighing 280 to 320 g) were used in this study. The rats
were anesthetized with Zoletil 20–40 mg/kg and Xylazine 5–10 mg/kg (intraperitoneal
injection) and fixed on a stereotaxic frame. We performed MCAO surgery and reperfusion
to induce cerebral infarction by ligating the right middle cerebral artery and bilateral
common carotid arteries, as previously described [12]. Briefly, a curved, 1 cm skin incision
was made vertically by the right orbit, and the temporalis muscle was removed to uncover
the junction of the zygomatic arch and the squamous bone, where a 3 mm2 burr hole was
drilled to expose the middle cerebral artery. The artery was ligated with a 10–0 suture while
both common carotid arteries were clamped simultaneously by nontraumatic aneurysm
clips for 90 min, after which the ligature and clips were removed to restore blood flow.
Subsequently, the incision sites were sutured and disinfected, and the rats were placed on a
heating mat until recovery from anesthesia.
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4.3. Isolation and Culture of Human Umbilical Mesenchymal Stem Cells (HUMSCs)

The mesenchymal tissue in Wharton’s jelly was then diced into cubes 0.5 cm on each
side and centrifuged at 250 g for 5 min. After removal of the supernatant fraction, the
precipitate that contained mesenchymal tissue was washed with serum-free Dulbecco’s
Modified Eagle’s Medium (DMEM) and centrifuged at 250 g for 5 min. After aspiration of
the supernatant fraction, mesenchymal tissue in the precipitate was treated with 0.0125%
type I collagenase solution (Sigma-Aldrich, St. Louis, MO, USA) at 37 ◦C for 18 h, washed,
and further digested with 0.025% trypsin at 37 ◦C for 30 min. The treated umbilical tissue
then was cultured until the HUMSCs migration and proliferation. Finally, HUMSCs were
stored in liquid nitrogen for later transplantation. HUMSCs were collected between the
10th and 15th passages for transplantation into rats in this study.

4.4. Transplantation of HUMSCs

HUMSCs were transplanted into the right cerebral cortex in rats suffering a stroke.
Two transplantation sites were targeted with a stereotaxic instrument: first coordinates
for transplantation: AP = −0.3 mm, R/L = +2.2 mm, H = +2.7 mm; second coordinates
for transplantation: AP = −5.8 mm, R/L = +1.2 mm, H = + 2.5 mm. On day 14 post
stroke, atrophy of the right cerebral cortex was observed. The coordinates were chosen
because the two transplantation sites were located at the outer regions of the shrunken
cortex. An amount of 5 × 105 HUMSCs were drawn into a glass pipette with a tip diameter
of 150–200 μm mounted onto a Hamilton syringe (Hamilton, Reno, NV) attached to a
micromanipulator. A total of 5 × 105 HUMSCs were transplanted at each site, and a total
of 106 cells were administered for each rat. For the stroke group, 5 μL PBS was injected at
each location (Figure 1A).

4.5. BisBenzimide-Treated HUMSCs In Vitro

Cultured HUMSCs were treated with 1 μg/mL bisBenzimide (Sigma B2883) for 48 h
to label the cell nucleus. Subsequently, HUMSCs were treated with trypsin, collected, and
transplanted into the right cerebral cortex at two locations on day 14 post stroke. On day
56 following a stroke, rats were sacrificed and perfused. The brains were obtained and
immersed in 30% sucrose buffer until they sunk to the bottom. Protected from light, the
samples were subjected to serial cryosectioning. Finally, the sections were observed and
photographed using fluorescence microscopy.

4.6. Experimental Groups

There were four groups as follows:

1. Normal + Saline group (n = 12): The rats did not receive MCAO and reperfusion, just
remove their skulls. On day 14, no treatment was administered except the injection of
normal saline into the rat’s cerebral cortex.

2. Normal + HUMSCs group (n = 12): The rats did not receive MCAO and reperfusion,
just remove their skulls. On day 14, HUMSCs were transplanted into the rat’s cerebral
cortex.

3. Stroke + Saline group (n = 26): The rats received MCAO and reperfusion. On day 14
post-MCAO, no treatment was administered except the injection of normal saline into
the rat’s cerebral cortex.

4. Stroke + HUMSCs group (n = 26): The rats received MCAO and reperfusion. HUMSCs
were transplanted into the rat’s cerebral cortex on day 14 after MCAO.

The four groups were subjected to various assessments at different time points follow-
ing MCAO (Figure 1A).
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4.7. Infarct Cortex Identification

Rats were deeply anesthetized and decapitated. Coronal sections of the brains were
sliced at 2 mm, immersed in 2% 2,3,5-triphenyltetrazolium chloride (TTC) (T8877; Sigma),
and then fixed with 10% formalin. The infarct area was devoid of red staining.

4.8. Magnetic Resonance Imaging (MRI)

Brain images were acquired using Bruker S300 BioSpec/MedSpec MRI instrument at
the Instrumentation Center, National Taiwan University. Normal brain was normally grey;
brain images with white signals suggest high water/fluid contains, i.e., brain edema.

The four groups (Normal + Saline, Normal + HUMSCs, Stroke + Saline, and Stroke +
HUMSCs groups) were assessed with MRI at nine time points, on days 1, 7, 14, 21, 28, 35,
42, 49, and 56, to continuously monitor the changes in brain damages caused by chronic
stroke. Five brain images around bregma +0.48 mm, −0.72 mm, −1.92 mm, −3.12 mm, and
−4.32 mm was chosen and summed for quantification. The MRI images of each group were
quantified using image processing software Image-Pro Plus to quantify the area of cerebral
cortex edema (white areas) in each image. The edema volume of the cerebral cortex was
obtained by summing up white area in right cerebral cortex and multiplying the thickness
of the section (0.6 mm). Subsequently, the atrophy area of the right cerebral cortex was
obtained by subtracting the area of the injured right cerebral cortex from the area of the left
(unaffected) cerebral cortex. The atrophy volume of the cerebral cortex was obtained by
summing up all areas and multiplying the thickness of the section (0.6 mm).

4.9. Behavioral Test

Two behavioral tests were involved in the present study, including the cylinder test
and the rotarod test.

4.10. Cylinder Test

Rats were put in a transparent cylinder (20 cm in diameter × 30 cm in height). A
camera was placed toward the bottom of the cylinder for video recording to observe the
percentages of each forelimb touching the cylinder wall while standing with hindlimbs.
Normal rats generally use each forelimb with a frequency of approximately 50%, suggesting
that usage of right and left forelimb are almost symmetrical. In this study, rats suffering a
stroke in the right cerebral hemisphere caused locomotor deficits of their left bodies. Hence,
the times of touching cylinder wall with left forelimb were divided by the total number
of touches using two forelimbs to obtain the frequency of left forelimb usage. The use of
impaired contralateral forelimb should significantly decrease in rats with stroke, according
to previous studies [12].

4.11. Rotarod Test

Rats were placed on the rotarod with an initial speed of 4 rpm. The speed of the
rotarod gradually accelerated to 40 rpm within 5 min. The time that each rat stayed on the
rod will be recorded to assess its motor coordination and balance [12]. The retention time
of each rat before receiving MCAO was set as a baseline value of 100%. By dividing the
retention time obtained post stroke with the retention time obtained before the stroke, the
ratio of the retention time in percentage was obtained. Stroke causes impairments of rats’
mobility, which is reflected by the reduced duration they stay on the rotarod.

The two behavioral tests of the four groups were performed at 11 time points: 1 day
prior to stroke (−1) and days 1, 4, 7, 14, 21, 28, 35, 42, 49, and 56 post stroke.

4.12. Numbering Brain Cryosections

Rats were anesthetized and perfused transcardially with 4% paraformaldehyde. Frozen
sections were serially sectioned at 30 μm in a cryostat and stained with cresyl violet and
immunocytochemistry staining for light microscopy (Supplemental Figure S1).
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4.13. Cresyl Violet Staining

Brain sections were stained with 1% cresyl violet solution for 5 min, followed by
passing through a series of increasing alcohol concentrations (50%, 70%, 80%, 90%, 95%,
and 100%) for dehydration. Slides were then submerged twice in 100% xylene for 5 min
each. Finally, slides were mounted with a mounting medium (Fisher Scientific SP15-500)
and photographed under an optical microscope. The area of the normal left cerebral cortex
of each section was quantified using the software Image pro-plus. By subtracting the area
of the damaged cerebral cortex of the right hemisphere from the area of the normal left
cerebral cortex and multiplying by 30 μm (thickness of the tissue section), the atrophy
volume of the cerebral cortex was obtained. Subsequently, the total atrophy volume of the
entire brain was gained by summing up the volume of all sections stained with cresyl violet.

4.14. Immunohistochemical (IHC) Staining

Brain sections were reacted with primary antibodies of mouse anti-neural nuclei
antigen (NeuN) antibody (Millipore, 1:250), mouse anti-ED1 antibody (Millipore, 1:500),
or mouse anti-human-specific nuclei antigen antibody (Millipore, 1:100) at 4 ◦C for 12 h.
Subsequently, the secondary antibody of goat anti-mouse IgG-conjugated biotin (Millipore,
1:250) was added and reacted for 1 h at room temperature. Slides were then washed with
0.1 M PBS three times (5 min each), reacted with avidin-biotinylated complex (ABC kit,
Vector) for 1 h, washed three times with 0.1 M PBS (5 min each), and developed with
DAB. After staining, the slides were mounted with a mounting medium (Fisher Scientific
SP15-500) and examined and photographed under an optical microscope.

4.15. Counting the Number of Neuronal Cells

Immunohistochemically stained with anti-NeuN antibody, the number of neuronal
cells per mm2 within the cerebral cortex and striatum in right infarcted brain regions of five
brain slides at bregma +0.48 mm, −0.72 mm, −1.92 mm, −3.12 mm, and −4.32 mm was
quantified. Four fields (×20 objective lens) were selected at each brain section. The four
areas along the infarcted cortex were chosen for cell counting for the cerebral cortex and
the four areas below the corpus callosum were chosen for cell counting for the striatum.
Additionally, the numbers of neurons within the normal contralateral regions of the cerebral
cortex and striatum were also quantified to serve as a reference.

4.16. Perfusion of the Experimental Animals with Fluorescein Isothiocyanate-Dextran
(FITC-dextran)

Following anesthesia, the rats were injected with 0.2 mL fluorescein isothiocyanate-
dextran (FITC-dextran; 50 mg/mL, Sigma FD-2000S) through the left ventricle [12]. Two
minutes later, rat brain was obtained and placed in 4% paraformaldehyde fixation solution
for 24 h. For dehydration, the tissues were then submerged in 30% sucrose until the tissue
sunk to the bottom. Subsequently, the brain was covered with cryo-embedding media and
fixed on the cryostat for sectioning under −20 ◦C. The brain tissues were sectioned into
30 μm-thick slices, enabling observation, and brain vessel distribution was photographed
using fluorescence microscopy.

Five brain sections at bregma +0.48 mm, −0.72 mm, −1.92 mm, −3.12 mm, and
−4.32 mm, labeled with FITC-dextran, were analyzed using Image pro-plus. Along the
edges of the infarcted region in the right cerebral cortex, four fields (×20 objective lens)
were selected at each brain section. The four fields next to the infarcted cortex were
chosen for green fluorescence counting to measure the total length of FITC-dextran+ blood
vessels, representing the total length of the blood vessels per mm2. In addition, the
percentage of FITC-dextran+ area was quantified to represent the density of blood vessels.
The contralateral cerebral cortex without injury served as a corresponding reference.
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4.17. Reverse Transcription-Polymerase Chain Reaction (RT-PCR)

Total RNA of the cerebral cortex was extracted using TRIzol® reagent (Invitrogen®

15596018). After quantification using a spectrophotometer, a total of 5 μg RNA was sub-
jected to reverse transcription (Invitrogen®). Subsequently, 2 μL cDNA was used for PCR
with the following primers:

HUMAN RBFOX3: 310 bp
F: 5′-ATCCAGTGGTCGGCGCAGTCTAC-3′
R: 5′-TACGGGTCGGCAGCTGCGTA-3′
Human GFAP: 122 bp
F:5′-CTGGAGAGGAAGATTGAGTCGC-3′
R: 5′-ACGTCAAGCTCCACATGGACCT-3′
Rat GAPDH: 160 bp
F: 5′-CTCTACCCACGGCAAGTTCAAC-3′
R: 5′-GGTGAAGACGCCAGTAGACTCCA-3′
Human GAPDH: 176 bp
F: 5′-TCCTCCACCTTTGACGCT-3′
R: 5′-CTTCCTCTTGTGCTCTTG-3′

The temperature setting was as follows: denature for 1 min at 95 °C; annealing
for 1 min at 59 °C; extension for 1 min at 72 °C. After 35 cycles, the PCR products
were analyzed by agarose gel electrophoresis and visualized and photographed with
a UV transilluminator.

4.18. Statistical Analysis

All data are presented as the mean ± SEM. Comparisons of the means were performed
using one-way ANOVA. Multiple comparisons were further conducted with Tukey’s test.
p < 0.05 was considered statistically significant.

5. Conclusions

HUMSCs transplanted into the cerebral cortex of rats with chronic stroke did not
differentiate into neurons or astrocytes. Recovery or preservation of the infarcted region in
rats with chronic stroke might be mediated via the cytokines secreted by the transplanted
HUMSCs, which protected the neuronal cells and promoted angiogenesis in the infarcted
region. These results are important for the design of future clinical trials.
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Abstract: Advances in aging studies brought about by heterochronic parabiosis suggest that aging
might be a reversable process that is affected by changes in the systemic milieu of organs and
cells. Given the broadness of such a systemic approach, research to date has mainly questioned the
involvement of “shared organs” versus “circulating factors”. However, in the absence of a clear
understanding of the chronological development of aging and a unified platform to evaluate the
successes claimed by specific rejuvenation methods, current literature on this topic remains scattered.
Herein, aging is assessed from an engineering standpoint to isolate possible aging potentiators via a
juxtaposition between biological and mechanical systems. Such a simplification provides a general
framework for future research in the field and examines the involvement of various factors in aging.
Based on this simplified overview, the kidney as a filtration organ is clearly implicated, for the first
time, with the aging phenomenon, necessitating a re-evaluation of current rejuvenation studies to
untangle the extent of its involvement and its possible role as a potentiator in aging. Based on these
findings, the review concludes with potential translatable and long-term therapeutics for aging while
offering a critical view of rejuvenation methods proposed to date.

Keywords: aging; rejuvenation; kidney; filtration organ; plasma proteomics; heterochronic parabiosis;
metabolic pathways; urine proteomics; metal clearance; aging biomarkers

1. Introduction

Aging literature has shown remarkable advances over the past two decades and has
produced significant milestones that might allow for the first time to view aging as a disease
that is not only treatable but also reversible [1–3]. However, these claims remain to date
under dispute, as sustainable aging reversal methods are yet to be identified, and in the
absence of universally accepted aging biomarkers that successfully isolate healthy aging
from disease phenotypes associated with it, its classification as a disease is premature. Thus,
although aging is still not officially classified as a disease, it is still a prominent risk factor
for a multitude of chronic ones. Admittedly, when it comes to geroscience, it is hard to sum
up, findings in the field using clear and comparable metrics, largely since it is very diverse,
spanning lifestyle factors [4–7], dietary recommendations [8–12], pharmaceutical interven-
tions [13,14], and young blood plasma transfusions [15], in addition to cell reprogramming
agents [16–18]. Additionally, most current literature on the topic ignores the global process
of aging, specifically its primary driver and chronological progression, instead of focus-
ing on specific manifestations of it. However, the biggest challenge in assessing current
findings on aging is the lack of a common quantifier of biological age. To date, most rejuve-
nation studies measure the reversibility of some molecular and genetic markers of certain
aging-associated chronic diseases or parameters, while the use of systemic cellular and
molecular quantifiers of biological aging remains confined to a limited number of studies.
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This might be due to the fact that measures of biological aging are themselves diverse and
continuously advancing, as some rely on assessing circulating C-reactive protein (CRP),
p16INK4a, or telomere attrition, the latter two being also common biomarkers of cellular
senescence [19–23]. The most promising biological aging quantifier, however, seems to be
DNA methylation, which was presented through several aging “clocks,” such as Horvath’s
or Hannum’s, that helped introduce lifespan predicting ones, such as PhenoAge and Grim-
Age [24,25]. Despite challenges in adopting such methodologies into broader clinical use, as
a definite measure of biological age today, the promise of an accurate and precise biological
age quantifier is undoubtedly closer than ever, which would be the ultimate judge on the
success of any advocated rejuvenation method. Nevertheless, until a unified platform and
parameters in geroscience are set, assessing the value of these largely scattered findings
remains taxing, especially via well-established scientific methods, such as meta-analysis.
More importantly, the effort to bridge these findings to attain a complementary understand-
ing of the systemic phenomenon of aging is becoming increasingly demanding due to the
exponential increase of publications in the field.

There are several excellent reviews that detail the recent advances made in all re-
juvenation strategies, including quantifiers of biological aging, or age metrics, some of
which have already been referenced in the introduction. Therefore, this review attempts
to shine a light on a possible systematic aging factor that has been overlooked thus far.
Moreover, by critically reviewing the latest findings on aging and rejuvenation strategies,
we propose new avenues to address aging and to understand its chronological progression.
In the following sections, we start with a juxtaposition between the aging of biological and
mechanical fluidic entities. This over-simplification primarily aims to provide an overview
of the major systemic causes of aging, in order to break down this phenomenon into main
categories that can be targeted and studied. This primary analysis clearly indicates that
the filtration system presents a clear gap in aging studies to date. Next, hallmarks of
biological aging are discussed, where several milestone publications were able to identify
clear aging phenotypes on molecular, cellular, and organismal levels. Nevertheless, no clear
understanding of aging progression over time, specifically primary causes and downstream
targets, is available to date. Following this analysis and based on the gap in addressing the
role of systemic filtration on aging, the role of the kidney specifically on various known
aging targets is reviewed, namely the role of the kidney in handling metabolic by-products,
metal, circulating aging factors, and plasma clearance. Next, a critical review of present
rejuvenation strategies is provided to assess their long-term significance and practicality.
Finally, we conclude by exploring possible future rejuvenation avenues that need to be
developed to address the complex topic of healthy aging.

2. An Engineering Perspective on Biological Aging

The degradation of physical entities, whether biological or non-biological, over time
can be regarded as one of the fundamental natural laws, specifically the second law of ther-
modynamics. Nevertheless, biological systems are exceptionally resilient due to their built-
in maintenance and renewal capabilities that defy non-biological ones in their complexity
and efficiency. These systems, however, are far from perfect and eventually exhibit systemic
malfunctions that lead to various errors/diseases and finally degrade, leading to death.

However, compared to the vastly diverse and complicated biological systems, me-
chanical fluidic ones are much simpler and rudimentary, which in a topic as complicated
and diverse as aging brings about a much-needed simplicity that can potentially provide a
unified platform to assess and measure this process in a more organized and structured
manner. The aging of mechanical devices can be ascribed to a set of simple parameters,
such as fatigue and stress-induced on moving and load-bearing parts. Additionally, in
fluidic systems, the aging of mechanical parts is due to either external environmental
exposure or internal corrosion due to a buildup of contaminants within the circulating
fluid. These contaminants tend to accumulate over time on internal surfaces, compromising
component integrity and eroding their protective and insulating layers due to undesirable
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chemical reactions, as shown in Figure 1. Therefore, the most important measures to ensure
a long service life of any fluidic system rely on using good quality materials, protecting
against external environmental factors, and maintaining a robust and changeable filtration
system. Notably, the more complex, and sensitive the fluidic device’s components are, the
more sophisticated filtration systems become to ensure a secure and safe operation of all
internal components.

 

Figure 1. Causes of aging: Juxtaposition between mechanical fluidic and biological systems.

Based on this analogy, external body parts are obviously susceptible to accelerated
aging due to environmental stress, such as UV light, heat, cold, and possible reactionary
agents [26,27]. On the other hand, moving and load-bearing parts, such as joints, the heart,
muscles, and bones are subject to wear and tear [28,29]. This leaves behind the systemic
cause of aging, where fluid integrity that is largely controlled by the filtration system is
in question. In biological systems, where organ functions are not as clear cut as in their
mechanical counterparts, the single most comparable organ in charge of fluid filtration
is the kidney, which seems to have the highest burden in protecting the entire system
from contamination build-up. Yet, interestingly, the kidney as an organ has never been
considered for its possible role in physiological aging thus far, despite the clear correlation
between the functional decline of the kidney and physiological aging in humans.

Reduced kidney function generally starts in the late thirties, which is concomitant
with the onset of aging, and continues to degrade over the years; nevertheless, it is not
considered an issue from a medical standpoint until the loss of function reaches more
than 50% [30,31]. Furthermore, while the effect of the loss of kidney function beyond
the critical threshold is well documented, there is no account for the effect of reduced
kidney function on the body in general and whether this gradual damage plays a role in
the initiation or acceleration of the biological clock. Kidney disease, or the reduction in its
functionality beyond 50%, is associated with inflammation, oxidative stress, sympathetic–
vagal imbalance, and circadian rhythm, in addition to tissue atrophy, increased protein
catabolism, and the activation of the stress resistance response [32], all of which are directly
related to aging. Additionally, of the limited chronic diseases known to cause premature
biological aging, such as heart failure, obstructive pulmonary disease, rheumatoid arthritis,
and HIV, kidney disease is one of the most common [33–37]. Aging hallmarks of these
diseases include muscle atrophy, vascular disease, and general frailty [32,35,36], which
might be attributed to the sedentary lifestyle that often accompanies chronic diseases.
Nevertheless, these diseases also share cellular markers of aging and senescence, namely
telomere attrition and p16INK4a accumulation [38].
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Of course, correlation alone does not establish causation, especially when considering
the complex nature of the aging process and its interpersonal variations. Therefore, a closer
re-assessment of aging hallmarks and successful “rejuvenation” methods are warranted to
elucidate the possible extent of the kidney’s involvement in aging.

3. Hallmarks of Aging: The Complexity of Cause and Effect

In general, aging hallmarks are consistent on physiological, organ, cellular, and molecu-
lar levels. Several review articles have covered aging hallmarks comprehensively [20,39,40],
therefore, they will not be detailed herein, rather, the association between these hallmarks
will be viewed. Early on, in 2013, Lopez-Otin et al. proposed dividing the hallmarks of
aging into primary hallmarks identified as genomic instability, telomere attrition, epigenetic
alterations, and impaired proteostasis, as the main initiators of the aging process. This is
followed by another set of aging hallmarks as a response, which manifest in deregulated
nutrient sensing, mitochondrial dysfunction, and cellular senescence that eventually lead to
integrative aging hallmarks such as stem cell exhaustion and altered intercellular communi-
cation [39], as shown in Figure 2. This work by Lopez-Otin et al. presents one of the earliest
and most comprehensive reviews on aging, with a rare insight into the possible hierarchical
and chronological sequence of the aging process that has been the cornerstone of many
studies since. The timing of the article also reflects a transitional period in aging research
between the two opposing views that regarded this process either as unidirectional or
reversible. This might be behind the interpretation that the aging process is fundamentally
cellular in nature, and that somatic cell exhaustion is behind the global aging phenomenon
that is exacerbated by stem cell exhaustion at its later stages. While this view holds merit in
some of its details, it has been challenged by rejuvenation research that has been flourishing
at the same time, particularly those pertaining to heterochronic parabiosis, where extra-
cellular factors alone that are devoid of any stem cells were shown to have rejuvenating
effects capable of reversing the hallmarks of cellular and molecular aging [41–43]. In other
words, extracellular factors might be implicated in renewing or maintaining endogenous
cellular repair mechanisms. Thus, experimental evidence that rejuvenation studies provide,
may allow for an overview of the aging process’s hierarchy to discern the root cause of the
phenomenon, and ultimately address the source of the disease itself.

Figure 2. The pathology of aging and the causative relationship between its hallmarks. An illustration
of the differences between theoretical assumptions regarding the hierarchical order of the aging
process [39] and the various experimental avenues that show the complex relationship between the
various hallmarks of aging. These include targeting nutrient sensing pathways [6,7,44–47], circulating
factors and young plasma [48–51], senescent cell ablation [52–56] and cell programming factors [57,58].
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4. Circulating Factors of Aging and the Kidney

The most obvious drawback of targeting certain “aging” pathways is indeed the
complexity and subtle role of the variation of these pathways in different cell types and
tissues, which hinders such methods from becoming a widely adaptable and long-term
solution for aging. To be clear, while none of the targeted approaches seem to provide a
solution to the accumulation of contaminants within the bloodstream, in the absence of a
cure for a malfunctioning filtration system, reducing the build-up of metabolic waste with
the adoption of a restricted calorie intake, for example, can understandably decelerate the
aging process, in addition to the various other factors that add up to achieve the effects
observed using such approaches. In this regard, the kidney primarily functions as a purifier
of metabolic by-products and a maintainer of plasma mineral homeostasis; additionally,
it also filters out small to medium size proteins, all of which have been shown to affect
biological aging in one aspect or another.

4.1. Metabolic by-Product Clearance and Kidney-Associated Protein Metabolism

It is known that the estimated glomerular filtration rate (eGFR), which is a measure
of serum creatinine levels, reduces gradually with age, even among healthy people [44].
In fact, according to one study in an Italian population, the prevalence of reported kidney
disease is merely 3.3% in the group with eGFR < 60 mL/min /1.73 m2 [45]. Reduced eGFR
is shown to be significantly associated with uric acid, urea, and free ammonia accumulation,
particularly citrulline, glycine, and phenylalanine [46]. Based on recent findings, elevated
levels of serum uric acid alone, or hyperuricemia, has been linked with gout [47], bone and
tissue damage [48], heart disease [49], high blood pressure [50], fatty liver [51], and type
2 diabetes [52], all of which are associated with aging. Therefore, it is worth considering
that aging can be defined as an ailment that grows underneath clinically defined disease
thresholds, much like contaminant levels within the blood stream. Nevertheless, there are
additional metabolic factors involved in reduced kidney function. In a recent study by
Chen et al. (2020), comparative blood and urine metabolomics analysis was conducted
that identified 32 significantly altered compounds between healthy young and elderly
groups [59]. The most noteworthy of which were decreased serum levels of albumin lysyl
and essential amino acids, and increased levels of N-acetyl glycoproteins and lipids. On
the other hand, urine samples of the elderly had elevated levels of trimethylamine N-oxide,
scyllo-inositol, citrate, and ascorbic acid, with decreased levels of amino acids and acetate,
among others. Taking into consideration that this is the first age-associated study that
compares variations between serum and urine, it provides a rare insight into possible
causative factors involved in metabolic changes associated with aging. Nevertheless, the
limited number of participants (33 in each group) emphasizes the importance of conducting
more comprehensive research in this area based on larger groups of participants in different
populations. While there is no doubt that progressive loss of kidney function leads to
changes in protein/amino acid exertion, changes in kidney metabolism itself might be
implicated in the deregulation of vasoactive compounds and hormones leading to health
complications in the elderly [60]. Such changes can be used as possible aging markers, based
on urine samples alone, according to a recent study by Teruya et al. (2020) that identified
55 possible metabolic markers, most of which are highly correlated with creatinine [61].
Additionally, age-related changes in kidney-specific transcriptomics can provide additional
insight on its role in systemic aging [62].

4.2. Urine Metal Concentration and Aging

Although protein metabolism and its by-product clearance have well-founded effects
on aging and age associate diseases in general, the role of mineral homeostasis and the effect
of reduced kidney function is less evident. Nevertheless, based on several studies, urine
metal clearance increases with age systematically, allowing it to be used as a predictor of
biological aging, particularly iron, zinc, and manganese clearance [62,63]. The importance of
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increased metal clearance can be demonstrated by the role that some metals play in various
organic functions, such as hormone production, blood oxygenation, and enzyme formation.

Iron is one of the most important non-organic elements for a biological system. Iron
deficiency has been associated with decreased cognition and functional ability in the
elderly, which might be a downstream effect of reduced blood oxygenation [64] that is by
far the most important role of iron. The prevalence of anemia increases with age, starting
with 17% up to 45% in the nursing home elderly population [65]. On the other hand,
the importance of zinc stems from it being an essential component in various biological
processes, such as genomic repair [66], growth and reproduction [67], protection against
inflammation [68], immunity [69], wound healing, and enzyme synthesis [70], in addition
to its important role in maintaining central nervous system function [71]. Additionally,
the serum zinc/copper ratio is associated with bone mineral density, which implicates the
detrimental effect of reduced serum zinc levels on skeletal health [45]. Finally, when it
comes to manganese, unlike iron and zinc, its biological role is limited to trace amounts
for various biological functions including enzyme synthesis [46]. Additionally, since it is
available in most diets, its excess expression in urine is associated with toxic exposure,
which leads to several neurodegenerative diseases [47]. In fact, according to Nwanaji-
Enwerem et al. (2020), manganese can be considered an important phenoage as a 1 ng/mL
increase in its concentration in urine is associated with a 9.93 year increase in biological age
defined by DNA methylation clocks [44].

Most studies on urine metal concentration are presently within the realm of toxicology,
however, given the importance of certain metals in biological function, the effect of aging
on metal clearance and the specific role those various organs play in the process of their
circulation need to be clarified. Presently, based on the limited number of studies on this
topic, metal clearance seems to increase with age, which might enforce and/or propagate
age-related disease progression, without much evidence supporting its role in the onset
of aging.

4.3. Circulating Factors and Plasma Protein Clearance by the Kidney

There have been several extensive studies that undertook the examination of plasma
protein variations with age as a result of the rejuvenating effects observed with hete-
rochronic parabiosis. Nevertheless, studies on urine profile variation in connection with
age are less common outside of the aim of identifying disease phenotypes as a diagnos-
tic tool.

When it comes to plasma protein disparities with aging, one interesting study pre-
sented by Lehallier et al. (2019) was able to identify 1379 proteins that changed with
age [72]. More importantly, the stratification of changes in these protein concentrations
over time provides a rare insight into their association with the aging process itself. The
authors remarked that while some groups of proteins seem to be somewhat stable during
various life-stages and only start to increase exponentially at the onset of older age (>60
years), other “clusters” accelerate exponentially around mid-age (late 30–40 years), and
some tend to increase/decrease linearly with age, as shown in Table 1. This remarkable
analysis identifies for the first-time proteins and their associated pathways implicated in the
aging process itself versus those that are a product of an aging system and a manifestation
of its malfunction. Based on this examination, it is obvious that clusters 3, 4, 7, 8, and to a
lesser degree 5, represent proteins involved in the aging process. Specifically, clusters 3, 4,
and 7 present proteins that increase/accumulate in the plasma over time, while clusters
5 and 8 decrease with age. Table 1 details the main pathways implicated in these clusters,
outlined in the supplementary data provided by Lehallier et al. [72]. Apart from this im-
portant and rare global view of plasma protein changes, individually, the most significantly
age-associated proteins that are gender-independent can be reduced to, sclerostin (SOST),
growth differentiation factor 15 (GDF15), ADP ribosylation factor interacting protein 2
(ARFIP2), motilin (MLN), pleiotrophin (PTN), and scavenger receptor class f member 2
(SCARF2) that increase with age, while the expression of immunoglobulin superfamily
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DCC subclass member 4 (IGDCC4) and proto-oncogene tyrosine-protein kinase receptor
(RET) decrease over time.

Some of these individual proteins come as a confirmation for the results published by
an earlier study in 2018 by Tanaka et al., which presented another plasma proteomic analy-
sis of aging in healthy humans [73]. This investigation identified 197 proteins in connection
with aging, 20 of which are negatively associated. The top 10 most significantly affected
proteins are GDF15, PTN, a disintegrin and metalloproteinase with thrombospondin motif
5 (ADAMTS5), follitropin (CGA-FSHB), SOST, chordin-like protein 1 (CHRDL1), natriuretic
peptides b (NPPB), EGF-containing fibulin-like extracellular matrix protein 1 (EFEMP1),
macrophage metalloelastase (MMP12), and cathepsin (CTSV). Additionally, these pre-
viously identified circulating plasma factors include the detrimental decrease with age
of: growth differentiation factor 11 (GDF11) [74], oxytocin (OXT) [75], tissue inhibitor
of metalloproteinase 2 (TIMP2) [76], granulocyte-macrophage colony-stimulating factor
(CSF2) [76], growth hormone-releasing hormone (GHRH) [77], apelin (APLN) [78], cadherin
13 (CDH13) [79], extracellular nicotinamide phosphoribosyl transferase (eNAMPT) [80],
and thrombospondin-4 (THBS4) [81], in addition to osteocalcin (OCN) [82]. Circulating fac-
tors that instead increase with age include small cytokines (CCL2, CCL11 and CCL19) [83],
haptoglobin (HP) [83], and β-2 microglobulin (B2M) [84]. In this regard, taking into consid-
eration that old blood seems to have a more damaging effect on organs and tissues than
young blood, more emphasis can be dedicated to those that accumulate over time.

When it comes to the general decline in kidney function and its effect on protein
clearance, to date, there is only one comparative proteomic analysis of age-associated
changes in urine, which included urine samples of 52 healthy men aging 19–54 years [85].
The study identified 259 urinary proteins and analyzed their tissue origin and function, out
of which 23 increased and one decreased with age. Although the list of major differentially
expressed proteins in urine does not correspond with major ones detected in plasma,
however, there seems to be a strong correlation between the molecular weight and the
amount of protein clearance with age, which can be associated with increased “leakage”,
as the kidney loses its protein retaining ability [85]. Therefore, an investigation into
plasma protein molecular weight can elucidate this filtration organ’s role in their signature
over time. Table 2 lists major plasma proteins affected by age and their molecular weight.
Interestingly, apart from SCARF2, all proteins that increase with age within the bloodstream
seem to have a small (< 40 kDa) to medium (40–100 kDa) molecular weight. On the other
hand, while some small and medium molecular weight proteins seem to decrease with
age, large molecular weight plasma proteins (> 100 kDa) that decrease with age include
IGDCC4, RET, and THBS4. Additionally, the tissue origin of urine proteins that significantly
correlate with age can be traced back to the gonads and bones, then the liver, the pancreas,
the kidneys, the spleen, and the soft tissue, followed by the intestines and the larynx, in
descending order [85].
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On the other hand, investigating the possible association of a number of identified
plasma proteins with kidney function may lead to insights into the possible involvement
of renal function in a mechanistic way. However, such inferences can only be confirmed
via direct investigations to verify their causative association with an aging phenotype.
For example, higher serum levels of SOST, one of the proteins that increases with age, is
associated with reduced GFR, body mass index, male gender, and diabetes, in addition to
heritability [86]. Additionally, a chronic heart failure marker, namely GDF15, correlates
with parameters of kidney function [87,88]. Interestingly, β-2 microglobulin, one of the
most well-established plasma factors of aging that is associated with inflammation [52],
cardiovascular events [53], impaired cognitive function [84], and even tumorigenesis [54],
has been shown to directly correlate with GFR [55]. This cellular metabolic product that is
normally filtered out directly via the glomerulus, accumulates over time in the system as a
function of reduced kidney function, to a point that it can arguably be used as a novel GFR
marker [55]. Another circulating factor that has been heavily studied as an aging marker in
relation with neural degeneration is eotaxin-1 (CCL-11) [56], which belongs to a chemokine
family and is linked to inflammation and allergic reactions [57]. Nevertheless, although
increased levels of cytokines and chemokines in plasma are largely regarded as systemic
senescence parameters of aging, interestingly, according to one in vivo study, cytokine
production increases due to induced bilateral nephrectomy, concomitant with decreased
cytokine clearance [58]. Additionally, according to several studies, levels of cytokines and
chemokines in plasma can be used as markers of kidney disease [89].

Table 2. The molecular weight of plasma proteins that are affected with age.

Plasma Proteins that Increase with
Age

Abbreviation
Molecular

Weight (kda)
Ref.

Plasma Proteins That Decrease
with Age

Abbreviation
Molecular

Weight (kda)
Ref.

Motilin MLN 5.19 [90] Cadherin-13 CDH13 7.57 [91]
Eotaxin CCL11 10.73 [92] Apelin APLN 8.57 [93]

C-CMotif Chemokine 19 CCL19 10.99 [92] Osteocalcin OCN(BGLAP) 10.96 [94]
C-CMotif Chemokine 2 CCL2 11.03 [92] Somatoliberin GHRH 12.45 [95]

β-2-Microglobulin B2M 11.73 [96] Oxytocin-Neurophysin 1 OXT 12.72 [97]

Natriuretic Peptides B NPPB 14.73 [98] Granulocyte-Macrophage
Colony-Stimulating Factor

CSF2 16.3 [99]

Pleiotrophin PTN 18.95 [90,
98] Metalloproteinase Inhibitor 2 TIMP2 24.4 [99]

A Disintegrin And
Metalloproteinase with

Thrombospondin Motifs 5
ADAMTS5 21.7 [98] Growth Differentiation Factor 11 GDF11 45.1 [100]

Sclerostin SOST 24.03 [90,
98]

Extracellular Nicotinamide
Phosphoribosyltransferase

eNAMPT 55.53 [101]

Growth Differentiation Factor 15 GDF15 34.15 [90,
98] Thrombospondin-4 THBS4 96.03 [102]

Cathepsin L2 CTSV 37.33 [98] Proto-Oncogene Tyrosine-Protein
Kinase Receptor Ret

RET 124.39 [90]

Adp Ribosylation Factor
Interacting Protein 2

ARFIP2 37.86 [90] Immunoglobulin Superfamily Dcc
Subclass Member 4

IGDCC4 134.23 [90]

Haptoglobin HP 45.21 [92]
Chordin-Like Protein 1 CHRDL1 51.18 [98]

Macrophage Metalloelastase MMP12 54.01 [98]
Egf-Containing Fibulin-Like
Extracellular Matrix Protein 1

EFEMP1 54.65 [98]

Scavenger Receptor Class F
Member 2

SCARF2 92.4 [90]

In conclusion, the intertwined role of kidney function into the various hallmarks of
aging is clear; however, its causative association with aging requires rigorous investigation
in order to elucidate the exact role of this filtration organ on the aging phenotype.

5. Rejuvenation Strategies: Systemic versus Targeted

From an engineering perspective, systemic factors, as those associated with the working fluid
and its integrity, seem to hold precedence over other rejuvenation methods, based on the aging
analysis presented earlier. Such a view is backed up by several publications on the rejuvenating
effects of young plasma on age-related diseases in animal models [89,103–105]. Nevertheless,
despite their success, these results are yet to be translated into clinical use, as presently their efficacy
hasn’t been demonstrated in the limited number of clinical trials conducted thus far [106,107].
Alternatively, assessments of the main drivers of these positive effects led to the discovery of
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“circulating rejuvenation factors” in blood plasma [108–110]. Interestingly, investigations from
Berkeley University led by Dr. Conboy’s group demonstrated that without the benefits of “shared
organs” in heterochronic parabiosis animal models, the effect of young plasma in old animals
is different, although still present. In addition, an accelerated aging effect due to old blood is
more pronounced than the rejuvenating effects of young blood [111]. More importantly, a recent
study by the same group demonstrated that replacing half of the plasma of old mice with a
mixture of saline and albumin is sufficient to produce rejuvenating effects that meet, or even
exceed, those observed in heterochronic parabiosis [112]. The importance of such findings cannot
be underestimated, as it outlines the effect of contaminant buildup in the bloodstream on aging and
disease manifestations for the first time. Additionally, it might provide a more translatable clinical
solution to plasma transfer, which is riddled with issues of compatibility, possible contamination,
and limited resources. What remains to be clarified though is the effect such methods have on the
biological clock itself, and how frequent blood “purification” procedures would be required to
maintain a youthful/healthy status.

Clinical experience from dialysis patients, as well as the few clinical trials that have
tested the concept of plasma exchange with specific components, show that improvements
come in a seesaw fashion that is often exhausting and inflicts organismal fatigue that
may be detrimental to the general system homeostasis [15,112–114]. This brings back into
question the efficacy of highly aggressive intermittent interventions versus a more constant
and stable long-term solution and redirects the discussion towards the possible effect of
“shared organs” in heterochronic parabiosis models. In particular, it is worth addressing
the role of filtration organs such as the kidney, as they are directly implicated in clearing
toxic buildup from the blood stream. As such, would a kidney-specific rejuvenation
scheme be the ultimate answer to a translatable medical solution for aging? It is clear
by now that there is an association between kidney function and some identified plasma
circulating factors that are implicated in aging. Nevertheless, it is also worth evaluating the
increasing body of targeted rejuvenating agents that have shown promising results, with
some managing to turn the aging clock of DNA methylation by 2.5 years [115]; namely, the
nutrient-sensing pathway, cell senescence and a senescence-associated secretory phenotype
(SASP), in addition to epigenetic interventions.

5.1. Targeting Nutrient-Sensing Pathways

Aging and two of the most prominent chronic diseases mostly associated with it,
diabetes and obesity, share the deregulation of nutrient sensing pathways and sporadic
low-grade inflammation. A deregulated metabolism has been shown to be a function of the
activation of high nutrient-sensing pathways, such as insulin and insulin-like growth factor
1 (IGF-1), that in turn target the forkhead box O transcription factor (FOXO) and mechanistic
target of rapamycin (mTOR) complexes. This is accompanied by the downregulation of low
nutrient-sensing ones, such as AMP-activated protein kinase (AMPK) and Sirtuins [116].
The effect of these pathways on cellular aging has been solidified by countless studies that
stretch back to the earliest rejuvenation investigations based on calorie restriction (CR) [8].
In this regard, it has been demonstrated that blocking one of the pathways or gene targets
of IGF-1 or mTOR can be linked with increased energy expenditure, enhanced activity of
brown adipose tissue, and improved mitochondrial oxidative metabolism [117]. In fact,
these effects have been observed previously in dietary restriction with regards to longevity
across all species, which is believed to shift cellular metabolism towards maintenance
instead of reproduction and growth [118]. Additionally, mTOR signaling is a key regulator
of cell cycle arrest and autophagy [119], which is essential in suppressing the accumulation
of senescent cells, making it an interesting target for both senolytic and nutrient-sensing
rejuvenation schemes. Moreover, while insulin and IGF-1 pathways are naturally decreased
in normal, as well as in accelerated aging, their forced inhibition seems to correlate with
longevity and rejuvenation [120].

Other nutrient-sensing pathways have also been investigated heavily in relation to
aging, including those that decrease with age, such as Sirtuins that rely on NAD+, a critical
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coenzyme in metabolism [121]. Pharmacological enhancement of NAD+ supplements has
shown beneficial effects on a range of metabolic diseases, nevertheless, singling out this
pathway has also been linked with increased SASP and tumorigenesis associated with the
accumulation of senescent cells and the inflammatory response, all of which contribute
to aging [122].

To be sure, nutrient-sensing pathways have been the most well-established avenue
thus far when it comes to healthy aging, with several documented clinical trials and data to
back up the advantages and trade-offs associated with it. The most promising pharmaceu-
tical interventions targeting these pathways to date are Rapamycin [123], Metformin [124],
and Resveratrol [125], to name only a few. Nevertheless, it is important to keep in mind
that targeted therapies, especially pharmaceutical interventions that are used continuously,
often come with shortcomings that would eventually limit their benefit. This is not sur-
prising, given the complex and intertwined nature of nutrient signaling pathways with
those of the cell cycle, apoptosis, and autophagy. Rapamycin for example, which is the
most restricted drug within this category, is a known immunosuppressant and used as a
part of the chronic regiment of organ transplant patients, which provides an obvious set of
drawbacks for its continuous use.

On the other hand, while studies on the possible involvement of Metformin in de-
mentia and memory loss are contradictory [126,127], its role in diminishing the absorption
of vitamin B12 resulting in possible nerve damage or anemia, is well documented [128].
Additionally, Metformin is implicated in lactic acidosis and kidney damage, which might
be aggravated by reduced kidney function [129,130]. While these risks are not considered a
major concern for diabetes patients since their condition is already a risk factor for nerve
damage and inflammation, the use of this drug for longevity purposes might be contro-
versial without a proper long-term assessment of its effects. Conversely, Resveratrol is a
natural phenol found in many plants, making it a widely available food supplement that
has been shown to improve health, including renal and cognitive functions [131] rather than
demonstrating tangible effects on the lifespan [125]. More importantly, effective doses used
in aging literature far surpass the daily doses available in the market. Thus, as promising
as these interventions may be, even the most benign of which, such as caloric restriction,
has been found to have conflicting results on different species [132]. Therefore, it is obvious
that systemic rather than targeted therapies can be considered as a more sustainable avenue
towards rejuvenation, bringing the spotlight towards the organs that are mostly involved
in nutrient regulation.

The “filtration” organ that is mostly associated with metabolism is the liver, as it is
responsible for regulating most metabolic pathways including glucose, lipids, and insulin
sensitivity. Therefore, it is not surprising to consider the aging liver, particularly liver
sinusoidal endothelial cells (LSECs), as contributors to biological aging [133]. Additionally,
the liver is linked with the production of methyl compounds, that are involved in DNA
methylation, one of the main hallmarks and quantifiers of biological aging [134]. Neverthe-
less, despite the liver’s central role, only a limited number of studies have been dedicated
to the full elucidation of its exact role in aging. Thus, more studies are warranted to un-
derstand the effect of the liver on aging and rejuvenation. Nonetheless, it is worth noting
that, unlike the kidneys, the liver has unique aging characteristics that mostly manifest
over the age of 60 [90], by which time, biological aging hallmarks are already set in most
populations, which alleviates its direct implication in aging as a causative agent, or limits
it to certain age-associated disease phenotypes. On the other hand, the kidney, the organ
that escorts the body in its aging journey, and is responsible for clearing metabolic waste
from the bloodstream, can also be implicated in metabolism due to its role in vitamin D
synthesis [98], the deficiency of which has been shown to participate in aging, metabolism,
and age-associated diseases [98,100].
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5.2. Senolytic Drugs, the New Pharmacological Focus of Rejuvenation

Although the word senescence is derived from its Latin origin meaning “old”, its
implication in propagating the aging process itself has been, up until recently, controversial.
This controversy is due to the mostly beneficial views towards senescence, particularly with
regards to tissue repair [99], wound healing [95], protection against cancer progression [93],
and embryonic development [91]. Therefore, cell senescence was generally regarded as
a product of aging, induced by telomere attrition, rather than a possible causative agent.
However, a closer examination of the effect of senescent cells on the extracellular milieu, in
particular SASP, elucidated the detrimental effects of this phenomenon on aging tissues
and organs [101]. The state of proliferation arrest that defines senescent cells is recognized
now as a metabolically active state that secrets cytokines, chemokines, proteases, and
growth factors that include among others, interleukins (IL-1β, IL-6, IL-8), TGFβ1, and
WNT16B, which propagate senescence across tissues and organs [101]. Markers associated
with senescence are cyclin-dependent kinase inhibitors p16INK4a and p21CIP1, which are
implicated in cell-cycle arrest [91,101]. This clear senescence marker identification, and
the advent of animal models lacking p16INK4a in 2001 by two different groups [94,102],
or INK-ATTAC transgenic mice that allow for the elimination of cells over-expressing
p16INK4a using a targeted drug [96], permitted a clear demonstration of the major effect
of cellular senescence on biological aging. Based on these findings, it is clear that cellular
senescence is one of the clearest examples of antagonistic pleiotropy [135,136].

A study conducted by Baker et al. (2016) using INK-ATTAC transgenic mice, was
able to show that senescent cell ablation extends the lifespan, delays tumorigenesis, and
attenuates age-related diseases. This method, however, caused partial and tissue-selective
removal of senescent cells, with varying degrees on different organs [96]. In particular,
while this method did not affect the colon and the liver, it had a very noticeable effect on
the kidneys, the heart, and the adipose tissue. More importantly, senescent cells appear to
have specific effects on different organs rather than a uniform systemic role. In this study,
it was shown that it caused a hyper-activation of the local renin–angiotensin–aldosterone
system (RAAS), progenitor cell dysfunction, and cardiac Sur2a downregulation in kidney,
adipose, and heart tissues of old mice, respectively [96]. This variation in SASP mechanistic
action opens speculation on the scope of SASP effect and whether this senescence-associated
secretome can differ from one tissue to another, and more importantly, if such tissue-specific
extracellular vesicles can be traced back in plasma to their original source, thus defining
the extent of specific organ SASP on surrounding tissues, organs, and systems.

Several clinical trials are being performed presently to investigate the therapeutic effect
of senescent cell ablation on specific organs and medical conditions, such as the kidney
(NCT02848131) and osteoarthritis (NCT03513016). Such pharmaceutical interventions
include the use of Dasatinib and Quercetin in a controlled manner and over a short period
of time. Although the results obtained thus far seem to be promising, given the important
role of cell senescence in general physiological functions, such treatment modalities can be
used intermittently to remove the excess accumulation of senescent cells that otherwise
would overwhelm the immune system. Nevertheless, the effectiveness and long-term
benefits of such an approach remains to be determined.

5.3. Cellular Reprogramming and Genetic Rejuvenation

When it comes to addressing the concept of “rejuvenation” as opposed to healthy
aging, cellular reprogramming is the only one to show a significant reversal of cellular aging
hallmarks. Therefore, this promising experimental procedure holds amazing promise for
future applications, including system and organ-specific rejuvenation. In 2007, Yamanaka
factors were identified after the extensive stripping of transcription factors down to four
distinct genes: octamer-binding transcription factor 4 (OCT4), Kruppel-like factor 4 (KLF4),
SRY (sex-determining region Y)-box 2 (SOX2), and proto-oncogene MYC (C-MYC), that
were dubbed OKSM [137]. Concurrently, Yu et al. introduced another set of four reprogram-
ming factors that included OCT3/4, SOX2, NANOG, and LIN-28 [138]. Since then, other
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reprogramming agents were presented including micro-RNAs (miRNA) [139,140] and
long non-coding RNAs (lncRNA) [141] that aid in the partial reprogramming of somatic
cells into different types, otherwise called trans-programming. However, such methods
preserve the methylation profile of the original cell, thereby preserving their cellular age
profile [139,140]. The importance of cell reprogramming, however, extends beyond aging
towards the creation of small organoids that can potentially be harvested and used to treat
certain diseases, where preservation of DNA age and methylation are considered beneficial.

Thus far, the major issue that hinders the development of this rejuvenating interven-
tion in a clinical setting is its unpredictability due to the complete reversal of the somatic
cell into an induced pluripotent stem cell (iPSC) state. Thus, the manner in which these
cells would develop in vivo is highly dependent on extracellular conditions and cannot
be guaranteed to adopt a restorative or a regenerative role if surrounded by disease phe-
notypes. Such inferences can be made based on the numerous studies conducted on stem
cell organ and tissue regeneration [141–143]. However, the most attractive feature of cell
reprogramming is that once differentiated in vitro into specific cell types, cells can retain a
youthful methylation and transcriptomic profile, although this might require additional
treatment to ensure resetting the methylation signature of the cell [144]. However, suc-
cessful methods of reverting cellular aging markers, including their methylation signature,
without the induction of cell de-differentiation, are yet to be accomplished. Regardless,
in vivo partial rejuvenation was effective using short term induction of Yamanaka factors,
which restored DNA damage and ameliorated certain aging hallmarks such as deregulated
histone and senescence-associated genes leading to a 20% increase in the lifespan of these
animal models [145]. This success though does not diminish the possibility of developing
other disease conditions or phenotypes, as more comprehensive research is still needed in
this area to ensure its safety and translatability into clinical applications.

6. Future Outlook and Conclusions

Given the clear differences between a biological system and a mechanical one, any
comparison must consider the inherent complexity of biological components, particularly
when it comes to the diverse roles that each organ plays and the often-overlapping functions
within the system in general. As such, an association of a single organ, such as the kidney,
with the complex phenomenon of aging can only be taken as a percent involvement instead
of an absolute one. Nevertheless, it is obvious, that contaminant build-up in the working
fluid is responsible for significant health issues typically associated with aging. Based on
such evidence, specific studies designed to isolate the effect of reduced kidney function
on aging are warranted, particularly in the absence of such inferences in the field to date.
More importantly, establishing rigorous methods to evaluate the percentage role of specific
organs in aging might help establish organ-specific intervention methods that can make
use of existing therapeutics and rejuvenation techniques in a more translatable manner.

Organ-specific therapeutics, for example, have seen incredible advances over the
past decade, with such methods relying on cell reprogramming techniques to provide
long-term solutions for a set of chronic diseases. The use of organoids to restore the
functionality of some organs, such as the liver, is one of the most promising therapeutic
approaches to date [144,146]; although, there are still many challenges that need to be
addressed [147]. Organoid and stem cell-based kidney-specific therapeutics are already
advancing presently [148,149]. The main challenge that such treatment modalities face is
that they are used as a last resort against severe disease conditions, which entails highly
toxic cellular microenvironments. However, repurposing these techniques to treat reduced
organ function associated with specific age milestones might eventually be more successful
in organ and system maintenance in general.

From a biomedical engineering perspective, future interventions can hold some in-
teresting diagnostic and therapeutic solutions. Such designs are still under investigation,
however, the need for an implantable diagnostic tool to successfully measure and report
the plasma levels of known toxins, hazardous agents, and disease markers, can potentially
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help prevent and resolve disease conditions at their early stages [150]. Particularly since,
once the symptoms of aging associated diseases manifest, existing therapeutics become
increasingly limited. This is particularly important in the context of rejuvenation studies,
as aging tends to take hold before any specific disease phenotype is manifested. Further
advancements in implantable technology can potentially be actively involved, instead of
passively reporting diagnostic data wirelessly [151]. Such devices can potentially remove
toxic components in a selective manner and store them until it reaches saturation, only to be
removed and replaced with another membrane. This additional filtration mechanism could
possibly prevent an extensive list of chronic diseases while providing medical screening
and diagnostic tools. Presently though, advances in medical research are far more advanced
than their counterparts in biomedical engineering, which is fraught with several challenges
and restrictions that hinders their swift development [152]. In particular, implantable de-
vices have to be biocompatible while ensuring an optimum interface with their surrounding
tissue and fluids [153]. Tissue build-up is a common problem that such devices face, which
causes a reduction in the efficacy of sensors and detectors in an exponential manner [154].
Additionally, other engineering concerns include battery lifecycle [155], degradation over
time [151], and information transmissibility [156]. While some of these issues have been
addressed by the advent of several biocompatible and non-toxic implantable materials, the
design of a completely independent long-term implantable device that relies on implantable
in vivo energy-harvesting fuel cells is still challenging. Thus, while future medical solu-
tions can be very promising, present biomedical knowledge can successfully tackle aging
diseases successfully once efforts are directed towards biological systems maintenance
instead of damage control.

In conclusion, we herein attempt to provide a general platform to address aging,
where we stress the importance of having standardized biometrics used in rejuvenation
studies. Such a platform can potentially allow for the assessment and comparison of any
advances made in the field and build upon their success. More importantly, we herein
attempt to shine a light on a rejuvenation avenue that has been largely overlooked. The
new methodology targets the kidney specifically, which has an aging profile that coincides
with overall systemic aging, based on the possible role of filtration organs and contaminant
build up on aging. This hypothesis is further examined by reviewing the involvement of
the kidney in various known aging factors and after listing existing rejuvenation methods,
the possibility of focusing some of these on kidney maintenance becomes very interesting
within the context of systemic rejuvenation. The possible involvement of the kidney in
aging brings about the need for a large body of research to confirm its direct role in this
process. Additionally, once established, numerous rejuvenation methods can be explored
in order to maintain the functionality of the kidney as a filtration system or bring about
diagnostic or other engineering solutions to aid with the filtration process. However, given
that this particular topic has not been explored so far, and in the absence of any direct
findings on the possible involvement of the kidney in aging, this presents a major challenge
or a limitation in the present review, as this hypothesis hinges on the amazing results
presented by Mehdipour et al., (2020), where replacement of plasma with a mixture of
saline and albumin was sufficient to produce the same rejuvenation effects observed in
heterochronic parabiosis. Additionally, the role of the central nervous system, and in
particular the effect of hypothalamus aging on energy homeostasis, hormone balance,
circadian rhythm, nutrient sensing dysfunction, stem cell exhaustion, loss of proteostasis,
and epigenetic alterations was not discussed [157,158], focusing more on major pathways
of rejuvenation studies instead. Thus, it is obvious that several studies are necessary to
elucidate the exact role of filtration on aging, but it is our belief that such an approach is
indeed warranted and merits further exploration.
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Abstract: Parkinson’s disease (PD) is a degenerative disease that can cause motor, cognitive, and
behavioral disorders. The treatment strategies being developed are based on the typical pathologic
features of PD, including the death of dopaminergic (DA) neurons in the substantia nigra of the
midbrain and the accumulation of α-synuclein in neurons. Peiminine (PMN) is an extract of Fritillaria
thunbergii Miq that has antioxidant and anti-neuroinflammatory effects. We used Caenorhabditis
elegans and SH-SY5Y cell models of PD to evaluate the neuroprotective potential of PMN and address
its corresponding mechanism of action. We found that pretreatment with PMN reduced reactive
oxygen species production and DA neuron degeneration caused by exposure to 6-hydroxydopamine
(6-OHDA), and therefore significantly improved the DA-mediated food-sensing behavior of 6-OHDA-
exposed worms and prolonged their lifespan. PMN also diminished the accumulation of α-synuclein
in transgenic worms and transfected cells. In our study of the mechanism of action, we found that
PMN lessened ARTS-mediated degradation of X-linked inhibitor of apoptosis (XIAP) by enhancing
the expression of PINK1/parkin. This led to reduced 6-OHDA-induced apoptosis, enhanced activity
of the ubiquitin–proteasome system, and increased autophagy, which diminished the accumulation
of α-synuclein. The use of small interfering RNA to down-regulate parkin reversed the benefits of
PMN in the PD models. Our findings suggest PMN as a candidate compound worthy of further
evaluation for the treatment of PD.

Keywords: peiminine; Parkinson’s disease; 6-hydroxydopamine; α-synuclein; apoptosis; proteasome;
autophagy; parkin; ARTS; XIAP

1. Introduction

Parkinson disease (PD) is a degenerative disease of dopamine neurons caused by
environmental or genetic factors that most often occurs in adults older than 60 years. There
are currently about 10 million patients with PD worldwide, and the corresponding impacts
on the family, economy and medical system are considerable [1]. The detailed pathologic
mechanism of PD is still unclear. Loss of dopaminergic (DA) neurons in the substantia
nigra compact area of the midbrain is a typical pathologic feature of PD, which results
in a lack of dopamine in the basal ganglia and eventually leads to the onset of clinical
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symptoms, such as bradykinesia, rigidity, tremors, unstable posture, and cognitive and
behavioral problems [2].

Another common and important feature of PD pathology is the accumulation of
insoluble cytoplasmic α-synuclein, and the formation of Lewy bodies and Lewy neurites
in neurons. Therefore, PD is also known as a synucleinopathy [3]. α-Synuclein contains
140 amino acids and has two forms: free and membrane-bound. It is encoded by the
SNCA gene and occupies about 1% of the cytoplasmic protein of brain cells, partly in the
mitochondria and nucleus. The main function of α-synuclein may be to regulate the activity
of synaptic vesicles, the release of neurotransmitters, and the recycling of synaptic vesicles.
In addition, studies have shown that α-synuclein is involved in neuronal Golgi and vesicle
transport, membrane structure regulation, lipid metabolism, mitochondrial fusion, DNA
repair, and cognitive functions [4]. The structure of α-synuclein is unstable, and the α-
helix conformer is easily replaced by a β-sheet. This replacement results in misfolding
and aggregation of α-synuclein to form oligomers or fibrils, which may be related to
sporadic PD, with the end result being dysregulation of the synaptic, mitochondrial, and
protein homeostasis systems; oxidative stress; microtubule damage; and abnormal calcium
signaling [5].

Mutants of α-syncline have been found to be related to familial PD. These include
A53T, A30P, E46K, H50Q, and G51D [6]. Overexpression of human wild-type or A53T
mutant α-synuclein in animals can lead to the deposition of α-synuclein in brain neurons,
causing neurodegenerative toxicity and damage to the dopaminergic system and movement
function, and thus can be used as a PD model [7].

The oxidative stress caused by mitochondrial damage, respiratory chain obstruction,
and antioxidant enzyme defects reflects the imbalance between the generation of reactive
oxygen species (ROS) and the efficiency of cells to detoxify or repair reactive oxygen
intermediates, which ultimately leads to protein, lipid, and DNA damage and disturbance
of redox signals in cells. These are closely related to the degeneration of DA neurons [8].
One report indicated that excessive ROS in the substantia nigra compact lead to apoptosis
of DA neurons [9]. The neurotoxic compound 6-hydroxydopamine (6-OHDA) can enter
cells through DA reuptake transporters and produce ROS, which in turn can selectively
destroy DA neurons by inducing apoptosis, reducing proteasome activity, and preventing
autophagy. 6-OHDA has thus been widely used in various pharmacologic models of PD.

In recent years, important clinical and basic studies have shown that two mitochon-
drial quality-control mechanisms, autophagy and the ubiquitin-proteasome system (UPS),
can help cells resist various types of cellular stress through the PINK1/parkin pathway.
The inner mitochondrial membrane protein PINK1 (PTEN-induced kinase 1) is a ser-
ine/threonine kinase. Ubiquitin E3 ligase parkin can add ubiquitin to a target protein to
promote degradation of the protein by the 26S proteasome. Many proteins are substrates
of parkin, such as α-synuclein. It is known that some patients with autosomal-recessive
PD have mutations in PINK1 and parkin [10].

In damaged mitochondria, PINK1 accumulates on the outer membrane and then
recruits and activates parkin through the phosphorylation of the ubiquitin chain, which
causes the degradation of mitochondria through autophagy or mitophagy or degradation
of the target protein through the UPS [11,12]. Furthermore, reducing mitochondrial-
dependent and mitochondrial-independent apoptosis to increase cell survival can also be
achieved by regulating the activity of PINK1 and parkin [13,14].

X-linked inhibitor of apoptosis protein (XIAP), which belongs to the inhibitor of
apoptosis family of proteins (IAP), can directly prevent the apoptotic activity of caspase
through three baculoviral IAP repeats (BIR domains) [15]. XIAP also has a RING domain,
which can act as an ubiquitin E3 ligase to catalyze the ubiquitination of specific substrate
proteins and promote their degradation by the proteasome [16]. Moreover, some reports
indicate that XIAP can upregulate autophagy [17].

Another protein of interest is ARTS (apoptosis-related protein in the TGF-β signaling
pathway). ARTS, which is located in the outer membrane of mitochondria, is a pro-
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apoptotic protein. Once stimulated by the apoptotic signal, ARTS quickly translocates to
the cytoplasm and binds to XIAP. The antagonized XIAP causes activation of caspase 9,
7, and 3, which leads to apoptosis [18]. ARTS can also act as a modulator of autophagy.
Overexpression of ARTS leads to down-regulated autophagy and a lessened capacity for
proliferation and migration in vascular smooth muscle cells [19]. Interestingly, ARTS has
been proven to be a substrate of parkin. Parkin can reduce neuronal cell apoptosis by pro-
moting the ubiquitination and degradation of ARTS [20]. Some PD patients with mutations
of parkin may have augmented neuronal cell apoptosis caused by increased ARTS.

At present, in addition to treatments for alleviating the symptoms of PD, there are no
successful treatments to effectively slow down or improve the progress of PD. The aglycone
alkaloid peiminine (PMN, Figure 1), which is isolated from the bulbs of Fritillaria thunbergii
Miq, is a traditional herbal medicine of Southeast Asia, namely zhe bei mu. PMN has been
confirmed to have several pharmacologic effects linked to anti-inflammatory and antiox-
idant activity [21]. For example, Du et al. showed that PMN reduces acute lung injury
caused by lipopolysaccharide (LPS) in mice by inhibiting inflammation-related factors and
the formation of lipid rafts [22]. Luo et al. indicated that PMN can improve interleukin-1β
(IL-1β)-induced osteoarthritis in mice by inhibiting the inflammatory response of chon-
drocytes [23]. Chen et al. revealed that PMN can prevent neuroinflammation and protect
DA neurons in the LPS-induced PD model in rat [24]. However, the effectiveness of PMN
against PD-related oxidative stress and α-synuclein accumulation has not been evaluated.

Figure 1. Chemical structure of peiminine (PMN).

In the present study, we first used Caenorhabditis elegans as an in vivo model of PD
and a platform for evaluating the neuroprotective potential of PMN, because it has DA
neurons, humans PD-related orthologous genes, known dopamine-regulated behavior
patterns, easy-to-obtain genetically modified strains, low cost, short life cycle, transparent
body and other advantages [25–27]. Primary mammalian neurons are terminal mature
cells, which cannot be propagated in vitro and have limited use. The use of transformed
neuronlike cells can overcome this limitation. The SH-SY5Y neuroblastoma cell line was
derived from a metastatic bone tumor biopsy. It expresses tyrosine hydroxylase (TH) and
dopamine-β-hydroxylase, which are characteristic of catecholaminergic neurons, and can
be differentiated to a more mature neuronlike phenotype by treatment with retinoic acid.
Thus, we used the SH-SY5Y cell line as in vitro model to further confirm the neuroprotective
ability of PMN and explore its anti-parkinsonism mechanism [28,29].

2. Results

2.1. Toxicity of Peiminine in Worms

The toxicity of PMN in the worm models was evaluated by use of food clearance tests.
Compared with the food clearance curve in the untreated group of worms, the curve of the
N2, BZ555, NL5901, and DA2123 strains was significantly slowed when 1.25 mM PMN
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was added to the culture (Figure 2). Observation with a dissecting microscope showed
that the offspring decreased in number and body size (data not shown), which reflects the
toxicity of PMN and a significant reduction in E. coli consumption. A PMN concentration
of 0.25 mM did not significantly affect the food clearance curve of any strain of worms.
Therefore, in subsequent experiments, the PMN concentration used to treat worms was set
to a maximum of 0.25 mM.

Figure 2. Evaluation of the toxicity of peiminine (PMN) in worms by food clearance test. In 96-well plates, L1 stage worms
of four strain were cultured on OP50 E. coli (OD A595 = 0.6) feeding S-medium containing four concentrations of PMN,
respectively. Cultivation was continued for 6 days, and the OD value of each group was measured and recorded daily.

2.2. PMN Pretreatment Significantly Reduces Dopaminergic Neuron Degeneration of
6-Hydroxydopamine-Exposed BZ555 Worms

Fluorescence microscopy analysis showed that the GFP expression in the three pairs of
DA neurons in the head of 6-OHDA-exposed BZ555 worms was significantly decreased, re-
flecting the destruction of DA neuron integrity (Figure 3a). PMN pretreatment significantly
enhanced the GFP signals (Figure 3a). Using ImageJ software to quantify the fluorescence
intensity, we found that the average GFP fluorescence intensity of 6-OHDA-exposed worms
was lessened by 57.3% (p < 0.001) compared with that in control worms (Figure 3b). PMN
pretreatment increased the fluorescence intensity of GFP in 6-OHDA-exposed worms in
a dose-dependent manner. The 0.25 mm concentration of PMN raised the fluorescence
intensity of DA neurons by 1.8-fold (p < 0.01) (Figure 3b).
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Figure 3. Dopaminergic (DA) neurons degeneration, food-sensing behavior defects, and shortened
lifespan of worms caused by 6-hydroxydopamine (6-OHDA) are improved by peiminine (PMN)
pretreatment. L1 stage worms were transferred to OP50/NGM plates with or without PMN and
grown to the L3 stage, exposed to 6-OHDA for 1 h, and then transferred to OP50/NGM/FUDR
plates with or without PMN and cultured for another 3 days before analysis. (a) Representative
fluorescence images of GFP expression patterns in head DA neurons of BZ555 worms in each group.
Scale bar = 50 μm. (b) The fluorescence intensity of the GFP image of each group was quantified in
(a) using ImageJ software. (c) The DA neuron degeneration phenotype defects of each group in (a)

205



Int. J. Mol. Sci. 2021, 22, 10240

were scored. The data are represented as a percentage of the total population of worms with
defective DA neuron phenotypes. (d) Analysis of the food-sensing behavior of N2 worms in each
group. The slowing rate was defined as the percentage decrease in the body bending frequency
of worms on the lawn with bacteria compared with without bacteria (20 s on each type of lawn).
(e) Cumulative survival curves of N2 worms in each group. In the above experiments, a total of 50
worms were counted in each group. # Indicates a significant difference between 6-OHDA-exposed
and control worms (# p < 0.001); * Indicates a significant difference between the PMN-pretreated,
6-OHDA-exposed and PMN-untreated, 6-OHDA-exposed groups (* p < 0.05, ** p < 0.01).

Furthermore, the percentage of abnormal phenotypes in 6-OHDA-exposed worms
was significantly higher than in control worms by 3.9-fold (p < 0.001) (Figure 3c). Compared
with that in the 6-OHDA-exposed worms, the phenotype of DA neuron degeneration was
significantly reduced in 6-OHDA-exposed worms pretreated with 0.25 mM PMN by 35.3%
(p < 0.01) (Figure 3c).

2.3. Food-Sensing Behavioral Defects of 6-OHDA-Exposed Worms Are Restored by
PMN Pretreatment

The DA neuron function of worms is reflected in food-sensing behavior. When in
contact with food, worms reduce their speed of movement (the frequency of body bending)
to increase the efficiency of eating. The results showed that, compared with that on
nonbacterial lawns, the bending frequency of wild-type N2 worms decreased by 53.7%
(p < 0.001) after contact with bacterial lawns (quantified by the “slowing rate”) (Figure 3d).
Compared with the control group, 6-OHDA-exposed N2 worms displayed a significant
lessening in the slowing rate by 48.4% (p < 0.001). PMN dose-dependently increased the
slowing rate of worms exposed to 6-OHDA. Compared with the 6-OHDA-exposed worms,
the slowing rate of worms pretreated with 0.25 mM PMN increased by 1.9-fold (p < 0.01)
(Figure 3d). The above results confirm that the damage to DA neurons caused by 6-OHDA
can be improved by PMN pretreatment.

2.4. Lifespan of 6-OHDA-Exposed Worms Is Extended by PMN Pretreatment

Patients with PD have a shortened lifespan. As shown in Figure 3e, the lifespan of
6-OHDA-exposed N2 worms was shorter than that of control worms. However, PMN
pretreatment could dose-dependently prolong the lifespan of 6-OHDA-exposed worms
(Figure 3e). The cumulative survival model of lifespan calculated using the Kaplan–
Meier method showed that the average survival time of the 6-OHDA-exposed group was
11.8 ± 1.2 days, while the average survival time of the 0.25 mM PMN-pretreated 6-OHDA-
exposed group was 19.8 ± 2.1 days (p < 0.001) (Figure 3e). Thus, the shortening of lifespan
caused by 6-OHDA was improved by PMN pretreatment.

2.5. Accumulation of Human α-Synuclein in Muscle Cells of NL5901 Worms Is Reduced by
PMN Treatment

The aggregation and accumulation of human α-synuclein caused by overexpression
or mutation of SNCA is a pathologic feature of PD. We used transgenic worms (NL5901)
in which muscle cells express the YFP-fused protein of human α-synuclein for analysis.
We found that PMN dose-dependently decreased the YFP fluorescence intensity of muscle
cells of worm, which reflected the diminution in α-synuclein accumulation (Figure 4a). The
fluorescence intensity of worms treated with 0.25 mM PMN was reduced by 33% compared
with that in untreated worms (p < 0.01) (Figure 4b).
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Figure 4. Accumulation of human α-synuclein in muscle cells of NL5901 worms was significantly
reduced by treatment with peiminine (PMN). L1 stage NL5901 worms were cultured on OP50/NGM
plates with or without PMN for 1 day. The worms were transferred to OP50/NGM/FUDR plates
with or without PMN and cultured for 3 days, and then analyzed by fluorescence microscopy.
(a) Representative YFP fluorescence images of the accumulation of α-synuclein in the head muscles of
worms in each group. Scale bar = 50 μm. (b) ImageJ software was used to quantify the fluorescence
intensity of YFP of each group (n = 50) in (a). (c) The protein levels of α-synuclein in each group were
analyzed by Western blotting. The loaded internal control is the level of β-actin. The image shows
representative data from one of three independent experiments. The relative ratio is expressed as
the ratio of the level of α-synuclein in each group to that in the PMN-untreated group. * Indicates
a significant difference between the PMN-treated group and the PMN-untreated group (* p < 0.05,
** p < 0.01, *** p < 0.001).

To clarify the reason for the reduced fluorescence intensity of α-synuclein-YFP in
NL5901 worms treated with PMN, we performed Western blot analysis. The results
indicate that PMN dose-dependently reduced the protein level of α-synuclein and therefore
lessened its accumulation (Figure 4c), but did not directly interfere with its aggregation
(data not shown). After treatment with 0.25 mM PMN, the level of α-synuclein in muscle
cells was diminished by 38% in NL5901 worms compared with untreated worms (p < 0.001)
(Figure 4c).

2.6. PMN Pretreatment Decreases the Level of Reactive Oxygen Species in 6-OHDA-Exposed N2
Worms and Enhances the Expression of Pink1 and Pdr-1

Our previous studies showed that 6-OHDA exposure will increase the ROS in the
worm, thus causing DA neuronal apoptosis and degeneration [30]. Therefore, we wanted
to know whether PMN affected the ROS levels in 6-OHDA-exposed worms. Compared
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with that in the control group, the ROS level of 6-OHDA-exposed worms was significantly
increased by about 2.7-fold (p < 0.001) (Figure 5a). PMN diminished the ROS levels of
6-OHDA-exposed worms in a dose-dependent manner. After pretreatment with 0.25 mM
PMN, the ROS level was lessened by about 49.2% compared with that in the untreated
group (p < 0.01) (Figure 5a).

Figure 5. Pretreatment with peiminine (PMN) significantly lessened the level of reactive oxygen
species (ROS) in 6-hydroxydopamine (6-OHDA)-exposed N2 worms and augmented the expression
of pink1 and pdr-1. L1 stage N2 worms were transferred to OP50/NGM plates with or without
PMN and grown to the L3 stage, exposed to 6-OHDA for 1 h, and then transferred to
OP50/NGM/FUDR plates with or without PMN and cultured for another 3 days for analysis.
(a) Thirty worms randomly selected from each group were transferred to the wells of a 96-well plate,
and the 2′,7′-dichlorodihydrofluorescein diacetate (H2DCFDA) probe was used to detect the level
of intracellular ROS. # Indicates a significant difference between the 6-OHDA-exposed group and
the control group (# p < 0.001); * Indicates a significant difference between the PMN- pretreated
6-OHDA-exposed group and the PMN-untreated 6-OHDA-exposed group (* p < 0.05, ** p < 0.01). (b)
qPCR was used to quantify the mRNA levels of PD-related homologous genes in worms. # Indicates a
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significant difference between the 6-OHDA-exposed group and the control group (# p < 0.05);
* Indicates a significant difference between the PMN-pretreated 6-OHDA-exposed group and the
PMN-untreated 6-OHDA-exposed group (** p < 0.01).

In addition, we analyzed the expression of homologous genes in C. elegans that are
known to be associated with the pathophysiology of human PD. Using real-time quan-
titative PCR (qPCR), the expression of lrk-1/LRRK2, djr-1.1/djr-1.2/DJ-1, vps-35/VPS35,
catp-6/ATP13A2, and dnj-27/DNAJC10/Hsp40 in the 6-OHDA-exposed group was not
significantly different from that in the control group (Figure 5b). However, the level of
pink-1/PINK1 and pdr-1/PREN/parkin was slightly reduced (p < 0.05). In worms pretreated
with 0.25 mM PMN, the mRNA levels of pink-1 and pdr-1 were augmented by 1.3-fold
(p < 0.01), respectively, compared with the PMN-untreated 6-OHDA-exposed group
(Figure 5b).

2.7. PMN Treatment Enhances Proteasome Activity, Autophagy, and expression of Pdr-1 in
NL5901 Worms

Previous studies have shown that the accumulation of α-synuclein can affect pro-
teasome activity and autophagy, and that increasing the activity of the proteasome and
autophagy can improve the cytotoxicity induced by the accumulation of α-synuclein [31].
Therefore, we used the fluorescent substrate of chymotrypsin to evaluate the effect of PMN
on the proteasome activity of NL5901 worms. The basal level of proteasome activity in
NL5901 worms was decreased by 27.3% compared with activity in N2 worms (p < 0.01)
(Figure 6a). PMN treatment could enhance proteasome activity in a dose-dependent man-
ner. Compared with the activity of the untreated group, treatment with 0.25 mM PMN
increased the proteasome activity of worms 1.3-fold (p < 0.01) (Figure 6a).

Figure 6. Cont.
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Figure 6. Treatment with peiminine (PMN) enhanced proteasome activity, autophagy, and pdr-1
expression in NL5901 transgenic worms. (a) L1 stage NL5901 worms were cultured on OP50/NGM
plates with or without PMN for 1 day. Worms were then transferred to OP50/NGM/FUDR plates
with or without PMN and cultured for 3 days for analysis. The worm extracts of each group were
tested for proteasome activity under the same amount of total protein. # Indicates a significant
difference between N2 and NL5901 worms (# p < 0.01). * Indicates a significant difference between
the PMN-treated group and the PMN-untreated group (* p < 0.05, ** p < 0.01). (b) L1 stage DA2123
worms were cultured on OP50/NGM plates with or without PMN for 1 day. Worms were then
transferred to OP50/NGM/FUDR plates with or without PMN and cultured for 3 days for analysis.
Representative images of the fluorescence distribution of positive puncta in the seam cells of each
group of worm. Scale bar = 10 μm. (c) The number of positive puncta in the seam cells of DA2123
worms was calculated. At least 20 worms were calculated in each group, and at least 20 seam cells
were calculated for each worm. * Indicates a significant difference between the PMN-treated group
and the PMN-untreated group (* p < 0.05, ** p < 0.01). (d) The expression levels of PD-related genes in
N2 and PMN-untreated or treated NL5901 worms were quantified by qPCR. # Indicates a significant
difference between N2 and NL5901 worms (# p < 0.05). * Indicates a significant difference between
the PMN-treated group and the untreated group (*** p < 0.001).

In addition, we used transgenic DA2123 worms expressing LGG-1 (human LC3 ho-
mologous protein) fused with GFP derived by the lgg-1 promoter to evaluate the autophagy
activity by counting the number of fluorescent puncta formed in seam cells (Figure 6b).
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Compared with the number in untreated worms, the number of LGG-1::GFP puncta in-
creased 1.28-fold (p < 0.01) after treatment with 0.25 mM PMN (Figure 6c).

Finally, we used qPCR to determine the expression levels of PD-related genes in
N2 and PMN-untreated or treated NL5901 worms. Compared with N2 worms, except
for the slightly lower expression of pink-1 and pdr-1 (p < 0.05), there was no significant
difference in the basal level of expression of other genes in NL5901 worms (Figure 6d).
After treatment with 0.25 mM PMN, the expression of pink-1 and pdr-1 in NL5901 worms
was significantly increased by 1.5 fold (p < 0.001), respectively, compared with the untreated
group (Figure 6d).

2.8. Inhibiting the Expression of Pdr-1 in Worms Can Reverse the Ability of PMN to Improve
PD Pathology

The above experiments showed that PMN can promote the expression of pdr-1 in
worms. Furthermore, we wanted to verify the main mediating role of pdr-1 by use of RNAi
in PMN-pretreated 6-OHDA-exposed BZ555 worms and PMN-treated NL5901 worms. In
BZ555 worms, the mRNA expression of pdr-1 in the pdr-1 RNAi group was reduced by
71% (No. 1, p < 0.001) compared to that in the control RNAi group (Figure 7a). After pdr-1
down-regulation, GFP fluorescence intensity did not increase in PMN-pretreated 6-OHDA-
exposed BZ555 worms compared with that in the PMN-untreated 6-OHDA-exposed group,
reflecting that PMN lost the ability to improve DA neuron degeneration (Figure 7b–d).

In NL5901 worms, the expression of pdr-1 in the pdr-1 RNAi group was reduced by
76.3% (no. 2, p < 0.001) compared with expression in the RNAi control group (Figure 7e).
After pdr-1 down-regulation, YFP fluorescence intensity did not decline in PMN-treated
NL5901 worms compared with that in the PMN-untreated group, reflecting that the ac-
cumulation of α-synuclein was not improved (Figure 7f,g). In Western blotting analysis,
after pdr-1 was down-regulated, PMN-treated NL5901 worms did not show a lessening in
human α-synuclein protein levels compared with the PMN-untreated group (Figure 7h),
reflecting that the amount of α-synuclein was not reduced.
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Figure 7. Using RNA interference (RNAi) to down-regulate the mRNA expression of pdr-1 can abolish the ability of
peiminine (PMN) to improve the pathology of Parkinson disease in worm models. In the 6-OHDA-exposed BZ555 model,
L1 stage worms were transferred to pdr-1 RNAi/NGM plates with or without PMN and grown to the L3 stage, exposed to
6-OHDA for 1 h, and then transferred to pdr-1 RNAi/NGM/FUDR plates with or without PMN and cultured for another
3 days for analysis. In the transgenic NL5901 model, L1 stage worms were cultured on pdr-1 RNAi/NGM plates with or
without PMN for 1 day and then transferred to pdr-1 RNAi/NGM/FUDR plates with or without PMN and cultured for
3 days. (a) The relative level of pdr-1 mRNA in pdr-1 RNAi-treated BZ555 worms was determined by qPCR. * Indicates
a significant difference between the prd-1 RNAi group and the control RNAi group (*** p < 0.001). (b) Representative
fluorescence images of GFP expression patterns in DA neurons of BZ555 worms in each group. Scale bar = 50 μm. (c) ImageJ
software was used to quantify the fluorescence intensity of the GFP image in (b) (n = 50). (d) The DA neuron degeneration
phenotype defects of each group in (b) were scored. The data are represented as a percentage of the total population of
worms with defective DA neuron phenotypes. # Indicates a significant difference between the 6-OHDA-exposed group and
the control group (# p < 0.001). (e) The relative level of pdr-1 mRNA in pdr-1 RNAi-treated NL5901 worms was determined
by qPCR. * Indicates a significant difference between the prd-1 RNAi group and the control RNAi group (*** p <0.001).
(f) Representative YFP fluorescence images of the accumulation of α-synuclein in the head muscles of worms in each group.
Scale bar = 50 μm. (g) ImageJ software was used to quantify the YFP fluorescence intensity of each group (n = 50) in (f).
# Indicates a significant difference between the PMN-treated group and the PMN-untreated group (# p < 0.001). (h) The
protein levels of α-synuclein in each group were analyzed by Western blotting. The loaded internal control is the level of
β-actin. The image shows representative data from one of three independent experiments. The relative ratio is represented
as the ratio of the level of α-synuclein in each group to that in the PMN-untreated group.
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2.9. PMN Treatment Improves the Toxicity of 6-OHDA Exposure and α-Synuclein Overexpression
in the SH-SY5Y Cell Line

To further evaluate the efficacy of PMN in improving PD, we used a human SH-SY5Y
cell line with 6-OHDA exposure and α-synuclein overexpression. According to the results
of the MTT assay, treatment with 4 μM PMN was not toxic to SH-SY5Y cells (Figure 8).
In addition, the viability of 6-OHDA-exposed and α-synuclein-overexpressing cells was
reduced by 47% (p < 0.001) and 23% (p < 0.01), respectively, compared with the control
group (Figure 8). When the 6-OHDA-exposed and α-synuclein-overexpressing cells were
treated with 1 μM PMN, their viability was increased 1.7-fold (p < 0.01) and 1.3-fold
(p < 0.01), respectively, compared with the PMN-untreated groups (Figure 8).

Figure 8. PMN treatment reduces the toxicity of 6-OHDA exposure and α-synuclein overexpression in the SH-SY5Y cell
line. Cells were treated with 0.1, 0.2, 0.5, 1, 2, or 4 μM PMN for 24 h (SH-SY5Y group), followed by 6-OHDA exposure for 18
h (6-OHDA-treated SH-SY5Y group), or α-synuclein-overexpressing cells were treated with PMN for 24 h (α-synuclein-
overexpressing SH-SY5Y group), and the cell survival rate was determined by MTT assay. # Indicates a significant difference
between the 6-OHDA-exposed group or α–synuclein-overexpressing group and the control group (## p < 0.01, ### p < 0.001).
* Indicates a significant difference between the PMN-treated group and the PMN-untreated group (* p < 0.05, ** p < 0.01).

2.10. Down-Regulation of Parkin Abolishes the Anti-Apoptotic ability of PMN in
6-OHDA-Exposed SH-SY5Y Cells

The results of our research in the worm model confirmed that PMN can ameliorate
ROS toxicity and DA neuron death caused by 6-OHDA exposure, which may inhibit cell
apoptosis by inducing the expression of pdr-1 (a human parkin homologous gene). We
further used the SH-SY5Y cell model to verify this result. DiOC6 and Hoechst 33258
analysis showed that compared with the unexposed group, the 6-OHDA-exposed group
had a 44% reduction in mitochondrial membrane potential (MMP, p < 0.001) (Figure 9a,c)
and 2.1-fold (p < 0.001) greater nuclear condensation (Figure 9b,c). To quantify apoptosis,
we used Annexin-V-FITC/PI flow cytometry analysis. As shown in Figure 9d, compared
with that in the control group, apoptosis was 3.7-fold greater in the 6-OHDA-exposed group
(p < 0.001). Western blot analysis showed that compared with levels in the control group,
the protein levels of PINK1 and parkin were decreased by 47.0% (p < 0.001) and 59.7%
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(p < 0.001), respectively, in the 6-OHDA-exposed group. The levels of cleaved caspase 9,
caspase 7, caspase 3, and PARP associated with apoptosis were 3.7-fold (p < 0.001), 2.5-fold
(p < 0.001), 3.2-fold (p < 0.001), and 9.3-fold (p < 0.001) greater, respectively (Figure 10a,b).

Figure 9. Cont.

215



Int. J. Mol. Sci. 2021, 22, 10240

Figure 9. Cont.

216



Int. J. Mol. Sci. 2021, 22, 10240

Figure 9. Down-regulation of parkin by RNAi can reverse the anti-apoptotic effect of peiminine
(PMN) in 6-hydroxydopamine (6-OHDA)-exposed SH-SY5Y cells. SH-SY5Y cells were transfected
with control siRNA or parkin siRNA for 24 h, and then the transfected cells were treated with
1 μM PMN or no treatment, respectively. After 24 h, cells were exposed to 100 μM 6-OHDA for 18 h.
(a) DiOC6 (1 μM) staining was used to evaluate damage to mitochondrial membrane potential (MMP).
The representative fluorescence images of each group are shown here. (b) Hoechst 33258 (5 μg/mL)
staining was used to evaluate the ratio of nuclear condensation. The representative fluorescence
images of each group are shown here. (c) ImageJ software was employed to analyze the fluorescence
intensity of the staining in (a) and (b). The relative fluorescence intensity is indicated as a ratio
relative to the control group. (d) Flow cytometric analysis of Annexin-V-FITC and PI staining was
implemented on each group. Apoptosis rate = percentage of early apoptotic cells in the lower right
quadrant + percentage of late apoptotic cells in the upper right quadrant. The results shown above
are the standard errors of the average of three independent experiments. # Indicates a significant
difference between the 6-OHDA-exposed group and the control group (### p < 0.001). * Indicates a
significant difference between the PMN-pretreated 6-OHDA-exposed group and the PMN-untreated
6-OHDA-exposed group (** p < 0.01, *** p < 0.001).
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(b) 

 

 

 

Figure 10. Western blot analysis was used to quantify the levels of PINK1, parkin, ARTS, XIAP, and apoptotic core proteins.
SH-SY5Y cells were transfected with control siRNA or parkin siRNA for 24 h, and then the transfected cells were treated
with 1 μM PMN or no treatment, respectively. After 24 h, cells were exposed to 100 μM 6-OHDA for 12 h. (a) Shows
representative results from one of three independent experiments. (b) ImageJ software was utilized to quantify the signal
intensity of the image in (a). The loaded internal control is the level of β-tubulin. The relative ratio is represented as the
ratio of each group to the control group. # Indicates a significant difference between the 6-OHDA-exposed group and the
control group (# p < 0.001). * Indicates a significant difference between the PMN-pretreated 6-OHDA-exposed group and
PMN-untreated 6-OHDA-exposed group (* p < 0.001).
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However, PMN pretreatment significantly lessened the apoptosis of SH-SY5Y cells
induced by 6-OHDA. Compared with that of PMN-untreated 6-OHDA-exposed cells,
the MMP of 1 μM PMN-treated 6-OHDA-exposed cells was 1.7-fold greater (p < 0.01)
(Figure 9a,c). Nuclear condensation was reduced by 47% (p < 0.001) (Figure 9b,c), and
apoptosis was significantly diminished by 60% (p < 0.001) (Figure 9d). In addition, the
protein levels of PINK1 and parkin were augmented 4.8-fold (p < 0.001) and 5.5-fold
(p < 0.001), respectively. The levels of cleaved caspase 9, caspase 7, caspase 3, and PARP
were reduced by 76% (p < 0.001), 52% (p < 0.001), 66% (p < 0.001), and 89% (p < 0.001),
respectively (Figure 10a,b). Finally, we used RNAi to inhibit the expression of parkin in
SH-SY5Y cells. We found that the ability of PMN to reverse 6-OHDA-induced apoptosis
was blocked (Figures 9 and 10).

2.11. Down-Regulation of Parkin Can Reverse the Ability of PMN to Enhance
Ubiquitin-Proteasome System Activity and Autophagy in α-Synuclein-Overexpressing
SH-SY5Y Cells

Since we confirmed in the above experiments that PMN can improve the accumulation
of α-synuclein in NL5901 worms, we hypothesized that it may be associated with inducing
the expression of pdr-1 to enhance the UPS and the activity of autophagy. We further
used the human α-synuclein-overexpressing SH-SY5Y cell model to verify this result.
First, we constructed the pcDNA 3.1-SNCA-Myc plasmid and transfected it into the SH-
SY5Y cell line to obtain an α-synuclein-overexpressing cell model [31]. Compared with
values in the control group, in α-synuclein-overexpressing cells, the UPS activity and the
fluorescence intensity of acidic vesicle organelle staining were decreased by 12% (p < 0.01)
(Figure 11a) and 39% (p < 0.001) (Figure 11b,c), respectively. To quantify the autotrophic
defect caused by overexpression of α-synuclein, we used LC3II-based flow cytometry. As
shown in Figure 11d, compared with the control group, overexpression of α-synuclein
caused a 32% reduction in the autophilic activity of SH-SY5Y cells (p < 0.01). Western blot
analysis showed that compared with the control group, PINK1 and parkin were reduced
by 60% (p < 0.001) and 73% (p < 0.001) in α-synuclein-overexpressing cells, respectively
(Figure 12a,b). The autophagy-related proteins PI3K p100, Atg7, and LC3I/LC3II were
lessened by 37% (p < 0.001), 62% (p < 0.001), and 25% (p < 0.001), respectively. There were
no significant changes in mTOR or p-mTOR (Figure 12a,b).
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Figure 11. Down-regulation of parkin can abolish the ability of PMN to promote UPS activity and
autophagy in α-synuclein-overexpressing SH-SY5Y cells. α-Synuclein-overexpressing SH-SY5Y cells
were transfected with control siRNA or parkin siRNA for 24 h. Next, the transfected cells were
treated with 1 μM PMN or untreated for 24 h and then analyzed. (a) Suc-Leu-Leu-Val-Tyr-AMC was
used as a substrate for measuring proteasome activity. The relative fold of the proteasome activity
is represented as the ratio of the activity of each group to the control group. (b) Acridine orange
staining was used to evaluate the number of acidic vesicular organelles in cells. The representative
fluorescence images of each group are shown here. (c) The fluorescence intensity of the staining
in (b) was analyzed by employing ImageJ software. The relative fluorescence intensity is shown
as the ratio of the fluorescence intensity of each group to that of the control group. (d) Cells were
incubated with the Autophagosome Detection Reagent for 30 min and analyzed by flow cytometry.
The results shown above are the standard errors of the average of three independent experiments.
# Indicates a significant difference between the α-synuclein-overexpressing group and the control
group (## p < 0.01, ### p < 0.001). * Indicates a significant difference between the PMN-pretreated
group and the PMN-untreated group (** p < 0.01, *** p < 0.001).
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Figure 12. Western blot analysis was used to quantify the protein levels of PINK1, parkin, ARTS, XIAP, and autophagy core
proteins. α-Synuclein-overexpressing SH-SY5Y cells were transfected with control siRNA or parkin siRNA for 24 h. Next,
the transfected cells were treated with 1 μM PMN or untreated for 24 h and then analyzed. (a) Shows representative results
from one of three independent experiments. (b) ImageJ software was utilized to quantify the signal intensity of the image in
(a). The loaded internal control was the level of β-tubulin. The relative ratio is represented as the ratio of each group to the
control group. # Indicates a significant difference between the α-synuclein-overexpressing group and the control group
(# p < 0.001). * Indicates a significant difference between the PMN-treated group and the PMN-untreated group (* p < 0.001).

PMN treatment improved the defects in the UPS and autophagy caused by α-synuclein
overexpression in SH-SY5Y cells. The results show that compared with the PMN-untreated
group, the UPS activity, the fluorescence intensity of acidic vesicular organelle staining,
and autophilic activity increased by 2.0-fold (p < 0.001) (Figure 11a), 1.6-fold (p < 0.01)
(Figure 11b,c), and 2.7- fold (p < 0.001) (Figure 11d) in the PMN-treated group, respectively.
Western blot analysis indicated that in the PMN-treated group compared with the untreated
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group, the protein level of PINK1 and parkin increased by 2.9-fold (p < 0.001) and 3.8-
fold (p < 0.001), respectively (Figure 12a,b). The expression of PI3K p100, Atg7, and
LC3I/LC3II was augmented by 2.3-fold (p < 0.001), 2.6-fold (p < 0.001), and 3.5-fold
(p < 0.001), respectively (Figure 12a,b). There was no significant change in mTOR or p-
mTOR (Figure 12a,b). Finally, we used RNAi to down-regulate the expression of parkin in
α-synuclein-overexpressing cells. The results revealed that the ability of PMN to activate
the UPS and autophagy was inhibited (Figures 11 and 12).

2.12. PMN May Contribute to Anti-Parkinson Activity by Up-Regulating Parkin Performance,
Leading to a Diminution of Apoptosis-Related Protein in the TGF-β Signaling Pathway (ARTS)
and a Rise in X-Linked Inhibitor of Apoptosis (XIAP)

In worm and cell models with 6-OHDA exposure and α-synuclein overexpression, we
confirmed that PMN can enhance parkin expression. Parkin is known as an E3 ubiquitin
ligase, which can regulate the activity of downstream substrates through selective ubiquiti-
nation. Through extensive analysis, we found that one of its substrates, ARTS, may also
be involved in the neuroprotective mechanism of PMN. Using Western blot analysis, we
showed that ARTS protein expression in 6-OHDA-exposed cells was 1.4-fold (p < 0.001) that
of control cells (Figure 10). In PMN-treated 6-OHDA-exposed cells, ARTS protein expres-
sion was reduced by 29.0% (p < 0.001) compared with PMN-untreated 6-OHDA-exposed
cells (Figure 10). Using RNAi to down-regulate the expression of parkin in SH-SY5Y
cells, we found that the ability of PMN to reverse the 6-OHDA-induced increase in ARTS
expression was abolished (Figure 10). In α-synuclein-overexpressing cells, ARTS protein
expression increased by 3.2-fold (p < 0.001) compared with that in control cells (Figure 12).
In α-synuclein-overexpressing cells, the expression of ARTS protein was reduced by 69.0%
(p < 0.001) in the PMN-treated group compared with the untreated group (Figure 12).
RNAi was used to down-regulate the expression of parkin in α-synuclein-overexpressing
SH-SY5Y cells. We found that the ability of PMN to reverse the increase in ARTS induced
by overexpression of α-synuclein was abolished (Figure 12).

Several reports have shown that the function of XIAP, which can regulate apoptosis
and promote proteasome activity and autophagy, is inhibited by binding of ARTS [15–17].
We wanted to further analyze whether PMN could affect the level of XIAP. Western blot
analysis showed that XIAP protein expression in 6-OHDA-exposed cells was lessened by
79.3% (p < 0.001) compared with that in control cells (Figure 10). In PMN-treated 6-OHDA-
exposed cells, XIAP protein expression was 5.2-fold (p < 0.001) that in PMN-untreated
6-OHDA-exposed cells (Figure 10). Using RNAi to down-regulate the parkin expression
of cells, we found that the ability of PMN to reverse 6-OHDA-induced XIAP reduction
was abolished (Figure 10). In α-synuclein-overexpressing cells, XIAP protein expression
was reduced by 70.3% compared with that in control cells (p < 0.001) (Figure 12). In α-
synuclein-overexpressing cells, XIAP protein expression in the PMN-treated group was
3.7-fold (p < 0.001) that in the untreated group (Figure 12). Using RNAi to down-regulate
the parkin expression of cells, we found that the ability of PMN to reverse the diminished
expression of XIAP induced by overexpression of α-synuclein was abolished (Figure 12).

3. Discussion

Previous studies have shown that PMN has rich biopharmaceutical activities, which
can lead to resistance to oxidation, inhibition of inflammation, and blocking of tumor
growth [32,33]. Here, we confirmed another activity of PMN: namely, a neuroprotective
effect. PMN can inhibit 6-OHDA-induced ROS production, the decline in MMP, and
cell apoptosis both in vivo and in vitro, thus preventing DA neuron degeneration and
improving DA-related food-sensing behavior and lifespan defects in a worm model. We
also showed that PMN can enhance the UPS and autophagy activity, thus reducing the
accumulation of α-synuclein. This is the first time that PMN has been shown to have PD
pathology-inhibiting features in animal and cell models. We also explored the possible
molecular mechanisms of PMN through RNAi experiments. PMN may activate the PINK1
(worm homologous gene pink1)/parkin (worm homologous gene pdr-1) pathway and
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regulate the activity of their downstream substrates, such as enhancing the ubiquitination
and degradation of ARTS (worm homologous genes unc-59 and unc-61). This in turn
increases the level of XIAP (worm homologous gene iap), preventing 6-OHDA-induced
apoptosis and excessive accumulation of α-synuclein.

Research has shown that PINK1 deficiency impairs the differentiation of DA neurons
from adult neural stem cells [34] and inhibits the mitophagy and MMP of DA neurons [35].
Knockout of PINK1 affects the neurotransmission of DA neurons and causes motor dysfunc-
tion in Drosophila [36]. In PINK1 knockout mice, the aggregation of abnormal endogenous
α-synuclein is increased, which increases the sensitivity of DA neurons to α-synuclein
and finally causes degeneration [37]. In addition, PINK1 knockout mice have less tyrosine
hydroxylase in the hippocampus, which changes DA signaling in the hippocampus and
causes damage to learning and memory [38]. In aging PINK1 knockout mice, mitochondrial
DNA heteroplasmy in the substantia nigra is increased [39]. Other studies have shown
that loss of PINK1 and overexpression of α-synuclein can lead to a diminution in the
length of neurites in midbrain neurons, which may be related to mitochondrial fission and
increased Golgi fragmentation [40]. Drp1 is a substrate of PINK1, and PINK1-mediated
phosphorylation of Drp1S616 can directly increase mitochondrial fission, independent of
parkin and autophagy. Some PINK1-related cases of familial and sporadic PD have been
shown to have decreased phosphorylation of Drp1S616 [41]. Therefore, PMN can enhance
the neuroprotective effect by increasing the expression of PINK1.

Aging parkin knockout mice display dyskinesias, including hindlimb defects and
neuronal loss. In the DA neurons of these mice, the internal structure of the mitochondria is
abnormal and fragmented [42]. Moreover, loss of parkin function results in an intrastriatal
reconfiguration of interneuronal circuits and amplifications of synchronized cortico-striatal
oscillations. These changes predispose the animal to an imbalance in striatal outflow [43].
FBP1 and AIMP are substrates of parkin, and both have been found to accumulate in the
brains of PD patients. Their function is to transcriptionally activate the deubiquitinase
USP29. The substrate for USP29 is myb binding protein 1A (MYBBP1A). In SH-SY5Y cells,
knockout of parkin increases the level of AIMP2, leading to the accumulation of USP29
and MYBBP1A, which may be one reason for the pathogenesis of PD [44]. Studies have
shown that the expression of parkin in neuronal cells is down-regulated by exogenous
α-synuclein, which causes mitochondrial dysfunction [45] and neuroinflammation [46].
Interestingly, oxidative stress induces the post-translational modification of the cysteine
of parkin in the substantia nigra of mice and humans, causing it to oxidize with age and
gradually become insoluble. This oxidative modification is associated with neuroprotection,
including reducing H2O2, neutralizing reactive DA metabolites, chelating free radicals in
insoluble aggregates, and increasing melanin formation. Therefore, parkin mutants may
lose the ability to complement this redox effect, which increases oxidative stress and causes
DA neurons to age, thereby increasing the risk of PD [47]. Therefore, PMN can prevent
neuronal damage and degeneration by improving expression of parkin.

Studies have reported iron deposits in the substantia nigra pars compacta of PD ani-
mal models and patients. Thus, the destruction of iron homeostasis may be related to PD.
Iron is reported to inhibit the activity of parkin, thereby hindering the degradation of α-
synuclein by the proteasome. The resulting aggregated α-synuclein leads to mitochondrial
dysfunction and apoptosis in SH-SY5Y cells [48]. Lactoferrin is a transferrin that regulates
iron homeostasis. Parkin can bind to lactoferrin and degrade it by ubiquitination to affect
iron homeostasis. Elevated levels of lactoferrin and its receptor have been observed in
parkin mutant PD [49]. Divalent metal transporter 1 (DMT1) is also a substrate for parkin
ubiquitination. α-Synuclein activates p38 mitogen-activated protein kinase (MAPK) to
phosphorylate parkin S131, thereby reducing the E3 ubiquitin ligase activity of parkin,
leading to high DMT1 levels and abnormal iron accumulation [50]. Some PD patients show
S-nitrosylated parkin (SNO-parkin). Studies in SH-SY5Y cells have shown that SNO-parkin
lessens the ubiquitination activity for DMT1, leading to high levels of DMT1, thus causing
abnormal iron accumulation and neurodegeneration [51]. Interestingly, reducing DMT-1
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and iron accumulation may result in augmented iron regulatory protein (IRP)/iron respon-
sive element (IRE) interactions on the 5’UTR of SNCA to lower its translation. Therefore,
the abnormal increase in iron in the brain of PD patients promotes the development of
iron attenuating agents and iron chelators as a new treatment strategy for PD [52]. PMN
can upregulate the expression of parkin and may maintain the stable concentration of iron
ions in nerve cells and prevent iron and as well as α-synuclein accumulation from causing
damage to the cells. In the future, we will further use DA neurons derived from iPS stem
cell of PD patient which over express endogenous SNCA, to evaluate the efficacy of PMN
against α-synucleinopathies.

DA neurons derived from induced pluripotent stem cell lines from patients with parkin
mutations have mitophagy and autophagy–lysosomal pathway defects [53,54], and the
complexity and maturity of neurites is decreased by parkin mutations [55]. In the Drosophila
model, PINK1 or parkin dysfunction can cause PARIS-dependent inhibition of PGC-1α and
its downstream transcription factors NRF1 and TFAM in DA neurons, thereby blocking
mitochondrial biogenesis [56]. It is worth noting that VDAC1 is also a substrate of parkin,
which can regulate mitophagy and apoptosis. VDAC1 lacking monoubiquitination (K274R)
promotes apoptosis by increasing mitochondrial calcium uniporter channel to promote
calcium uptake. VDAC1 lacking polyubiquitination (Poly-KR) hinders mitophagy [57].
Recent studies in mouse models and humans have revealed that lack of parkin and PINK1
can cause mitochondrial damage, the release of mitochondrial DNA (mtDNA), and an
increase in IL-6 expression, leading to inflammation [58]. In addition, the endoplasmic
reticulum-mitochondrial contact site is a key structure for cell function. The site is involved
in a large number of cellular processes, including Ca2+ signaling and selective degradation
of mitochondria. PINK1/parkin is known to be involved in the mediation of this path-
way [59]. Therefore, PMN can maintain the function and biogenesis of mitochondria in
neuron by increasing the activity of parkin, avoiding its damage and aging.

In addition to our present findings on PMN, other studies have shown that vari-
ous phytocompounds and plant proteins can overcome defects in PINK1 or parkin or
regulate the expression of these genes for neuroprotection. For example, naringenin can
improve the expression of PINK1 to diminish cellular oxidative stress and restore MMP,
thereby alleviating 6-OHDA-induced toxicity in SH-SY5Y cells and zebrafish models [60].
In an MPTP-induced PD model, ursodeoxycholic acid modulates the PINK1/parkin path-
way to improve mitochondrial function, inhibit apoptosis, and enhance autophagy, thus
protecting DA neurons against oxidative stress [61]. Celastrol activates mitophagy by en-
hancing the performance of PINK1, thus preventing DA neuron death [62]. Ginseng protein
prevents mitochondrial dysfunction and neurodegeneration by inducing mitochondrial
unfolded protein response (UPRmt) in the PINK1-deficient Drosophila PD model [63]. An-
drographolide can induce parkin-mediated mitophagy to inhibit the activation of NLRP3
inflammasomes in LPS-MPTP mice and microglia and thereby reduce the death of DA
neurons [64]. Vasicinone can induce autophagy by enhancing the PINK/parkin path-
way to prevent paraquat-induced mitochondrial dysfunction of DA neurons and reduce
α-synuclein levels [65].

Our previous report indicated that substrates of parkin are involved in many impor-
tant cellular physiologic processes, including apoptosis, mitochondrial metabolism, and
protein clearance [66]. In this study, we found that the protein expression of ARTS, one of
the substrates of parkin, is down-regulated by PMN. By contrast, the protein expression of
XAIP, which is inhibited by ARTS binding, is up-regulated by PMN. Both proteins may be
related to the mediation of parkin.

ARTS is related to the enhancement of apoptosis induced by TGF-β. When apoptosis
occurs, ARTS is located in the mitochondria and is transported to the nucleus. The P loop
mutation of ARTS can abolish its ability to activate caspase 3 and induce apoptosis [67].
ARTS is also a polymerizing GTP-binding protein, which can serve as a molecular scaffold.
In Lewy bodies, ARTS co-localizes with α-synuclein, which is a main component of the
Lewy bodies. Studies have shown that the content of ARTS and α-synuclein in the sub-
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stantia nigra of PD patients is increased by more than 10-fold [68]. Studies have also found
that overexpression of Drosophila ARTS-homologous genes can destroy the integrity of DA
neurons in age-dependent dorsal clusters, and that this can be suppressed by increasing
parkin co-expression. Conversely, it can also be enhanced by reducing the expression of
parkin. This indicates that ARTS accumulation is toxic to DA neurons [69,70]. The ARTS
gene is known to be a responsive target gene of p53. p53 binds to reactive DNA elements
on the ARTS promoter and promotes its transcription. Inducers of p53 can increase the
expression of ARTS, and the blocking of p53 can diminish the expression of ARTS under
various stress conditions. These findings indicate that ARTS and p53 act synergistically on
apoptosis involving mitochondria [71].

XIAP is a cell survival regulator and the most effective inhibitor of intracellular caspase.
The typical apoptotic pathway includes the release of cytochrome c and the activation
of caspase 9, caspase 7, and caspase 3 in sequence, which causes PARP cleavage and
leads to apoptosis [15]. XIAP can inhibit the formation of functional dimers of caspase
9 in apoptotic bodies through the third BIR domain. At the same time, the second BIR
domain can block the active sites of activated caspase 3 and caspase 7, thus preventing
apoptosis. Studies have shown that specific gene transduction of XIAP in DA neurons can
improve neurotoxicity and behavioral damage in MPTP-exposed PD models [72]. A recent
study showed that XIAP can be bound by the E3 ligase RING-finger protein 166 (RNF166)
and undergo ubiquitination-dependent degradation. 6-OHDA treatment can enhance the
expression of RNF166, thus accelerating the activation of caspase and the death of neurons.
The down-regulation of RNF166 in cells can activate XIAP and alleviate 6-OHDA-induced
cell death [73].

ARTS is known to inhibit XIAP activity, thereby promoting caspase activation [18].
In 6-OHDA-exposed neuronal cells, the level of ARTS will increase. Overexpression of
parkin can reduce the level of ARTS and improve apoptosis caused by 6-OHDA [74]. In a
healthy brain, ARTS can be degraded by parkin’s ubiquitination to maintain low levels
and avoid caspase activation. However, in nerve cells containing low or mutated parkin,
the activity of parkin to degrade ARTS is reduced or abolished. Finally, XIAP is inhibited
by the binding of ARTS, which is sufficient to promote the activation of caspase 9, 7, and 3.

Our data are consistent with these results. 6-OHDA-exposed SH-SY5Y cells displayed
augmented expression of ARTS, but reduced expression of XIAP. However, pretreatment
with PMN could reverse this result. PMN may promote the ubiquitination and degradation
of ARTS by inducing parkin expression. Low levels of ARTS are expected to reduce
XIAP inhibition and caspase activation and alleviate the apoptosis caused by 6-OHDA. In
addition, we showed that the use of RNAi to down-regulate the expression of parkin could
significantly abolish the ability of PMN to reverse 6-OHDA-induced ARTS expression,
XIAP inhibition, and caspase activation.

ARTS is also known to be an modulator of autophagy. Overexpression of ARTS
reduces autophagy activity [19]. XIAP can be used as a ubiquitin E3 ligase to regulate
proteasome activity [16], and it can also upregulate autophagy activity [17]. As for 6-
OHDA exposure, α-synuclein-overexpressing SH-SY5Y cells showed augmented levels
of ARTS, but lessened levels of XIAP, and pretreatment with PMN could reverse this
result. The resulting low level of ARTS could alleviate the damage to nerve cells caused by
overexpression of α-synuclein. We also found that the use of RNAi to down-regulate the
expression of parkin could considerably abolish the ability of PMN to promote the UPS
and autophagy and reduced the accumulation of α-synuclein. In short, PMN decreases
ARTS-mediated degradation of XIAP by modulating the PINK1/Parkin pathway, thereby
ameliorating 6-hydroxydopamine toxicity and α-synuclein accumulation in PD models of
C. elegans and SH-SY5Y cell lines. Interestingly, studies have shown that XIAP regulates
the level of ARTS by acting as a ubiquitin ligase, thereby providing a potential feedback
mechanism to prevent harmful cell apoptosis [75].

The current view of PD comprehends the concept that α-synuclein aggregates can
spread from neuron-to-neuron in a prionlike fashion from the peripheral nervous sys-
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tem to the brain, via the enteric nervous system [76] or sensory nervous system [77,78].
PMN may also decrease α-synuclein in the peripheral nervous system, enteric nervous
system or sensory nervous system by activating UPS and autophagy and downregulate
the transneuronal spread of α-synuclein.

In this study, we used C. elegans and SH-SY5Y models to verify the effectiveness of
PMN in its neuroprotection, but the concentration of PMN used in both models does
not reflect the translational correlation with the mammalian model. However, PMN has
proven its anti-inflammatory function on lipopolysaccharide-induced acute lung injury
mice model, bleomycin-induced acute lung injury rat model, osteoarthritis mice model,
and dinitrochlorobenzene-induced atopic dermatitis mice model [22,23,79,80]. Mice were
treated with PMN once a day at a dose of 5 mg/kg for 8 weeks. The results showed no
obvious toxicity to mice or rats. In addition, the pharmacokinetics, tissue distribution and
excretion of PMN on rat model have also been reported [81]. The above information can
provide us with a reference for translational research.

Although orthologous gene of SNCA and associated neurodegeneration are not found
in C. elegans, transgenic worms produced by overexpressing wild-type or mutant human
α-synuclein (A53T or A30P) showed degeneration of DA neurons together with loss of
the basal slowing response [82]. Therefore, worms can still be used as a platform for
preliminary drug development against synucleinopathies.

In conclusion, our experimental data demonstrated that PMN can significantly im-
prove the neurotoxicity induced by 6-OHDA and the accumulation of α-synuclein in a PD
model, and may have considerable therapeutic applications in the future. By enhancing
the PINK1/parkin pathway, PMN can significantly lessen the expression of ARTS and then
promote a rise in XIAP to resist apoptosis and activate the UPS and autophagy. Since C.
elegans does not have the structure of a mammalian brain, and SH-SY5Y cells are not true
DA neurons, in follow-up studies, we will use a unilateral 6-OHDA lesion mouse model,
human A53T α-synuclein-overexpressing transgenic mice, and DA neurons derived from
iPS cells of PD patient to further evaluate the effectiveness of PMN, especially in terms of
pharmacokinetics. Finally, the causes of PD are complex, and mitochondrial dysfunction
and chronic inflammation are also important influencing factors. In the future, we hope to
use NGS and molecular docking technology to study the improvement effects of PMN on
mitochondrial dynamics, mitophagy, and α-synuclein-induced inflammasome activity of
microglia. In an aging society, it is important and urgent to establish an effective treatment
for PD. PMN may provide an opportunity that is worthy of further research.

4. Materials and Methods

4.1. Chemicals, C. elegans Strains and Synchronization

Synthesized PMN (mol. wt. 429.64, 98% purity) was purchased from Rainbow
Biotechnology Co. Ltd. (Shilin, Taipei, Taiwan) and dissolved in DMSO as a stock solution
(1 M). Other chemicals and culture media were acquired from Sigma-Aldrich (St. Louis,
MO, USA) unless otherwise stated. Wild-type Bristol N2 C. elegans, transgenic BZ555
strain (Pdat-1::GFP), transgenic N5901 strain (Punc-54::α-Syn::YFP), transgenic DA2123
strain (Plgg-1:: GFP::lgg-1), and Escherichia coli strains OP50 and HT115 were obtained
from the Caenorhabditis Genetics Center (University of Minnesota, Saint Paul, MN, USA).
The general maintenance and synchronization of the worm were carried out using the
previously described method [31]. All worms were cultured at 20 ◦C.

4.2. Food Clearance Assay for Worms

To determine the appropriate treatment concentration of PMN that did not affect the
growth of worms, we used the food clearance assay as previously described [83]. First,
the PMN was diluted into S-medium to the indicated concentration, and then OP50 E. coli
that had been allowed to grow overnight was evenly dispersed in PMN/S-medium with
an optical density (OD) of 6.6. We loaded 50 μL of PMN//OP50/S-medium (OD = 0.6)
to each well of a 96-well plate, and then added about 10 μL of medium to contain 20 L1
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worms, and finally sealed the plate with a cover plate to prevent evaporation. Once per
day, we measured the OD of the culture at 595 nm using a SpectraMax M2 Microplate
Reader (Molecular Devices, Silicon Valley, CA, USA) for a total of 6 days. Before OD
was measured, each plate was placed on a plate shaker and shaken for 30 s. After the
measurement, the number and type of worms in each well were observed simultaneously
under the microscope.

4.3. 6-OHDA Exposure and PMN Pretreatment of Worms

We exposed the worms to 6-OHDA according to the previously described method to
cause DA neuronal degeneration [83]. First, L1 worms were transferred to OP50/NGM
medium without or with different concentrations of PMN and cultured to L3 stage (24 h),
and then exposed to 6-OHDA solution (50 mM, containing 10 mM ascorbic acid) for 1 h.
During this period, the tube wall was tapped every 10 min to suspend the worms. After
treatment, the worms were washed with M9 buffer and transferred to OP50/NGM/5-
fluoro-2′-deoxyuridine, 2′-deoxy-5-fluorouridine (FUDR, 0.04 mg/mL) to reduce the gener-
ation of offspring. The worms were cultivated for 3 days until they reached the adult stage
and were then used in various analyses.

4.4. Quantification of DA Neuron Degeneration in Worms

We used the previously described method to quantitatively analyze the DA neuronal
degeneration of the BZ555 worm [83]. The reduction in the GFP signal of the DA neurons
represents degeneration of the neurons. The worms were washed 3 times with M9 buffer,
and then placed on the agar pad (2%) of a glass slide, anesthetized with sodium azide
(100 mM), and then covered with a cover glass. The fluorescence of DA neurons in the head
of the worm was imaged with Zeiss Axio Imager A1 fluorescence microscope (Carl Zeiss
MicroImaging GmbH, Göttingen, Germany), and ImageJ software (National Institutes of
Health, Bethesda, MD, USA) was used to determine fluorescence intensity. In addition, if
the dendrites of the DA neurons of a worm showed bubbles or were absent, we recorded
that the worm was positive for neurodegeneration of DA neurons.

4.5. Food Sensitivity Behavior Test in Worms

We used the previously described food-sensing behavior test to evaluate the function
of DA neurons in worms [83]. To prepare a measurement plate, E. coli were spread in a ring
on a 9 cm NGM plate with an inner diameter of 1 cm and an outer diameter of 8 cm, and the
plates were cultured overnight. N2 adult worms of different treatments were washed with
M9 buffer and then dropped into the center of the plate. Five minutes after the transfer, the
number of S-shaped movements of each worm on the bacteria-free lawn and the bacterial
lawn were measured three times at an interval of 20 s. The slowing rate = (the number of
S-shaped movements in the bacteria-free lawn—the number of S-shaped movements in
the bacterial lawn)/the number of S-shaped movements in the bacteria-free lawn. In all
analyses, each group was anonymously labeled, so that the experimenter was unaware
of the treatment of the worm. The average slowing rate of 50 worms was calculated for
each group.

4.6. Lifespan Test in Worms

We use the previously described method for the worm lifespan test [83]. L3 stage N2
worms of different treatment groups were transferred to a plate (containing FUDR) for
lifespan analysis, and a new plate was replaced every 3 days until all worms died. The
number of surviving worms was counted daily. If a worm did not respond to repeated
touches of the platinum picker, it was counted as dead. The analysis excluded worms that
were removed from the wall and died as a result of dehydration. The survival curve was
displayed by using Kaplan–Meier estimator and SPSS software (IBM, Armonk, NY, USA).
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4.7. Quantification of Accumulation of Human α-Synuclein in Worm Muscle Cells

We used the previously described method to quantify the accumulation of α-synuclein
in the NL5901 worm [83]. The synchronized L1 stage worms were cultured on OP50/NGM
plates with or without PMN for 1 day. The worms were then transferred to OP50/NGM/
FUDR plates with or without PMN, incubated for 3 days, and then washed with M9 buffer
three times. The YFP signal of the worm reflects the accumulation of α-synuclein. The
measurement and quantification method of fluorescence intensity is as described in 4.4.

4.8. Analysis of Protein Expression in Worms

We used the previously described method to extract proteins from the worms and
perform Western blot analysis [31]. Protein was extracted from frozen worm pellets using
Fastprep24 (MP Biomedicals LLC, Solon, OH, USA) and PBS containing protease inhibitors.
The extract was boiled with sample buffer containing sodium dodecyl sulfate (SDS) for
10 min and separated by 10% SDS-polyacrylamide gel electrophoresis (SDS-PAGE). The
proteins were then transferred to a polyvinylidene fluoride (PVDF) membrane. After react-
ing with the primary antibody overnight, the position and intensity of human α-synuclein
were determined by use of horseradish peroxidase (HRP)-conjugated secondary antibody
(PerkinElmer Inc., Boston, MA, USA) and the Amersham enhanced chemiluminescence sys-
tem (Amersham Biosciences, Piscataway, NJ, USA) and BioSpectrum imaging system (UVP,
Upland, CA, United States). Human α-synuclein monoclonal antibody (sc-12767) and
β-actin (sc-47778) antibody were purchased from Santa Cruz Biotechnology (Santa Cruz,
CA, USA).

4.9. Determination of Reactive Oxygen Species Content in Worms

We used the 2′,7′-dichlorodihydrofluorescein diacetate (H2DCFDA) analysis method
to quantify the ROS content in worms [31]. Thirty worms were washed 3 times with M9
buffer and transferred to a 96-well plate with 150 μL PBS per well. We then added 50 μL of
H2DCFDA (150 μM in PBS) and measured fluorescence at 20 ◦C using a SpectraMax M2
Microplate Reader (Molecular Devices, Silicon Valley, CA, USA) (λex = 485; λem = 520 nm).
Fluorescence was measured every 15 min for a total of 150 min.

4.10. Total RNA Extraction and qPCR of Worms

We used the previously described method, using TRIzol reagent (Invitrogen, Carlsbad,
CA, USA) and glass beads, to extract total worm RNA and then performed qPCR analy-
sis [31]. The SuperScript one-step RT-PCR kit (Invitrogen), SYBR Green I Master kit (Roche
Diagnostics, Indianapolis, IN, USA), and ABI StepOnePlus system (Applied Biosystems,
Inc., Foster City, CA, USA) were used according to the manufacturer’s instructions. Table 1
lists the primer pairs for this experiment [31]. The comparison 2−ΔΔCt method was used
for analysis and the endogenous control was calculated by using act-1 expression as the
fold difference.

4.11. Determination of the Proteasome Activity of Worms

We used the previously described method to determine the proteasome activity (chy-
motrypsinlike activity) in worms [31]. Worms were first lysed by using a Precellys 24
homogenizer and proteasome activity assay buffer [50 mM Tris-HCl (pH = 7.5), 250 mM
sucrose, 2 mM ATP, 5 mM MgCl2, 1 mM dithiothreitol, and 0.5 mM EDTA]. The lysate was
then centrifuged at 10,000× g at 4 ◦C for 15 min. For each sample, 25 μg of total lysate was
added to each well of a 96-well microtiter plate, and then the fluorescent substrate Suc-
Leu-Leu-Val-Tyr-AMC (Sigma-Aldrich, St. Louis, MO, USA) was added. After the plates
were incubated for 1 h at 25 ◦C, the fluorescence was measured with a SpectraMax M2
Microplate Reader (Molecular Devices, Silicon Valley, CA, USA) (λex = 380; λem = 460 nm).
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Table 1. Primers for real time PCR [31].

Genes of C. elegans (Human) Primer Sequences (5′-3′) (Start→End)
Size (bp)

Lrk-1 (LRRK1) Forward: TTTCAACACCCAATCTCCAAC
Reverse: TGATACTCGCTTGCCACAC (1983→2092) 110

Pdr-1 (PRKN) Forward: TGCTCGTCAACCTCTGTTC
Reverse: TCACTTTCTCCTTCCCATCAC (376→601) 226

Pink-1 (PINK1) Forward: GAGACGATACCGACAAACAC
Reverse: GGCATTTCCTCCAAGACTAAC (882→1158) 277

Djr-1.1 (PARK7) Forward: CGGATTAGATGGAGCCGAAC
Reverse: ATCAGCCCACCAGACTCTAC (111→305) 195

Djr-1.2 (PARK7) Forward: GCTTTGATCCTTTTGCCACC
Reverse: CTGCCAGTTTGCTACATCC (19→247) 229

Vps-35 (VPS35) Forward: AACTCTGCTCAAAACTACTCAC
Reverse: CCACAACCTTCTTCCCATTC (1953→2146) 194

Catp-6 (ATP13A3) Forward: TCACACCATACCAACCTCC
Reverse: GTTTCCAAGAGTCTTCAGAACC (3092→3336) 245

Dnj-27 (DNAJC10) Forward: TCCACTTATTGCTCACATTGTC
Reverse: TCCACCATCAACTCCACATC (427→635) 209

4.12. Determination of the Autophagy Activity of Worms

We used the previously described method to observe the autophagy activity in
transgenic DA2123 worms (which have a GFP-tagged LGG-1 regulated by the lgg-1 pro-
moter) [31]. The worms were washed 3 times with M9 buffer, and the LGG-1::GFP-positive
puncta area in the outer epidermal seam cells was observed by using a fluorescence mi-
croscope. The positive punctate areas of at least 20 seam cells per worm were counted. At
least 50 worms were counted in each group.

4.13. RNA Interference of Worm

We used the previously described method to perform RNA interference on worms
fed E. coli that can express pdr-1 siRNA [31]. RNase III-resistant E. coli (HT115(DE3))
has a pdr-1-specific double-stranded RNA expression plasmid (L4440) (Open Biosystems,
Huntsville, AL, USA) that can be induced by IPTG. Feeding this E. coli to worms can target
endogenous pdr-1 mRNA and promote its specific degradation. In the 6-OHDA-exposed
BZ555 model, the L1 worms were transferred to pdr-1 RNAi/NGM plates with or without
PMN and grown to the L3 stage. Next, the worms were exposed to 6-OHDA for 1 h and
then cultured in pdr-1 RNAi/NGM/FUDR plates with or without PMN for 3 days until
analyzed. In the transgenic NL5901 model, L1 worms were cultured to pdr-1 RNAi/NGM
plates with or without PMN for 1 day, and then transferred to pdr-1 RNAi/NGM/FUDR
plates with or without PMN and cultured for 4 days until analyzed.

4.14. PMN Pretreatment and 6-OHDA Exposure of SH-SY5Y Cell Line

Human neuroblastoma SH-SY5Y cells (20th generation) were a generous gift from
Chia-Wen Tsai (China Medical University, Taichung, Taiwan). We used the previously
described method for cell culture [31]. Cells (1.2 × 106) were inoculated on a 35 mm culture
dish containing PMN at the specified concentration, allowed to incubate for 24 h, and
then exposed to 100 μM 6-OHDA for 12 h (for Western blotting analysis) or 18 h (for
MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay, mitochondrial
membrane potential (MMP) measurement, Hoechst 33258 staining, and Annexin-V FITC
and PI staining). DMEM, penicillin-streptomycin, trypsin-EDTA, and fetal bovine serum
were purchased from Gibco, ThermoFisher Scientific (Waltham, MA, USA).

4.15. Preparation of SH-SY5Y Cell Line Transiently Overexpressing α-Synuclein

To obtain the SH-SY5Y cell line overexpressing α-synuclein, we first synthesized the
SNCA coding sequence (Accession numbers: NM_000345, Genewiz Inc., South Plainfield,
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NJ, USA). Then, the sequence was amplified by PCR and cloned into pcDNA3.1(+)-Myc
vector (Invitrogen, ThermoFisher Scientific, Carlsbad, CA, USA) using NheI and ApaI sites
via restriction enzymes (New England Biolabs, Beverly, MA, USA). Finally, according to the
manufacturer’s instructions, Lipofectamine 2000 reagent (Invitrogen) was used to transfect
the vector into the SH-SY5Y cell line. Empty pcDNA3.1(+) plasmids were used as the
control group. The transfected cells were selected by use of G418 (1.5 mg/mL).

4.16. Immunofluorescence Staining of SH-SY5Y Cells

We used the previously described method for immunofluorescence staining [31].
Briefly, cellular samples grown on poly-L-lysine-coated coverslips were washed and fixed
with 4% paraformaldehyde at room temperature for 10 min and then incubated with 0.2%
Triton X-100 for 10 min. Next, the samples were soaked in a solution containing 1% BSA
and 22.52 mg/mL glycine (dissolved in PBST (PBS + 0.1% Tween 20)) for 30 min. Primary
antibody was added and allowed to react overnight at 4 ◦C. The next day, the sample was
washed and placed in PBST containing 1% BSA. Goat anti-mouse IgG secondary antibody-
Alexa Fluor 488 conjugate (purchased from Invitrogen) was added at the same time, and
the sample was reacted at 25 ◦C for 1 h. Finally, the sample was washed, the nuclei were
stained with DAPI, and the fluorescence was detected using a fluorescence microscope.
Myc antibody was purchased from Santa Cruz Biotechnology, Inc. (Santa Cruz, CA, USA).

4.17. Cytotoxicity Analysis of PMN

We used the previously described MTT method to determine cell viability [31]. The
SH-SY5Y cells were washed and replaced with fresh medium, and then MTT (5 mg/mL)
was added and incubated at 37 ◦C for 2 h. Next, after washing, the formazan crystals
were dissolved with isopropanol and the absorbance was measured at 570 nm using a
Microplate Reader (Molecular Devices, Silicon Valley, CA, USA).

4.18. Western Blot Analysis of the SH-SY5Y Cell Line

For Western blot analysis of SH-SY5Y cells, we used the previously described method [31].
SH-SY5Y cells were washed twice with cold PBS and then collected in lysis buffer (25 mM
Tris-HCl, 150 mM NaCl, 1% Triton X-100, 10% glycerol, 2 mM EDTA, 1 mM PMSF, 1 μg /mL
leupeptin, 1 μg/mL aprotinin, and phosphatase inhibitor). Whole cell lysates were cen-
trifuged at 14,000× g for 20 min at 4 ◦C. The protein concentration was measured with
Coomassie plus protein assay reagent kit (Pierce, Rockford, IL, USA). The cell protein
(50 μg) was then analyzed on 7.5%, 10%, or 12.5% SDS-PAGE gels, as shown in 4.8. Caspase
9 (#9508), cleaved caspase 9 (#20750), caspase 7 (#12827), cleaved caspase 7 (#8438), caspase
3 (#9662), cleaved caspase 3 (#9661), poly-ADP ribose polymerase (PARP) (#9542), cleaved
PARP (#5625), mTOR (#2983), p-mTOR (#5536), and Atg7 (#8558) antibodies were from Cell
Signaling Technology (Beverly, MA, USA). Monoclonal antibodies to PINK1 (sc-518052),
parkin (sc-32282), ARTS, XIAP (sc-55550), PI3 kinase p100 (sc-365404), LC3 (sc-398822),
and β-tubulin (sc-166729) were from Santa Cruz Biotechnology, Inc. (Santa Cruz, CA,
USA). ARTS antibody (PA5-82767) was from Invitrogen ThermoFisher Scientific. HRP goat
anti-rabbit and HRP goat anti-mouse secondary antibodies were from PerkinElmer, Inc.
(Boston, MA, USA).

4.19. Measurement of Mitochondrial Membrane Potential in SH-SY5Y Cell Line

For the measurement of MMP of the SH-SY5Y cell line, we used the previously
described 3,3’-dihexyloxacarbocyanine iodide (DiCO6) method [31]. The cells were washed
with PBS and replaced with fresh medium and exposed to DiCO6 dye (1 μM). Thirty
minutes later, the changes in MMP were recorded by use of a fluorescence microscope
(green fluorescence) and the fluorescence intensity of the image was quantified by using
ImageJ software (National Institutes of Health).
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4.20. Staining of Hoechst 33258 in SH-SY5Y Cell Line

For Hoechst 33258 nuclear staining of the SH-SY5Y cell line, we used the previously
described method [31]. The cells were washed with PBS and replaced with fresh medium.
Cells were then stained with Hoechst 33258 (5 μg/mL) in the dark at 25 ◦C for 1 h,
and changes in chromosome morphology (blue fluorescence) were recorded by using a
fluorescence microscope.

4.21. Apoptosis Assay by Flow Cytometry

We used the FITC Annexin-V Apoptosis Detection Kit I (BD Biosciences Pharmingen,
San Diego, CA, USA) to perform apoptosis analysis according to the manufacturer’s
instructions. The cells were collected by trypsinization, washed three times with PBS, and
centrifuged at 1500× g for 5 min at room temperature. Next, the cells were resuspended in
100 μL of 1× binding buffer (10 mM HEPES/NaOH (pH 7.4), 140 mM NaCl, and 2.5 mM
CaCl2), and then annexin-V FITC and PI were added and the cells stained for 15 min in
the dark. Finally, 400 μL of 1× binding buffer was added and the apoptosis rate was
immediately analyzed using a BD LSRII flow cytometer (Becton Dickinson, Heidelberg,
Germany). The cell collection gate for each sample contains at least 10,000 events to be
collected. Among them, Q2 is a late apoptotic cell, Q4 is an early apoptotic cell, Q3 is a live
cell, and Q1 is a dead cell. Apoptosis rate = (Q2 + Q4)/(Q1 + Q2 + Q3 + Q4) × 100%.

4.22. RNA Interference of SH-SY5Y Cell Line

The sequence of small RNA interference (siRNA) of parkin is as follows: 5′-UUCGCAG
GUGACUUUCCUCUGGUCA-3′ (Tri-I Biotech Inc, Taipei, Taiwan). We used Lipofectamine
2000 reagent (Invitrogen) for siRNA transfection according to the manufacturer’s instruc-
tions. In the 6-OHDA exposure experiment, cells were transfected with control siRNA or
parkin siRNA for 24 h, then pretreated with 1 μM PMN for 24 h, and finally treated with
100 μM 6-OHDA for 12 h (Western blotting) or 18 h (other analyses). In the SH-SY5Y cell
line overexpressing α-synuclein (48 h after transfection), the cells were transfected with
control siRNA or parkin siRNA for 24 h, and then treated with 1 mM PMN for 24 h.

4.23. Determination of Proteasome Activity in SH-SY5Y Cell Line

We used the previously described method to measure proteasome activity (chy-
motrypsinlike activity) in the SH-SY5Y cell line [31]. Cell lysate was incubated with
enzyme substrate (Suc-Leu-Leu-Val-Tyr-AMC (Sigma-Aldrich, St. Louis, MO, USA)) at
25 ◦C for 1 h, and the Microplate Reader (Molecular Devices, Silicon Valley) was used
to detect the fluorescence intensity corresponding to the proteasome chymotrypsinlike
activity (λex = 380; λem = 460 nm).

4.24. Acidic Vesicular Organelle Staining in SH-SY5Y Cell Line

We used a method described previously to perform acidic vesicular organelle staining
in the SH-SY5Y cell line [31]. After removal of the medium, the cells were washed with PBS,
and incubated with acridine orange hydrochloride solution (0.5 μg/mL) at 37 ◦C for 10 min
in the dark. After incubation, the formation of acidic vesicular organelles (red color) was
detected under a fluorescence microscope. The fluorescence intensity was quantitatively
analyzed by using ImageJ software (National Institutes of Health).

4.25. Determination of Autophilic Activity in SH-SY5Y Cell Line

We used the Autophagy Assay Kit (Sigma-Aldrich) according to the manufacturer’s
instructions to determine the autophilic activity of the SH-SY5Y cell line. Cells were
cultured in 96-well plates to optimal density (1 × 104 cells/well) for the various treatment.
The medium was removed from the cells and 100 μL of the autophagosome detection
reagent working solution was added (diluting 500× Autophagosome Detection Reagent in
the Stain buffer) to each well. Cells were incubated for 1 h and then washed with the Wash
Buffer three times. We measured fluorescence intensity (λex = 360; λem = 520 nm) using a
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Zeiss Axio Imager A1 fluorescence microscope (Carl Zeiss), microplate reader (Molecular
Devices), or BD LSRII flow cytometry (Becton Dickinson).

4.26. Statistical Analysis

Statistical analysis was implemented using SAS software (SAS, Institute.Inc, Cary,
NC, USA). Each experiment was performed at least three times. Data are expressed as
mean ± standard deviation (SD). We determined statistical significance by employing
one-way ANOVA and Tukey’s test. Two groups were compared by using Student’s t-test.
p values < 0.05 were assumed to indicate statistical significance.

Author Contributions: Conceptualization, C.-W.T., W.-C.S., S.-Z.L., and R.-H.F.; Data curation,
Y.-L.H., and R.-H.F.; Formal analysis, Y.-L.H., and R.-H.F.; Funding acquisition, R.-H.F.; Investigation,
Y.-L.H., H.-S.H., Y.-T.C., and R.-H.F.; Methodology, H.-S.H., C.-W.T., and S.-P.L.; Project administra-
tion, R.-H.F.; Resources, H.-S.H., C.-W.T., S.-P.L., Y.-H.K., W.-C.S., S.-Z.L., and R.-H.F.; Supervision,
R.-H.F.; Validation, R.-H.F.; Visualization, Y.-H.K.; Writing—original draft, R.-H.F.; Writing—review
and editing, H.-S.H., and R.-H.F. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded in part by the Ministry of Science and Technology (Taiwan)
(MOST 108-2314-B-039-025-), and China Medical University Hospital (DMR-106-076).

Institutional Review Board Statement: Not applicable. For studies not involving humans.

Informed Consent Statement: Not applicable. For studies not involving humans.

Data Availability Statement: All data used and analyzed during the current study are available
from the corresponding author on reasonable request.

Acknowledgments: We are thankful to Jennifer Holmes for editing services.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Tarakad, A.; Jankovic, J. Recent Advances in Understanding and Treatment of Parkinson’s Disease. Fac. Rev. 2020, 9, 6. [CrossRef]
2. Balestrino, R.; Schapira, A.H.V. Parkinson Disease. Eur. J. Neurol. 2020, 27, 27–42. [CrossRef] [PubMed]
3. Bras, I.C.; Outeiro, T.F. Alpha-Synuclein: Mechanisms of Release and Pathology Progression in Synucleinopathies. Cells 2021, 10,

375. [CrossRef] [PubMed]
4. Ray, B.; Mahalakshmi, A.M.; Tuladhar, S.; Bhat, A.; Srinivasan, A.; Pellegrino, C.; Kannan, A.; Bolla, S.R.; Chidambaram, S.B.;

Sakharkar, M.K. “Janus-Faced” Alpha-Synuclein: Role in Parkinson’s Disease. Front. Cell Dev. Biol. 2021, 9, 673395. [CrossRef]
5. He, S.; Zhong, S.; Liu, G.; Yang, J. Alpha-Synuclein: The Interplay of Pathology, Neuroinflammation, and Environmental Factors

in Parkinson’s Disease. Neurodegener. Dis. 2020, 20, 55–64. [CrossRef]
6. Stanojlovic, M.; Pallais, J.P.; Kotz, C.M. Inhibition of Orexin/Hypocretin Neurons Ameliorates Elevated Physical Activity and

Energy Expenditure in the A53T Mouse Model of Parkinson’s Disease. Int. J. Mol. Sci. 2021, 22, 795. [CrossRef]
7. Nascimento, A.C.; Erustes, A.G.; Reckziegel, P.; Bincoletto, C.; Ureshino, R.P.; Pereira, G.J.S.; Smaili, S.S. Alpha-Synuclein

Overexpression Induces Lysosomal Dysfunction and Autophagy Impairment in Human Neuroblastoma SH-SY5Y. Neurochem.
Res. 2020, 45, 2749–2761. [CrossRef] [PubMed]

8. Lee, D.; Jo, M.G.; Kim, S.Y.; Chung, C.G.; Lee, S.B. Dietary Antioxidants and the Mitochondrial Quality Control: Their Potential
Roles in Parkinson’s Disease Treatment. Antioxidants 2020, 9, 1056. [CrossRef] [PubMed]

9. Dionisio, P.A.; Amaral, J.D.; Rodrigues, C.M.P. Oxidative Stress and Regulated Cell Death in Parkinson’s Disease. Ageing Res. Rev.
2021, 67, 101263. [CrossRef]

10. Paul, S.; Pickrell, A.M. Hidden Phenotypes of PINK1/Parkin Knockout Mice. Biochim. Biophys. Acta Gen. Subj. 2021, 1865, 129871.
[CrossRef] [PubMed]

11. Tanaka, K. The PINK1-Parkin Axis: An Overview. Neurosci. Res. 2020, 159, 9–15. [CrossRef]
12. Rakovic, A.; Ziegler, J.; Martensson, C.U.; Prasuhn, J.; Shurkewitsch, K.; Konig, P.; Paulson, H.L.; Klein, C. PINK1-Dependent

Mitophagy Is Driven by the UPS and Can Occur Independently of LC3 Conversion. Cell Death Differ. 2019, 26, 1428–1441.
[CrossRef] [PubMed]

13. Arena, G.; Gelmetti, V.; Torosantucci, L.; Vignone, D.; Lamorte, G.; De Rosa, P.; Cilia, E.; Jonas, E.A.; Valente, E.M. PINK1 Protects
Against Cell Death Induced by Mitochondrial Depolarization, by Phosphorylating Bcl-xL and Impairing Its Pro-Apoptotic
Cleavage. Cell Death Differ. 2013, 20, 920–930. [CrossRef]

235



Int. J. Mol. Sci. 2021, 22, 10240

14. Bernardini, J.P.; Brouwer, J.M.; Tan, I.K.; Sandow, J.J.; Huang, S.; Stafford, C.A.; Bankovacki, A.; Riffkin, C.D.; Wardak, A.Z.;
Czabotar, P.E.; et al. Parkin Inhibits BAK and BAX Apoptotic Function by Distinct Mechanisms During Mitophagy. EMBO J. 2019,
38, e99916. [CrossRef]

15. Tu, H.; Costa, M. XIAP’s Profile in Human Cancer. Biomolecules 2020, 10, 1493. [CrossRef] [PubMed]
16. Galban, S.; Duckett, C.S. XIAP as A Ubiquitin Ligase in Cellular Signaling. Cell Death Differ. 2010, 17, 54–60. [CrossRef]
17. Cheung, C.H.A.; Chang, Y.C.; Lin, T.Y.; Cheng, S.M.; Leung, E. Anti-apoptotic Proteins in the Autophagic World: An Update on

Functions of XIAP, Survivin, and BRUCE. J. Biomed. Sci. 2020, 27, 31. [CrossRef] [PubMed]
18. Shahar, N.; Larisch, S. Inhibiting the Inhibitors: Targeting Anti-Apoptotic Proteins in Cancer and Therapy Resistance. Drug Resist.

Updat. 2020, 52, 100712. [CrossRef] [PubMed]
19. Wang, N.; Xu, F.; Lu, S.; Zhang, N.; Sun, Y. Septin4 as an Autophagy Modulator Regulates Angiotensin-II Mediated VSMCs

Proliferation and Migration. Biochem. Biophys. Res. Commun. 2020, 525, 272–279. [CrossRef]
20. Kemeny, S.; Dery, D.; Loboda, Y.; Rovner, M.; Lev, T.; Zuri, D.; Finberg, J.P.; Larisch, S. Parkin Promotes Degradation of the

Mitochondrial Pro-Apoptotic ARTS Protein. PLoS ONE 2012, 7, e38837. [CrossRef]
21. Li, H.; Hung, A.; Li, M.; Yang, A.W.H. Fritillariae Thunbergii Bulbus: Traditional Uses, Phytochemistry, Pharmacodynamics,

Pharmacokinetics and Toxicity. Int. J. Mol. Sci. 2019, 20, 1667. [CrossRef]
22. Du, B.; Cao, L.; Wang, K.; Miu, J.; Yao, L.; Xu, Z.; Song, J. Peiminine Attenuates Acute Lung Injury Induced by LPS Through

Inhibiting Lipid Rafts Formation. Inflammation 2020, 43, 1110–1119. [CrossRef]
23. Luo, Z.; Zheng, B.; Jiang, B.; Xue, X.; Xue, E.; Zhou, Y. Peiminine Inhibits the IL-1beta Induced Inflammatory Response in Mouse

Articular Chondrocytes and Ameliorates Murine Osteoarthritis. Food Funct. 2019, 10, 2198–2208. [CrossRef] [PubMed]
24. Chen, G.; Liu, J.; Jiang, L.; Ran, X.; He, D.; Li, Y.; Huang, B.; Wang, W.; Liu, D.; Fu, S. Peiminine Protects Dopaminergic Neurons

from Inflammation-Induced Cell Death by Inhibiting the ERK1/2 and NF-kappaB Signalling Pathways. Int. J. Mol. Sci. 2018, 19,
821. [CrossRef]

25. Caldwell, K.A.; Willicott, C.W.; Caldwell, G.A. Modeling Neurodegeneration in Caenorhabditis elegans. Dis. Model Mech. 2020, 13,
dmm046110. [CrossRef] [PubMed]

26. Brunetti, G.; Di Rosa, G.; Scuto, M.; Leri, M.; Stefani, M.; Schmitz-Linneweber, C.; Calabrese, V.; Saul, N. Healthspan Maintenance
and Prevention of Parkinson’s-like Phenotypes with Hydroxytyrosol and Oleuropein Aglycone in C. elegans. Int. J. Mol. Sci. 2020,
21, 2588. [CrossRef] [PubMed]

27. Bagoudou, A.F.; Zheng, Y.; Nakabayashi, M.; Rawdkuen, S.; Park, H.Y.; Vattem, D.A.; Sato, K.; Nakamura, S.; Katayama, S.
Glochidion littorale Leaf Extract Exhibits Neuroprotective Effects in Caenorhabditis elegans via DAF-16 Activation. Molecules 2021,
26, 2958. [CrossRef]

28. Lee, H.S.; Kim, E.N.; Jeong, G.S. Lupenone Protects Neuroblastoma SH-SY5y Cells Against Methamphetamine-Induced Apoptotic
Cell Death via PI3K/Akt/mTOR Signaling Pathway. Int. J. Mol. Sci. 2020, 21, 1617. [CrossRef]

29. Tian, W.; Heo, S.; Kim, D.W.; Kim, I.S.; Ahn, D.; Tae, H.J.; Kim, M.K.; Park, B.Y. Ethanol Extract of Maclura tricuspidata Fruit Protects
SH-SY5Y Neuroblastoma Cells Against H2O2-Induced Oxidative Damage via Inhibiting MAPK and NF-kappaB Signaling. Int. J.
Mol. Sci. 2021, 22, 6946. [CrossRef]

30. Chen, J.H.; Ou, H.P.; Lin, C.Y.; Lin, F.J.; Wu, C.R.; Chang, S.W.; Tsai, C.W. Carnosic Acid Prevents 6-Hydroxydopamine-Induced
Cell Death in SH-SY5Y Cells via Mediation of Glutathione Synthesis. Chem. Res. Toxicol. 2012, 25, 1893–1901. [CrossRef]

31. Tsai, R.T.; Tsai, C.W.; Liu, S.P.; Gao, J.X.; Kuo, Y.H.; Chao, P.M.; Hung, H.S.; Shyu, W.C.; Lin, S.Z.; Fu, R.H. Maackiain Ameliorates
6-Hydroxydopamine and SNCA Pathologies by Modulating the PINK1/Parkin Pathway in Models of Parkinson’s Disease in
Caenorhabditis elegans and the SH-SY5Y Cell Line. Int. J. Mol. Sci. 2020, 21, 4455. [CrossRef]

32. Li, J.; Qin, Y.; Wang, W.; Yang, K.; Zhang, M. Peiminine Inhibits the Progression of Colorectal Cancer Through Up-Regulating
MiR-760 via Declining the Expression of Long Noncoding RNA LINC00659. Anticancer Drugs 2021, 32, 148–156. [CrossRef]
[PubMed]

33. Morais, M.G.; Saldanha, A.A.; Costa Rodrigues, J.P.; Cotta Mendes, I.; Ferreira, L.M.; Avelar Amado, P.; de Souza Farias, K.;
Samudio Santos Zanuncio, V.; Brentan da Silva, D.; Carmo Horta Pinto, F.; et al. Chemical Composition, Antioxidant, Anti-
inflammatory and Antinociceptive Activities of the Ethanol Extract of Ripe Fruits of Solanum lycocarpum St. Hil. (Solanaceae). J.
Ethnopharmacol. 2020, 262, 113125. [CrossRef] [PubMed]

34. Brown, S.J.; Boussaad, I.; Jarazo, J.; Fitzgerald, J.C.; Antony, P.; Keatinge, M.; Blechman, J.; Schwamborn, J.C.; Kruger, R.; Placzek,
M.; et al. PINK1 Deficiency Impairs Adult Neurogenesis of Dopaminergic Neurons. Sci. Rep. 2021, 11, 6617. [CrossRef]

35. Bus, C.; Zizmare, L.; Feldkaemper, M.; Geisler, S.; Zarani, M.; Schaedler, A.; Klose, F.; Admard, J.; Mageean, C.J.; Arena, G.; et al.
Human Dopaminergic Neurons Lacking PINK1 Exhibit Disrupted Dopamine Metabolism Related to Vitamin B6 Co-Factors.
iScience 2020, 23, 101797. [CrossRef]

36. Qiao, J.D.; Mao, Y.L. Knockout of PINK1 Altered the Neural Connectivity of Drosophila Dopamine PPM3 Neurons at Input and
Output Sites. Invert. Neurosci. 2020, 20, 11. [CrossRef]

37. Creed, R.B.; Goldberg, M.S. Enhanced Susceptibility of PINK1 Knockout Rats to Alpha-Synuclein Fibrils. Neuroscience 2020, 437,
64–75. [CrossRef] [PubMed]

38. Maynard, M.E.; Redell, J.B.; Kobori, N.; Underwood, E.L.; Fischer, T.D.; Hood, K.N.; LaRoche, V.; Waxham, M.N.; Moore, A.N.;
Dash, P.K. Loss of PTEN-Induced Kinase 1 (Pink1) Reduces Hippocampal Tyrosine Hydroxylase and Impairs Learning and
Memory. Exp. Neurol. 2020, 323, 113081. [CrossRef]

236



Int. J. Mol. Sci. 2021, 22, 10240

39. Li, J.; Xue, C.; Gao, Q.; Tan, J.; Wan, Z. Mitochondrial DNA Heteroplasmy Rises in Substantial Nigra of Aged PINK1 KO Mice.
Biochem. Biophys. Res. Commun. 2020, 521, 1024–1029. [CrossRef] [PubMed]

40. Furlong, R.M.; O’Keeffe, G.W.; O’Neill, C.; Sullivan, A.M. Alterations in Alpha-Synuclein and PINK1 Expression Reduce Neurite
Length and Induce Mitochondrial Fission and Golgi Fragmentation in Midbrain Neurons. Neurosci. Lett. 2020, 720, 134777.
[CrossRef]

41. Han, H.; Tan, J.; Wang, R.; Wan, H.; He, Y.; Yan, X.; Guo, J.; Gao, Q.; Li, J.; Shang, S.; et al. PINK1 Phosphorylates Drp1(S616) to
Regulate Mitophagy-Independent Mitochondrial Dynamics. EMBO Rep. 2020, 21, e48686. [CrossRef]

42. Noda, S.; Sato, S.; Fukuda, T.; Tada, N.; Uchiyama, Y.; Tanaka, K.; Hattori, N. Loss of Parkin Contributes to Mitochondrial
Turnover and Dopaminergic Neuronal Loss in Aged Mice. Neurobiol. Dis. 2020, 136, 104717. [CrossRef]

43. Baaske, M.K.; Kramer, E.R.; Meka, D.P.; Engler, G.; Engel, A.K.; Moll, C.K.E. Parkin Deficiency Perturbs Striatal Circuit Dynamics.
Neurobiol. Dis. 2020, 137, 104737. [CrossRef]

44. Jo, A.; Lee, Y.; Park, C.H.; Shin, J.H. Deubiquitinase USP29 Governs MYBBP1A in the Brains of Parkinson’s Disease Patients. J.
Clin. Med. 2019, 9, 52. [CrossRef] [PubMed]

45. Wilkaniec, A.; Lenkiewicz, A.M.; Babiec, L.; Murawska, E.; Jesko, H.M.; Cieslik, M.; Culmsee, C.; Adamczyk, A. Exogenous
Alpha-Synuclein Evoked Parkin Downregulation Promotes Mitochondrial Dysfunction in Neuronal Cells. Implications for
Parkinson’s Disease Pathology. Front. Aging Neurosci. 2021, 13, 591475. [CrossRef]

46. Yan, Y.Q.; Fang, Y.; Zheng, R.; Pu, J.L.; Zhang, B.R. NLRP3 Inflammasomes in Parkinson’s Disease and Their Regulation by Parkin.
Neuroscience 2020, 446, 323–334. [CrossRef]

47. Tokarew, J.M.; El-Kodsi, D.N.; Lengacher, N.A.; Fehr, T.K.; Nguyen, A.P.; Shutinoski, B.; O’Nuallain, B.; Jin, M.; Khan, J.M.; Ng,
A.C.H.; et al. Age-Associated Insolubility of Parkin in Human Midbrain is Linked to Redox Balance and Sequestration of Reactive
Dopamine Metabolites. Acta Neuropathol. 2021, 141, 725–754. [CrossRef] [PubMed]

48. Ganguly, U.; Banerjee, A.; Chakrabarti, S.S.; Kaur, U.; Sen, O.; Cappai, R.; Chakrabarti, S. Interaction of Alpha-synuclein and
Parkin in Iron Toxicity on SH-SY5Y Cells: Implications in the Pathogenesis of Parkinson’s Disease. Biochem. J. 2020, 477, 1109–1122.
[CrossRef] [PubMed]

49. Gholkar, A.A.; Schmollinger, S.; Velasquez, E.F.; Lo, Y.C.; Cohn, W.; Capri, J.; Dharmarajan, H.; Deardorff, W.J.; Gao, L.W.;
Abdusamad, M.; et al. Regulation of Iron Homeostasis Through Parkin-Mediated Lactoferrin Ubiquitylation. Biochemistry 2020,
59, 2916–2921. [CrossRef] [PubMed]

50. Bi, M.; Du, X.; Jiao, Q.; Liu, Z.; Jiang, H. Alpha-Synuclein Regulates Iron Homeostasis via Preventing Parkin-Mediated DMT1
Ubiquitylation in Parkinson’s Disease Models. ACS Chem. Neurosci. 2020, 11, 1682–1691. [CrossRef]

51. Zhong, Y.; Li, X.; Du, X.; Bi, M.; Ma, F.; Xie, J.; Jiang, H. The S-Nitrosylation of Parkin Attenuated the Ubiquitination of Divalent
Metal Transporter 1 in MPP(+)-Treated SH-SY5Y Cells. Sci. Rep. 2020, 10, 15542. [CrossRef]

52. Cahill, C.M.; Lahiri, D.K.; Huang, X.; Rogers, J.T. Amyloid Precursor Protein and Alpha Synuclein Translation, Implications for
Iron and Inflammation in Neurodegenerative Diseases. Biochim. Biophys. Acta. 2009, 1790, 615–628. [CrossRef]

53. Schwartzentruber, A.; Boschian, C.; Lopes, F.M.; Myszczynska, M.A.; New, E.J.; Beyrath, J.; Smeitink, J.; Ferraiuolo, L.; Mortiboys,
H. Oxidative Switch Drives Mitophagy Defects in Dopaminergic Parkin Mutant Patient Neurons. Sci. Rep. 2020, 10, 15485.
[CrossRef] [PubMed]

54. Okarmus, J.; Bogetofte, H.; Schmidt, S.I.; Ryding, M.; Garcia-Lopez, S.; Ryan, B.J.; Martinez-Serrano, A.; Hyttel, P.; Meyer, M.
Lysosomal Perturbations in Human Dopaminergic Neurons Derived from Induced Pluripotent Stem Cells with PARK2 Mutation.
Sci. Rep. 2020, 10, 10278. [CrossRef] [PubMed]

55. Pu, J.; Gao, T.; Zheng, R.; Fang, Y.; Ruan, Y.; Jin, C.; Shen, T.; Tian, J.; Zhang, B. Parkin Mutation Decreases Neurite Complexity
and Maturation in Neurons Derived from Human Fibroblasts. Brain Res. Bull. 2020, 159, 9–15. [CrossRef] [PubMed]

56. Pirooznia, S.K.; Yuan, C.; Khan, M.R.; Karuppagounder, S.S.; Wang, L.; Xiong, Y.; Kang, S.U.; Lee, Y.; Dawson, V.L.; Dawson,
T.M. PARIS Induced Defects in Mitochondrial Biogenesis Drive Dopamine Neuron Loss Under Conditions of Parkin or PINK1
Deficiency. Mol. Neurodegener. 2020, 15, 17. [CrossRef]

57. Ham, S.J.; Lee, D.; Yoo, H.; Jun, K.; Shin, H.; Chung, J. Decision Between Mitophagy and Apoptosis by Parkin via VDAC1
Ubiquitination. Proc. Natl. Acad. Sci. USA 2020, 117, 4281–4291. [CrossRef]

58. Borsche, M.; Konig, I.R.; Delcambre, S.; Petrucci, S.; Balck, A.; Bruggemann, N.; Zimprich, A.; Wasner, K.; Pereira, S.L.; Avenali,
M.; et al. Mitochondrial Damage-Associated Inflammation Highlights Biomarkers in PRKN/PINK1 Parkinsonism. Brain 2020,
143, 3041–3051. [CrossRef]

59. Barazzuol, L.; Giamogante, F.; Brini, M.; Cali, T. PINK1/Parkin Mediated Mitophagy, Ca(2+) Signalling, and ER-Mitochondria
Contacts in Parkinson’s Disease. Int. J. Mol. Sci. 2020, 21, 1772. [CrossRef] [PubMed]

60. Kesh, S.; Kannan, R.R.; Balakrishnan, A. Naringenin Alleviates 6-Hydroxydopamine Induced Parkinsonism in SHSY5Y Cells and
Zebrafish Model. Comp. Biochem. Physiol. C Toxicol. Pharmacol. 2021, 239, 108893. [CrossRef]

61. Qi, H.; Shen, D.; Jiang, C.; Wang, H.; Chang, M. Ursodeoxycholic Acid Protects Dopaminergic Neurons from Oxidative Stress via
Regulating Mitochondrial Function, Autophagy, and Apoptosis in MPTP/MPP(+)-Induced Parkinson’s Disease. Neurosci. Lett.
2021, 741, 135493. [CrossRef]

62. Lin, M.W.; Lin, C.C.; Chen, Y.H.; Yang, H.B.; Hung, S.Y. Celastrol Inhibits Dopaminergic Neuronal Death of Parkinson’s Disease
Through Activating Mitophagy. Antioxidants 2019, 9, 37. [CrossRef]

237



Int. J. Mol. Sci. 2021, 22, 10240

63. Liu, M.; Yu, S.; Wang, J.; Qiao, J.; Liu, Y.; Wang, S.; Zhao, Y. Ginseng Protein Protects Against Mitochondrial Dysfunction
and Neurodegeneration by Inducing Mitochondrial Unfolded Protein Response in Drosophila Melanogaster PINK1 Model of
Parkinson’s Disease. J. Ethnopharmacol. 2020, 247, 112213. [CrossRef] [PubMed]

64. Ahmed, S.; Kwatra, M.; Ranjan Panda, S.; Murty, U.S.N.; Naidu, V.G.M. Andrographolide Suppresses NLRP3 Inflammasome
Activation in Microglia Through Induction of Parkin-Mediated Mitophagy in In-Vitro and In-Vivo Models of Parkinson Disease.
Brain Behav. Immun. 2021, 91, 142–158. [CrossRef]

65. Huang, C.Y.; Sivalingam, K.; Shibu, M.A.; Liao, P.H.; Ho, T.J.; Kuo, W.W.; Chen, R.J.; Day, C.H.; Viswanadha, V.P.; Ju, D.T.
Induction of Autophagy by Vasicinone Protects Neural Cells from Mitochondrial Dysfunction and Attenuates Paraquat-Mediated
Parkinson’s Disease Associated alpha-Synuclein Levels. Nutrients 2020, 12, 1707. [CrossRef]

66. Gundogdu, M.; Tadayon, R.; Salzano, G.; Shaw, G.S.; Walden, H. A Mechanistic Review of Parkin Activation. Biochim. Biophys.
Acta Gen. Subj. 2021, 1865, 129894. [CrossRef] [PubMed]

67. Larisch, S.; Yi, Y.; Lotan, R.; Kerner, H.; Eimerl, S.; Tony Parks, W.; Gottfried, Y.; Birkey Reffey, S.; de Caestecker, M.P.; Danielpour,
D.; et al. A Novel Mitochondrial Septin-Like Protein, ARTS, Mediates Apoptosis Dependent on Its P-loop Motif. Nat. Cell Biol.
2000, 2, 915–921. [CrossRef] [PubMed]

68. Shehadeh, L.; Mitsi, G.; Adi, N.; Bishopric, N.; Papapetropoulos, S. Expression of Lewy Body Protein Septin 4 in Postmortem
Brain of Parkinson’s Disease and Control Subjects. Mov. Disord. 2009, 24, 204–210. [CrossRef]

69. Munoz-Soriano, V.; Paricio, N. Overexpression of Septin 4, the Drosophila Homologue of Human CDCrel-1, Is Toxic for
DopaMinergic Neurons. Eur. J. Neurosci. 2007, 26, 3150–3158. [CrossRef]

70. Munoz-Soriano, V.; Nieto-Arellano, R.; Paricio, N. Septin 4, the Drosophila Ortholog of Human CDCrel-1, Accumulates in Parkin
Mutant Brains and Is Functionally Related to the Nedd4 E3 Ubiquitin Ligase. J. Mol. Neurosci. 2012, 48, 136–143. [CrossRef]

71. Hao, Q.; Chen, J.; Liao, J.; Huang, Y.; Gan, Y.; Larisch, S.; Zeng, S.X.; Lu, H.; Zhou, X. P53 Induces ARTS to Promote Mitochondrial
Apoptosis. Cell Death Dis. 2021, 12, 204. [CrossRef]

72. Crocker, S.J.; Liston, P.; Anisman, H.; Lee, C.J.; Smith, P.D.; Earl, N.; Thompson, C.S.; Park, D.S.; Korneluk, R.G.; Robertson, G.S.
Attenuation of MPTP-induced Neurotoxicity and Behavioural Impairment in NSE-XIAP Transgenic Mice. Neurobiol. Dis. 2003, 12,
150–161. [CrossRef]

73. Oh, C.K.; Choi, Y.K.; Hwang, I.Y.; Ko, Y.U.; Chung, I.K.; Yun, N.; Oh, Y.J. RING-finger Protein 166 Plays a Novel Pro-Apoptotic
Role in Neurotoxin-Induced Neurodegeneration via Ubiquitination of XIAP. Cell Death Dis. 2020, 11, 939. [CrossRef] [PubMed]

74. Fu, R.H.; Huang, L.C.; Lin, C.Y.; Tsai, C.W. Modulation of ARTS and XIAP by Parkin Is Associated with Carnosic Acid Protects
SH-SY5Y Cells Against 6-Hydroxydopamine-Induced Apoptosis. Mol. Neurobiol. 2018, 55, 1786–1794. [CrossRef] [PubMed]

75. Bornstein, B.; Edison, N.; Gottfried, Y.; Lev, T.; Shekhtman, A.; Gonen, H.; Rajalingam, K.; Larisch, S. X-linked Inhibitor of
Apoptosis Protein Promotes the Degradation of Its Antagonist, the Pro-Apoptotic ARTS Protein. Int. J. Biochem. Cell Biol. 2012, 44,
489–495. [CrossRef] [PubMed]

76. Van Den Berge, N.; Ferreira, N.; Gram, H.; Mikkelsen, T.W.; Alstrup, A.K.O.; Casadei, N.; Tsung-Pin, P.; Riess, O.; Nyengaard,
J.R.; Tamguney, G.; et al. Evidence for Bidirectional and Trans-Synaptic Parasympathetic and Sympathetic Propagation of
Alpha-synuclein in Rats. Acta Neuropathol. 2019, 138, 535–550. [CrossRef] [PubMed]

77. Ferreira, N.; Goncalves, N.P.; Jan, A.; Jensen, N.M.; van der Laan, A.; Mohseni, S.; Vaegter, C.B.; Jensen, P.H. Trans-Synaptic
Spreading of Alpha-Synuclein Pathology Through Sensory Afferents leads to Sensory Nerve Degeneration and Neuropathic pain.
Acta Neuropathol. Commun. 2021, 9, 31. [CrossRef]

78. Ferreira, N.; Gram, H.; Sorrentino, Z.A.; Gregersen, E.; Schmidt, S.I.; Reimer, L.; Betzer, C.; Perez-Gozalbo, C.; Beltoja, M.;
Nagaraj, M.; et al. Multiple System Atrophy-Associated Oligodendroglial Protein p25Alpha Stimulates Formation of Novel
Alpha-Synuclein Strain With Enhanced Neurodegenerative Potential. Acta Neuropathol. 2021, 142, 87–115. [CrossRef]

79. Guo, H.; Ji, F.; Liu, B.; Chen, X.; He, J.; Gong, J. Peiminine Ameliorates Bleomycin-Induced Acute Lung Injury in Rats. Mol. Med.
Rep. 2013, 7, 1103–1110. [CrossRef]

80. Lim, J.M.; Lee, B.; Min, J.H.; Kim, E.Y.; Kim, J.H.; Hong, S.; Kim, J.J.; Sohn, Y.; Jung, H.S. Effect of Peiminine on DNCB-Induced
atopic Dermatitis by Inhibiting Inflammatory Cytokine Expression in Vivo and in Vitro. Int. Immunopharmacol. 2018, 56, 135–142.
[CrossRef]

81. Chen, L.H.; Zhang, H.M.; Guan, Z.Y.; Zhu, W.F.; Yi, W.J.; Guan, Y.M.; Wang, S.; Liu, H.N. Sex Dependent Pharmacokinetics, Tissue
Distribution and Excretion of Peimine and Peiminine in Rats Assessed by Liquid Chromatography-Tandem Mass Spectrometry. J.
Ethnopharmacol. 2013, 145, 77–84. [CrossRef] [PubMed]

82. Duty, S.; Jenner, P. Animal Models of Parkinson’s Disease: A Source of Novel Treatments and Clues to the Cause of the Disease.
Br. J. Pharmacol. 2011, 164, 1357–1391. [CrossRef] [PubMed]

83. Fu, R.H.; Wang, Y.C.; Chen, C.S.; Tsai, R.T.; Liu, S.P.; Chang, W.L.; Lin, H.L.; Lu, C.H.; Wei, J.R.; Wang, Z.W.; et al. Acetylcorynoline
Attenuates Dopaminergic Neuron Degeneration and Alpha-Synuclein Aggregation in Animal Models of Parkinson’s Disease.
Neuropharmacology 2014, 82, 108–120. [CrossRef] [PubMed]

238



 International Journal of 

Molecular Sciences

Article

EK100 and Antrodin C Improve Brain Amyloid Pathology in
APP/PS1 Transgenic Mice by Promoting Microglial and
Perivascular Clearance Pathways

Huey-Jen Tsay 1,†, Hui-Kang Liu 2,3, Yueh-Hsiung Kuo 4,5,6,†, Chuan-Sheng Chiu 7, Chih-Chiang Liang 8,

Chen-Wei Chung 9, Chin-Chu Chen 10, Yen-Po Chen 10 and Young-Ji Shiao 2,3,7,*

Citation: Tsay, H.-J.; Liu, H.-K.; Kuo,

Y.-H.; Chiu, C.-S.; Liang, C.-C.;

Chung, C.-W.; Chen, C.-C.; Chen,

Y.-P.; Shiao, Y.-J. EK100 and Antrodin

C Improve Brain Amyloid Pathology

in APP/PS1 Transgenic Mice by

Promoting Microglial and

Perivascular Clearance Pathways. Int.

J. Mol. Sci. 2021, 22, 10413. https://

doi.org/10.3390/ijms221910413

Academic Editors: Masaru Tanaka

and Lydia Giménez-Llort

Received: 8 September 2021

Accepted: 24 September 2021

Published: 27 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Institute of Neuroscience, School of Life Science, National Yang-Ming Chiao Tung University,
Taipei 112, Taiwan; hjtsay@ym.edu.tw

2 National Research Institute of Chinese Medicine, Ministry of Health and Welfare, Taipei 112, Taiwan;
hk.liu@nricm.edu.tw

3 Program in Clinical Drug Development of Chinese Medicine, Taipei Medical University, Taipei 112, Taiwan
4 Department of Chinese Pharmaceutical Sciences and Chinese Medicine Resources, China Medical University,

Taichung 404, Taiwan; kuoyh@mail.cmu.edu.tw
5 Department of Biotechnology, Asia University, Taichung 413, Taiwan
6 Chinese Medicine Research Center, China Medical University, Taichung 404, Taiwan
7 Institute of Biopharmaceutical Science, National Yang-Ming Chiao Tung University, Taipei 112, Taiwan;

vicvic1019@gmail.com
8 Institute of Anatomy and Cell Biology, National Yang-Ming Chiao Tung University, Taipei 112, Taiwan;

tony0078013@yahoo.com.tw
9 Institute of Traditional Medicine, National Yang-Ming Chiao Tung University, Taipei 112, Taiwan;

patrick831226@icloud.com
10 Biotech Research Institute, Grape King Bio Ltd., Taoyuan City 320, Taiwan;

gkbioeng@grapeking.com.tw (C.-C.C.); yp.chen@grapeking.com.tw (Y.-P.C.)
* Correspondence: yshiao@nricm.edu.tw; Tel.: +886-2-28201999 (ext. 4171)
† These authors contributed equally to this work.

Abstract: Alzheimer’s disease (AD) is characterized by the deposition of β-amyloid peptide (Aβ).
There are currently no drugs that can successfully treat this disease. This study first explored the
anti-inflammatory activity of seven components isolated from Antrodia cinnamonmea in BV2 cells
and selected EK100 and antrodin C for in vivo research. APPswe/PS1dE9 mice were treated with
EK100 and antrodin C for one month to evaluate the effect of these reagents on AD-like pathology
by nesting behavior, immunohistochemistry, and immunoblotting. Ergosterol and ibuprofen were
used as control. EK100 and antrodin C improved the nesting behavior of mice, reduced the number
and burden of amyloid plaques, reduced the activation of glial cells, and promoted the perivascular
deposition of Aβ in the brain of mice. EK100 and antrodin C are significantly different in activating
astrocytes, regulating microglia morphology, and promoting plaque-associated microglia to express
oxidative enzymes. In contrast, the effects of ibuprofen and ergosterol are relatively small. In addition,
EK100 significantly improved hippocampal neurogenesis in APPswe/PS1dE9 mice. Our data indicate
that EK100 and antrodin C reduce the pathology of AD by reducing amyloid deposits and promoting
nesting behavior in APPswe/PS1dE9 mice through microglia and perivascular clearance, indicating
that EK100 and antrodin C have the potential to be used in AD treatment.

Keywords: Alzheimer’s disease; APPswe/PS1dE9 transgenic mice; EK100; antrodin C; amyloid
plaque; microglia; perivascular clearance

1. Introduction

Alzheimer’s disease (AD) is characterized by a progressive decline in cognitive abili-
ties that can ultimately affect daily living activities. Extracellular deposition of β-amyloid
(Aβ) plaques and intracellular neurofibrillary tangles are considered the main pathological
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hallmark. The imbalance between Aβ production and clearance causes Aβ to accumulate
in the central nervous system (CNS), which in turn induces Aβ plaque formation, increases
neuroinflammation, and alters adult hippocampal neurogenesis [1].

There is increasing evidence that the clearance of Aβ from the brain in AD is impaired.
Therefore, there is an increasing need to study the Aβ clearance mechanism as a potential
target for AD treatment. As we all know, Aβ can be cleared from the brain in many
ways, such as being degraded by proteases, transported through the blood–brain barrier
(BBB), and cleared by the flow of interstitial fluid (ISF) and cerebrospinal fluid (CSF)) [2].
According to recent studies, two types of perivascular scavenging systems are related
to the movement of ISF and CSF, namely intramural peri-arterial drainage (IPAD) and
perivascular CSF inflow [2,3]. In IPAD, the parenchymal ISF containing Aβ exits the brain
and enters the cervical lymph nodes along the basement membrane (BM) of capillaries
and arterial smooth muscle cells [3]. IPAD failure can cause cerebral amyloid angiopathy
(CAA), where Aβ mainly accumulates in capillaries and arterial smooth muscle cells BM [4].
The development of AD animal models is crucial for elucidating the mechanisms and the
etiology of the disease in order to identify efficient therapies. Therefore, animal models
overexpressing Aβ or tau markers were extensively generated [5]. Animal models were first
used to understand AD mechanisms, but above all, they were used to test drugs preventing
cognitive deficits for therapeutic interventions. However, none of the current developed
animal models is able to entirely reproduce the AD pathology, since the deposition of Aβ

and its consequence are not limited to the central nervous system [6–8].
Neuroinflammation can damage neurons and promote Aβ aggregation, so anti-

inflammatory has become the target of AD treatment [9,10]. However, studies have shown
that the early activation of M2-like microglia in AD exhibits neuroprotective functions
by promoting Aβ phagocytosis and clearance, but Aβ-activated M1-like microglia down-
regulate Aβ clearance, thereby promoting Aβ aggregation and neurodegeneration [11].
It has been proposed that pathologically induced COX-2 activity can induce memory
deficits in APPswe/PS1dE9 (APP/PS1) transgenic mice [12]. Therefore, the potential bene-
ficial effects of non-steroidal anti-inflammatory drugs (NSAIDs) such as ibuprofen on the
treatment of AD have also attracted people’s attention [13].

Antrodia cinnamomea (Syn. Antrodia camphorata) is a mushroom unique to Taiwan [14]
that has been safely used in humans in clinical trials (ClinicalTrials.gov (accessed on
1 September 2021) Identifier:NCT01007656). For a long time, the fruit body of A. cinnamo-
mea has been widely used as a traditional medicine for the treatment of many medical
diseases [15]. At present, the cultured mycelium of A. cinnamomea and its anti-inflammatory
components, such as ergosta-7,9(11), 22-trien-3β-ol (also known as EK100), antrodin C,
and antroquinonol can also be used for medicinal purposes. Antroquinonol activates the
nuclear factor erythroid-2 related factor-2 (Nrf2)-dependent cellular antioxidant defense
system, which has antioxidant and anti-inflammatory effects in peripheral diseases and
AD animal models [16].

In this study, six phytosteroids (i.e., EK100, anticin K, eburicoic acid, dehydroeburicoic
acid, sulfurenic acid, and dehydrosulfurenic acid) (Figure 1A) and a maleimide derivative
(i.e., antrodin C) (Figure 1B) were isolated from the mycelium or fruit body of Antrodia
cinnamomea for anti-inflammatory research. In order to be used as structural control,
ergosterol and ibuprofen were also included in this study (Figure 1A,B).

In previous studies, it was found that EK100 has an anti-inflammatory effect on the
liver of chronic alcohol-fed mice [17] and improves brain damage in ischemic stroke
through neurogenesis [18]. Ergosterol is an isomer of EK100 (Figure 1B), which has
an anti-inflammatory effect on the nitric oxide inhibitory activity in macrophages [19].
Antrodin C (3-isobutyl-4-[4-(3-methyl-2-butenyloxy)phenyl]-1H-pyrrol-1-ol-2,5-dione) has
anti-inflammatory activity and can inhibit macrophage nitric oxide production [20]. By acti-
vating the Nrf2-dependent cellular antioxidant defense system, it can effectively intervene
in diabetes-related cardiovascular diseases [21]. Antcin K, but not EK100, activates perox-
isome proliferator-activated receptor (PPAR)α in cell-based transactivation studies [22].
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Eburicoic acid and dehydroeburicoic acid-treated mice reduced hyperglycemia, hyper-
triglyceridemia, hyperinsulinemia, hyperleptinemia, and hypercholesterolemia induced by
a high-fat diet [23]. Sulfuric acid showed protective effects on type 1 diabetes and hyper-
lipidemia in diabetic mice induced by streptozotocin [24]. However, the anti-Alzheimer’s
disease effect of these compounds has never been studied.

Figure 1. The structure of the compounds used in this study. (A) The structure of EK100 (Ergosta-7,9(11),22-trien-3β-ol),
ergosterol (Ergosta-5,7,22-trien-3β-ol), anticin K (3α,4β,7β-trihygroxy-4α-methylergosta-8,24(28)-dien-11-on-26-oic acid), de-
hydroeburicoic acid ((2R)-2-[(3S,5R,10S,13R,14R,17R)-3-hydroxy-4,4,10,13,14-pentamethyl-2,3,5,6,12,15,16,17-octahydro-1H-
cyclopenta[a]phenanthren-17-yl]-6-methyl-5-methylideneheptanoic acid), eburicoic acid ((2R)-2-[(3S,5R,10S,13R,14R,17R)-
3-hydroxy-4,4,10,13,14-pentamethyl-2,3,5,6,7,11,12,15,16,17-decahydro-1H-cyclopenta[a]phenanthren-17-yl]-6-methyl-5-
methylideneheptanoic acid), dehydrosulfurenic acid ((2R)-2-[(3S,5R,10S,13R,14R,15S,17R)-3,15-dihydroxy-4,4,10, 13,14-
pentamethyl-2,3,5,6,11,12,15,16,17-decahydro-1H-cyclopenta[a] phenanthren-17-yl]-6-methyl-5-methylideneheptanoic acid),
and sulfurenic acid ((2R)-2-[(3S,5R,10S,13R,14R,15S,17R)-3,15-dihydroxy-4,4,10,13,14-pentamethyl-2,3,5,6,7, 11,12,15,16,17-
decahydro-1H-cyclopenta[a]phenanthren-17-yl]-6-methyl-5-methyl-ideneheptanoic acid). (B) The structure of antrodin C
(3-isobutyl-4-[4-(3-methyl-2-butenyloxy)phenyl]-1H-pyrrol-1-ol-2,5-dione) and ibuprofen (isobutylphenyl-propionic acid).
The red squares indicate the bioactive compounds and the blue squares indicate the control compounds.

APP/PS1 transgenic mice co-expressing Swedish mutant human APP695 and mu-
tant human presenilin 1 (PS1) (in which exon 9 is deleted) [25] exhibit pathological and
behavioral changes similar to AD, including amyloid in the brain accumulation of plaques,
degeneration of the cholinergic system, and impaired exploratory behavior and spatial
memory [26]. As early as 3 to 5 months of age, APP/PS1 mice have increased Aβ produc-
tion and plaque formation [27], and impairments in spatial learning and memory are also
observed at 6 months of age [28,29]. In order to verify the effects of the four compounds on
behavioral disorders in APP/PS1 mice, we focused on species-specific nesting activities,
because it is multi-brain-dependent spontaneous [30], which has been considered similar
to activities of daily living (ADL) skills [31]. Clinically, ADL disorder is a pathological
manifestation of AD [32], and this pathological manifestation also appears in APP/PS1
mice [29]. In addition, it was found that the hippocampal neurogenesis of APP/PS1 mice
was damaged at 3 to 6 months of age [33]. Our previous studies have shown that anti-
inflammatory effects can promote hippocampal neurogenesis [29], so we hypothesized that
the decline in microglia activation may subsequently promote hippocampal neurogenesis.
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The purpose of this study is to study the effects of EK100, antrodin C, ergosterol, and
ibuprofen on AD-related pathology in APP/PS1 transgenic mice.

2. Results

2.1. EK100 and Antrodin C Confer Anti-Inflammatory Effects on BV2 Microglia

The structure of EK100 and antrodin C as well as their related compounds used in this
study are shown in Figure 1.

In order to determine the anti-inflammatory effects of A. cinnamomea mycelium com-
ponents, BV2 cells, a cell line derived from primary mouse microglia cells, were incubated
with various concentrations of A. cinnamomea mycelium components including ethanol
extract (CA-Et) and seven isolated compounds for 30 min, and then, the cells were activated
with LPS. Ergosterol (an isomer of EK100) and ibuprofen (a non-steroidal anti-inflammatory
drug) were used as controls. The production of nitric oxide in the conditioned medium and
the reduction of MTT in the cell were measured after 24 h incubation (Table 1). CA-Et with
a non-cytotoxic concentration of 50 μg/mL significantly inhibited the production of nitric
oxide in the vehicle-treated control group by 40% (F(5,12) = 59.70; p < 0.0001, n = 4). At
subtoxic concentrations, antitoxin K, ethylene propionic acid/dehydrobutyric acid mixture,
sulfuric acid/dehydrosulfuric acid mixture, and ibuprofen have no anti-inflammatory
effects. Compared with the vehicle control, EK100 (20 μM), antrodin C (100 μM), and
ergosterol (10 μM) reduced nitric oxide production by 34.0% (F(3, 16) = 44.97; p < 0.0001,
n = 4), 40.0% (F(3, 16) = 198.67; p < 0.0001, n = 4), and 40.2% (F(3, 12) = 48.87; p < 0.0001,
n = 4), respectively.

Table 1. Anti-inflammatory activity of four reagents on LPS-activated BV2 cells.

Nitric Oxide MTT Reduction

Vehicle 25.99 ± 1.14 97.62 ± 1.41
CA-Et

50 μg/mL 10.55 ± 1.60 *** 101.10 ± 3.39
100 μg/mL 4.77 ± 0.68 *** 100.20 ± 1.54

Anticin K
50 μM 21.01 ± 0.96 83.36 ± 10.19 **
100 μM 21.16 ± 1.14 89.58 ± 5.50

EA/DEA
10 μg/mL 24.22 ± 3.17 45.37 ± 3.07 ***
20 μg/mL 16.20 ± 0.49 ** 31.94 ± 2.585 ***

SA/DSA
10 μg/mL 26.26 ± 1.35 73.70 ± 4.31 ***
20 μg/mL 17.46 ± 2.87 * 55.16 ± 2.07 ***

EK100
10 μM 16.84 ± 1.38 *** 100.9 ± 2.07
20 μM 17.19 ± 1.24 ** 96.19 ± 3.14

Antrodin C
50 μM 18.54 ± 1.83 *** 102.7 ± 3.42
100 μM 15.61 ± 1.01 *** 104.8 ± 2.82

Ergosterol
5 μM 16.29 ± 1.64 *** 89.14 ± 2.59
10 μM 15.55 ± 1.38 *** 82.30 ± 0.91 **

Ibuprofen
50 μM 20.27 ± 0.99 103.3 ± 3.56
100 μM 21.80 ± 0.59 101.9 ± 0.63

CA-Et, ethanol extract of A. cinnamomea mycelium; EA/DEA, the mixture of eburic acid and dehydroeburic acid;
SA/DSA, the mixture of sulfurenic acid and dehydrosulfurenic acid. Significant differences between Vehicle
group and reagent-treated groups are indicated by *, p < 0.05; **, p < 0.01; ***, p < 0.001.

2.2. EK100 and Antrodin C Improve Nesting Behavior of APP/PS1 Mice

We chose APP/PS1 transgenic mice (an AD animal model) to check that the effect
of two anti-inflammatory components of A. cinnamomea (i.e., EK100 and antrodin C) and
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two control compounds (i.e., ergosterol and ibuprofen) on AD pathology. APP/PS1 mice
(five-month-old, male and female) were orally administered EK100, antrodin C, ergosterol,
and ibuprofen (30 mg·kg−1·day−1) or vehicle for 30 days, and body weight were measured
weekly. The treatments did not significantly change body weight, indicating that these
treatments have no obvious side effect. Nesting behavior involves a wide network of brain
regions and has previously been used to assess the activities of daily living (ADL) skills
in AD transgenic mice [29]. Compared with wild-type mice, APP/PS1 mice administered
vehicle showed defects in nesting behavior, as assessed by nest score (1.33 ± 0.01 vs.
4.88 ± 0.09, p < 0.001, n = 6) and unthreaded Nestlet (3.77 ± 0.31 vs. 0.87 ± 0.32, p < 0.0001,
n = 6). The use of EK100, antrodin C, and ibuprofen can significantly restore impaired
nesting behavior (3.85 ± 0.57 vs. 1.33 ± 0.01, p < 0.01, n = 6, 3.70 ± 0.58 vs. 1.33 ± 0.01,
p < 0.01, n = 6, 2.50 ± 0.58 vs. 1.33 ± 0.01, p < 0.05, n = 6, respectively) (Figure 2). However,
ergosterol has no effect on nesting behavior.

Figure 2. EK100, antrodin C, and ibuprofen ameliorate nesting behavior deficits in APP/PS1 mice. APP/PS1 transgenic
mice were orally administered with vehicle (Veh) or EK100 (EK), antrodin C (ADC), ergosterol (Erg), and ibuprofen (Ibu)
(30 mg·kg−1·day−1, n = 6 each). Nesting tasks were performed at 30 days post administration. The image in wild-type (WT)
mice (n = 6) is also compared. Bar graphs show the results from the nesting task’s nest score (A) and unshredded Nestlet (B)
from nesting task. The results are the mean ± S.E.M. Significant differences between WT group and the other groups are
indicated by ***, p < 0.001. Significant differences between Veh group and reagent-treated groups are indicated by #, p < 0.05;
##, p < 0.01; ###, p < 0.001.

2.3. EK100 and Antrodin C Reduce the Number and Burden of Amyloid Plaques in the Brains of
APP/PS1 Mice

It is known that plaques can be clearly observed in the brains of APP/PS1 mice at
6 months of age [29]. Therefore, the effect of the four compounds on the number and size
distribution of plaque were detected by immunostaining with AB10 antibody. The plaque
number and burden were calculated using MetaMorph software. The plaque number and
burden were significantly reduced after 30-day administration of EK100 or antrodin C.
Compared with vehicle-treated mice, EK100 and antrodin C decreased plaque number
by 45.4% (170.3 ± 19.04 vs. 272.6 ± 30.89, p < 0.05, n = 5) and 43.7% (181.4 ± 19.76 vs.
272.6 ± 30.89, p < 0.05, n = 5), respectively (Figure 3A,B; Supplementary Figure S1), and
they decreased plaque burden by 37.5% (1.31 ± 0.24 vs. 2.13 ± 0.19, p < 0.05, n = 5) and
53.9% (0.98 ± 0.12 vs. 2.13 ± 0.19, p < 0.01, n = 5), respectively (Figure 3A,C). In contrast,
ergosterol and ibuprofen did not have any significant effect on the number of plaques, and
ibuprofen even increased the plaque load by 31.6% (2.80 ± 0.06 vs. 2.13 ± 0.19, p < 0.05,
n = 5).

Since the decrease in the number of plaques may be due to a decrease in Aβ levels
in the brain, we subsequently measured Aβ levels in the hippocampus. However, after
all four treatments, there was no significant change in Aβ levels in the hippocampus
(Supplementary Figure S2A). In contrast, serum Aβ1-42 levels significantly decreased
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after the ergosterol and ibuprofen treatment, while serum levels of Aβ1-40 significantly
increased after antrodin C treatment (Supplementary Figure S2B).

Figure 3. EK100 and antrodin C reduce amyloid plaque load, number of glial clusters, and plaque-related glial activation in
APP/PS1 mice. APP/PS1 transgenic mice orally administered vehicle (Veh) or EK100 (EK), antrodin C (ADC), ergosterol
(Erg), and ibuprofen (Ibu) (30 mg·kg−1·day−1, each n = 6) 1 months, and then amyloid plaques, microglia, and astrocytes
were immunostained with AB10, Iba-1, and GFAP antibodies, respectively. (A). The representative fluorescent images
of AB10 (blue in the merged panel), Iba-1 (red in the merged panel), and GFAP (green in the merged panel) are shown.
Scale bar: 500 μm. (B–D), The number and burden of AB10-stained plaque (B) and the number of Iba-1+ clusters (C)
and GFAP+ clusters (D) in cerebral hemisphere are counted and shown. The results are the mean ± S.E.M. Significant
differences between the Veh group and reagent-treated groups are indicated by *, p < 0.05; **, p < 0.01; ***, p < 0.001. (E). The
representative fluorescent images of glial clusters immunostained with AB10 (blue in the merged panel), Iba-1 (red in the
merged panel), and GFAP (green in the merged panel) antibodies are shown. Scale bar: 30 μm. (F,G). The immunointensity
(IR) ratio of Iba-1 to AB10 (F) and GFAP to AB10 (G) are calculated and shown. The results are the mean ± S.E.M. Significant
differences between Veh group and reagent-treated groups are indicated by *, p < 0.05; **, p < 0.01.

2.4. EK100 and Antrodin C Promote Aβ Perivascular Deposition in the Brain of APP/PS1 Mice

Since Aβ in the ISF of the brain can be removed from the brain through the glymphatic
perivenous drainage pathway and/or IPAD pathway [34], perivascular Aβ deposition is
detected in both the cortex and hippocampus. We found that the distribution of Aβ deposits
changed from amyloid plaques to Aβ deposits around blood vessels after treatment with
EK100 and antrodin C (Figure 4). The calculation of Aβ deposition in the perivascular
area is expressed as a percentage of the total deposition (Figure 4B). The results showed
that EK100 and antrodin C increased the perivascular Aβ deposition in the cortex by
22.86% (63.97 ± 5.38 vs. 41.12 ± 3.71, p < 0.01, n = 5 vs. 6) and 19.89% (61.00 ± 0.84
vs. 41.12 ± 3.713, p < 0.01, n = 5 vs. 6), respectively. These changes were found in both
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capillaries and arteries (Supplementary Figure S1C). Similarly, EK100 and antrodin C
increase the perivascular Aβ deposition in the hippocampus by 31.67% (76.48 ± 13.05 vs.
44.80 ± 6.52, p < 0.05, n = 5 vs. 6) and 28.21% (73.01 ± 4.84 vs. 44.80 ± 6.52, p < 0.05, n = 5
vs. 6), respectively.

Figure 4. EK100 and antrodin C increase perivascular Aβ deposition in APP/PS1 mice. APP/PS1 transgenic mice orally
administered vehicle (Veh) or EK100 (EK), antrodin C (ADC), ergosterol (Erg), and ibuprofen (Ibu) (30 mg·kg−1·day−1,
each n = 6) for 1 months, and then astrocytes and microglia were immunostained GFAP and Iba-1 antibodies, respectively.
(A) The representative immunostaining images of GFAP and AB10 in the cortex and hippocampus are shown. Scale bar:
100 μm. Arrows indicate the representative perivascular area. (B). The percentage of perivascular Aβ deposition to total Aβ

deposition is calculated by MetaMorph image analysis software and shown. The results are the mean ± S.E.M. Significant
differences between the Veh group and the other groups are indicated by *, p < 0.05; **, p < 0.01.
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2.5. EK100 and Antrodin C Reduce the Number of Glial Cluster and Glial Activation in the Brain
of APP/PS1 Mice

M2-microglia phagocytosis is another Aβ clearance pathway. Therefore, changes
in the phenotype of microglia may also help reduce amyloid plaques. After 30 days of
treatment with EK100 and antrodin C, the number of clusters formed by PAM decrease
significantly (Figure 3A,C). Compared with vehicle-treated mice, EK100 treatment reduced
the number of clusters formed by PAM by 35.5 ± 9.6% (37.40 ± 2.50 vs. 57.83 ± 2.07,
p < 0.001, n = 5). The less effective is that antrodin C treatment reduces the number of
clusters containing PAM by 34.2 ± 18.5% (41.40 ± 5.66 vs. 57.83 ± 2.07, p < 0.05, n = 5).
In contrast, ergosterol and ibuprofen had no significant effect on the number of clusters
formed by PAM.

On the other hand, compared with vehicle-treated mice, EK100 treatment reduced
number of clusters formed by PAA by 42.0 ± 7.9% (34.80 ± 2.11 vs. 59.67 ± 1.84, p < 0.0001,
n = 5) (Figure 3A,D). The less effective is that antrodin C treatment reduces the number
of clusters containing PAA by 34.4 ± 20.1% (41.20 ± 4.62 vs. 59.67 ± 1.84, p < 0.01, n = 5).
In contrast, ergosterol and ibuprofen had no significant effect on the number of clusters
formed by PAA and PAM.

In order to determine the changes in microglia associated with activated plaques after
drug treatment, a scatter plot of the fluorescence intensity of small and medium plaques
(<21 pixels) and Iba-1 was drawn (Supplementary Figure S3). Linear regression analysis
showed that the slope of the regression equation of EK100, antrodin C, and ibuprofen
groups were significantly different from that of the vehicle group. Linear regression for the
vehicle group is y = 0.51x + 0.76, R2 = 0.06; for the EK100 group is y = 1.12x + 0.47, R2 = 0.23
(p < 0.01 for different in slope); for the antrodin C group is y = 1.05x + 3.32, R2 = 0.18 (p < 0.01
for different in slope); for the ergosterol group is y = 0.84x + 4.47, R2 = 0.21 (p = 0.13 for
different in slope); for the ibuprofen group is y = 0.89x + 0.95, R2 = 0.21 (p < 0.01 for different
in slope). This result indicates that EK-100, antrodin C, and ibuprofen, but not ergosterol,
changed the relationship between plague and microglia activation.

In order to determine glial activation associated with plaques after drug treatment, the
representative fluorescent images (n = 34–56) are captured (Figure 3E). The immunointen-
sity (IR) ratio of Iba-1 to AB10 (Figure 3F) and GFAP to AB10 (Figure 3G) of the captured
images are calculated by ImageJ software. The results showed that EK100 and antrodin C
increase the IR ratio of Iba-1 to AB10 by 45.12% (2.63 ± 0.36 vs. 1.82 ± 0.20, p < 0.05, n = 46
vs. 54) and 59.45% (2.89 ± 0.39 vs. 1.82 ± 0.20, p < 0.01, n = 30 vs. 54). On the other hand,
EK100 and antrodin C did not change the IR ratio of GFAP to AB10. However, ergosterol
decrease the IR ratio of GFAP to AB10 by 35% (2.35 ± 0.23 vs. 3.55 ± 0.29, p < 0.05, n = 53).

2.6. EK100 and Antrodin C Reduce Non-Clustered Activation of Glia in the Hippocampus of
APP/PS1 Mice

Previously, we found that compared with wild-type mice, APP/PS1 mice had a higher
degree of astrocyte reactivity and microglia activation in areas unrelated to plaque [29].
Therefore, the immunoreactivity of the non-clustered glial cells in the hippocampus of each
group was compared (Figure 5). The results show that compared with wild-type mice,
APP/PS1 mice have a higher degree of glial non-cluster activation. Compared with vehicle-
treated mice, EK100 and ibuprofen treatment reduced the IR of non-clustered astrocytes
(NCA) in the hippocampal CA1 by 46.7% (9.49 ± 0.42 vs. 17.80 ± 1.98, p < 0.01, n = 5 vs. 6)
and 47.8% (9.30 ± 0.50 vs. 17.80 ± 1.98, p < 0.05, n = 5 vs. 6), respectively (Figure 5A,B). In
contrast, antrodin C and ergosterol did not show a significant effect on the IR of NCA in
the hippocampus. On the other hand, EK100, antrodin C and ibuprofen treatment reduced
the IR of non-clustered microglia (NCM) in hippocampal CA1 by 50.7% (5.87 ± 0.61 vs.
11.90 ± 1.03, p < 0.001, n = 5 vs. 6), 54.7 ± 9.7% (5.14 ± 0.67 vs. 11.90 ± 1.03, p < 0.001,
n = 5 vs. 6) and 38.1% (7.37 ± 1.37 vs. 11.90 ± 1.03, p < 0.05, n = 5 vs. 6), respectively
(Figure 5B). In contrast, ergosterol did not show a significant effect on the IR of NCM in the
hippocampus. The similar changes were found in CA3 and DG areas.
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Figure 5. EK100 reduce non-clustered glial activation in APP/PS1 mice. APP/PS1 transgenic mice orally administered
vehicle (Veh) or EK100 (EK), antrodin C (ADC), ergosterol (Erg), and ibuprofen (Ibu) (30 mg·kg−1·day−1, each n = 6) for 1
month, and then astrocytes and microglia were immunostained with GFAP and Iba-1 antibodies, respectively. (A,B) The
representative immunostaining images of GFAP (green) and Iba-1 (red) without being associated with plaque in Cornu
Amonis (CA)1, CA3, dentate gurus (DG) are shown in (A). The image in wild-type (WT) mice (n = 6) is also compared. Scale
bar: 200 μm. The level of GFAP and Iba-1 in the CA1, CA3, and DG are calculated by MetaMorph image analysis software
and shown in (B). The results are the mean ± S.E.M. Significant differences between the Veh group and the other groups
are indicated by *, p < 0.05; **, p < 0.01; ***, p < 0.001. (C,D). The representative image of Iba-1 (red) not associated with
plaque is shown in (C). The branch number, junction number, and end point number of Iba-1 immunostained microglia are
calculated by FIJI ImageJ software. The results are the mean ± S.E.M. Significant differences between the Veh group and the
other groups are indicated by **, p < 0.01; ***, p < 0.001. (E,F). The representative immunostaining images of Iba-1 (red) and
Aβ not associated with plaque in the cortex are shown in (E). Arrows indicate the representative microglia. The intracellular
Aβ in microglia are calculated by MetaMorph image analysis software and shown in (F). The results are the mean ± S.E.M.
Significant differences between the Veh group and the other groups are indicated by *, p < 0.05; **, p < 0.01; ***, p < 0.001.
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Microglia have different morphological responses to changes in brain physiology,
from hyper-ramified form to amoeba form [35]. Since microglia fine-tune the function of
neurons and glial through cell-to-cell crosstalk [36], the morphology of microglia can be
used as an indicator of a variety of cell functions and dysfunctions in the brain. The skeletal
analysis was used for regional analysis of multiple microglia in the region of interest. The
results shown that EK100, ergosterol, and ibuprofen increase the number of branches,
junctions, and endpoints of microglia (Figure 5C,D). EK100, ergosterol, and ibuprofen
treatment increased the branch number of microglia by 11.6% (5.56 ± 0.06 vs. 4.98 ± 0.09,
p < 0.0001, n = 20), 18.3% (5.89 ± 0.12 ± 0.06 vs. 4.98 ± 0.09, p < 0.0001, n = 25 vs. 20), and
9.4% (5.45 ± 0.11 vs. 4.98 ± 0.09, p < 0.0001, n = 25 vs. 20), respectively. The similar changes
were found in the intersection number and endpoint number of microglia.

Next, the combined immunostaining of Iba-1 and AB10 was used to check the mi-
croglia phagocytosis of Aβ. The results showed that antrodin C, ergosterol, and ibuprofen,
significantly increased the accumulation of Aβ in microglia by 37.4% (32.18 ± 1.85 vs.
23.42 ± 2.41, p < 0.01, n = 32 vs. 25), 57.0% (36.76 ± 2.45 vs. 23.42 ± 2.41, p < 0.001, n = 25),
and 40.1% (31.82 ± 2.60 vs. 23.42 ± 2.41, p < 0.05, n = 25) (Figure 5E,F). On the contrary,
EK100 did not alter the accumulation of Aβ in microglia.

2.7. EK100 and Antrodin C Eliminated Nrf2 Overexpression in the Brain of APP/PS1 Mice

Nrf2 regulates the expression of phase II detoxification enzymes (including HO-1
and NQO-1) as well as antioxidant genes that protect cells from various damages through
anti-inflammatory effects, thereby affecting the progression of the disease [37]. Therefore,
the expression of HO-1 was detected. Compared with wild-type mice, APP/PS1 mice have
increased HO-1 expression (Figure 6A). However, antrodin C and ergosterol significantly
promoted the increase of HO-1 expression by 24.3% (0.92 ± 0.04 vs. 0.74 ± 0.03, p < 0.001,
n = 57 vs. 66) and 24.3% (0.92 ± 0.04 vs. 0.74 ± 0.03, p < 0.001, n = 64 vs. 66), respectively
(Figure 6B,C). In contrast, EK100 and ibuprofen significantly reduced the expression of
HO-1 compared to vehicle therapy by 21.7% (0.58 ± 0.03 vs. 0.74 ± 0.03, p < 0.001, n = 71 vs.
66) and 12.2% (0.65 ± 0.03 vs. 0.74 ± 0.03, p < 0.01, n = 62 vs. 66), respectively. Both HO-1
and NQO-1 are mainly expressed in microglia and overexpressed in the PAM of APP/PS1
mice (Figure 6A). Antrodin C, ergosterol, and ibuprofen significantly promote the increase
of NQO-1 expression by 50% (0.93 ± 0.04 vs. 0.62 ± 0.03, p < 0.0001, n = 45 vs. 57), 116%
(1.34 ± 0.06 vs. 0.62 ± 0.03, p < 0.0001, n = 64 vs. 57), and 53.2% (0.95 ± 0.03 vs. 0.62 ± 0.03,
p < 0.0001, n = 53 vs. 57), respectively (Figure 6B,C). In contrast, EK100 had no effect on
NQO-1 expression compared with vehicle treatment.

Next, we examined the expression of Nrf2 in 6-month-old APP/PS1 mice. We
found that APP/PS1 mice have increased Nrf2 expression compared to wild-type mice
(Figure 6D,E), and treatment of mice with EK100, antrodin C, and ibuprofen significantly
reduced Nrf2 expression by 63.9% (143.4 ± 30.43 vs. 396.8 ± 34.80, p < 0.001, n = 5 vs.
6), 73.0% (107.2 ± 11.39 vs. 396.8 ± 34.80, p < 0.001, n = 5 vs. 6), and 55% (178.5 ± 14.53
vs. 396.8 ± 34.80, p < 0.01, n = 5 vs. 6), respectively. Overexpressed Nrf2 is distributed
throughout the brain, but it is not specifically expressed in microglia. We found that
compared with wild-type mice, the expression of Nrf2 in neurons of APP/PS1 mice was
significantly enhanced by 178.6% (143,362 ± 26,766 vs. 51,447 ± 7022, p < 0.01, n = 14 vs.
10) (Figure 6F,G). After the administration of EK100 and antrodin C, the overexpression
of Nrf2 in neurons were decreased by 54.2% (65,729 ± 7769 vs. 143,362 ± 26,766, p < 0.05,
n = 10 vs. 14) and 48.2% (74,224 ± 9136 vs. 143,362 ± 26,766, p < 0.05, n = 10 vs. 1),
respectively. In contrast, EK100 and antrodin C did not affect the Aβ content in neurons.
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Figure 6. Antrodin C, but not EK100, promotes HO-1 in APP/PS1 mice. (A–E). APP/PS1 transgenic mice orally administered
vehicle (Veh) or EK100 (EK), antrodin C (ADC), ergosterol (Erg), and ibuprofen (Ibu) (30 mg·kg−1·day−1, each n = 6) for
1 month. The representative images of HO-1 (green in upper panel) and NQO1 (green in lower panel) in Iba-1+ microglia
(red) of WT mice and APP/PS1 transgenic mice are shown in (A). Amyloid plaques were stained with Amylo-Glo (blue).
Scale bar: 50 μm. The representative images of HO-1 (green in upper panel) and NQO1 (green in lower panel) in Iba-1+

microglia (red) of APP/PS1 transgenic mice are shown in (B). Immunointensity (IR) ratio of HO-1/Iba-1 and NQO-1/Iba-1
are calculated and shown in (C). Representative immunoblots of Nrf2 and HO-1 and β-actin of cortical homogenate are
shown in (D). The protein level in wild-type (WT) mice (n = 6) is also compared. The ratio of Nrf2 and HO-1 to β-actin is
presented as a percentage of the WT group (E). (F,G) APP/PS1 transgenic mice orally administered vehicle (Veh) or EK100
(EK) and antrodin C (ADC) (30 mg·kg−1·day−1, each n = 6) for 1 months. The representative images of Nrf2 (green in
merged panel) and AB10 (red in merged panel) in neurons of WT mice and APP/PS1 transgenic mice are shown in (F).
Nuclei staining using Hoechst 33258 (blue). Scale bar: 20 μm. Immunointensity (IR) of Nrf2 and AB10 were calculated and
shown in (G). The results are the mean ± S.E.M. Significant differences between the Veh group and the other groups are
indicated by *, p < 0.05; **, p < 0.01; ***, p < 0.001.
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2.8. EK100 Promote Hippocampal Neurogenesis and Dendritic Complexity in the Brain of
APP/PS1 Mice

Compared with wild-type mice, the number of BrdU-positive proliferating type 2
progenitor cells and DCX-positive neonatal granule neurons in the subgranular zone (SGZ)
of APP/PS1 mice were decreased by 51.3% (6.02 ± 0.74 vs. 12.36 ± 1.08, p < 0.001, n = 9
vs. 8) and 34.1% (20.76 ± 1.11 vs. 31.48 ± 2.03, p < 0.001, n = 9), respectively, and EK100
restored these decreases by 67.8% (10.10 ± 0.51 vs. 6.02 ± 0.74, p < 0.001, n = 10 vs. 9) and
38.9% (28.83 ± 2.41 vs. 20.76 ± 1.11, p < 0.001, n = 8 vs. 10) (Figure 7A–D). The number
of BrdU- and DCX-double positive neurons was also decreased by 73.8% (3.20 ± 0.48 vs.
8.83 ± 1.01, p < 0.001, n = 8 vs. 9), and EK100 restored these decreases by (6.54 ± 0.55 vs.
3.20 ± 0.48, p < 0.001, n = 10 vs. 8).

Since dendritic growth is important for neuron integration in neurogenesis, we further
analyzed the dendritic complexity of DCX-positive cells through laminar flow quantitative
methods [38]. We found that the vehicle-treated transgenic mice had lower levels of
secondary dendritic branches compared to wild-type mice (1.34 ± 0.05 vs. 1.66 ± 0.10,
p < 0.01, n = 10 vs. 9). EK100 significantly increased the dendritic complexity of secondary
dendritic branches by 40.3% (1.88 ± 0.14 vs. 1.34 ± 0.05, p < 0.01, n = 9 vs. 10) (Figure 7E,F).
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Figure 7. EK100 promotes hippocampal neurogenesis in APP/PS1 mice. APP/PS1 transgenic mice orally administered
with vehicle (Veh) or EK100 (30 mg·kg−1·day−1, n = 6 each) for 1 month. Wild-type (WT) mice were used as non-transgenic
control. Hippocampal neurogenesis was detected by immunohistochemical staining with doublecortin antibody (DCX, red)
and BrdU antibody (green). The representative images of the dentate gyrus are shown in (A). Arrow indicated DCX-labeled
newly born neuron; arrow head indicates proliferating type 2 neuroprogenitor; double arrow head indicates the newly
born neuron immediately after proliferation; hollow arrow indicates proliferating cells other than the neuroprogenitor. ML,
molecular layer; UGL, upper blade granular cell layer; SGZ, subgranular zone; LGL, lower blade granular cell layer. Scale
bar: 100 μm. Panels B–D show the number/mm SGZ of BrdU positive cells (BrdU+, B); DCX-positive cell (DCX+, C) and
the cells with double labeling (BrdU+, DCX+, D). (E) The representative immunostaining images of the upper blade dentate
gyrus area are shown. Scale bar: 50 μm. Secondary dendrites of the DCX+ cells are counted along the middle of granular
cell layer (GCL, green dashed line). (F) The dendritic complexity was analyzed by laminar quantification. The branch ratio
of secondary dendrites of DCX+ cells were shown. Dendrites of DCX+ cells are counted along the middle of the GCL. The
results are the mean ± S.E.M. Significant differences between the Veh group and the other groups. **, p < 0.01; ***, p < 0.001.
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3. Discussion

This study shows that two anti-inflammatory compounds, EK100 and antrodin C,
selected from components isolated from A. cinnamomea mycelium, can reduce AD-like
pathological changes in APP/PS1 mice in different ways when administered orally. BV2
cells activated by LPS were used to determine the anti-inflammatory effects of components
isolated from A. cinnamomea mycelium (including CA-Et, anticin K, eburicoic acid, dehy-
droeburicoic acid, sulfurenic acid, dehydrosulfurenic acid, EK100, antrodin C, and ergos-
terol), and ibuprofen (an NSAID control). The results showed that the production of nitric
oxide in BV2 cells activated by LPS was significantly inhibited by CA-Et, EK100, antrodin C,
and ergosterol, but it was not affected by anticin K, eburicoic acid/dehydroeburicoic acid
mixture, sulfurenic acid/dehydrosulfurenic acid mixture, and ibuprofen. Therefore, we
examined the effects of EK100, antrodin C, ergosterol, and ibuprofen (an NSAID control) on
the pathology of APP/PS1 transgenic mice, including changes in nesting behavior, plaque
deposition, perivascular deposition, nerves glial activation, and the Nrf2/HO-1/NQO-1
signaling pathway. Moreover, the effect of EK100 on neurogenesis was also examined.

The results of the animal study are summarized in Table 2. In the behavior test, EK100,
antrodin C, and ibuprofen, but not ergosterol, significantly improve the nesting ability
of APP/PS1 mice. Among the effects related to Aβ deposition, EK100 and antrodin C
can effectively reduce the number and load of plaques, promote Aβ deposition around
blood vessels, and reduce the accumulation of PAA and PAM. Among the changes in PAM
activation, EK100 significantly increased the expression of Iba-1 but did not change the
ratios of HO-1/Iba-1 and NQO-1/Iba-1; ADC significantly increased Iba-1 and the HO-
1/Iba-1 and NQO-1/Iba-1 ratios; ergosterol significantly increased the ratios of HO-1/Iba-1
and NQO-1/Iba-1 but did not increase the expression of Iba-1; and ibuprofen significantly
increased the NQO-1/Iba-1 ratio and reduced the NQO-1/Iba-1 ratio without increasing
the expression of Iba-1. There are no compounds that can modulate the expression of
GFAP in PAA. In the activation of non-plaque-associated glial cells, EK100, antrodin C,
and ibuprofen significantly increased the expression of Iba-1 in NCM, while antrodin C,
ergosterol, and ibuprofen significantly increased the intracellular accumulation of Aβ in
NCM. On the other hand, EK100, ergosterol, and ibuprofen significantly increased the
ramification of NCM, while EK100 and ibuprofen can significantly reduce the expression
of GFAP in NCA. In the response of non-plaque-related neurons, EK100, antrodin C, and
ibuprofen significantly reduced the expression of Nrf2 in cortical neurons. Finally, EK100
has also been shown to significantly promote hippocampal neurogenesis.

In order to verify the effects of the four compounds on behavioral disorders in
APP/PS1 mice, we focused on species-specific nesting activities, because it is multi-brain-
dependent spontaneous [30], which has been considered similar to ADL skills [31]. Clin-
ically, ADL disorder is a pathological manifestation of AD [32], and this pathological
manifestation also appears in APP/PS1 mice [29]. In this study, we found that EK100,
antrodin C, and ibuprofen can alleviate the defects of nesting behavior. These results indi-
cate that the administration of EK100, antrodin C, and ibuprofen may have the potential to
restore multiple brain injury in APP/PS1 mice.

Then, we studied the effects of four compounds on amyloid plaque deposition and
Aβ perivascular deposition. EK100 and antrodin C reduced the number of plaques but did
not reduce the levels of Aβ in the hippocampus and serum, indicating that the reduction
in the number of plaques was not due to the inhibition of Aβ production. The use of
SH-SY5Y-APP695 cells also confirmed the ineffective inhibition of Aβ accumulation by
EK100 and antrodin C. Therefore, the effect of EK100 and antrodin C on reducing the
number of plaques can be attributed to the removal of Aβ rather than the formation of Aβ.
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Table 2. The effects of four compounds in APP/PS1 mice.

EK100 ADC Erg Ibu WT

Pathological improvement
1. Nesting behavior:

Nesting score ↑ ↑ – ↑ ↑
Unthreaded nestlet ↓ ↓ – ↓ ↓

2. Aβ deposition:
Plaque number ↓ ↓ – – ND
Plaque burden ↓ ↓ – ↑ ND

Putative Aβ clearance pathways and neuroprotective effects
1. Perivascular pathway

Perivascular Aβ ↑ ↑ – – ND
2. PAM/PAA pathway

Iba-1+ cluster number ↓ ↓ – – ND
Iba-1 IR in cluster ↑ ↑ – – ND
GFAP+ cluster number ↓ ↓ – – ND
GFAP IR in cluster – – ↓ – ND
HO-1/Iba-1 IR ratio ↓ ↑ ↑ ↓ ND
NQO-1/Iba-1 IR ratio – ↑ ↑ ↑ ND

3. NCM/NCA pathway
Iba-1 IR in HNCM ↓ ↓ – ↓ ↓
Aβ IR in HNCM – ↑ ↑ ↑ ND
Microglia ramification ↑ – ↑ ↑ ND
GFAP IR in HNCA ↓ – – ↓ ↓

4. Neuron protection
Total Nrf2 ↓ ↓ – ↓ ↓
Neuronal Nrf2 ↓ ↓ ND ND ↓
Neurogenesis ↑ ND ND ND ↑

ADC, antrodin C; erg, ergosterol; Ibu, Ibuprofen; WT, wild-type mice; Aβ, amyloid β; Iba-1, ionized calcium-binding adaptor molecules;
GFAP, glial fibrillary acidic protein; PAM, plaque-associated microglia; PAA, plaque-associated astrocytes; HO-1, heme oxygenase-1;
NQO-1, NAD(P)H quinone dehydrogenase 1; IR, immunoreactivity; NCM, non-clustered microglia; NCA, non-clustered astrocytes;
Nrf2, nuclear factor erythroid-2 related factor 2; ↑, increased; ↓, decreased; –, no effect; ND, not determined.

Recent evidence suggests that impaired clearance may be the driving force behind
sporadic AD [39]. Microglia may promote Aβ clearance through phagocytosis [40]. Al-
though it is obvious that astrocytes and microglia accumulate around amyloid plaques in
AD, it is still elusive whether they are mainly attracted by amyloid deposits or only by the
plaque-related damaged neurite response [41]. Microglia activation is highly correlated
with the accumulation of Aβ, because activated microglia are found to surround the plaque.
Therefore, Aβ can be cleared by phagocytosis or proteolytic degradation [42]. Studies
have shown that limiting the accumulation and phagocytosis of microglia will increase Aβ

deposition, thus highlighting the functional impact of phagocytosis [43].
It is worth noting that EK100, antrodin C, and ibuprofen can effectively improve

nesting behavior and inhibiting NCM activation, indicating that these two events are
related in APP/PS1 mice. Microglia exhibit a variety of phenotypic states, from pro-
inflammatory M1 phenotype to the alternative activation M2 phenotype, especially under
chronic inflammatory conditions [44]. In vitro evidence suggests that the phagocytic ability
of microglia is inhibited in AD [45]. The activity of M1-like reactive microglia induced by
LPS in Aβ phagocytosis is significantly reduced, and this reduction can be rescued by IL-4
induced activation of M2-like microglia [45]. This phenomenon leads to the hypothesis
that the accumulation of Aβ in AD may be due to changes in the phenotype of microglia.
Therefore, the regulation of M2-like reactive microglia by microglia may have potential
benefits in the treatment of AD.

Nrf2 is overexpressed in the cerebral cortex neurons of APP/PS1 mice, indicating that
the overexpression of Nrf2 may be related to the antioxidant pathway of Nrf2 in neurons,
but it has nothing to do with microglia. The overexpression of Nrf2 can be down-regulated
by EK100, antrodin C, and ibuprofen, indicating that the overexpression of Nrf2 may be
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a feedback effect to protect neurons after the presence of Aβ. The treatment of EK100,
antrodin C, and ibuprofen may overcome the toxicity mediated by Aβ. Therefore, the
feedback effect of Nrf2 can be avoided.

The Nrf2/HO-1/NQO-1 pathway in microglia can regulate the inflammatory function
of microglia and inhibit Aβ accumulation through phagocytosis [46]. The oxidation and
anti-oxidation mechanisms are usually balanced by certain known elements, such as Nrf2
and HO-1. The overproduction of reactive oxygen species (ROS) and/or inhibition of
antioxidant defense mechanisms may become harmful, which is called oxidative stress [47].
Previous studies reported that despite the presence of oxidative stress, the expression of
nuclear Nrf2 in the brains of human AD patients is reduced [48]. However, other studies
have shown that the expression of Nrf2 target genes in AD brain is increased. Previous
studies have shown that Nrf2 transcripts are significantly reduced in 3-month-old APP/PS1
mice but not found in 6-month-old mice [49]. Fragoulis et al. demonstrated that in the AD
mouse model, the administration of methysticin activates the Nrf2 pathway and reduces
neuroinflammation, hippocampal oxidative damage, and memory loss [50]. Tanji et al.
demonstrated that the expression level of HO-1 in the temporal cortex of AD patients is
increased compared with the control group [51]. Other studies have reported increased
NQO1 activity and immunoreactivity in the brains of AD patients associated with AD
pathology [52]. A reasonable explanation for the differences in these reports is that Nrf2
levels may change during disease progression based on the degree of ROS production. It
is now accepted that Nrf2 is up-regulated in the early stages of AD by Aβ-induced ROS
but starts to decrease as the disease progresses [53]. Kanninen et al. used APP/PS1 mice
to prove that Nrf2 expression decreases in the later stage [54]. Although the underlying
mechanism has not been elucidated, the damage of the Nrf2 pathway may be related to the
progression of the disease. Yammzaki et al. found that the expression of Nrf2 increased
in APP/PS1 mice [55]. This may be mediated by the Aβ-mediated phosphorylation of
P62, which interacts with Kelch-like ECH-associated protein 1 (Keap1). In addition, cell
type-specific Nrf2 expression should be checked [56].

Aβ clearance can be mediated by microglia. In addition, Aβ can also be cleared
through vascular access [57], the glymphatic system [58], and IPAD [59]. IPAD failure can
lead to cerebral amyloid angiopathy (CAA), where Aβ mainly accumulates in capillaries
and arterial smooth muscle cells BM [4]. Therefore, the perivascular deposition of Aβ

was determined. The results showed that EK100 and antrodin C significantly increased
the perivascular deposition of Aβ, indicating that EK100 and antrodin C reduced plaque
deposition by promoting the clearance of Aβ through the perivascular pathway. However,
partial failure of these clearance pathways can increase perivascular deposits.

It has been found that antrodin C has anti-inflammatory effects in RAW264.7 macrophages
activated by LPS [20] and can effectively interfere with hyperglycemia-induced senescence
and apoptosis by activating the HO-1/NQO-1-dependent cellular antioxidant defense
system [21]. In our current study, the promotion of HO-1/NQO-1-dependent cellular
antioxidant defense was detected in the treatment of antrodin C and ergosterol, but it was
not detected during the treatment of EK-100 and ibuprofen. This may help antrodin C to
reduce Aβ burden more than EK100.

EK100 also has anti-inflammatory effects [17] and has been studied to improve is-
chemic stroke [18]. In our current study, EK100 did not show cellular antioxidant defense
that depends on HO-1/NQO-1. Indomethacin was used as a positive control to evaluate
the analgesic activity of EK100 in vitro [60]. Our current study uses ibuprofen as an NSAID
control and found that EK100 has a similar effect on NCA activation as ibuprofen, which
means that the NSAID activity of ibuprofen and EK100 can increase the activation of NCA.
In previous studies, it has been found that EK100 and its isomer ergosterol can inhibit
LPS-mediated macrophage activation [17]. In our current study, we also found that both
of these compounds can inhibit LPS-mediated BV2 microglia activation. However, EK100
(instead of ergosterol) inhibits the activation of non-clustered and clustered microglia,
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indicating that Aβ-mediated activation of microglia is specifically inhibited by EK100 but
not affected by ergosterol.

It is speculated that both soluble Aβ and Aβ plaques can cause neuroinflammation
and subsequent damage to the hippocampal nerves, which then leads to behavioral defects.
EK100 can effectively remove plaque, reduce neuroinflammation, increase neurogenesis,
and improve behavioral defects. According to this interference, antrodin C may also have
the ability to promote neurogenesis.

In this study, we revealed four compounds with anti-inflammatory activity, two of
which are structurally similar and exhibit different effects on AD-related pathological
changes (including brain Aβ clearance). However, we cannot determine the precise target
of these effects by using APP/PS1 mice as an animal model. In addition, the structure-
activity relationship between EK100 and ergosterol and between antrodin C and ibuprofen
has not been resolved. The ultimate goal of this study is to reveal the Aβ clearance
promoting activity and the structure-activity relationship of these compounds. The biggest
challenge in the future is that we need more technologies and research models, including
cell and animal models, to achieve this goal.

4. Materials and Methods

4.1. Reagents

5-Bromo-2′-deoxyuridine (BrdU), formic acid, ergosterol, and ibuprofen were pur-
chased from Sigma-Aldrich (St Louis, MO, USA). General chemicals were purchased from
Sigma-Aldrich (St Louis, MO, USA) or Merck (Darmstadt, Germany).

4.2. Extraction, Isolation, Purification, and Structure Determination of Compounds in
A. cinnamomea

Freeze-dried powder of A. cinnamomea of the submerged whole broth (Batch No.
MZ-247) was provided by the Biotechnology Center of Grape King Inc., Chung-Li City,
Taiwan, Republic of China. The purification procedure of EK100 from A. cinnamomea
was described previously [61]. In brief, freeze-dried powder of A. cinnamomea of the
submerged whole broth was extracted three times with methanol at room temperature.
The methanol extract was evaporated in vacuum to give a brown residue, which was
suspended in H2O and then partitioned with 1 L of ethyl acetate. The ethyl acetate fraction
was chromatographed on silica gel using mixtures of hexane and ethyl acetate of increasing
polarity as eluents and further purified with high-performance liquid chromatography
(HPLC). Twelve components were identified. EK100 was eluted with 10% ethyl acetate in
hexane. The structure of EK100 was elucidated by mass and nuclear magnetic resonance
(NMR) spectral data.

The purification procedure of antrodin C from A. cinnamomea mycelia was described
previously [17]. In brief, the dried and ground mycelium of A. cinnamomea was extracted
with 95% ethanol. Then, the 95% ethanol extract was concentrated under reduced pressure.
The residues are suspended in H2O and partitioned with n-hexane and then ethyl acetate.
The ethyl acetate fraction was sequentially chromatographed on silica gel and Sephadex
LH-20 columns to obtain antrodin C. The structure of antrodin C was elucidated by mass
and NMR spectral data.

The purification procedure of anticin K, dehydroeburicoic acid, eburicoic acid, sul-
furenic acid, and dehydrosulfurenic acid from A. cinnamomea mycelia was described
previously [62]. In brief, dried A. cinnamomea fruiting bodies were extracted five times
with methanol at 50 ◦C for 12 h and then concentrated under reduced pressure. The
methanol extract was separated by silica gel flash column (70–230 mesh, 15 × 10 cm)
with a gradient solvent system of CH2Cl2 100% to methanol 100%, to provide 12 fractions
(ACFB.1–ACFB.12). ACFB.3 was purified by preparative HPLC (Cosmosil 5C18-AR-II,
5 μm, 250 × 20 mm i.d., acetonitrile/H2O containing 0.1% formic acid, 35:65, flow rate
10 mL/min) to produce antcin K. ACFB.5 was purified by preparative HPLC (Cosmosil
5C18-AR-II, 5 μm, 250 × 20 mm i.d., acetonitrile/H2O containing 0.1% formic acid, 65:35,
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flow rate 10 mL/min) to produce four subfractions (ACFB.5.1–ACFB.5.4). ACFB.5.2 was
further purified by recycled preparative HPLC (Cosmosil 5C18-AR-II, 5 μm, 250 × 20 mm
i.d., acetonitrile/H2O containing 0.1% formic acid, 55:45, flow rate 10 mL/min, recycled
8 times) to produce dehydrosulfurenic acid. ACFB.6 was purified by preparative HPLC
(Cosmosil 5C18-AR-II, 5 μm, 250 × 20 mm i.d., acetonitrile/H2O containing 0.1% formic
acid, 70:30, flow rate 10 mL/min) to produce two subfractions: ACFB.6.1 and ACFB.6.2.
ACFB.9 was purified by preparative HPLC (Cosmosil 5C18-AR-II, 5 μm, 250 × 20 mm i.d.,
acetonitrile /H2O containing 0.1% formic acid, 90:10, flow rate 10 mL/min) to produce
dehydroeburicoic acid and eburicoic acid. The structure of the compounds used in this
study is shown in Figure 1.

4.3. Cell Culture

BV2 cells, a cell line derived from primary mouse microglia cells, were maintained
in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% fetal bovine
serum (FBS), 100 U/mL penicillin, and 100 μg/mL streptomycin. For treatment, the cell
medium was replaced with DMEM containing 1% FBS.

4.4. Measurement of Nitric Oxide

For the assessment of the amount of nitric oxide production, the Griess reagent
(0.05% N-(1-naphthyl)-ethylene-diamine dihydrochloride, 0.5% sulfanilamide, and 1.25%
phosphoric acid) was employed. The accumulated nitrite, a stable breakdown product of
nitric oxide, can be recorded. The optical density was detected at a wavelength of 540 nm
using a microplate reader with NaNO2 as standard.

4.5. Cell Viability Assay

The reduction of 3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyl-tetrazolium bromide (MTT)
was used to evaluate cell viability. Cells were incubated with 0.5 mg·mL−1 MTT for 1 h.
The formazan particles were dissolved with DMSO. OD600nm was measured using an
ELISA reader.

4.6. Animal Management and Administration

The Institutional Animal Care and Use Committee (IACUC) at the National Research
Institution of Chinese Medicine approved the animal protocol (IACUC No: 106-417-4). All
experimental procedures involving animals and their care were carried out in accordance
with The Guide for the Care and Use of Laboratory Animals published by the United
States National Institutes of Health. APP/PS1 was purchased from Jackson Laboratory
(No. 005864). The breeding gender ratio was a male with two females in one cage. Ex-
periments were conducted using wild-type siblings and APP/PS1 transgenic C57BL/6J
mice. The animals were housed under controlled room temperature (24 ± 1 ◦C) and
humidity (55–65%) with a 12:12 h (07:00–19:00) light–dark cycle. All mice were provided
with commercially available rodent normal chow diet and water ad libitum.

The dose of EK100 used for humans is typically 7380 mg per day. The mouse dose
used was converted from a human-equivalent dose (HED) based on body surface area
according to the US Food and Drug Administration formula. Assuming a human weight
of 60 kg, the HED for 7380 (mg)/60 (kg) = 123 × 12.3 = 10 mg/kg; the conversion coef-
ficient of 12.3 is used to account for differences in body surface area between mice and
human, as previously described [63]. To investigate the effect of EK100 in CNS, 3 doses
(30 mg kg−1 day−1) were applied. EK100, ergosterol, antrodin C, and ibuprofen were
dissolved in vehicle (10% Kolliphor EL, 5% ethanol, 85% dextrose solution (5% in wa-
ter), pH 7.2) to get a final concentration of 3 mg/mL. For studying the therapeutic effect,
thirty APP/PS1 mice (5 months of age) were randomly assigned to five groups (n = 6, half
male and half female) and were administrated by gavage with vehicle, EK100, antrodin
C, ergosterol, and ibuprofen (30 mg·kg−1·day−1) for one month. Ergosterol was used as
EK100’s structural control and ibuprofen was used as an NSAID control. Nesting task was

256



Int. J. Mol. Sci. 2021, 22, 10413

performed 30 days after drug administration. The animals were sacrificed on the 31st day
after drug administration, and then, the Aβ-related pathological changes were inspected
by immunohistochemistry and immunoblotting. For neurogenesis measurement, BrdU
was injected intraperitoneally at 50 mg·kg−1·day−1 during the last 7 days.

4.7. Nesting Test

After oral gavage administration for 30 days, mice were assessed for a nesting test as
described previously. In brief, two Nestlets (5 g) were placed into cage at 1 h before the dark
cycle, and then, the nest score and the weight of unshredded Nestlets were determined
after overnight. Nest construction was scored using a six-graded scale [64]. A score of
0 indicates undisturbed Nestlet; 1, Nestlet was disturbed, but nesting material has not been
gathered to a nest site in the cage; 2, a flat nest; 3, a cup nest; 4, an incomplete dome and 5,
a complete and enclosed dome.

4.8. Tissue Processing

Mice after being anesthetized were sacrificed by transcardial saline perfusion. The
mouse brain was removed, and half of the brain was homogenized in homogenization
buffer containing 20 mM Tris-HCl (pH 7.4), 320 mM sucrose, 2 mM ethylene diamine
tetraacetic acid, 1 mM phenylmethylsulfonyl fluorid, 5 μg·mL−1 leupeptin, and 5 μg·mL−1

aprotinin. Another half brain was immersed in 4% formaldehyde overnight at 4 ◦C
and cryoprotected. Then, brain tissue was sectioned into 30 μm thick sections. Three
slides spanning approximately bregma-1.58 to -1.82 in each brain were used for staining
and analysis.

4.9. Amylo-Glo Staining

Staining for fibrillary amyloid was performed using Amylo-Glo as described by the
manufacturer (Biosensis Inc., Thebarton, South Australia).

4.10. Immunohistochemistry

Immunohistochemistry was performed as described previously [29]. Briefly, sec-
tions were blocked in phosphate buffer saline (PBS) containing 1% bovine serum albumin,
3% normal donkey serum, and 0.3% Triton X-100 for 1 h. Then, they were incubated
in PBS containing 1% bovine serum albumin, 1% normal donkey serum, 0.3% Triton X-
100, and primary antibodies, including mouse monoclonal antibodies to Aβ1-16 (AB10,
Millipore, MAB5208), glial fibrillary acidic protein (GFAP, Millipore, MAB5804), heme
oxygenase 1 (HO-1, Santa Cruz, sc-390991), NAD(P)H quinone dehydrogenase 1 (NQO-1,
Santa Cruz, sc-376023), BrdU (Santa Cruz, sc-32323), goat polyclonal antibody to anti-
ionized calcium-binding adaptor molecule-1 (Iba-1) antibody (abcam, ab5076), and rabbit
polyclonal antibody to anti-Nrf2 antibody (abcam, ab137550), and doublecortin (DCX, ab-
cam, ab18723) overnight at 4 ◦C. Then, sections were incubated in antibody dilution buffer
containing Hoechst33258 (Invitrogen, 2 μg mL−1), fluorescein isothiocyanate, rhodamine
red X-conjugated donkey anti-mouse IgG, rhodamine red X-conjugated donkey anti-rabbit
IgG, or Alexa Fluor 647-conjugated donkey anti-goat IgG (Jackson ImmunoResearch, 705-
605-147) at room temperature for 2 h. After being washed with PBS containing 0.01% Triton
X-100, sections were mounted with Aqua Poly/Mount (Polyscience Inc., Warrington, PA,
USA) for microscopic analysis using a Zeiss LSM 780 confocal microscopy (Jena, Germany).
Representative confocal images had 10 μm depth with maximal projection. Quantification
of amyloid plaque was performed using ImageJ (http://imagej.nih.gov/ij/, accessed on
1 September 2021) software.

Amyloid plaque, astrocytes, and microglia were co-immunostained using anti-Aβ1-16
antibody (AB10), anti-GFAP antibody, and anti-Iba-1 antibody, respectively. On amy-
loid plaque staining, we observed a wide range of plaque size distribution from 2 to
219 pixels using MetaMorph software. To exclude the non-specific staining and the over-
size plaque, the plaques with a size range of 11 to 80 pixels were included for observation.
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For determining perivascular Aβ deposition, after merging the images of the GFAP and
Aβ channels into one, the perivascular Aβ deposition was determined by calculating the
positive pixels present in the GFAP vascular mask in the image.

Activated glia is a prominent feature of AD neuropathology, with both reactive astro-
cytes and activated microglia clustering around amyloid plaques [41]. Therefore, the num-
ber of clusters with plaque-associated astrocytes (PAA) and plaque-associated microglia
(PAM) were determined by staining with GFAP-antibody and Iba-1-antibody, respectively.
The reduced number of clusters with PAM may be related to the reduced number of
plaques. To verify the relationship of cluster size with plaque size, the size alteration of the
individual plaque-associated microglia cluster was analyzed by scatter plot.

4.11. Skelecton Analysis

The number of branches, junctions, and endpoints of microglia were quantified using
FIJI ImageJ software [32]. Briefly, the images of brain sections were transformed to 8-bit
format, and the Unsharp Mask and Despeckle were applied to increase contrast and remove
noise; then, the images were skeletonized and analyzed using the plug-in AnalyzeSkeleton
(2D/3D).

4.12. Quantification of AB10-Stained Plaques

The quantification of AB10-stained plaques was conducted. At least 3 coronal brain
sections from each mouse were used for analysis. Each image was adjusted to the thresh-
old for pixel detection (threshold setting for AB10-positive signal is 200). To eliminate
background, particle large than 80 pixels (approximately 56 μm2) less than 20 pixels (ap-
proximately 14 μm2) was excluded.

4.13. Measurement of Aβ Levels

Two-step sequential extraction of the brain Aβ using 2% sodium dodecyl sulfate
(SDS) and 70% formic acid (FA; Sigma) was processed as described previously [30]. Briefly,
cortical homogenate was mixed with an equal volume of 4% SDS in homogenization
buffer containing protease inhibitor. Then, the sample was sonicated and centrifuged at
100,000× g for 60 min at 4 ◦C. The supernatant was considered an SDS-soluble fraction. The
SDS-insoluble pellet was further suspended in 70% FA and centrifuged at 100,000× g for
60 min at 4 ◦C. The supernatant was collected and neutralized with 1 M Tris, pH 11. SDS-
soluble and SDS-insoluble fractions were stored at −80 ◦C until sandwich enzyme-linked
immunosorbent assay (ELISA) analysis. Aβ level was measured by a sensitive sandwich
ELISA assay using a kit (Invitrogen KHB3481 and KHB3442). The detailed experiments
were performed according to the manufacturer’s protocol.

4.14. Statistical Analysis

Results are expressed as mean ± standard error of the mean (S.E.M) and processed
for statisyical analysis using GraphPad Prism 6 software (La Jolla, CA92037 USA). The
parametric data were analyzed by unpaired two-tailed Student’s t test or one way analysis
of variance (ANOVA) with post hoc multiple comparisons with a Bonferroni test.

5. Conclusions

Our in vitro experiments have shown that EK100, antrodin C, and ergosterol have
anti-inflammatory activity by detecting the production of nitric oxide. Ibuprofen is an
NSAID that can specifically block the COX-2 enzyme. On the other hand, our in vivo
experiments show that EK100 and antrodin C reduce the formation of amyloid plaques in
the cortex and hippocampus, which may be due to the glial phagocytosis and perivascular
granule pathways in APP/PS1 mice to promote Aβ clearance. We also showed that EK100
and antrodin C ameliorated behavioral deficits in APP/PS1 mice. EK100 also promotes
hippocampal neurogenesis. These findings raise the possibility that EK100 and antrodin C
may have the potential to treat AD.
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Abstract: Cellular and molecular mechanisms of the peripheral immune system (e.g., macrophage and
monocyte) in programming endotoxin tolerance (ET) have been well studied. However, regulatory
mechanism in development of brain immune tolerance remains unclear. The inducible COX-2/PGE2

axis in microglia, the primary innate immune cells of the brain, is a pivotal feature in causing
inflammation and neuronal injury, both in acute excitotoxic insults and chronic neurodegenerative
diseases. This present study investigated the regulatory mechanism of PGE2 tolerance in microglia.
Multiple reconstituted primary brain cells cultures, including neuron–glial (NG), mixed glial (MG),
neuron-enriched, and microglia-enriched cultures, were performed and consequently applied to
a treatment regimen for ET induction. Our results revealed that the levels of COX-2 mRNA and
supernatant PGE2 in NG cultures, but not in microglia-enriched and MG cultures, were drastically
reduced in response to the ET challenge, suggesting that the presence of neurons, rather than astroglia,
is required for PGE2 tolerance in microglia. Furthermore, our data showed that neural contact, instead
of its soluble factors, is sufficient for developing microglial PGE2 tolerance. Simultaneously, this
finding determined how neurons regulated microglial PGE2 tolerance. Moreover, by inhibiting
TLR4 activation and de novo protein synthesis by LPS-binding protein (LBP) manipulation and
cycloheximide, our data showed that the TLR4 signal and de novo protein synthesis are necessary for
microglia to develop PGE2 tolerance in NG cells under the ET challenge. Altogether, our findings
demonstrated that neuron–microglia contacts are indispensable in emerging PGE2 tolerance through
the regulation of TLR4-mediated de novo protein synthesis.

Keywords: PGE2; COX-2; microglia; endotoxin tolerance; cell–cell contacts; TLR4; de novo protein
synthesis; LPS binding protein; innate immune memory; brain immunity

1. Introduction

Microglia, the primary innate immune cells of the brain, maintain the central nervous
system (CNS) homeostasis at physiological conditions [1,2]. With their high mobility,
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microglia survey, and guard brain microenvironment (surveillance), they can regulate
normal development, growth, connection, and functions of the neurons for a lifetime [3]. In
response to immune challenge, microglia, as the first defense and inflammatory responder,
secrete a wide spectrum and various immunoregulatory factors to protect the neurons
against invading pathogens [4]. At the end of the inflammatory process, microglia are back
to the status of immune resolution [5]. Conversely, the unresolved inflammation caused by
overactivated microglia further damages neurons [6]. However, the immunosuppressive
mechanism of microglia in resolving inflammation remains unclear [7].

Recently, many studies have demonstrated the capability of microglia in developing in-
nate immune memory to either enhance (trained immunity) or suppress (immune tolerance)
subsequent immune responses [8,9]. In response to the lipopolysaccharide (LPS, glycol-
ipid of the outer cell membrane of Gram-negative bacteria) challenge, activated microglia
immediately produce superoxide and TNF-α, followed by the production of IL-1β, nitrite
(NO), prostaglandin E2 (PGE2), and IL-6 at 24 h [10]. Subsequently, anti-inflammatory
cytokines, such as IL-10, are secreted by microglia for neuroinflammation resolution. Un-
der recurrent stimulations with LPS, while microglia decrease (“tolerate”) production of
pro-inflammatory mediators (TNF-α, IL-1β, and PGE2), they instigate (“sensitize”) the syn-
thesis of anti-inflammatory mediators (IL-10) [11]. In other words, LPS-tolerized microglia
become refractory to a subsequent endotoxin challenge referred to as a neuroprotective
mechanism, targeted at the prevention of excessive toxic damage from cytokine production.
Accordingly, activated microglia are the main target for alleviating neuroinflammation,
including immunotolerance and low-grade inflammation, in order to prevent pathogenesis
of various neurological and psychiatric disorders [12–14]. Noteworthily, the presence of
other brain cells, such as neurons and astroglia, regulates the endotoxin tolerance capacity
of microglia in the TNF-α reduction and IL-10 enhancement through M-CSF-mediated ERK
signals [11]. In fact, little is known about how other brain cells interact with microglia in
shaping their innate immune memory.

Inducible cyclooxygenase-2 (COX-2) catalyzes the first committed step in the synthesis
of PGE2 and subsequently activates its downstream signaling pathways through four E-
prostanoid (EP) receptors [15]. Activating PGE2 signals contributes to the neurotoxic effect
of COX-2 in a broad spectrum of neurological disease models in the CNS [16]—from models
of cerebral ischemia [17] to models of neurodegeneration and inflammation [18,19]. In addi-
tion to the high neural COX-2 activity in acute paradigms of excitotoxicity [20] (e.g., cerebral
ischemia [21] and seizures [22]), microglia also show an increase in COX-2 activity and
PGE2 production, causing inflammatory injury in inflammatory paradigms [10,23,24], such
as Alzheimer’s disease [24,25], Parkinson’s disease [26], and amyotrophic lateral sclero-
sis [27]. Thus, the COX-2/PGE2 axis plays an important role in promoting neuronal injury,
both in acute excitotoxic insults and in chronic neurodegenerative diseases [15,16,19]. Nev-
ertheless, regulatory mechanisms for immune suppression (tolerance) of the COX-2/PGE2
axis in the brain are still unclear. The purpose of this study is to determine the tolerance
mechanism of microglial PGE2 in response to repeated LPS challenges.

2. Materials and Methods

2.1. Animals

Pregnant C57/6J mice (n = 18) and their pups (n = 55) were purchased from the
National Laboratory Animal Center (NLAC) in Tainan, Taiwan. Housing and breeding of
the animals were performed humanely and with regard to alleviating suffering following
the National Institutes of Health Guide for Care and Use of Laboratory Animals (Institute
of Laboratory Animal Resources 1996). All procedures were approved by the National
Cheng Kung University (NCKU) Animal Care and Use Committee.

2.2. Reagents

LPS (E. coli O111:B4, Cat# 437627, protein contaminants ≤ 2.0%, nucleic acid con-
taminants ≤ 2.5%) was obtained from EMD Chemicals, Inc. (Darmstadt, Germany).
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Recombinant TLR4 binding protein and cycloheximide were purchased from R&D Sys-
tems (Minneapolis, MN, USA) and Sigma-Aldrich (Saint Louis, MO, USA), respectively.
Formaldehyde solution was obtained from Sigma-Aldrich (Saint Louis, MO, USA).

2.3. Preparation of Primary Neuron–Glia, Mixed Glia, and Microglia- and
Astrocyte-Enriched Cultures

The preparation of mesencephalic neuron–glia cultures was performed from the mes-
encephalon of embryos at gestation day 14 ± 0.5 of the C57/6J mice (n = 18), as previously
reported [10,11]. Briefly, after dissection and dissociation of mesencephalic tissues with
mild mechanical trituration, cells were seeded to 24-well (5 × 105 cells/well) culture plates
precoated with poly-D-lysine (20 μg/mL) and maintained in 0.5 mL/well of MEM medium
(10% heat-inactivated fetal bovine serum (FBS), 10% heat-inactivated horse serum (HS),
1 g/L glucose, 2 mM L-glutamine, 1 mM sodium pyruvate, and 0.1 mM nonessential amino
acids). Cultures were preserved at 37 ◦C in a humidified atmosphere of 5% CO2/95% air.
Three days later, 0.5 mL/well of fresh medium was replenished into the cultures. Seven
days after seeding, the neuron–glia cultures made up of about 10% microglia, 50% as-
trocytes, and 40% neurons based on the visual counting of immunostained cells with
antibodies against cell-type specific markers: neurons (Neu-N), microglia (OX-42), and as-
trocytes (GFAP) [28]. The NG cultures were ready for further endotoxin tolerance treatment
regimen (Figure 1A). The neuron-enriched culture contained 99% neurons and less than
1% glia. The dividing glia was depleted from neuron–glia cultures 48 h after seeding with
8–10 μM of cytosine β-d-arabinofuranoside (Ara-C; Sigma-Aldrich, St. Louis, MO, USA)
for three days.

Primary mixed glia cultures were prepared from whole brains of postnatal day-1 pups
(n = 10) from the C57BL/6J mice [10,11]. After brain tissue disassociation, the cells were
seeded onto 6-well (1 × 106 cells/well) culture plates and maintained in 1 mL/well of
DMEM/F-12 medium (10% FBS, 2 mM of L-glutamine, 1 mM of sodium pyruvate, and
0.1 mM of nonessential amino acids). Before reaching confluence, the medium was changed
every 3 days. The mixed glia cultures contained about 80% astrocytes and 20% microglia
and were used for endotoxin tolerance treatment regimen.

Microglia-enriched cultures were prepared from the whole brains of 1-day-old C57/6J
pups (n = 45), as previously reported [10,11]. Briefly, after the dissociation of brain tissues,
devoid of meninges and blood vessels by mild mechanical trituration, the isolated cells
(5 × 107 cells) were seeded in 150 cm2 culture flasks in DMEM/F12 medium (10% FBS,
2 mM of L-glutamine, 1 mM of sodium pyruvate, 0.1 mM of nonessential amino acids,
50 U/mL of penicillin, and 50 μg/mL of streptomycin) and maintained at 37 ◦C in a
humidified atmosphere of 5% CO2/95% air. Before reaching confluence, the medium
was changed 4 days later. Upon reaching confluence (12–14 days), the enriched microglia
(99% pure) were obtained by shaking the flasks for 60 min at 180 rpm.

2.4. Cell Treatment

Multiple reconstituted brain cultures, including neuron–glial (NG), mixed glial (MG),
microglia-enriched, fixed neurons plus microglia, and neurons plus microglia in Transwell
inserts, were pre-incubated with or without LPS (15 ng/mL) for 6 h. After replacing the
fresh media and waiting for an additional 6 h, LPS was readded into these cells (Figure 1A).
Thus, endotoxin tolerance (ET) treatment regimen included untreated control, LPS (LPS
alone treatment), LPS/LPS (twice LPS treatment), and LPS-untreated control groups. The
expressions of COX-2 or PGE2 were measured at 3, 6, and 24 h in these cells by RT-PCR
and ELISA, respectively. Furthermore, serum-free medium (no LPS binding protein (LBP))
and the addition of LBP (1 μg/mL) were used to study TLR4′s role in the development
of microglial PGE2 tolerance in NG cells. Moreover, treated NG cells with cycloheximide,
an inhibitor for protein synthesis, was performed to determine involvement of de novo
protein synthesis in PGE2 tolerance of microglia.
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Figure 1. Reduction in COX-2 and PGE2 expression in neuron–glial cultures in response to endotoxin
tolerance. (A) Experimental procedure for the study of PGE2 production in endotoxin tolerance.
Neuron–glial (NG) cultures prepared from E14.5 time-pregnant C56/6J mice were pre-treated with
vehicle (LPS-treated group) or LPS (15 ng/mL) (LPS/LPS-treated group) for 6 h. These pre-treated
NG cultures were replaced with fresh media. Six hours later, LPS (15 ng/mL) was added to these NG
cells. The level of COX-2 gene expression and supernatant PGE2 production was measured at 3, 6,
and 24 h after LPS treatment. (B) After 3 h, the mRNA level of the COX-2 gene was measured in these
NG cultures with untreated control, LPS-treated group (LPS), LPS/LPS-treated group (LPS/LPS),
and LPS-untreated control group by RT-PCR. Three independent experiments were performed in
duplicate. Data are expressed as a percentage of the LPS group (mean ± SEM). ** p < 0.01 vs.
untreated control; # p < 0.05 vs. LPS. (C) A supernatant level of PGE2 in these cells with LPS-treated
(LPS) and LPS/LPS-treated group (LPS/LPS) was detected at 6 and 24 h after LPS treatment by
ELISA. Data are expressed as the mean ± SEM from three independent experiments in duplicate,
** p < 0.01 vs. 6H, ## p < 0.01 vs. LPS.

2.5. Quantitative Real Time-PCR

According to the manufacturer’s instruction, the RNeasy Mini Kit (QIAGEN, Valencia,
CA, USA) and the MuLV reverse transcriptase (Applied Biosystems, Foster City, CA, USA)
were used to isolate the total cellular RNA of cells and synthesize the first-strand cDNA.
After reverse transcription reaction, the SYBR-Green Master Mix (Applied Biosystems,
Foster City, CA, USA) was used to perform real-time quantitative PCR analysis with the
following PCR conditions: hold at 95 ◦C for 10 min and start 40 cycles at 95 ◦C for 15 s
and 60 ◦C for 1 min. Data were normalized to a GAPDH expression. Vector NTI Advance
11.5 software (Invitrogen, Waltham, MA, USA) was used to design the primers. The
sequences of the primers were the following: mouse COX-2 forward primer 5′ -TGA-TAT-
GTC-TTC-CAG-CCC-ATT G- 3′; mouse COX-2 reverse primer 5′ -AAC-GGA-ACT-AAG-
AGG-AGC-AGC- 3′; mouse GAPDH forward primer 5′ -TTC-AAC-GGC-ACA-GTC-AAG-
GC- 3′; mouse GAPDH reverse primer 5′ -GAC-TCC-ACG-ACA-TAC-TCA-GCA-CC- 3′.
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2.6. Measurement of PGE2

PGE2 in the culture medium was measured with the commercial ELISA kits from R&D
Systems (Minneapolis, MN, USA).

2.7. Statistical Analysis

All data are expressed as the mean ± standard error of mean (SEM) and were com-
pared between groups using the Student’s t test, as well as one-way or two-way analysis
of variance (ANOVA) with Bonferroni’s multiple comparisons test (Prism 7; GraphPad
Software, San Diego, CA, USA). A p value of <0.05 was considered statistically significant.
*: p < 0.05; **: p < 0.01; ***: p < 0.001.

3. Results

To determine whether endotoxin tolerance (ET) of a microglial COX-2-PGE2 axis
occurred, the ET treatment regimen (as described in Section 2.4; Figure 1A) was per-
formed in primary neuron–glial (NG) cultures, containing 40% neurons, 50% astroglia, and
10% microglia. The expressions of COX-2 mRNA and supernatant PGE2 were measured at
3, 6, and 24 h in the NG cells by RT-PCR and ELISA, respectively. RT-PCR data showed
that the LPS treatment induced mRNA levels of the COX-2 gene in the NG cells (1 vs.
9.41 ± 1.25, p < 0.01, one-way ANOVA, Figure 1B). Conversely, the NG cells received with
6 h LPS pre-incubation had decreased the expression of the subsequent endotoxin-induced
COX-2 mRNA by 50% (9.41 ± 1.24 vs. 4.55 ± 0.81, p < 0.05, one-way ANOVA, Figure 1B).
Our data indicated that the refectory to up-regulation of COX-2 mRNA occurred in the
ET-treated NG cells (Figure 1B). The NG cells with a treatment regimen of saline (untreated
control) or the LPS plus untreated control had no effect on the COX-2 induction (Figure 1B).
Furthermore, ELISA data revealed that the production of PGE2 was induced in the super-
natant of the LPS-treated NG cells at 24 h (225 ± 16.86 ng/mL vs. 883.67 ± 58.03 ng/mL,
p < 0.01, two-way ANOVA, Figure 1C). Similar to the expression profile of the COX-2
mRNA, the NG cells with LPS pre-incubation had lower PGE2 production following subse-
quent LPS treatment (LPS/LPS) at 24 h in comparison with the NG cells with LPS alone
treatment (LPS) (883.67 ± 58.03 ng/mL vs. 294 ± 19.15 ng/mL, p < 0.01, two-way ANOVA,
Figure 1C). Accordingly, our data indicated that microglia were capable of programing
COX-2-PGE2 axis tolerance in NG cells.

Under the LPS challenge, microglia are the main resource of the brain in produc-
ing PGE2. Then, we determined if the development of PGE2 reduction also occurred
in microglia during the ET challenge. Microglia-enriched cultures were prepared and
subjected to the same ET treatment regimen, shown in Figure 1A. Our data showed that
the production of PGE2 in LPS pre-treated microglia (LPS/LPS group) was significantly
increased in comparison with the microglia without LPS pre-treatment (LPS group) at 6 h
of endotoxin treatment (116.6 ± 46.98 ng/mL vs. 2674.6 ± 680.35 ng/mL, p < 0.01, two-way
ANOVA, Figure 2A). Meanwhile, similar to the microglia with once LPS treatment, the
microglia with LPS pre-treatment produced a certain amount of PGE2 production at 24 h
of endotoxin treatment (2701.2 ± 364.94 ng/mL vs. 2540.2 ± 386.34 ng/mL, Figure 2A).
These results suggested that microglia alone failed to develop PGE2 tolerance during the
ET challenge. Furthermore, to determine whether astroglia played a role in PGE2 reduction
in tolerant microglia, the mixed glial cultures containing microglia and astroglia were
prepared and applied to the same ET experimental procedure (Figure 1A). Our data re-
vealed that compared to the cells with LPS treatment (LPS group), the pre-treatment of
mixed glial (MG) cells with LPS (LPS/LPS group) increased the production of PGE2 at 6 h
(374 ± 78.9 ng/mL vs. 3365.6 ± 495.66 ng/mL, p < 0.05, two-way ANOVA, Figure 2B) and
failed to show PGE2 reduction at 24 h after endotoxin treatment (2910.4 ± 624.88 ng/mL vs.
2942.2 ± 1008.49 ng/mL, Figure 2B). The expression profile of PGE2 in microglia-enriched
cultures and MG cells during endotoxin tolerance were similar (Figure 2). In other words,
the presence of astroglia was unable to program PGE2 reduction in tolerant microglia.

267



Biomedicines 2022, 10, 419

Figure 2. Failure of PGE2 reduction in microglia-enriched and mixed glia cells with endotoxin
tolerance challenge. (A,B) A supernatant level of PGE2 in microglia-enriched cultures (A) and mixed
glia cultures (MG) containing 80% astroglia and 20% microglia (B) in LPS-treated and LPS/LPS-
treated regimen were detected at 6 and 24 h after treatment by ELISA. Five independent experiments
were performed in duplicate. Data are expressed as the mean ± SEM, * p < 0.05, ** p < 0.01 vs. 6H;
# p < 0.05, ## p < 0.01 vs. LPS. NS: no significant differences.

According to Figures 1 and 2, while PGE2 tolerance occurred in NG cultures, it did
not occur in microglia-enriched and MG cultures, implying that the presence of neurons
may participate in PGE2 reduction in tolerant microglia. We further determined whether
soluble factors were secreted by neuron-regulated, tolerant microglia for PGE2 reduction.
Thus, the condition media from neuron–glial cells (NGCM) were collected and added into
the mixed glial cultures (Figure 3A). After 24 h of incubation, these MG cells were applied
to the same ET treatment regimen (Figure 1A). Our data revealed that the incubation of
MG cells with NGCM failed to restore the tolerant capacity of microglia in PGE2 reduction
(1822 ± 388.5 ng/mL vs. 1984 ± 268 ng/mL, p = 0.74, Student’s t-test, Figure 3A). Alter-
natively, by using the Transwell culture system, the microglia in the upper inserts had no
direct cell–cell contacts with neurons grown in the lower compartment of the culture plate
(Figure 3B, upper panel). However, soluble factors were permeable between the plate’s
upper and lower compartments (Figure 3B, upper panel). Further, our data showed that
the production of PGE2 in these microglia with either once LPS (LPS group) or twice LPS
treatment (LPS/LPS group) were comparable (1010 ± 75.35 ng/mL vs. 1006 ± 112 ng/mL,
p = 0.97, Student’s t-test, Figure 3B, bottom panel), suggesting that neural soluble factors
were not sufficient for PGE2 reduction in tolerant microglia. Subsequently, we examined
whether physical contact with neurons was involved in PGE2 reduction in tolerant mi-
croglia. Neuron-enriched cultures were fixed with 4% formaldehyde solution and washed
out with PBS three times. Although the fixed, dead neurons were unable to produce any
soluble factors, they still presented antigen on their cell surface. Microglia were added
into the fixed neurons for 24 h of incubation (Figure 3C, upper panel) and applied to the
same ET treatment regimen (Figure 1A). Our data showed that PGE2 reduction occurred
in microglia with fixed neurons in response to the ET treatment (4450.66 ± 297.37 ng/mL
vs. 2125.33 ± 375.36 ng/mL, p < 0.01, two-way ANOVA, Figure 3C, bottom panel). Fixed
neurons had no effect on PGE2 production (Figure 3C, bottom panel). In other words, the
loss of PGE2 tolerance in microglia alone was recovered when it contacted with neurons
(Figures 2A and 3C). Moreover, our data indicated that the neuron–microglia contacts were
critically involved in the development of the microglial ET capacity on PGE2 reduction.
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Figure 3. Neural contacts reversed the failure of PGE2 tolerance in microglia. (A) After 24 h incubation
with neuron–glial condition media (NGCM), mixed glia (MG) cultures were subjected to the LPS-
treated and LPS/LPS-treated regimen, as indicated in the right panel. PGE2 production in the
supernatant of these treated MG cells after 24 h of treatment was measured by ELISA. Data are
expressed as the mean ± SEM from three independent experiments in duplicate. NS: no significant
differences. (B) Microglia were added into Transwell inserts while neurons grew confluent in the
lower compartment of the 24-well plate, as indicated in the upper panel. After 24 h of incubation,
these cells were applied to the LPS-treated and LPS/LPS-treated regimen. A supernatant level of
PGE2 in these treated cells was detected by ELISA at 24 h of treatment. Data are expressed as the
mean ± SEM from three independent experiments in duplicate. NS: no significant differences. (C) As
indicated in the upper panels, the fixed neuron-enriched cultures were prepared and added with or
without microglia. After 24 h of incubation, microglia were applied to the LPS-treated and LPS/LPS-
treated regimen. A supernatant level of PGE2 in these treated microglia was measured by ELISA 24 h
after treatment. Three independent experiments were performed in duplicate. Data are expressed as
the mean ± SEM, LPS group versus the LPS/LPS group. ** p < 0.01. NS: not significant -.

Previous studies demonstrate that the activation of toll-like receptor 4 (TLR4) by LPS
is critical for downstream inflammatory [29,30], anti-inflammatory [10], and tolerance
responses [31]. Thus, we determined whether the TLR4-derived signal participated in the
modulation of microglial PGE2 tolerance by neurons. Due to LPS-contained hydrophobic
multi-acyl chains forming aggregates or micelles in aqueous solutions, the accessory LPS-
binding proteins (LBPs) are required to mediate the sensitive recognition of LPS as well
as their efficient transfer to the TLR4 [32,33]. After binding to LPS, the TLR4 signaling
cascades are activated in the host immune response [30]. Therefore, by using serum-free
medium (no LBP) with or without addition of recombinant LBP protein to incubate NG
cells, the role of TLR4 signal in PGE tolerance was studied (Figure 4A, left panel). Our data
revealed that during the ET treatment, PGE2 reduction occurred in NG cells at 24 h in the
presence of serum medium-contained LBP (100 ± 3.11 vs. 23.79 ± 1.35, p < 0.01, two-way
ANOVA, Figure 4A, right panel). Conversely, in serum-free media (no LBP), PGE2 tolerance
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disappeared (even higher PGE2 production) in NG cells at 24 h during the ET challenge
(100 ± 17.43 ng/mL vs. 300.53 ± 8.15 ng/mL, p < 0.01, two-way ANOVA, Figure 4A, right
panel). Furthermore, a recombinant LBP protein was added into serum-free media of NG
cultures to confirm whether the TLR4 signal activation was crucial for the development
of PGE2 tolerance. Our results revealed that adding recombinant LBP protein at 1 μg/mL
concentration entirely reversed the failure of PGE2 tolerance in NG cultures at a serum-free
condition (100 ± 2.4 ng/mL vs. 44.02 ± 2.75 ng/mL, p < 0.01, two-way ANOVA, Figure 4A,
right panel). In addition, our data indicated that the TLR4-derived signal is necessary for
PGE2 tolerance in microglia. Moreover, to determine whether inducing de novo protein
synthesis by TLR4 activation was required for programming PGE2 tolerance, NG cells
were treated with a protein synthesis inhibitor cycloheximide at 1 μg/mL concentration
and subsequently applied to the same ET treatment regimen (Figure 4B, left panel). Our
data showed that the inhibition of protein synthesis by cycloheximide disrupted the PGE2
tolerance in NG cells during ET (1882.66 ± 67.62 ng/mL vs. 2394.33 ± 252.02 ng/mL,
Figure 4B, right panel). Moreover, our results suggested that the TLR4-dependent de novo
protein synthesis participated in neuron-mediated PGE2 tolerance in microglia.

Figure 4. TLR4 signal and de novo protein synthesis is required for the development of PGE2

tolerance in neuron–glial cells. (A) Left panel: Experimental procedure for studying the TLR4’s role
in PGE2 reduction during the endotoxin tolerance challenges. Right panel: Measurement of PGE2

production in the NG cultures with or without endotoxin tolerance challenge (LPS-treated versus
LPS/LPS-treated group) in the conditions of 10% serum medium, serum-free medium, or serum-free
plus LBP (1 μg/mL) at 24 h by ELISA. Data are expressed as the mean ± SEM from three independent
experiments in duplicate, LPS group versus the LPS/LPS group. * p < 0.05, ** p < 0.01. (B) Left panel:
Experimental procedure for studying the role of de novo protein synthesis in PGE2 reduction in
response to endotoxin tolerance. Right panel: After treatment with cycloheximide (1 μg/mL) for 1 h,
the NG cultures were applied to the procedure of the endotoxin tolerance challenge (LPS-treated
versus LPS/LPS-treated group). PGE2 level in the supernatant was detected 24 h after treatment by
ELISA. Data are expressed as the mean ± SEM from three independent experiments in duplicate,
LPS group versus the LPS/LPS group. ** p < 0.01, NS, not significant.
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4. Discussion

As the first responder to the immune challenge, microglia secrete a wide spectrum
and various inflammatory factors at inflammatory conditions, including IL-1β, TNF-α,
PGE2, and BDNF, to prevent invading pathogens [34]. However, the uncontrolled and
unresolved inflammation induced by microglia can damage the neurons [34]. It is relatively
difficult to distinguish the functional role of microglia as either “protective” or “injurious”
to the neurons during the neuroinflammatory process. Having a better understanding of
heterogenous microglial activation during the inflammatory process, such as the occurrence
of microglial endotoxin tolerance, has become a critical issue in developing microglia-
based therapy for inflammation-related brain diseases [35,36]. Through using multiple
reconstituted brain cell cultures, including neuron–glial, mixed glial, neuron-enriched,
and microglia-enriched cultures, the main strength of the current study is to uncover
the regulatory mechanisms of microglial PGE2 tolerance by interacting with other brain
cells, such as neurons and astroglia. However, this NG culture system does not contain
oligodendrocytes, which are the myelinating cells of the CNS. Interestingly, endotoxin
tolerance of PGE2 occurs in NG cells (Figure 1), implying that oligodendrocytes do not
participate in the regulation of PGE2 tolerance in microglia. Together, this study explored
the immune-suppressive mechanism of PGE2 production mediated by neuron–microglia
interactions via TLR4 signal-derived de novo protein synthesis in response to repeated LPS
exposure (Figure 5).

Figure 5. Indispensable role of neuron–microglia contacts for PGE2 tolerance via TLR4-dependant
de novo protein synthesis. Schematic of neuron–microglia contacts alter the immune property of
microglia for development of PGE2 tolerance via TLR4-derived de novo protein synthesis under ET
challenge. Without neural contacts, microglia alone or cultured with astroglia or incubated with
neural soluble factors fail to show endotoxin tolerance of PGE2.

In addition to electrical signal transmission, neurons are important immune regulators
in restraining immune activation of homeostatic microglia at normal conditions, referred
to as immune checkpoint [37,38]. The communications among neurons and microglia
are bidirectional and reciprocal through various soluble factors and in receptor–ligand
interactions [38,39]. With a volume transmission manner, neurons release the soluble fac-
tors out of the synaptic cleft to trigger receptor-mediated signals in microglia [40,41]. The
neural soluble factors, such as ATP, glutamate, GABA, CSF-1, and TGF-β, are capable of
regulating phagocytosis, motility, and viability of microglia [40,42,43]. On the other hand,
many receptor ligands (i.e., CD47, CD200, CD22, and HSP60) on the surface of neurons
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directly bind with their corresponding surface receptors on microglia (i.e., CD172a, CD200R,
CD45, and TREM2) that represent the classical contact-dependent communications [44–48].
Overall, these humoral or contacts signals from neurons not only lead microglia to prune
neural synapses and neurites, and remove the apoptotic neurons during early brain devel-
opment [45,47], but they also modulate motility, surveillance, and immunity of microglia at
inflammatory conditions [44,46,48]. Our data showed that, in response to the ET challenge,
microglial PGE2 tolerance occurred in the presence of neurons (Figure 1), while microglia
alone or microglia co-cultured with astroglia failed to develop PGE2 tolerance (Figure 2).
Furthermore, neuron–microglia contacts participate in neuron-mediated PGE2 tolerance
in microglia (Figure 3). Receptor–ligand interactions among neurons and microglia may
exert their functions to control microglial PGE2 tolerance. However, molecular details
in neural contacts for microglia ET development remain an open question that will be
further investigated.

Toll-like receptors (TLRs) function as the prime cellular sensors in innate immune
cells for microbial components. Thus, its activation must be properly controlled by various
mechanisms to maintain homeostasis. For instance, the induction of endotoxin tolerance
by TLR4-ligand lipopolysaccharide (LPS) is one mechanism to prevent overstimulation
from continuous exposure to the same and related danger signals [49]. The activation of the
LPS receptor complex induces TLR4 dimerization/oligomerization with rapid activation
of the MyD88-dependent signaling and TRIF-dependent signaling pathway, and further
triggers various transcription factors, leading to strong production of pro-inflammatory
cytokines [50]. Additionally, the activity of the microRNA miR-146a—known to target key
elements of the myeloid differentiation factor 88 (MyD88) signaling pathway—including
IL-1 receptor-associated kinase (IRAK1), IRAK2, and tumor necrosis factor (TNF) receptor-
associated factor 6 (TRAF6), has been reported to establish and sustain tolerance [51].
Our data revealed that TLR4 activation and de novo protein synthesis are required for
developing neuron govern PGE2 tolerance in microglia during ET (Figure 4). It is important
to further study the mechanisms underlying neurons that modulate microglial TLR4
activation, its downstream signaling pathways, and de novo protein synthesis to preserve
PGE2 tolerance.

Although the mechanism of ET formation in the brain and cultured brain slices or
microglial cells have been reported [52–56], microglial PGE2 tolerance has not been fully
investigated. Dr. Ajmone-Cat and his colleagues have been the first to report that the
production of TNF-α, nitric oxide (NO), PGE2, and 15-deoxy-Δ12,14-PGJ2 (15d-PGJ2) was
measured in primary rat microglial cultures received to one, two, or three consecutive LPS
stimulations [53]. The results indicated that the ability of microglial cells to produce NO,
TNF-α, and 15d-PGJ2 upon the first LPS challenge rapidly declined after the second and
third stimulations, whereas cyclooxygenase-2 and PGE2 synthesis remained constantly
elevated [53]. Further mechanistic studies in the transcription factors nuclear factor kappa
B and CREB and the p38 MAPK revealed that the single or multiple LPS stimulations
evoke profoundly different signaling pathways [53]. Even if the ET treatment regimens and
species are distinct, similar results in this study also showed the failure of PGE2 tolerance
(even having higher PGE2 production) in mouse microglia-enriched cultures with repeated
LPS exposure (Figure 2). Accordingly, these data suggested that the circumstance of the
CNS microenvironment, such as the presence of healthy neurons, plays an important
regulating role in developing microglial ET [11]. Alternatively, they can determine if
neurodegeneration-associated molecular patterns (NAMPs) participate in the disruption
of microglial ET and whether its mechanism may provide attracted immune therapeutic
targets for neurodegenerative disease.

In this study, we identified a distinct and essential role of non-immune brain
cells, i.e., neurons in the development of PGE2 tolerance in microglia. In the absence of neu-
rons, microglia-enriched and mixed glial cultures failed to form PGE2 tolerance. Notably,
neural contacts program microglial PGE2 tolerance—not its soluble factors. To the best of
our knowledge, our study provides the first evidence that non-immune cells, i.e., neurons,

272



Biomedicines 2022, 10, 419

can influence the capacity of microglial PGE2. Moreover, this study revealed a novel
regulatory role of neuron–microglia contacts in the development of microglial PGE2.

Author Contributions: H.-C.K. and C.-H.C. designed the research protocol; H.-C.K., K.-F.L., S.-L.C.,
S.-C.C., L.-Y.L., W.-P.C., C.-C.C. and C.-H.C. performed the research; H.-C.K. and C.-H.C. analyzed
the data; H.-C.K. and C.-H.C. wrote the paper; and C.-H.C. supervised the research. All authors have
read and agreed to the published version of the manuscript.

Funding: This work was supported by grants MOST 105-2320-B-006-056-MY2, MOST 107-2320-B-006-
046-MY3, and MOST 110-2320-B-255-005 -MY3 from the Taiwan Ministry of Science and Technology.
This study was supported by grants CMRPF6K0071, CMRPF6K0072,and ZRRPF6L0011 from Chang
Gung Memorial Hospital, Chiayi, Taiwan, and Chang Gung University of Science and Technology,
Chia-Yi Campus, Taiwan.

Institutional Review Board Statement: The study was conducted according to the guidelines of the
Declaration of Helsinki, and approved by the Animal Care and Use Committee of National Cheng
Kung University (NCKU) (protocol code 107073 and date of approval: 2018/08/01).

Informed Consent Statement: Not applicable.

Data Availability Statement: All relevant data are within the paper.

Acknowledgments: We thank Jau-Shyong Hong for supporting this work. We thank National
Laboratory Animal Center (NLAC), NARLabs, Taiwan, for technical support in contract breeding
and testing services.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, Q.; Barres, B.A. Microglia and macrophages in brain homeostasis and disease. Nat. Rev. Immunol. 2018, 18, 225–242. [CrossRef]
[PubMed]

2. Luo, X.; Chen, S.-D. The changing phenotype of microglia from homeostasis to disease. Transl. Neurodegener. 2012, 1, 9. [CrossRef]
3. Bohlen, C.J.; Friedman, B.A.; Dejanovic, B.; Sheng, M. Microglia in Brain Development, Homeostasis, and Neurodegeneration.

Annu. Rev. Genet. 2019, 53, 263–288. [CrossRef] [PubMed]
4. Hoogland, I.C.; Houbolt, C.; van Westerloo, D.J.; van Gool, W.A.; van de Beek, D. Systemic inflammation and microglial activation:

Systematic review of animal experiments. J. Neuroinflamm. 2015, 12, 1–13. [CrossRef]
5. Orihuela, R.; McPherson, C.A.; Harry, G.J. Microglial M1/M2 polarization and metabolic states. Br. J. Pharm. 2016, 173, 649–665.

[CrossRef] [PubMed]
6. Xu, L.; He, D.; Bai, Y. Microglia-Mediated Inflammation and Neurodegenerative Disease. Mol. Neurobiol. 2016, 53, 6709–6715.

[CrossRef]
7. McDonough, A.; Weinstein, J.R. The role of microglia in ischemic preconditioning. Glia 2020, 68, 455–471. [CrossRef]
8. Wendeln, A.-C.; Degenhardt, K.; Kaurani, L.; Gertig, M.; Ulas, T.; Jain, G.; Wagner, J.; Häsler, L.M.; Wild, K.; Skodras, A.; et al.

Innate immune memory in the brain shapes neurological disease hallmarks. Nature 2018, 556, 332–338. [CrossRef]
9. Neher, J.J.; Cunningham, C. Priming Microglia for Innate Immune Memory in the Brain. Trends Immunol. 2019, 40, 358–374.

[CrossRef]
10. Chu, C.H.; Chen, S.H.; Wang, Q.; Langenbach, R.; Li, H.; Zeldin, D.; Chen, S.L.; Wang, S.; Gao, H.; Lu, R.B.; et al. PGE2 Inhibits

IL-10 Production via EP2-Mediated beta-Arrestin Signaling in Neuroinflammatory Condition. Mol. Neurobiol. 2015, 52, 587–600.
[CrossRef]

11. Chu, C.H.; Wang, S.; Li, C.L.; Chen, S.H.; Hu, C.F.; Chung, Y.L.; Chen, S.L.; Wang, Q.; Lu, R.B.; Gao, H.M.; et al. Neurons
and astroglia govern microglial endotoxin tolerance through macrophage colony-stimulating factor receptor-mediated ERK1/2
signals. Brain Behav. Immun. 2016, 55, 260–272. [CrossRef]

12. Saccaro, L.F.; Schilliger, Z.; Perroud, N.; Piguet, C. Inflammation, Anxiety, and Stress in Attention-Deficit/Hyperactivity Disorder.
Biomedicines 2021, 9, 1313. [CrossRef] [PubMed]

13. Tsay, H.-J.; Liu, H.-K.; Kuo, Y.-H.; Chiu, C.-S.; Liang, C.-C.; Chung, C.-W.; Chen, C.-C.; Chen, Y.-P.; Shiao, Y.-J. EK100 and Antrodin
C Improve Brain Amyloid Pathology in APP/PS1 Transgenic Mice by Promoting Microglial and Perivascular Clearance Pathways.
Int. J. Mol. Sci. 2021, 22, 10413. [CrossRef] [PubMed]

14. Chen, Y.; Lin, J.; Schlotterer, A.; Kurowski, L.; Hoffmann, S.; Hammad, S.; Dooley, S.; Buchholz, M.; Hu, J.; Fleming, I.; et al.
MicroRNA-124 Alleviates Retinal Vasoregression via Regulating Microglial Polarization. Int. J. Mol. Sci. 2021, 22, 11068.
[CrossRef] [PubMed]

15. Andreasson, K. Emerging roles of PGE2 receptors in models of neurological disease. Prostaglandins Other Lipid Mediat.
2010, 91, 104–112. [CrossRef] [PubMed]

273



Biomedicines 2022, 10, 419

16. Yagami, T.; Koma, H.; Yamamoto, Y. Pathophysiological Roles of Cyclooxygenases and Prostaglandins in the Central Nervous
System. Mol. Neurobiol. 2016, 53, 4754–4771. [CrossRef]

17. Fathali, N.; Ostrowski, R.P.; Lekic, T.; Jadhav, V.; Tong, W.; Tang, J.; Zhang, J.H. Cyclooxygenase-2 inhibition provides lasting
protection against neonatal hypoxic-ischemic brain injury. Crit. Care Med. 2010, 38, 572–578. [CrossRef]

18. Teismann, P. COX-2 in the neurodegenerative process of Parkinson’s disease. Biofactors 2012, 38, 395–397. [CrossRef]
19. Minghetti, L. Cyclooxygenase-2 (COX-2) in Inflammatory and Degenerative Brain Diseases. J. Neuropathol. Exp. Neurol.

2004, 63, 901–910. [CrossRef]
20. Li, W.; Wu, S.; Hickey, R.W.; Rose, M.E.; Chen, J.; Graham, S.H. Neuronal cyclooxygenase-2 activity and prostaglandins PGE2,

PGD2, and PGF2 alpha exacerbate hypoxic neuronal injury in neuron-enriched primary culture. Neurochem. Res. 2008, 33, 490–499.
[CrossRef]

21. Hickey, R.W.; Adelson, P.D.; Johnnides, M.J.; Davis, D.S.; Yu, Z.; Rose, M.E.; Chang, Y.F.; Graham, S.H. Cyclooxygenase-2 activity
following traumatic brain injury in the developing rat. Pediatr. Res. 2007, 62, 271–276. [CrossRef] [PubMed]

22. Rojas, A.; Chen, D.; Ganesh, T.; Varvel, N.H.; Dingledine, R. The COX-2/prostanoid signaling cascades in seizure disorders.
Expert Opin. Ther. Targets 2019, 23, 1–13. [CrossRef] [PubMed]

23. Xia, Q.; Hu, Q.; Wang, H.; Yang, H.; Gao, F.; Ren, H.; Chen, D.; Fu, C.; Zheng, L.; Zhen, X.; et al. Induction of COX-2-PGE2
synthesis by activation of the MAPK/ERK pathway contributes to neuronal death triggered by TDP-43-depleted microglia. Cell
Death Dis. 2015, 6, e1702. [CrossRef]

24. Hoozemans, J.J.; Veerhuis, R.; Janssen, I.; van Elk, E.J.; Rozemuller, A.J.; Eikelenboom, P. The role of cyclo-oxygenase 1 and
2 activity in prostaglandin E(2) secretion by cultured human adult microglia: Implications for Alzheimer’s disease. Brain Res.
2002, 951, 218–226. [CrossRef]

25. Johansson, J.U.; Woodling, N.S.; Shi, J.; Andreasson, K.I. Inflammatory Cyclooxygenase Activity and PGE2 Signaling in Models of
Alzheimer’s Disease. Curr. Immunol. Rev. 2015, 11, 125–131. [CrossRef]

26. Bartels, A.L.; Leenders, K.L. Cyclooxygenase and neuroinflammation in Parkinson’s disease neurodegeneration. Curr. Neurophar-
macol. 2010, 8, 62–68. [CrossRef]

27. Liang, X.; Wang, Q.; Shi, J.; Lokteva, L.; Breyer, R.M.; Montine, T.J.; Andreasson, K. The prostaglandin E2EP2 receptor accelerates
disease progression and inflammation in a model of amyotrophic lateral sclerosis. Ann. Neurol. 2008, 64, 304–314. [CrossRef]

28. Liu, B.; Du, L.; Hong, J.S. Naloxone protects rat dopaminergic neurons against inflammatory damage through inhibition of
microglia activation and superoxide generation. J. Pharmacol. Exp. Ther. 2000, 293, 607–617.

29. Qin, L.; Li, G.; Qian, X.; Liu, Y.; Wu, X.; Liu, B.; Hong, J.-S.; Block, M.L. Interactive role of the toll-like receptor 4 and reactive
oxygen species in LPS-induced microglia activation. Glia 2005, 52, 78–84. [CrossRef]

30. Ciesielska, A.; Matyjek, M.; Kwiatkowska, K. TLR4 and CD14 trafficking and its influence on LPS-induced pro-inflammatory
signaling. Cell Mol. Life Sci. 2021, 78, 1233–1261. [CrossRef]

31. Nahid, A.; Satoh, M.; Chan, E.K. MicroRNA in TLR signaling and endotoxin tolerance. Cell. Mol. Immunol. 2011, 8, 388–403.
[CrossRef] [PubMed]

32. Kim, S.J.; Kim, H.M. Dynamic lipopolysaccharide transfer cascade to TLR4/MD2 complex via LBP and CD14. BMB Rep.
2017, 50, 55–57. [CrossRef]

33. Ryu, J.K.; Kim, S.J.; Rah, S.H.; Kang, J.I.; Jung, H.E.; Lee, D.; Lee, H.K.; Lee, J.O.; Park, B.S.; Yoon, T.Y.; et al. Reconstruction of LPS
Transfer Cascade Reveals Structural Determinants within LBP, CD14, and TLR4-MD2 for Efficient LPS Recognition and Transfer.
Immunity 2017, 46, 38–50. [CrossRef]

34. Block, M.L.; Zecca, L.; Hong, J.S. Microglia-mediated neurotoxicity: Uncovering the molecular mechanisms. Nat. Rev. Neurosci.
2007, 8, 57–69. [CrossRef]

35. Stratoulias, V.; Venero, J.L.; Tremblay, M.E.; Joseph, B. Microglial subtypes: Diversity within the microglial community. EMBO J.
2019, 38, e101997. [CrossRef] [PubMed]

36. De Schepper, S.; Crowley, G.; Hong, S. Understanding microglial diversity and implications for neuronal function in health and
disease. Dev. Neurobiol. 2021, 81, 507–523. [CrossRef]

37. Deczkowska, A.; Amit, I.; Schwartz, M. Microglial immune checkpoint mechanisms. Nat. Neurosci. 2018, 21, 779–786. [CrossRef]
38. Szepesi, Z.; Manouchehrian, O.; Bachiller, S.; Deierborg, T. Bidirectional Microglia–Neuron Communication in Health and Disease.

Front. Cell. Neurosci. 2018, 12, 323. [CrossRef] [PubMed]
39. Posfai, B.; Cserep, C.; Orsolits, B.; Denes, A. New Insights into Microglia-Neuron Interactions: A Neuron’s Perspective. Neuro-

science 2019, 405, 103–117. [CrossRef]
40. Gomes, F.; Spohr, T.; Martinez, R.; Neto, V.M. Cross-talk between neurons and glia: Highlights on soluble factors. Braz. J. Med

Biol. Res. 2001, 34, 611–620. [CrossRef] [PubMed]
41. Liu, H.; Leak, R.K.; Hu, X. Neurotransmitter receptors on microglia. Stroke Vasc. Neurol. 2016, 1, 52–58. [CrossRef]
42. Veremeyko, T.; Yung, A.W.; Dukhinova, M.; Strekalova, T.; Ponomarev, E.D. The Role of Neuronal Factors in the Epigenetic

Reprogramming of Microglia in the Normal and Diseased Central Nervous System. Front. Cell. Neurosci. 2019, 13, 453. [CrossRef]
43. Mead, E.L.; Mosley, A.; Eaton, S.; Dobson, L.; Heales, S.J.; Pocock, J.M. Microglial neurotransmitter receptors trigger superoxide

production in microglia; consequences for microglial-neuronal interactions. J. Neurochem. 2012, 121, 287–301. [CrossRef]
44. Lyons, A.; Downer, E.; Crotty, S.; Nolan, Y.; Mills, K.; Lynch, M.A. CD200 Ligand Receptor Interaction Modulates Microglial

Activation In Vivo and In Vitro: A Role for IL-4. J. Neurosci. 2007, 27, 8309–8313. [CrossRef] [PubMed]

274



Biomedicines 2022, 10, 419

45. Lehrman, E.K.; Wilton, D.K.; Litvina, E.Y.; Welsh, C.A.; Chang, S.T.; Frouin, A.; Walker, A.J.; Heller, M.D.; Umemori, H.; Chen, C.; et al.
CD47 Protects Synapses from Excess Microglia-Mediated Pruning during Development. Neuron 2018, 100, 120–134.e6. [CrossRef]

46. Mott, R.T.; Ait-Ghezala, G.; Town, T.; Mori, T.; Vendrame, M.; Zeng, J.; Ehrhart, J.; Mullan, M.; Tan, J. Neuronal expression of
CD22: Novel mechanism for inhibiting microglial proinflammatory cytokine production. Glia 2004, 46, 369–379. [CrossRef]
[PubMed]

47. Pluvinage, J.V.; Haney, M.S.; Smith, B.A.H.; Sun, J.; Iram, T.; Bonanno, L.; Li, L.; Lee, D.P.; Morgens, D.W.; Yang, A.C.; et al. CD22
blockade restores homeostatic microglial phagocytosis in ageing brains. Nature 2019, 568, 187–192. [CrossRef] [PubMed]

48. von Saucken, V.E.; Jay, T.R.; Landreth, G.E. The effect of amyloid on microglia-neuron interactions before plaque onset occurs
independently of TREM2 in a mouse model of Alzheimer’s disease. Neurobiol. Dis. 2020, 145, 105072. [CrossRef]

49. Bohannon, J.K.; Hernandez, A.; Enkhbaatar, P.; Adams, W.L.; Sherwood, E.R. The immunobiology of toll-like receptor 4 agonists:
From endotoxin tolerance to immunoadjuvants. Shock 2013, 40, 451–462. [CrossRef]

50. Hernandez, A.; Bohannon, J.K.; Luan, L.; Fensterheim, B.A.; Guo, Y.; Patil, N.K.; McAdams, C.; Wang, J.; Sherwood, E.R. The role
of MyD88- and TRIF-dependent signaling in monophosphoryl lipid A-induced expansion and recruitment of innate immunocytes.
J. Leukoc. Biol. 2016, 100, 1311–1322. [CrossRef]

51. Nahid, M.A.; Pauley, K.M.; Satoh, M.; Chan, E.K. miR-146a is critical for endotoxin-induced tolerance: Implication in Innate
Immunity. J. Biol. Chem. 2009, 284, 34590–34599. [CrossRef] [PubMed]

52. Ajmone-Cat, M.A.; Mancini, M.; De Simone, R.; Cilli, P.; Minghetti, L. Microglial polarization and plasticity: Evidence from
organotypic hippocampal slice cultures. Glia 2013, 61, 1698–1711. [CrossRef] [PubMed]

53. Ajmone-Cat, M.A.; Nicolini, A.; Minghetti, L. Prolonged exposure of microglia to lipopolysaccharide modifies the intracellular
signaling pathways and selectively promotes prostaglandin E2 synthesis. J. Neurochem. 2003, 87, 1193–1203. [CrossRef] [PubMed]

54. Beurel, E.; Jope, R.S. Glycogen synthase kinase-3 regulates inflammatory tolerance in astrocytes. Neuroscience 2010, 169, 1063–1070.
[CrossRef]

55. Schaafsma, W.; Zhang, X.; van Zomeren, K.C.; Jacobs, S.; Georgieva, P.B.; Wolf, S.A.; Kettenmann, H.; Janova, H.; Saiepour, N.;
Hanisch, U.K.; et al. Long-lasting pro-inflammatory suppression of microglia by LPS-preconditioning is mediated by RelB-
dependent epigenetic silencing. Brain Behav. Immun. 2015, 48, 205–221. [CrossRef]

56. Chistyakov, D.V.; Astakhova, A.A.; Azbukina, N.V.; Goriainov, S.V.; Chistyakov, V.V.; Sergeeva, M.G. Cellular Model of Endotoxin
Tolerance in Astrocytes: Role of Interleukin 10 and Oxylipins. Cells 2019, 8, 1553. [CrossRef] [PubMed]

275





 International Journal of 

Molecular Sciences

Article

In Vitro and In Vivo Effects of SerpinA1 on the Modulation of
Transthyretin Proteolysis

Filipa Bezerra 1,2, Christoph Niemietz 3, Hartmut H. J. Schmidt 3,†, Andree Zibert 3, Shuling Guo 4, Brett P. Monia 4,

Paula Gonçalves 1, Maria João Saraiva 1,2 and Maria Rosário Almeida 1,2,*

Citation: Bezerra, F.; Niemietz, C.;

Schmidt, H.H.J.; Zibert, A.; Guo, S.;

Monia, B.P.; Gonçalves, P.; Saraiva,

M.J.; Almeida, M.R. In Vitro and In

Vivo Effects of SerpinA1 on the

Modulation of Transthyretin

Proteolysis. Int. J. Mol. Sci. 2021, 22,

9488. https://doi.org/10.3390/

ijms22179488

Academic Editor: Masaru Tanaka

Received: 20 July 2021

Accepted: 28 August 2021

Published: 31 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Molecular Neurobiology Group, i3S-Instituto de Investigação e Inovação em Saúde,
IBMC-Instituto de Biologia Molecular e Celular, Universidade do Porto, 4200-135 Porto, Portugal;
carla.bezerra@ibmc.up.pt (F.B.); b12458@med.uminho.pt (P.G.); mjsaraiv@ibmc.up.pt (M.J.S.)

2 Departamento de Biologia Molecular, ICBAS-Instituto de Ciências Biomédicas Abel Salazar,
Universidade do Porto, 4050-313 Porto, Portugal

3 Medizinische Klinik B, Universitätsklinikum Münster, 48149 Münster, Germany;
Christoph.Niemietz@taconic.com (C.N.); hepar@ume.de (H.H.J.S.); Andree.Zibert@ukmuenster.de (A.Z.)

4 Ionis Pharmaceuticals, Carlsbad, CA 92010, USA; sguo@ionisph.com (S.G.); bmonia@ionisph.com (B.P.M.)
* Correspondence: ralmeida@ibmc.up.pt
† Present address: Universitätsklinikum Essen, Germany.

Abstract: Transthyretin (TTR) proteolysis has been recognized as a complementary mechanism con-
tributing to transthyretin-related amyloidosis (ATTR amyloidosis). Accordingly, amyloid deposits
can be composed mainly of full-length TTR or contain a mixture of both cleaved and full-length
TTR, particularly in the heart. The fragmentation pattern at Lys48 suggests the involvement of
a serine protease, such as plasmin. The most common TTR variant, TTR V30M, is susceptible to
plasmin-mediated proteolysis, and the presence of TTR fragments facilitates TTR amyloidogenesis.
Recent studies revealed that the serine protease inhibitor, SerpinA1, was differentially expressed in
hepatocyte-like cells (HLCs) from ATTR patients. In this work, we evaluated the effects of SerpinA1
on in vitro and in vivo modulation of TTR V30M proteolysis, aggregation, and deposition. We found
that plasmin-mediated TTR proteolysis and aggregation are partially inhibited by SerpinA1. Fur-
thermore, in vivo downregulation of SerpinA1 increased TTR levels in mice plasma and deposition
in the cardiac tissue of older animals. The presence of TTR fragments was observed in the heart of
young and old mice but not in other tissues following SerpinA1 knockdown. Increased proteolytic
activity, particularly plasmin activity, was detected in mice plasmas. Overall, our results indicate that
SerpinA1 modulates TTR proteolysis and aggregation in vitro and in vivo.

Keywords: transthyretin; SerpinA1; ATTR amyloidosis; TTR proteolysis; plasmin

1. Introduction

Transthyretin-related amyloidoses (ATTR amyloidosis) are characterized by extracel-
lular deposition of insoluble TTR amyloid fibrils in several tissues, being polyneuropathy
and cardiomyopathy the major clinical manifestations, as reviewed in [1,2]. There are
two types of ATTR amyloidoses: hereditary amyloidosis (ATTRm) and wild-type ATTR
amyloidosis (ATTRwt) [3]. ATTRm occurs through single-residue substitutions in TTR,
mainly producing less stable variants [4–6], whereas ATTRwt is an age-related disorder,
affecting 20–25% of the population over 80 years, with predominant cardiac phenotype,
characterized by wild-type (WT) TTR amyloid deposits [7,8].

Despite it is widely accepted that tetramer destabilization is a rate-limiting step for the
development of amyloid fibrils [9–12], TTR proteolysis has been increasingly recognized
as another mechanism driving TTR amyloid formation. Several studies reported the
existence of different TTR amyloid deposits in a range of tissues. Thus, amyloid deposits
might be composed mainly of full-length TTR (type-B fibrils) or by a mixture of both
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cleaved and full-length TTR (type-A fibrils) [13–16]. Type-A fibrils occur in several tissues,
particularly in the heart and are related to the development of restrictive cardiomyopathy
after liver transplantation, leading to poor clinical outcomes in ATTR V30M patients [17].
The protease responsible for TTR cleavage has not yet been identified. However, the specific
fragmentation at Lys48 in the TTR polypeptide suggests that it could be a trypsin-like
serine protease [18]. In vitro experiments using recombinant trypsin indicate that several
amyloidogenic TTR variants are susceptible to trypsin-mediated proteolysis [19–21]. The
process of cleavage and release of the 49–127 TTR fragment, the most frequent fragment
detected in fibrils, is faster for the highly amyloidogenic variant, TTR S52P, being the
49–127 C-terminal fragment rapidly incorporated into amyloid fibrils [19,20].

Additionally, in silico studies pointed out plasmin as a plausible pathophysiological
candidate protease involved in the process of TTR amyloid formation [22]. Furthermore,
the ubiquitous distribution of plasmin, its structural similarities to trypsin [22], and the
reported activation of plasminogen activation system (PAS) in other amyloid-related dis-
orders, such as Alzheimer’s disease [23] and immunoglobulin light chain (AL) amyloi-
dosis [24–26] indicate that this protease could have a key role in TTR amyloidogenesis.
Indeed, the 49–127 C-terminal TTR fragment was also found in in vitro plasmin-digested
TTR S52P samples, suggesting that TTR-digested samples are more prone to aggregate
than the non-digested ones [22].

On the other hand, serine protease inhibitors (Serpins), particularly SerpinA1, have
also been related to pathological proteinopathies, such as Alzheimer’s disease [27–29]. We
hypothesized that SerpinA1 may act as a modulator of TTR proteolysis/fibrillogenesis.
SerpinA1 belongs to the clade A serpins, which are classified as antitrypsin-like [30].
SerpinA1 and also SerpinA3 were found to be differentially expressed in ATTRm patients
compared to healthy controls [31,32]. The SerpinA1 mRNA was found to be differentially
expressed in hepatocyte-like cells (HLCs) from ATTR patients compared to healthy controls
and, a high inverse correlation between SerpinA1 and TTR genes was also observed. Upon
TTR knockdown in HLCs the correlation was abolished [33]. Recently, it was demonstrated
that SerpinA1 knockdown modulates TTR expression in both cellular and animal models,
performing an important role in the development of ATTR amyloidosis [34].

In this study, we further explored the role of SerpinA1 on the in vitro and in vivo
modulation of plasmin-mediated TTR proteolysis and how this modulation may impact
TTR amyloidogenesis to contribute to the development of more targeted therapies for the
treatment of ATTR amyloidosis.

2. Results

2.1. SerpinA1 Inhibits In Vitro Plasmin-Mediated Proteolysis of Transthyretin V30M

Previous studies revealed that similarly to TTR S52P, recombinant TTR V30M was also
susceptible to plasmin-mediated proteolysis [22]. In addition, amyloid deposits extracted
from cardiac and adipose tissue specimens from ATTR V30M patients were composed
of a mixture of both cleaved and full-length TTR [13–15]. Thus, we performed in vitro
proteolysis experiments to evaluate whether SerpinA1 performs a role on the inhibition of
plasmin-mediated TTR V30M proteolysis. Recombinant TTR V30M was incubated with
plasmin at 37 ◦C for 24 h, and the resulting mixture was analyzed by SDS-PAGE and
Western blot. Besides the dimeric (~35 kDa) and monomeric (~17 kDa) TTR V30M forms,
Western blotting analysis revealed the presence of two different TTR fragments, in contrast
to non-digested samples (Figure 1A and Supplementary data Figure S1). These fragments
were detected with the commercially available antibody produced and characterized in
our lab [35], anti-TTR mutant (Y78F), clone AD7 (Figure 1A) but not with rabbit polyclonal
anti-TTR from DAKO (Figure 1B).
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Figure 1. Plasmin cleaves transthyretin V30M, and its activity is inhibited by SerpinA1. Representa-
tive images of Western blotting analysis of the three independent in vitro experiments. Western blot
was performed using two different antibodies targeting human TTR, mouse anti-TTR mutant (Y78F),
clone AD7 (A), and rabbit anti-transthyretin (B). Both antibodies detected dimeric and monomeric
TTR forms. However, only the mouse anti-TTR mutant (Y78F) clone AD7 detects TTR fragments (A).

N-terminal sequencing analysis of the TTR fragments firstly observed in Western
blotting analysis indicates that band 1 corresponds to a peptide starting at position 49 and
band 2 to a peptide starting at the first amino acid of TTR polypeptide chain (Table 1).
Furthermore, the bands corresponding to TTR fragments were excised from SDS-PAGE
gels and further analyzed by mass spectrometry (MS) analysis after trypsin digestion.
These MS experiments revealed that band 1 was composed of the peptides with mass
corresponding to the amino acids 81–103, 104–127, 105–126, and 105–127 (Table S1), which
along with N-terminal sequencing data, indicated that band 1 should correspond to the TTR
fragment 49–127 (Table 1). Band 2 was composed by the peptides with mass corresponding
to the amino acids 1–15, 22–34, 35–48, and 36–48 (Table S1). Together with N-terminal
sequencing data, our results indicate that band 2 was the TTR fragment 1–48 (Table 1).
Intriguingly, the band containing 1–48 N-terminal TTR fragment also revealed the presence
of a C-terminal peptide comprising the amino acids 105–127. Since the number of peptide-
spectrum matches (PSMs) identified for that peptide group was only two, which was too
low compared to the N-terminal peptides, this might indicate that this C-terminal peptide
105–127 was a contaminant.

Table 1. Identification of transthyretin peptides upon plasmin digestion by N-terminal sequencing.
Band 1 starts at the amino acid residue 49, whereas band 2 starts at the first amino acid residue in
the transthyretin polypeptide chain, indicating that band 1 corresponds to the 49–127 C-terminal
fragment and band 2 to the 1–48 N-terminal fragment.

TTR Fragment
Residue Number

1 2 3 4 5

#1 T S E S G
#2 G P T G T
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Following, we investigated the role of the serine protease inhibitor, SerpinA1, as
a modulator of plasmin-mediated TTR proteolysis. We found that TTR proteolysis was
partially inhibited in the presence of SerpinA1 (Figure 1A and Figure S1). No TTR fragments
were observed neither before the assay nor in the absence of plasmin, excluding the
influence of TTR auto-proteolysis or degradation. In opposition to TTR V30M, TTR WT was
not susceptible to plasmin-mediated proteolysis under the same conditions as presented in
supplementary data (Figure S2).

2.2. SerpinA1 Inhibits In Vitro Transthyretin V30M Aggregation upon Plasmin-
Mediated Proteolysis

The presence of TTR fragments, particularly the 49–127 C-terminal peptide, was
implicated in TTR amyloidogenesis. Studies of in vitro TTR cleavage indicated that this
fragment generated upon digestion with trypsin or plasmin was rapidly incorporated
into amyloid fibrils, suggesting that TTR proteolysis facilitated the process of TTR aggre-
gation [19–22]. Similarly, in the present work, we investigated the influence of plasmin-
mediated proteolysis on the aggregation potential of TTR V30M. Upon 24 h of incubation,
both plasmin-digested and non-digested samples were characterized using dynamic light
scattering (DLS) analysis (Figure 2). Plasmin-mediated proteolysis facilitates the process of
TTR aggregation, as observed by the increase of TTR aggregated species (909.7 nm; 8.1%)
along with the decrease of the soluble form (13.15 nm; 75.4%) (Figure 2B), comparatively
to non-digested samples, in which TTR was only found in the soluble form (9.228 nm;
98.5%) (Figure 2A). In addition, TTR V30M incubated with SerpinA1 revealed the presence
of soluble particles exhibiting a large diameter (23.81 nm, 100%) (Figure 2C), probably
indicating the formation of TTR-SerpinA1 complex, as described previously [33]. Samples
incubated with both plasmin and SerpinA1 presented less abundant and smaller TTR
aggregates (537.7 nm; 4.3%) (Figure 2D), as compared to samples only incubated with
plasmin (Figure 2B).

 

Figure 2. Plasmin enhances the transthyretin V30M aggregation, while SerpinA1 inhibits the process. Dynamic light
scattering analysis was performed upon transthyretin V30M incubation at 37 ◦C for 24 h: (A) alone; (B) with plasmin;
(C) with SerpinA1; (D) with plasmin and SerpinA1. The data results from three independent in vitro experiments, each one
performed in triplicate.
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Besides its function as a serine protease inhibitor, SerpinA1 also functions as an
extracellular chaperone and recently, it was reported that SerpinA1 inhibited TTR amyloid
formation in vitro [33]. Thus, the same samples were analyzed by thioflavin T (ThT)
assays to evaluate the amyloid nature of the formed species. The results demonstrated
that plasmin facilitates TTR V30M amyloid formation, as observed by the increased ThT
emission fluorescence signals upon plasmin incubation (1086 ± 75.68 vs. 901.3 ± 91.88
in the absence of plasmin) (Figure 3). Moreover, in the presence of plasmin, TTR V30M
amyloid formation was significantly inhibited by SerpinA1 (510 ± 60.58 vs. 1086 ± 75.68 in
the absence of SerpinA1; p < 0.05). SerpinA1 per se seemed to inhibit TTR V30M amyloid
formation (613 ± 134 vs. 901.3 ± 91.88 in the absence of SerpinA1) (Figure 3).

Figure 3. Transthyretin amyloid formation is favored upon plasmin-mediated proteolysis, being
partially inhibited by SerpinA1. Thioflavin T experiments were performed upon transthyretin V30M
incubation with plasmin and/or SerpinA1, at 37 ◦C for 24 h. The fluorescence emission signal of
thioflavin T of transthyretin V30M at the beginning of the experiment (t = 0 h) is represented as the
red dotted line around 607. The data results from three independent in vitro experiments (n = 3).
Statistical analysis was performed using one-way ANOVA with Tukey’s multiple comparison as
post-test. * p < 0.05 in the presence of plasmin/presence of SerpinA1 vs. presence of plasmin/absence
of SerpinA1, q = 6.092, df = 3. Effect size (r) = 0.924, odds ratio = 0.69 for an interval of confidence of
95%.

2.3. SerpinA1 Downregulation Increased Transthyretin Deposition in the Heart of Old Transgenic
Mice Carrying Human Transthyretin V30M Mutation

Previous studies reported that SerpinA1 knockdown was accompanied by an increase
in TTR mRNA expression, as well as TTR protein levels in HepG2 cells. In collaboration
with our group, it was also reported that SerpinA1 knockdown resulted in an increase
in TTR mRNA expression in mouse liver, as well as in TTR protein levels in plasmas of
transgenic mice carrying human TTR V30M mutation (HM30) [34]. Therefore, we decided
to investigate whether SerpinA1 was also specifically downregulated in the mouse heart
and whether effects on TTR protein levels could be observed. For that, SerpinA1-specific
ASOs were subcutaneously administered to HM30 mice once a week for six weeks. Western
blotting analysis (Figure 4A–C), as well as immunohistochemistry (Figure 4D), confirmed
that SerpinA1 was effectively downregulated in the heart from younger and older animals
(0.018 ± 0.01 vs. 1.0 ± 0.18 in ASO-CTR, p < 0.0001). In addition, a significant increase in
TTR protein in mice cardiac tissue was observed (1.6 ± 0.18 vs. 1.0 ± 0.14 in ASO-CTR
group, p = 0.020) (Figure 4E–G).
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Figure 4. Human transthyretin was found to be increased in the heart of transgenic mice carrying human transthyretin
V30M mutation upon SerpinA1 downregulation. Western blotting analysis of SerpinA1 and GAPDH expression in the
heart of old (16–21 months, n = 7) (A) and young (12–13 months, n = 12) (B) mice. Quantification of SerpinA1 expression
normalized to GAPDH (loading control protein) of the two pooled experiments (C). Immunohistochemistry data also reveal
that SerpinA1 was effectively downregulated in the heart of HM30 mice. Images were captured at 10× magnification using
Olympus BX50 microscope. Scale bar = 20 μm (D). Western blotting of TTR and GAPDH expression in mice cardiac tissue of
both old (E) and young (F) animals. Bar plot represents the quantification of transthyretin expression normalized to GAPDH
of the two pooled in vivo experiments (G). Protein bands were quantified by densitometry using Image J. Statistical analysis
was performed using an unpaired t-test. *** p < 0.0001 when comparing the SerpinA1/GAPDH ratio between ASO-CTR and
mA1AT-ASO, t = 6.026, df = 17; * p < 0.05 when comparing the hTTR/GAPDH ratio between ASO-CTR and mA1AT-ASO,
t = 2.554, df = 17. Calculations were performed for an interval of confidence of 95%.

282



Int. J. Mol. Sci. 2021, 22, 9488

Our previous data revealed that, along with increased TTR mRNA and protein levels,
SerpinA1 knockdown increased in vivo TTR deposition in several tissues, such as dorsal
root ganglia (DRGs) and intestine [34]. In this study, we addressed whether TTR deposition
was also promoted in mouse cardiac tissue after SerpinA1 downregulation. In younger
animals, duodenal TTR deposition was found to be increased upon silencing of SerpinA1
(1.773 ± 0.94 vs. 0.1951 ± 0.04 in ASO-CTR, p = 0.0087) (Figure 5, upper panel), and a
similar tendency was also observed in older animals (Figure 5, lower panel). Additionally,
immunohistochemistry analysis demonstrated that TTR deposition was favored in the
heart of older animals upon SerpinA1 downregulation (8.307 ± 0.6697 vs. 3.049 ± 1.269
in ASO-CTR, p = 0.0106) (Figure 5, lower panel), comparatively to the younger group
(Figure 5, upper panel).

Figure 5. Transthyretin deposition is increased upon SerpinA1 knockdown in the mouse heart
of older animals. Representative images of immunohistochemical analysis of mouse heart and
duodenum upon the administration of antisense oligonucleotides targeting SerpinA1 to young
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(12–13 months, n = 12) (upper panel) and old (16–21 months, n = 7) (lower panel) animals. Bar plot
representation of TTR quantification normalized to the total occupied area in the duodenum (A,C)
and heart (B,D) of young (A,B) and old (C,D) mice. Images were captured at 10× magnification
using Olympus BX50 microscope and analyzed using Image Pro Plus software. Scale bar = 20 μm.
Statistical analysis was performed using an unpaired t-test. ** p < 0.01 comparing TTR deposition
in the duodenum of younger animals in ASO-CTR vs. mA1AT-ASO, t = 3.300, df = 10; * p < 0.05
comparing TTR deposition in the heart of younger animals in ASO-CTR vs. mA1AT-ASO, t = 3.969,
df = 5. Calculations were performed for an interval of confidence of 95%.

2.4. Transthyretin Fragments Are Observed in Mouse Cardiac Tissue upon SerpinA1
Downregulation

Based on our experiments of in vitro plasmin-mediated proteolysis described above,
indicating that SerpinA1 inhibits TTR cleavage, we evaluated the impact of SerpinA1
knockdown on TTR cleavage in vivo. Western blotting analysis revealed the presence of a
protein band below to the monomeric TTR, corresponding to TTR fragment (<11 kDa) in
mouse cardiac tissue in younger (Figure 6A) and older animals (Figure 6B). Similarly, these
fragments were only detected using the antibody anti-TTR mutant (Y78F), clone AD7. In
opposition, no TTR fragments were found upon SerpinA1 knockdown neither in other tis-
sues of TTR deposition, such as duodenum (Supplementary data Figure S4A) and stomach
(Supplementary data Figure S4B) nor in mice plasmas (Supplementary data Figure S4C).

2.5. SerpinA1 Downregulation Increases Proteolytic Activity, Particularly Plasmin Activity, in
Plasmas of Transgenic Mice Carrying Human Transthyretin V30M Mutation

SerpinA1 partially inhibits plasmin-mediated proteolysis in vitro. Thus, fluorescence-
based enzymatic assays were performed to evaluate the effects of downregulation of
SerpinA1 on serine protease activity, namely plasmin activity in vivo. In fact, serine
protease activity was effectively increased in plasmas of HM30 mice upon SerpinA1 down-
regulation (12.69 ± 1.746 vs. 9.606 ± 1.675 in ASO-CTR, p = 0.046) (Figure 7A) while
no proteolytic activity was found in mice heart homogenates (Figure S5). In particular,
the activity of plasmin was also found to be increased in mice plasmas after SerpinA1
knockdown (8422 ± 432 vs. 7013 ± 458 in ASO-CTR, p = 0.040) (Figure 7B).

Figure 6. Western blotting analysis revealed the presence of transthyretin fragments upon SerpinA1
downregulation in the heart. Transthyretin fragments were detected in the heart of both older (A)
and younger (B) animals.
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Figure 7. Serine protease activity and, particularly plasmin activity was found to be increased in
mice plasmas upon SerpinA1 knockdown. Serine protease activity (A) and plasmin activity (B) were
measured in plasma samples of HM30 mice according to the manufacturer’s instructions. Statistical
analysis was performed using an unpaired t-test. * p < 0.05 comparing protease activity between
ASO-CTR and mA1AT-ASO, t = 2.189, df = 14; * p < 0.05 comparing plasmin activity between ASO-
CTR and mA1AT-ASO, t = 2.235, df = 16. Calculations were performed for an interval of confidence
of 95%.

3. Discussion

Tetramer destabilization is considered the rate-limiting step driving TTR amyloidogen-
esis. However, TTR proteolysis has been reported as an additional mechanism contributing
to TTR amyloid formation [36]. The 49–127 C-terminal fragment is the most frequently en-
countered in ex vivo amyloid fibrils [13,15], and, the fragmentation pattern at Lys residues
indicates the activity of a trypsin-like serine protease [18,37].

Bellotti and collaborators identified three TTR fragments upon in vitro incubation of
the highly amyloidogenic TTR S52P with trypsin, being the 49–127 C-terminal fragment
more prone to aggregation than the 16–127 and 81–127 C-terminal fragments [19]. A similar
pattern of fragmentation was obtained with plasmin, a ubiquitous, widely distributed
serine protease related to fibrinolysis [22].

Recently, the serine protease inhibitor, SerpinA1, was implicated in ATTR amyloidoge-
nesis, and we hypothesized that it could also modulate TTR proteolysis. Previous studies
by Niemietz et al. demonstrated that SerpinA1 inhibited TTR aggregation both in vitro,
in cell culture experiments using hepatocyte-like cells (HLCs), and in vivo, in a study of
SerpinA1 knockdown in mice carrying human TTR V30M mutation (HM30) [33,34].

In this study, our aim was to investigate the role of SerpinA1 as an inhibitor of serine
proteases and its effect on the in vitro and in vivo modulation of TTR amyloid formation
to contribute to a better knowledge of the process and to search for new and more specific
therapeutic approaches.

In this sense, we confirmed that TTR V30M, the most frequent TTR variant related
to ATTR amyloidosis, was prone to plasmin-mediated proteolysis in vitro and, that the
cleaved protein aggregates more rapidly than the non-cleaved TTR V30M. N-terminal
sequencing and MS analysis of the bands corresponding to TTR fragments generated by
plasmin-mediated proteolysis identified the presence of the peptides 1–48 N-terminal and
49–127 C-terminal. The N-terminal region of the TTR polypeptide chain was enriched in
hydrophobic amino acid residues and, importantly, the 26–57 TTR segment, belonging to
the aggregation-prone regions (APR), exhibited high amyloid propensity [18]. These APR
were protected when the protein was in its native form [38]. However, the destabilization
of the native TTR structure induced by the single-point mutation at position 30 might
expose those regions to cleavage, and, for that, the fragment 1–48 N-terminal TTR fragment
may also be potentially considered highly amyloidogenic. It has been demonstrated that
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the 49–127 C-terminal fragment facilitates TTR amyloid formation in vitro [19–22], and,
accordingly, Dasari et al. recently determined that the proteolytic cleavage of the K48-T49
peptide bond in the CD loop accelerated the formation of small spherical oligomers, which
exhibited cytotoxic effects in neuroblastoma SH-SY5Y cells [39]. It was also shown that
TTR aggregates generated by full-length or truncated TTR forms exhibited nearly identical
molecular structural features, suggesting that TTR proteolysis in the CD loop destabilizes
the native TTR tetramer. This destabilization of the TTR tetramer promotes oligomer
formation through a similar mechanism of TTR misfolding and aggregation rather than
through another molecular mechanism [39].

Marcoux et al. suggested the influence of biomechanical forces, particularly shear
stress forces generated by fluid flow, on TTR proteolysis, which could influence the tissue
specificity of TTR amyloid deposition. Indeed, a mechano-enzymatic cleavage mechanism
for TTR proteolysis was proposed, where tetrameric TTR might be cleaved prior to TTR
deposition and, then, due to strong shear stress observed in the heart, the C-terminal
fragments would be released being rapidly incorporated into amyloid fibrils. Alternatively,
both cleavage and dissociation may occur simultaneously at the heart, where both local
shear stress forces and the relevant protease could be present [20]. These shear and
interfacial forces are particularly strong in the cardiac tissue [40], which might explain
the frequently encountered type-A fibrils in TTR deposits found in the heart. However,
the presence of type-A amyloid fibrils in other tissues, such as the vitreous humor and
the spinal cord of ATTR V30M patients, indicate that this mechanism would not explain
the formation of TTR amyloid deposits based on their tissue-specific location, since these
shear stress conditions were not observed neither in the eye nor in the central nervous
system [41–43]. Moreover, in a recent study of Suhr et al., 14 out of 15 families with
ATTR V30M amyloidosis exhibited a similar amyloid fibril composition within family
members, independently of the age-onset disease. These observations indicate that, besides
specific tissue/organ characteristics, genetic and/or epigenetic alterations may influence
the amyloid fibril composition [44].

Our in vitro results using recombinant TTR show that SerpinA1 partially inhibits
plasmin-mediated TTR proteolysis and suggest that, in parallel, it can also have an effect
on the inhibition of TTR V30M amyloid formation seem to be independent of the presence
of plasmin. Interestingly, this effect was compatible with the physical interaction between
SerpinA1 and TTR that was recently suggested [33]. In addition, our DLS data indicate the
presence of large diameter soluble particles, possibly the SerpinA1-TTR complex. Thus,
future studies should be performed to clarify whether SerpinA1 performs an important role
as a modulator of TTR proteolysis through its interaction with TTR, avoiding the access of
plasmin to its targeting region in the TTR structure.

Our previous studies of SerpinA1 downregulation showed significantly increased
TTR serum levels in HM30 mice, as well as in hepatoma cells [34]. Furthermore, SerpinA1
knockdown led to increased TTR deposition in the gastrointestinal tract, as well as in
the sciatic nerve and dorsal root ganglia (DRG) of HM30 mice. In this work, we also
found increased TTR protein deposits in the heart of older HM30 mice, whereas increased
duodenal TTR deposition was found in the younger mice and, the same tendency was
also observed in older ages. Moreover, we detected TTR fragments in mouse cardiac
tissue upon SerpinA1 downregulation, while no TTR fragments were detected in mice
plasmas nor in deposits from other tissues, such as the duodenum and stomach. The
absence of fragments in mice plasmas upon SerpinA1 knockdown, as revealed in AD7
immunoblot, might be related to a very low concentration of TTR fragments in plasma
and/or to insufficient sensitivity of the method. Additionally, we found increased serine
protease activity, particularly plasmin activity, in plasmas upon treatment with ASOs
targeting SerpinA1, whereas no proteolytic activity was observed in the heart of HM30
mice (Figure S3).

Despite the increasing interest in TTR proteolysis as a leading mechanism-driving TTR
amyloidosis, some questions remain to be answered, namely whether TTR fragmentation
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occurs, prior to or after TTR aggregation/deposition and where it occurs. Some authors
reported that plasmin degrades amorphous protein aggregates, releasing smaller solu-
ble protein fragments, which were cytotoxic to both endothelial and microglial cells [45].
Trypsin or trypsin-like enzymes directly cleave acid-induced aggregates of full-length
TTR V30M and barely cleave native soluble TTR V30M tetramer [46]. Additionally, re-
cent cryo-electron microscopy (cryo-EM) experiments revealed the co-existence of both
N-terminal and C-terminal TTR segments in one TTR fibril and, the relative special ar-
rangement of these two segments are compatible with full-length TTR, suggesting that
the process of fibril formation precedes TTR proteolysis [47]. In opposition, other stud-
ies showed increased proteolytic activity in plasmas from ATTR patients compared to
healthy controls, suggesting that TTR proteolysis occurs in the bloodstream prior to TTR
aggregation/deposition [31]. Accordingly, our data demonstrating increased protease
and plasmin activity in mice plasmas, along with the absence of protease activity in mice
hearts, suggest that in vivo TTR proteolysis occurs before fibril formation (Figure 7A,B,
and supplementary data Figure S5).

In summary, our in vitro experiments demonstrate that plasmin cleaves the recom-
binant TTR V30M proteolytically and promotes its aggregation in vitro. Additionally,
SerpinA1 partially inhibits the activity of plasmin in vitro, which decreases TTR amyloid
formation. To investigate the relevance of these findings in vivo, SerpinA1 expression
was knockdown in HM30 mice. The absence of SerpinA1 favored TTR deposition in mice
tissues and increased the serine protease activity, namely plasmin activity in mice plasmas,
which was accompanied by the presence of TTR fragments in the mice heart.

This work presents some limitations in particular concerning the knowledge of the
detailed mechanism involving SerpinA1 inhibition of plasmin-mediated TTR proteolysis
and also the impact of SerpinA1 downregulation in mice carrying TTR WT or carrying
non-V30M TTR mutations. Accordingly, future experiments must be performed namely to
dissect the molecular mechanisms by which SerpinA1 inhibits plasmin activity through
direct interaction with the protease or by the formation of TTR-SerpinA1 complex. Ad-
ditionally, it would also be interesting to evaluate the role of plasmin on TTR proteolysis
using different animal models developing ATTR amyloidosis, such as transgenic mice
carrying human A97S mutation [48]. Ultimately, it is important, to investigate plasmin and
other extracellular serine proteases activity in TTR V30M patients and patients carrying
other TTR amyloidogenic mutations to evaluate whether this activity has tissue-specific
effects or is related to disease progression potentiating its interest as a biomarker in ATTR
amyloidosis.

Altogether our in vitro and in vivo results show that plasmin is a plausible protease
performing a role on TTR proteolysis and reveal SerpinA1 as an important modulator of
the process of TTR cleavage. Our findings might contribute to the development of more
effective and targeted therapies for the treatment of ATTR amyloidosis.

4. Materials and Methods

4.1. Reagents

Native human plasmin protein (active), native human SerpinA1 protein (active), pro-
tease activity assay kit, plasmin activity assay kit, and recombinant rabbit anti-GAPDH
antibody were purchased from Abcam (Cambridge, UK). Mouse monoclonal antibody
anti-TTR mutant (Y78F), clone AD7 was from Merck Millipore (Sigma-Merck, Darmstadt,
Germany). Rabbit polyclonal anti-human TTR antibody was from DAKO (Hovedstaden,
Denmark). Rat monoclonal anti-mouse SerpinA1 antibody was from R&D systems (Min-
neapolis, MN, USA). Pierce TM High Capacity Endotoxin Removal Resin was from Thermo
Scientific (Waltham, MA, USA). GalNAc-AAT ASO (mA1AT-ASO: ACCCAATTCAGAAG-
GAAGGA) and GalNAc-Control ASO (ASO-CTR: CCTTCCCTGAAGGTTCCTCC) [48]
were kindly provided by Ionis Pharmaceuticals (Carlsbad, CA, USA).
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4.2. Recombinant Human Transthyretin

TTR V30M and TTR WT were produced using a bacterial expression system and puri-
fied as previously described [49]. Recombinant TTR was applied to an affinity chromatogra-
phy column packed with Pierce TM High Capacity Endotoxin Removal to remove bacterial
lipopolysaccharides according to the manufacturer’s instructions. TTR was then dialyzed
against endotoxin-free phosphate-buffered saline (PBS) (Sigma-Merck, Darmstadt, Ger-
many), concentrated using Vivaspin ultrafiltration units (GE Healthcare, Chicago, IL, USA),
and quantified using Bradford protein assay (Bio-Rad, Hercules, CA, USA).

4.3. In Vitro Plasmin-Mediated Proteolysis Assays

TTR variants were firstly filtered through a sterile 0.2 μm inorganic membrane AN-
OTOP syringe filter (Whatman, Maidstone, UK) to remove any protein aggregates. Then,
TTR (18 μM) was incubated with plasmin (0.4 U) and/or SerpinA1 (2.8 μM) at 37 ◦C for 24 h,
under stagnant conditions. TTR proteolysis was stopped by using phenylmethylsulfonyl
fluoride (PMSF) at a final concentration of 1.5 mM and, then TTR samples (500 ng/well)
were applied into a 15% polyacrylamide SDS-PAGE. After electrophoresis, proteins were
stained with PageBlue™ protein staining solution (Thermo Scientific, Waltham, MA, USA)
or transferred onto nitrocellulose membrane using iBlot dry blotting system (Thermo Scien-
tific, Waltham, MA, USA). TTR immunoblot was performed using a commercially available
antibody produced in our lab, mouse anti-transthyretin mutant (Y78F), clone AD7 (1:100)
(Sigma-Merck, Darmstadt, Germany). This monoclonal antibody detects glycosylated
form of TTR V30M in plasma and acts as a conformational antibody recognizing specific
TTR variants, such as G47A, G49A, S50R, and T59K, in particular conditions [28]. Rabbit
polyclonal anti-human TTR (1:1000) (DAKO, Hovedstaden, Denmark) was also used. ECL
chemiluminescent reagent (Bio-Rad, Hercules, CA, USA) was used as a detection method
using Chemidoc apparatus (Bio-Rad, Hercules, CA, USA). Three independent experiments
of in vitro plasmin-mediated proteolysis were performed.

4.4. N-Terminal Sequencing Analysis of TTR Fragments

Plasmin-digested TTR V30M samples (15 μg) were loaded into a 15% polyacrylamide
SDS-PAGE gel. Samples were then transferred onto a PVDF membrane (Bio-Rad, Hercules,
CA, USA) and proteins were further stained with Coomassie blue R-250 (VWR International,
Radnor, PA, USA). Membranes were allowed to dry and the bands below to the TTR
monomer, corresponding to TTR fragments (band 1 and band 2) were excised for N-
terminal sequencing analysis (Edman degradation method) using an ABI Procise Protein
Sequencer, an ABI Microgradient Pump System, and an ABI Programmable Absorbance
Detector (Applied Biosystems Inc., Waltham, MA, USA).

4.5. Mass Spectrometry Analysis for the Identification of TTR Fragments

Gel bands excised from SDS-PAGE were washed twice with 50% acetonitrile (ACN)
in 50 mM triethylammonium bicarbonate (TEAB) with shaking at 1500 rpm for 5 min and
further treated with ACN twice. Then, proteins were reduced with 25 mM dithiothreitol
(DTT) for 20 min at 56 ◦C and alkylated with 55 mM iodoacetamide (IAA) for 20 min
at room temperature in the dark, followed by the same wash procedure. Proteins were
then digested with trypsin (240 ng) in 50 mM TEAB/0.01% surfactant (ProteaseMAX,
Promega, Madison, WI, USA) for 60 min at 50 ◦C. Peptide gel extraction was performed
with 2.5% trifluoroacetic acid (TFA) followed by 50% ACN, 0.1% TFA. Samples were dried
using Speedvac, resuspended in 10mL 0.1% TFA and cleaned by C18 reverse phase chro-
matography according to manufacturer’s instructions (ZipTip, Sigma-Merck, Darmstadt,
Germany).

Sample protein identification and quantification were performed by nano-liquid
chromatography mass spectrometry (nano LC-MS/MS), as previously described [50] with
a 90 min chromatographic separation run. This equipment was composed of an Ultimate
3000 liquid chromatography system coupled to a Q-Exactive Hybrid Quadrupole-Orbitrap
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mass spectrometer (Thermo Scientific, Bremen, Germany). A total of 500 nanograms of
each TTR peptide were loaded onto a trapping cartridge (Acclaim PepMap C18 100 Å,
5 mm × 300 μm i.d., 160454, Thermo Scientific, Bremen, Germany) in a mobile phase of
2% ACN, 0.1% FA at 10 μL/min. After 3 min loading, the trap column was switched
in-line to a 50 cm × 75 μm inner diameter EASY-Spray column (ES803, PepMap RSLC,
C18, 2 μm, Thermo Scientific, Bremen, Germany) at 250 nL/min. The LC separation was
achieved by mixing A: 0.1% FA and B: 80% ACN, 0.1% FA with the following gradient:
2 min (2.5% B to 10% B), 50 min (10% B to 35% B), 8 min (35% B to 99% B), and 10 min
(hold 99% B). Subsequently, the column was equilibrated with 2.5% B for 17 min. The
specific MS parameters were: MS maximum injection time, 100 ms; dd settings: minimum
AGC target 7 × 103, intensity threshold 6.4 × 104, and dynamic exclusion 20 s. Data
acquisition was controlled by Tune 2.11 software (Thermo Scientific, Bremen, Germany).
The UniProt database 2020_05 for the Homo sapiens proteome (75069 entries) together
with a customized TTR amino acid sequence were considered for protein identification.
Protein identification was performed with the Proteome Discoverer software v2.5 (Thermo
Scientific, Bremen, Germany). Proteins were quantified by Label-Free Quantification—LFQ,
with precursor quantification based on intensity.

4.6. Aggregation Studies: Dynamic Light Scattering and Thioflavin T Assay

DLS measurements were performed at 25 ◦C using Malvern Zetasizer Nano ZS appa-
ratus (Malvern, Worcestershire, UK). Each sample was measured 3 times, and the values
exhibited in the curves were the average distributions from those triplicates. Thioflavin
T (ThT) assay was performed in PBS (pH = 7.4) using a 96-well black bottom plate. TTR
(12.5 μg) and ThT (30 μM) (Sigma-Merck, Darmstadt, Germany) per well were mixed and,
the fluorescence was measured at Exc./Em = 450 nm/482 nm using SynergyMx apparatus
(BioTeK, Winooski, VT, USA).

4.7. Mice

Mice were kept in a controlled temperature room and maintained under a 12 h
light/dark period. Transgenic mice carrying human TTR V30M (HM30) were bred as
described before [51]. Both younger (12–13 months; n = 12) and older (16–21 months;
n = 7) HM30 mice were subcutaneously (s.c) injected once a week with 5 mg ASO/kg body
weight following previous protocols [48]. Animals were euthanized at week 6 of treatment.
Plasma and tissue sections were collected and frozen at −80 ◦C or fixed in formalin for
further analysis.

4.8. Determination of SerpinA1 and TTR Protein Levels in Mice Heart

Mouse hearts were homogenized using RIPA lysis and extraction buffer according
to the manufacturer’s instructions (Santa Cruz Biotechnology, Dallas, TX, USA). Briefly,
mouse hearts were homogenized in RIPA buffer using a laboratory homogenizer to disrupt
the tissue. Protein homogenates were further frizzed at −80 ◦C to promote cell lysis,
further centrifuged at 21,500× g for 15 min at 4 ◦C and, the supernatant containing protein
was harvested. Protein was quantified in the heart lysates using Bradford protein assay
(BioRad, Hercules, CA, USA), and 50 μg of total protein was loaded into a 10% and 15%
polyacrylamide SDS-PAGE to evaluate SerpinA1 and TTR expression, respectively. Gels
were then transferred onto nitrocellulose membrane using a wet system and, membranes
were incubated overnight with rat monoclonal anti-mouse SerpinA1 antibody (1:1000; R&D
systems, Minneapolis, MN, USA), rabbit polyclonal anti-human TTR antibody (1:1000,
DAKO) or mouse anti-transthyretin mutant (Y78F), clone AD7 (1:100, Sigma-Merck, Darm-
stadt, Germany). GAPDH was used as a protein loading control, and recombinant rabbit
anti-GAPDH antibody was used for immunoblotting (1:100000, Abcam, Cambridge, UK).
ECL chemiluminescence reagent (Bio-Rad, Hercules, CA, USA) was used as a detection
method using Chemidoc apparatus (Bio-Rad, Hercules, CA, USA). Protein bands were
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quantified by densitometry using ImageJ (U. S. National Institutes of Health, Bethesda,
MD, USA), and results of protein expression were normalized to GAPDH expression.

4.9. Immunohistochemical Analysis of Tissue TTR Deposition

Paraffin-embedded sections of both duodenal and cardiac tissue were deparaffinized
in xylene and rehydrated in descent alcohol series. Antigen retrieval was performed
at 95 ◦C for 15 min using citrate buffer (pH = 6) and, then, endogenous peroxidase ac-
tivity was quenched in 3% hydrogen peroxide in methanol. Sections were blocked us-
ing 10% fetal bovine serum, 1% bovine serum albumin, and 0.5% Triton X-100 in PBS.
TTR immunostaining was performed using primary rabbit polyclonal anti-human TTR
antibody (1:600, DAKO, Hovedstaden, Denmark) and secondary anti-rabbit antibody
(1:200) (Vector, Burlingame, CA, USA). For SerpinA1 staining, primary rat anti-mouse
antibody (1:100; R&D systems, Minneapolis, MN, USA) and secondary anti-rat antibody
(1:200) (Vector, Burlingame, CA, USA) were used. Tissue slides were developed using
3,3′-diaminobenzidine (DAB) (DAKO, Hovedstaden, Denmark), counterstained with hema-
toxylin and mounted in Entellan® (Sigma-Merck, Darmstadt, Germany). Images were
captured at 10× magnification using Olympus BX50 microscope (Shinjuku, Tokyo, Japan)
and analyzed using Image Pro Plus software (Rockville, MD, USA). Results represent
the occupied area in pixels corresponding to the substrate reaction color that was further
normalized relative to the total image area.

4.10. Protease Activity and Plasmin Activity Fluorescence Measurements

Plasma samples and heart homogenates from HM30 mice were directly used without
any dilution. However, protein from heart homogenates was extracted by using RIPA
lysis and extraction buffer without supplementation with protease inhibitors. Protease
activity assay and plasmin activity assay kits were used according to the manufacturer’s
instructions. Briefly, mice samples were incubated with FITC-casein substrate in protease
activity assay, whereas in the plasmin activity assay, samples were incubated with a syn-
thetic plasmin AMC-substrate. The fluorescence was measured at Ex/Em = 485/530 nm
and Ex/Em = 360/450 nm in protease activity assay kit (Abcam, Cambridge, UK) and
plasmin activity assay kit (Abcam, Cambridge, UK), respectively, using SynergyMx appa-
ratus (BioTek, Winooski, VT, USA). Both protease and plasmin activities were calculated
according to the manufacturer’s instructions.

4.11. Statistical Analysis

Statistical analysis was performed by one-way ANOVA (Tukey’s multiple comparisons
as post-test) and unpaired t-test using GraphPad Prism 5 software (San Diego, CA, USA).
Statistical significance was considered when p-value ≤ 0.05. Results were expressed as
mean + standard error of the mean (SEM).

Supplementary Materials: Supplementary Materials can be found at https://www.mdpi.com/
article/10.3390/ijms22179488/s1.
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Abstract: Deficits in neuronal structure are consistently associated with neurodevelopmental illnesses
such as autism and schizophrenia. Nonetheless, the inability to access neurons from clinical patients
has limited the study of early neurostructural changes directly in patients’ cells. This obstacle has
been circumvented by differentiating stem cells into neurons, although the most used methodologies
are time consuming. Therefore, we recently developed a relatively rapid (~20 days) protocol for
transdifferentiating human circulating monocytes into neuronal-like cells. These monocyte-derived-
neuronal-like cells (MDNCs) express several genes and proteins considered neuronal markers, such
as MAP-2 and PSD-95. In addition, these cells conduct electrical activity. We have also previously
shown that the structure of MDNCs is comparable with that of human developing neurons (HDNs)
after 5 days in culture. Moreover, the neurostructure of MDNCs responds similarly to that of HDNs
when exposed to colchicine and dopamine. In this manuscript, we expanded our characterization
of MDNCs to include the expression of 12 neuronal genes, including tau. Following, we compared
three different tracing approaches (two semi-automated and one automated) that enable tracing
using photographs of live cells. This comparison is imperative for determining which neurite
tracing method is more efficient in extracting neurostructural data from MDNCs and thus allowing
researchers to take advantage of the faster yield provided by these neuronal-like cells. Surprisingly, it
was one of the semi-automated methods that was the fastest, consisting of tracing only the longest
primary and the longest secondary neurite. This tracing technique also detected more structural
deficits. The only automated method tested, Volocity, detected MDNCs but failed to trace the
entire neuritic length. Other advantages and disadvantages of the three tracing approaches are also
presented and discussed.

Keywords: schizophrenia; autism; stem cells; cytoskeleton; neurite; dendrite; neurodevelopment;
biomarker; transdifferentiation and neuronal model
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1. Introduction

Neurodevelopmental disorders such as autism and schizophrenia are relatively com-
mon alignments [1,2] caused by a complex combination of environmental and genetic
factors. Unfortunately, treatment and diagnostic methods for these illnesses remain un-
satisfactory. It is therefore not surprising that the search for biomarkers is intense [3–8].
However, a crucial step in the development of biomarkers and improvement of treatment
as well as diagnosis for any illness is understanding its pathophysiology.

One of the many challenges researchers face when studying neurodevelopmental
disorders is that they are diagnosed once most neurodevelopmental stages have been
completed. For instance, schizophrenia is diagnosed in late adolescence or early adulthood.
Autism is often recognized earlier in life but still too late to study neuronal processes such
as neurite formation, neuronal polarization and pruning of neuronal extensions. These
neurodevelopmental processes are of particular importance, as the neuronal structure has
been consistently associated with the pathophysiology of schizophrenia and autism [9–13].
It is therefore possible that studying early neurostructural rearrangements directly in
cells from patients with autism or schizophrenia would lead to a better understanding of
its pathophysiology.

An additional challenge when ascertaining neurodevelopmental disorders is the
accessibility of neurons coming directly from clinical patients. This obstacle has been
circumvented by several different methods. The collection of olfactory neuroepithelial cells
(ONCs) is the only approach presently available that provides access to mature neurons [14].
It also delivers glial, epithelial and neuroprogenitor cells as well as neurons at different
stages of differentiation [15,16]. In order to access ONCs, a qualified otorhinolaryngologist
has to perform a biopsy of the olfactory mucosa [16]. This invasive procedure has limited
the use of ONCs. In addition, concerns have been raised about the reproducibility of data
when using olfactory mucosa, as biopsies from the same individual can deliver variable
results [15,16]. Another approach that circumvents the limited access of neurons coming
directly from patients is the use of mesenchymal stem cells (MSCs). MSCs can be rapidly
differentiated into neuronal-like cells in vitro [17]. However, the scarce use of MSCs in the
study of psychiatric and neurologic disorders appears to be due to difficulties in retrieving
MSCs. Obtaining MSCs, often if not always, requires a biopsy [18], which is a surgical
procedure that requires consultation with a specialist. There is also another characteristic
of MSCs that has determined its fate in research: the fact that MSCs do not trigger an
immunological reaction. Such an attribute makes this type of stem cells an excellent tool
for cellular transplant [18]. On the other hand, to study neurodevelopmental disorders, the
most common stem cells currently used are induced pluripotent stem cells (IPSCs). IPSCs
allow researchers to develop different types of neurons with sophisticated neuropils [19].
Even brain organoids that resemble aspects of early brain development can be generated
using IPSCs [19]. Unfortunately, generating IPSCs requires altering the cell’s genome (re-
programing) [20,21], which can become a confounder when studying illnesses with poorly
understood genetic predispositions, such as autism and schizophrenia [22]. IPSCs have
also been criticized because of difficulties in reproducibility [23,24]. Moreover, the trans-
formation of somatic cell to differentiated neuron is expensive and time consuming [15].
Not surprisingly, published manuscripts involving IPSCs and neurodevelopmental disor-
ders comprise rather small cohorts. Another emerging methodology consists of directly
reprogramming somatic cells, often fibroblasts, directly into neurons [25,26]. This ap-
proach, known as induced neurons (iNs), bypasses the need for dedifferentiation but still
requires altering the cell’s genome [25,26]. The potential confounding effects of repro-
graming and the need to show reproducible results when studying neurodevelopmental
disorders remain. However, iNs are becoming a promising alternative for regenerative
medicine [27]. A faster approach for obtaining neuronal-like cells that completely avoids
genetic reprogramming is transdifferentiation of somatic cells.

We have recently developed a methodology for transdifferentiating human circulating
monocytes into neuronal-like cells in only 20 days [28]. These monocyte-derived-neuronal-
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like cells (MDNCs) express several genes and proteins considered neuronal markers.
Among the genes and proteins present in MDNCs are NeuN and PSD-95, considered
markers for mature neurons. However, MDNCs also express markers of immature neurons
such as nestin. Moreover, these cells are not yet committed to developing into any specific
neuronal type and instead express markers for glutamatergic, dopaminergic, GABAergic
and serotoninergic neurons. Of particular importance for the study of the neuronal struc-
ture is the expression of microtubule associated protein 2 (MAP-2) [28], as this protein is a
marker for dendrites [29,30]. Tau is another relevant neuronal protein, as it is an axonal
marker [29,30]. Immature neuronal extensions that have not yet developed into either
axons or dendrites are called neurites [31]. During early stages of neuronal development,
MAP-2 is present in all neurites and in the cell soma [29,30]. We have previously shown
that MDNCs express MAP-2 in all its extensions as well as in the soma [28]. While expres-
sion of tau in MDNCs is still to be proven, the information currently available indicates
that MDNCs extend neurites that have not yet developed into either dendrites or axons.
However, even at this early stage of neurodevelopment, we have shown that MDNCs
conduct electrical activity [28].

In a prior publication, we directly compared the structure of MDNCs with that of
human developing neurons (after 5 days in culture) as well as with that of differentiated
human neuroblastoma cells [28]. The structure of these three different neuronal cell types
was similar [28]. Perhaps more important for the study of schizophrenia and autism is
that the structure of MDNCs responds similarly to human neurons and neuroblastoma
cells when exposed to dopamine and colchicine [28]. Therefore, MDNCs allow us to study
some aspects of the neuronal structure that take place during early development directly in
patients’ cells that carry the genetic predisposition to illnesses such as schizophrenia and
autism. This opens the possibility of starting to unveil the pathophysiology of such neu-
rodevelopmental disorders. While other neurodevelopmental disorders such as attention
deficit hyperactivity disorder (ADHD) [32], bipolar disorder [33] and others can also be
studied using MDNCs, here we emphasize autism and schizophrenia because deficits in
the neuronal structure are consistently found [9–13].

Neurite outgrowth is a key neuronal feature, and therefore characterizing neurites is
important for understanding MDNCs’ neuronal properties and their application in disease
and pharmacology research. Neurites are numerous, and accurate measurements through
individual neurite tracing are labor-intensive. Therefore, in order to take advantage of
this faster yield of neuronal-like cells, an efficient neurite tracing method is critical for
extracting neurostructural data from MDNCs. The current available options can be divided
into two general tracing methodologies: automated and semi-automated. Most automated
alternatives are similar. They rely on software capable of detecting neurons stained with a
fluorochrome. Tagged cells are automatically traced. The output of such softwares is faster
than semi-automated methods, as these latter options require the researcher to select the
cell to be traced and then identify the beginning and end of the neurite of interest. One of
the advantages of semi-automated methods is that researchers have more flexibility when
deciding which cells to trace, as they are not bound by the expression of a specific marker.
Another advantage is that immunofluorescence or the expression of a fluorescent marker
such as green fluorescent protein (GFP) can be avoided. These techniques are not always
desirable, as both can lead to cellular damage [34,35].

Postmortem studies indicate that defects in the neuronal structure of patients with
neurodevelopmental disorders are subtle [9–13]. Thus, avoiding immunofluorescence or
the expression of a fluorescent marker is advantageous, as these techniques could mask
inconspicuous defects [34,35]. Another strategy for minimizing structural confounders is
using each neuronal-like cell as its own control. For this purpose, cells are identified and
photographed before receiving any treatment. Then, after treatment with the compound
to be tested and once the desired incubation time has passed, the exact same cells are
again identified and photographed. Structural differences in the same cells before and
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after treatment are reported. We used this approach to determine the structural effects of
colchicine and dopamine on MDNCs [28].

In order to avoid the use of fluorochromes and to utilize each neuronal-like cell as
its own control, we decided to test three different neurite tracing approaches. First, we
traced each MDNC in its entirety using a semi-automated method. Since this approach is
lengthy, we also tested a simplified version in which only the longest primary neurite and
longest secondary neurite were traced. Finally, the third and most intriguing alternative
was to use an automated method without the addition of a fluorochrome. Automated
software are triggered by brightness. Neuronal-like cells appear significantly brighter than
the background when pictures are taken using light microscopy, and thus, cell recognition
is expected.

The first goal of this study was to compare the expression of several previously
unreported neuronal markers between MDNCs, human neuroblastoma cells and THP-1
cells (a human monocytic cell line) to further validate MDNCs as neuronal-like cells. The
second and main objective was to determine which of the three neurite tracing methods was
faster. We hypothesized that an automated method would be faster than the other two semi-
automated approaches. The third and final goal was to establish whether any of the
three techniques was better at exposing neurostructural defects, with the expectation that
whole-cell tracing of MDNCs would reveal the highest number of structural deficiencies,
considering the thoroughness of this approach.

2. Methods

2.1. Cell Culture

All blood donors gave their informed and written consent after receiving a full descrip-
tion of the study. Experiments were approved by the Institutional Review Board (IRB) at
Penn State University (Study #00006911). Fresh blood was obtained from healthy individu-
als. We then followed our transdifferentiation protocol, as previously described [28]. Briefly,
fresh blood was separated into its components by Ficoll-Paque (17-1440-03, GE Healthcare,
Chicago, IL, USA). A fraction of peripheral blood mononuclear cells (PBMCs) was cultured
on fibronectin-coated 25 cm2 flasks (13.5 million PBMCs per flask). The remaining PBMCs
were used for isolation of CD14+ cells (monocytes) by positive immunomagnetic selection
based on the manufacturer protocol (CD14 human microbeads, 130-050-201 Miltenyi Biotec,
Auburn, CA, USA). CD14+ cells were cultured on fibronectin-coated wells at a concentra-
tion of 180,000 cells per cm2. Plastic plates and flasks came from BD Falcon, Glendale, AZ,
USA (351146, 353043 and 353109). Human fibronectin from plasma (F2006, Sigma-Aldrich,
St. Louis, MO, USA) was used at a concentration of 20 μg/mL, and coating was carried
out overnight at 4 ◦C. Macrophage colony-stimulating factor (MCSF) from AbCys, Paris,
France (300-25) was added to monocytes right before culturing at a final concentration of
50 ng/mL (Figure 1A). All cells were maintained in Dulbecco’s modified Eagle medium
(DMEM), high glucose, GlutaMAX (61965059, GIBCO, Waltham, MA, USA), in which we
added 100 U/mL penicillin; 100 mg/mL streptomycin, 1% nonessential amino acids, 1 mM
sodium pyruvate, 10 mM HEPES buffer, (all from Life Technologies, Waltham, MA, USA)
and supplemented with 10% fetal bovine serum (FBS) Performance Plus from GIBCO
(Waltham, MA, USA). Cell culture medium was then replaced on days 4, 7, 10 and 13, as
described in Figure 1. The following chemicals and growth factors were added, as shown
in Figure 1: butylated hydroxyanisole (BHA) (B1253, Sigma-Aldrich, St. Louis, MO, USA),
retinoic acid (RA) (R2625, Sigma-Aldrich, St. Louis, MO, USA), insulin growth factor-1
(IGF-1) (100-11, PeproTech, Cranbury, NJ, USA) and neurotrophin-3 (NT-3) (450-03-100,
Peprotech, Cranbury, NJ, USA). On day 17, cell culture media was not replaced; instead,
25 mM potassium chloride (KCL) was added (P5405, Sigma-Aldrich, St. Louis, MO, USA).
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Figure 1. Transdifferentiation of human circulating monocytes into neuronal-like cells. (A) Schematic
representation of our 20-day protocol for transdifferentiating human circulating monocytes into
neuronal-like cells, starting from day zero (D0) with a blood sample and ending on D20 with
neuronal-like cells. Circled arrows represent days on which media were changed. Cell cultured
media were replaced with new DMEM, together with PBMCs conditioned media, at a rate of
either 2:1 or 1:1 (DMEM/PBMCs), depending on the day of culture, as depicted in the diagram.
DMEM was supplemented with different chemicals and growth factors depending on the day
of culture, as depicted in the diagram. Exact concentrations are described in the Materials and
Methods section. (B) Light microscopy photographs of monocytes, right after isolation from PBMCs,
monocyte-derived-neuronal-like cells (MDNCs) and human developing neurons (HDNs) in culture
for 5 days (20× original magnification). (C) Light microscopy photographs of MDNCs in parallel
with immunostainings showing tubulin in green and actin in red. The cells’ nuclei were stained with
DAPI in blue (60× original magnification). Scale bar = 20 μm.

Pictures of cells were taken using a Nikon (Melville, NY, USA) Eclipse Ti-S/L 100 in-
verted microscope equipped with a CoolSNAP Myo, 20 MHz, 2.8 Megapixel, 4.54 × 4.54 μm
pixels camera (Melville, NY, USA) and with a Nikon CFI Super flour 20X DIC prism objec-
tive (Melville, NY, USA). Pictures were taken immediately after monocyte extraction and
on days 20–21 when transdifferentiation was completed (Figure 1B). Pictures of transdif-
ferentiated cells either under control conditions or after treatment with colchicine 0.5 μM
(Sigma-Aldrich, C9754) were identified via a micro-ruled coverslip (Cellattice CLS5-25D,
Nexcelom Bioscience, Lawrence, MA, USA). Only neuronal-like cells with at least one pri-
mary neurite longer than 2 times the soma size before treatment were traced.

Immunofluorescence was performed as previously described [28] (f. Briefly, after
fixation and permeabilization, cells were stained with 4′,6-diamidino-2-phenylindole,
dihydrochloride (DAPI, D1306, Thermo Fisher Scientific, Waltham, MA, USA), mouse anti-
tubulin (1/100, Invitrogen, Waltham, MA, USA), Alexa Fluor-488 (1/200, Life Technology,
Waltham, MA, USA) and rhodamine phalloidin (1/200, Invitrogen, Waltham, MA, USA).
Images were visualized with a Leica DMI 6000 microscope (Wetzlar, Germany) equipped
with a Micro MAX-1300YHS camera using an HCX PL APO 60X oil objective (Leica, Wetzlar,
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Germany). Images were captured using Metamorph Software (Version 7.1.3, Molecular
Devices, San Jose, CA, USA).

2.2. Single Cell RNA-Sequencing

We utilized microfluidic single-cell capture and single-cell mRNA sequencing tech-
nologies via Fluidigm’s C1TM Single-Cell Autoprep System (C1) to explore genome-wide
gene expression in 17 cells exposed to our transdifferentiation protocol and for THP-1 cells.
We followed the manufacturer’s protocol, as previously described [28]. In short, cells were
loaded using an integrated fluidic circuit (IFC) chip that allowed capturing a single cell
per well. After optical confirmation of cell number at each capture site on the chip, the
cells were processed for in-line cell lysis, reverse transcription and cDNA amplification
steps. The resulting cDNA was converted to a sequencing library using Illumina’s Nextera
XT library preparation kit. The Rapid mode of Illumina HiSeq 2500 was used to generate
sequencing reads of sufficient depth (about 3 million of sequencing reads) per each cell. De-
multiplexed sequencing reads passed the default quality filtering of the Illumina CASAVA
pipeline (v1.8, Ilumina, Inc., San Diego CA, USA) and were then exposed to further quality
trimming/filtering using FASTX-Toolkit (v.0.0.13, Hannon Laboratory, Cold Spring Harbor,
NY, USA). The filtered reads were aligned to the most recent reference genome (hg38) using
Tophat (v2.0.9, Center for Computational Biology, Baltimore, MD, USA) [36] by allowing
up to 2 mismatches. After normalization was performed via the median of the geometric
means of fragment counts across all libraries, fragments per kilobase per million (FPKM)
mapped reads values were calculated using Cuffdiff tool, which is available in Cufflinks
version 2.2.1 (Trapnell Lab, Seattle, WA, USA) [37]. Some results from this experiment were
reported previously [28], but the expression of all genes presented in this manuscript have
never before been reported in MDNCs.

Gene expression for human neuroblastoma cells was obtained from a public database
generated by Li et al. [38].

2.3. Statistical Analysis

The non-parametric Mann–Whitney test was used to make pairwise comparisons
between MDNCs treated with colchicine versus MDNCs under control conditions. A one-
way ANOVA followed by Bonferroni correction was used to make comparisons between
the time it took to trace MDNCs using each of the three tracing methods tested. p values
lower or equal to 0.05 were considered significant.

3. Results

3.1. Neuronal and Monocyte Markers in MDNCs, SH-SY5Y and THP-1 Cells

We compared the expression of 12 neuronal markers between (a) MDNCs; (b) SH-
SY5Y cells, a human neuroblastoma cell line commonly used to study neuronal processes;
and (c) THP-1 cells, a human monocytic cell line (to serve as negative control). Of the
12 neuronal markers, 7 are involved in synaptic functions, 4 are part of the neuronal
structure and one is a gamma-aminobutyric acid (GABA) type A receptor (Table 1). The
expression of these 12 genes has never been reported in MDNCs. Expression of these
12 genes in 17 MDNCs was determined by single-cell mRNA sequencing. All 12 neuronal
markers were expressed in at least one MDNC, and most genes were expressed in at
least 6 MDNCs (Table 2). SH-SY5Y cells also expressed all of these neuronal genes, while
they were not expressed in THP-1 cells (Table 2). We then tested whether two markers
for monocytes were present in THP-1 cells, MDNCs or SH-SY5Y. As expected, these
two monocyte-specific genes were highly expressed by THP-1 cells, whereas they were
not expressed by undifferentiated neuroblastoma cells and were barely detectable in
differentiated SH-SY5Y cells (Table 2). Only 1 out of the 17 MDNCs showed very low
expression of 1 monocyte marker, and none were expressed in the remaining 16 MDNCs
(Table 2).

300



Brain Sci. 2021, 11, 1372

Table 1. Neuronal and monocytic genes and their functions.

Protein Gene Identifier Function Reference

Neurexin 3 NRXN3 ENSG00000021645 Synapsis Sudhof 2021 [39]
Synaptosome-associated protein 25 SNAP25 ENSG00000132639 Synapsis Antonucci et al. 2016 [40]

Synaptic vesicle glycoprotein 2A SV2A ENSG00000159164 Synapsis Nowack et al. 2010 [41]
Vesicle-associated membrane

protein 1 VAMP1 ENSG00000139190 Synapsis Bhattacharya et al.
2002 [42]

SH3 and multiple ankyrin repeat
domains 2 SHANK2 ENSG00000162105 Synapsis Lim et al. 1999 [43]

Synuclein alpha SNCA ENSG00000145335 Synapsis Burre 2015 [44]
Syntaxin 1A STX1A ENSG00000106089 Synapsis Bennett et al. 1992 [45]

Spire type actin nucleation factor 1 SPIRE1 ENSG00000134278 Neuronal structure Schumacher et al,
2004 [46]

Microtubule-associated protein tau MAPT ENSG00000186868 Neuronal structure Barbier et al. 2019 [47]

Shootin 1 SHTN1
(KIAA1598) ENSG00000187164 Neuronal structure Toriyama et al. 2006 [48]

Growth-associated protein 43 GAP43 ENSG00000172020 Neuronal structure Meiri et al. 1986 [49]
Gamma-aminobutyric acid (GABA)

type A receptor subunit beta 3 GABRB3 ENSG00000166206 GABA receptor Mortensen et al. 2010 [50]

Integrin subunit alpha M
CD11B ITGAM ENSG00000169896 Immune system Schmid et al. 2018 [51]

Monocyte chemoattractant protein
1 peceptor CCR2 ENSG00000121807 Immune system Tu et al. 2020 [52]

Table 2. Expression of 12 neuronal markers and 2 markers for monocytes in THP-1 monocytic cells, SH-SY5Y neuroblastoma
cells and 17 MDNCs.

Gene
THP-

1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

SH-
SY5Y
1 *

SH-
SY5Y
2 *

NRXN3 0 0 0 0.101 3.106 0.04 0.012 0 0.009 0 0.288 0 0 0.062 0.061 0.022 0 0.98 0.01 0.135
SNAP25 0 0 0 0.779 0.167 0.13 0.219 0.401 0 0 0 0 1.19 0.288 0 0 0.171 0 25.06 42.23
SV2A 0 0 0 0.089 0 0 0 0 0 0.127 0.044 0 0 0 0.086 0.171 0 0.055 10.37 6.810
VAMP1 0 0 0 0 0 0.256 0 0 0 0 0.692 0 0 0 0.054 0 0 0 0.942 1.472
SHANK2 0 0 0 0 0 0.132 0.031 0 0.76 0.068 0.929 0 0.059 0 0.223 0.552 0 0.199 0.219 0.229
SNCA 0 5.35 8.08 0 0 0.811 1.12 0 0 0 0 0 276.9 0 0 136.3 1.63 0 3.776 7.513
STX1A 0 0 0 0 0 0 0.028 0 0 0 0 0 0 0 0 0 0 0 8.742 9.759
SPIRE1 0 27.2 58.02 0.292 5.19 0 0.01 0 16.34 0.223 3.37 0 0 17.32 28.61 110.5 2.85 23.25 9.341 6.986
MAPT 0 0.089 0.023 0 0 0.075 0.192 0.024 0.128 0 0.045 0.042 0.028 0 0 0.019 0.032 0.073 1.535 4.176
SHTN1 0 45.73 25.8 4.66 0.27 4.62 2.47 43.59 4.53 16.44 20.04 0 0 1.36 12.95 0.154 0 83.34 2.038 3.827
GAP43 0 0 0 0 0.211 0 0 0 0 0 0 0 0 0 0 0 0 0 62.16 86.84
GABRB3 0 0.324 0.458 0.065 0.254 0.247 0.079 0.095 0.21 0.13 0.06 0.225 0 1.06 0.093 0.901 0.173 0.182 10.25 9.763
ITGAM 14.91 0 0 0 0 0 0 0 0 0 0 0 0.034 0 0 0 0 0 0 0.014
CCR2 24.62 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.078

1 * undifferentiated SH-SY5Y; 2 * differentiated SH-SY5Y; data from Li et al. 2015 [38].

3.2. Whole-Cell Tracing

After 20 days in culture following our protocol [28], transdifferentiated monocytes
acquired a neuronal morphology comparable with that of HDNs (Figure 1B). These MD-
NCs extended neurites with a microtubule-based shaft, as shown in Figure 1C. Colchicine
is well-known for its ability to elicit neurite retraction [53,54] via microtubule depolymer-
ization [55]. In a prior publication, we showed that the structure of MDNCs responds
similarly to the structure of neuroblastoma cells and that of human neurons in vitro when
treated with colchicine 0.5 μM [28]. While retraction is expected with colchicine 0.5 μM,
minimal to no retraction should occur under control conditions. To determine whether
MDNCs exhibited any retraction under control culture conditions, a group of MDNCs was
identified and photographed at baseline, meaning at time zero (T0 h). These MDNCs were
kept under control conditions for 1 h (T1 h), and pictures of the exact same MDNCs were
taken again (Figure 2A). The same procedure was followed to establish whether colchicine
elicited pruning of neuronal extensions. In this latter case the 1 h incubation period was
carried out in the presence of colchicine 0.5 μM (Figure 2A).
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Figure 2. Whole-cell tracing of MDNCs after treatment with colchicine 0.5 μM. (A) Light microscopy
photographs of the exact same MDNCs before (T0 h) and after one hour (T1 h) under control
conditions or after treatment with colchicine 0.5 μM (20× original magnification). Scale bar = 20 μm.
(B) Bar graphs comparing MDNCs’ structural response to colchicine versus MDNCs under control
conditions. Structural parameters include longest primary neurite (LPN), longest secondary neurite
(LSN), number of primary neurites, number of secondary neurites, number of tertiary neurites and
total number of neurites. Data are presented as mean ± SEM. Differences were assessed using the
non-parametric Mann–Whitney test. For LPN, number of primary, number of secondary, number of
tertiary and total number of neurites, n = 96 for control and n = 82 for colchicine. For LSN, n = 91 for
control and n = 75 for colchicine. * p = or < 0.05.

The principal investigator (PI), who has ample experience tracing cells, traced these
four sets of MDNCs, meaning cells that were cultured under control conditions at T0 h
and T1 h, as well as cells treated with colchicine at T0 h and T1 h. Since the entire neuropil
of each MDNC was traced, we can report differences in the longest primary neurite
(LPN), longest secondary neurite (LSN), number of primary neurites, number of secondary
neurites, number of tertiary neurites and total number of neurites. MDNCs were traced
using a semi-automated software called FIJI (NIH, Bethesda, MD, USA), which is a plugin
for ImageJ, an open source image processing program provided by the National Institutes
of Health (NIH).

To determine whether there was retraction of LPN or LSN, the percentage of neurite
remaining at T1 h was calculated (T1 h/T0 h) for MDNCs cultured under control con-
ditions, as well as cells treated with colchicine 0.5 μM. Then, non-parametric statistical
analyses were conducted to establish whether there were differences between control (CTL)
and colchicine (Colchi). Whole-cell tracing by the PI evidenced a statistically significant
reduction in the percentage of LPN after treatment with colchicine 0.5 μM (CTL, 99 ± 2%;
Colchi, 86 ± 2%; p = 0.0006), while there were no differences in LSN (CTL, 120 ± 8%; Colchi,
110 ± 6%; p = 0.22) (Figure 2B). To establish differences in the number of neurites pruned,
we subtracted the number of neurites at T0 h from the number of neurites at T1 h for MD-
NCs cultured under control conditions as well as for cells treated with colchicine 0.5 μM.
Whole-cell tracing did not reveal differences in the number of primary (CTL, 0.14 ± 0.12;
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Colchi, 0.18 ± 0.16; non-parametric analysis p = 0.48), secondary (CTL, 1.06 ± 0.4; Colchi,
1.2 ± 0.4; p = 0.45), tertiary (CTL, 0.010 ± 0.11; Colchi, 0.073 ± 0.14; p = 0.52) or total
neurites pruned (CTL, 1.25 ± 0.43; Colchi, 1.46 ± 0.45; p = 0.27) (Figure 2B).

3.3. Three Neurite Tracing Approaches

Three neurite tracing approaches were tested by four individuals with research experi-
ence (two medical students with previous research experience, one neuroscience graduate
student and one laboratory technician). One of the medical students had performed cell
tracing before participating in this study, whereas all other participants had no experience
in tracing. The tracers were blinded to the treatment condition each of the two groups
of MDNCs had received (either CTL or Colchi), and they were unaware of that we were
expecting pruning of neuronal extensions with Colchi. Participants were trained on how to
use FIJI (NIH, Bethesda, MD, USA), a semi-automated software, and Volocity (Quorum
Technologies, Ontario, Canada), an automated software. After training was completed,
participants were told to use FIJI for whole-cell tracing, and they were instructed to trace
all neurites present in MDNCs for this first tracing method. For the second tracing method,
they were again instructed to use FIJI, but this time to trace only the longest primary and
longest secondary neurite in each of the MDNCs. This second approach was named the
longest neurite method (LN). For the third method, participants processed the photographs
of MDNCs for each of the two treatment conditions through Volocity and then confirmed
that the MDNCs had been traced. Finally, participants were asked to record the time it took
them to trace MDNCs with each of the three tracing methods.

Volocity automatically traces the length and width of the cell, which in the case of
neuronal-like cells approximates to the longest primary neurite and the longest secondary
neurite. Since two of the three tracing methods tested only provided information on
LPN and LSN, we compared the three tracing approaches based on these two neuronal
extensions. None of the four individuals encountered any statistically significant difference
in LPN after whole-cell tracing (participant 1 (P1), CTL, 95 ± 2%; Colchi, 100 ± 3%; p = 0.35;
P2, CTL, 100 ± 5%; Colchi, 100 ± 2%; p = 0.86; P3, CTL, 100 ± 2%; Colchi, 99 ± 2%, p = 0.44;
P4, CTL, 99.9 ± 2.8%; Colchi, 100 ± 4.6%; p = 0.45) (Figure 3A). Participant 3, however,
found colchicine elicited a statistically significant retraction of LSN (P3, CTL, 118 ± 10.3%;
Colchi, 88.1 ± 9.7%; p = 0.004), while all other participants observed no differences (P1, CTL,
97 ± 12.4%; Colchi, 109.9 ± 11.3%; p = 0.24; P2, CTL, 100.6 ± 9.5%; Colchi, 88.9 ± 6.2%;
p = 0.27; P4, CTL, 104.5 ± 10%; Colchi, 100.1 ± 7.5%; p = 0.71) (Figure 3A).

When tracing only longest neurites, one of the participants found colchicine elicited
a statistically significant retraction of LPN when compared with MDNCs under control
conditions (P2, CTL, 100 ± 4%; Colchi, 90 ± 2%; p = 0.04) (Figure 3B). All other participants
found no statistical differences in LPN (P1, CTL, 93 ± 4%; Colchi, 92 ± 3%; p = 0.66; P3, CTL,
95 ± 4%; Colchi, 100 ± 3%; p = 0.34; P4, CTL, 91.7 ± 2.7%; Colchi, 91.4 ± 3.4%; p = 0.42).
The same participant who found a significant retraction of LSN while tracing the entire cell
again encountered retraction elicited by colchicine while tracing only longest neurites (P3,
CTL, 143.2 ± 15.8%; Colchi, 84.6 ± 7%; p = 0.001) (Figure 3B). Two other participants found
no statistical differences in LSN (P1, CTL, 100 ± 14.9%; Colchi, 119.7 ± 16.3%; p = 0.07; P2,
CTL, 100.7 ± 7.8%; Colchi, 116.2 ± 17.1%; p = 1.0), and one participant did not trace LSN
(Figure 3B).

The use of Volocity rendered no statistically significant differences in LPN for any of
the participants (P1, CTL, 90.2 ± 5.5%; Colchi, 81.4 ± 11%; p = 0.14; P2, CTL, 94.6 ± 9.6%;
Colchi, 120.7 ± 17.4%; p = 0.18; P3, CTL, 95 ± 6.4%; Colchi, 91.7 ± 5.7%, p = 0.68; P4, CTL,
116.6 ± 18.2%; Colchi, 92.2 ± 11.8%; p = 0.27) (Figure 3C). However, participant 4 found
a significant retraction in LSN after treatment with colchicine (P4, CTL, 156.2 ± 18.4%;
Colchi, 117 ± 20.3%; p = 0.05) (Figure 3C). None of the other participants found statistical
differences in LSN while using Volocity (P1, CTL, 202.5 ± 25.5%; Colchi, 182.9 ± 33.6%;
p = 0.27; P2, CTL, 148.6 ± 16.1%; Colchi, 173 ± 38.5%; p = 0.99; P3, CTL, 121.2 ± 12%;
Colchi, 119.4 ± 16.4%; p = 0.31) (Figure 3C).
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Figure 3. Comparison between three different tracing methods. (A) Bar graphs comparing MDNCs’
structural response to colchicine versus MDNCs under control conditions after tracing each MDNC in
its entire. Structural parameters include longest primary neurite (LPN) and longest secondary neurite
(LSN). Data are presented as mean ± SEM. Differences were assessed using the non-parametric
Mann–Whitney test. Participant 1 (P1): for LPN n = 37 for control and n = 32 for colchicine; for LSN,
n = 23 for control and n = 20 for colchicine. P2: for LPN n = 38 for control and n = 35 for colchicine;
for LSN, n = 15 for control and n = 19 for colchicine. P3: for LPN n = 47 for control and n = 34 for
colchicine; for LSN, n = 41 for control and n = 29 for colchicine. P4: for LPN n = 51 for control and
n = 30 for colchicine; for LSN, n = 31 for control and n = 15 for colchicine. (B) Bar graphs comparing
MDNCs’ structural response to colchicine versus MDNCs under control conditions after only tracing
LPN and LSN. The statistical assessment and data presentation are the same as in (A). P1: for LPN
n = 39 for control and n = 36 for colchicine; for LSN, n = 22 for control and n = 17 for colchicine.
P2: for LPN n = 38 for control and n = 36 for colchicine; for LSN, n = 21 for control and n = 17 for
colchicine. P3: for LPN n = 30 for control and n = 35 for colchicine; for LSN, n = 28 for control and
n = 34 for colchicine. P4: for LPN n = 42 for control and n = 37 for colchicine; P4 did not trace LSN.
(C) Bar graphs comparing MDNCs’ structural response to colchicine versus MDNCs under control
conditions after tracing MDNCs’ length and width using the automated tracing software Volocity.
The statistical assessment and data presentation are the same as in (A). P1: for LPN n = 30 for control
and n = 26 for colchicine; for LSN, n = 30 for control and n = 23 for colchicine. P2: for LPN n = 25
for control and n = 18 for colchicine; for LSN, n = 25 for control and n = 18 for colchicine. P3: for
LPN n = 33 for control and n = 30 for colchicine; for LSN, n = 33 for control and n = 30 for colchicine.
P4: for LPN n = 27 for control and n = 24 for colchicine; for LSN, n = 27 for control and n = 24 for
colchicine. * p = or < 0.05. (D) Dot plot comparing the time in minutes necessary for completing
the tracing of all MDNCs (control + colchicine) with each of the three tracing methods: whole cell,
longest neurite and Volocity. Data are presented as mean ± SEM. Differences were assessed using a
one-way ANOVA followed by Bonferroni correction. For whole cell, longest neurite and Volocity
n = 8. * p < 0.005, ** p < 0.002 and *** p < 0.00002.
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A one-way ANOVA revealed that the amount of time necessary to complete all
tracings was significantly different between each of the three approaches (F(2, 21) = 25.74,
p < 0.00001) (Figure 3D). Bonferroni correction indicated that tracing longest neurites (LN)
took less than half of the time needed to trace the whole cell (WC) (LN, 77.8 ± 8.5 min;
WC, 153.6 ± 17.9 min; p = 0.001), while tracing the entire cell was more efficient than using
Volocity (WC, 153.6 ± 17.9 min; V, 332.5 ± 39.9 min; p = 0.001) (Figure 3D). Since one of
the students did not trace longest secondary neurites when applying the LN approach, we
ran another one-way ANOVA excluding that individual’s LN data. The results remained
significant (F(2, 19) = 20.81, p = 0.00001).

4. Discussion

We have previously shown that MDNCs conduct electrical activity and express a wide
variety of neuronal markers [28]. Here we expanded the list to include 12 neuronal genes:
7 involved in synaptic transmission [39–45], 4 associated with neuronal structure [46–49]
and 1 gamma-aminobutyric acid (GABA) receptor [50] (Tables 1 and 2). Several of these
genes are implicated in the pathophysiology of neurodevelopmental illnesses. For instance,
neurexin 3 has been linked to autism [56], whereas SV2A and VAMP are associated with
schizophrenia [57,58]. Another synaptic gene, SNAP-25, has been implicated in the etiology
of both illnesses [59,60]. Tau and GAP-43 are essential for the development of neuronal
structure [47,49]. While tau is commonly known for its association with Alzheimer’s
disease, this protein has also been linked to schizophrenia [61]. Similar to tau, GAP-43 is
crucial for outgrowth of neuronal extensions [49], and not surprisingly, abnormalities in the
expression of GAP-43 have been associated with both schizophrenia [62] and autism [63].
Other proteins relevant for the establishment of neuronal shape during development and
often involved in the pathophysiology of schizophrenia, such as MAP-2 [64,65], are also
expressed by MDNCs [28]. At the same time, markers for monocytes such as CD11B and
CCR2 [51,52] are no longer present in MDNCs (Tables 1 and 2).

Several lines of evidence strongly indicate that deficits in the neuronal structure are
implicated in the pathophysiology of autism and schizophrenia [12,13,66–68]. However,
the inaccessibility of neurons coming directly from living patients’ brains has limited the
study of early neurodevelopmental processes that transform neuronal structure. MDNCs
not only express a variety of genes crucial in sculpting neuronal shape, but in addition, the
structure of MDNCs is comparable with that of human neurons after 5 days in culture and
also with that of differentiated human neuroblastoma cells [28]. Moreover, the structure of
MDNCs responds similarly to that of neurons and neuroblastoma cells when treated with
dopamine and colchicine [28].

MDNCs’ ability to reproduce characteristics of the structure of human neurons opens
the opportunity for studying these aspects of neurodevelopmental illnesses directly in
living patients’ cells. This means that MDNCs provide a window into early neurodevel-
opmental processes in vitro, even when patients are already adults. Nonetheless, in order
to maximize the delivery of neurostructural results, it is imperative to determine which
neurite tracing method is more efficient in extracting data from MDNCs.

Unfortunately, there is no universal tracing method that can efficiently extract neu-
rostructural data under all research conditions. Instead, experts recommend testing several
tracing approaches to determine which is the best suited for each laboratory [69,70]. Cur-
rently, there is a plethora of automated tracing methods, but the gold standard continues to
be manual tracing via semi-automated approaches [69]. Therefore, here we tested three dif-
ferent tracing approaches: (1) whole-cell tracing, (2) longest neurite tracing and (3) Volocity.
The first two are semi-automated and thus require more work, while the third method is
completely automated. However, before comparing these three tracing methods, we had to
establish the right conditions for comparison. Therefore, the principal investigator, who has
ample experience tracing cells, traced two separate groups of MDNCs: one cultured under
control conditions and one treated with colchicine 0.5 μM. This compound is well-known
for its capacity to cause neurite retraction via microtubules depolymerization [55]. Further-
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more, we have previously shown that colchicine elicits pruning of neuronal extensions in
MDNCs in a way similar to what is found in neurons [53] and neuroblastoma cells [54].

Using the more thorough tracing approach—namely, whole-cell tracing—the PI found
that colchicine elicited, as expected, a statistically significant retraction of LPN (Figure 2B).
None of the other structural parameters revealed statistical differences (Figure 2B). Then,
four other individuals, mostly students with research backgrounds, traced the same
two groups of MDNCs (control versus colchicine 0.5 μM) using the three different tracing
methods. These four participants were blinded to the treatment condition they were tracing.
All the statistically significant retractions found by these four participants were, as expected,
caused by colchicine (Figure 3A–C). However, relatively few structural differences were
found. This is not entirely surprising, as these four individuals had limited experience with
tracing, and the differences between the two MDNCs groups were subtle (Figure 2B). It
is important to note that the tracing approach that yielded more statistically significant
findings was the simplest of all, meaning the approach that only traced the longest primary
and longest secondary neurite (Figure 3B).

The most surprising finding was that Volocity, the automated tracing method, was
the slowest in delivering structural results (Figure 3D). This delay was not due to lack of
recognition of MDNCs, even though these cells were not marked with a fluorochrome.
Instead, pictures of MDNCs were live. The difficulties arose because in many instances
Volocity did not identify the entire neuritic length. Students, therefore, had to piece together
sections of neurites, similar to what other research teams have described using different
automated softwares [70]. This task was more time consuming than even tracing the
entire cell using a semi-automated approach (Figure 3D). Having MDNCs stained with
a fluorochrome would have eliminated the need for reconstruction of the neuritic length.
However, given the inherent damage attached to cell fixation and permeabilization [34,35],
it is questionable whether the subtle structural differences between control MDNCs and
those treated with colchicine would have been observed.

The fastest tracing approach was tracing only the longest primary and longest sec-
ondary neurites (Figure 3D). This approach was also the one that yielded more statistically
significant differences between treatment conditions (control versus colchicine 0.5 μM)
(Figure 3B). We were expecting whole-cell tracing to detect more structural differences,
given the precision of this method. However, perhaps the simplicity of tracing only
two neurites per MDNC as opposed to delineating the entire neuropil improves accuracy.
Given that tracing longest neurites was more accurate and took half the time as tracing the
entire cell and a quarter of the time as Volocity (Figure 3D), we recommend this tracing
approach for future studies on the structure of MDNCs.

There are other factors that need to be considered when selecting a tracing approach.
One is that tracing only the longest neurites neglects other structural parameters. Addition-
ally, Volocity is just one of the many commercially available automated software products.
It is possible that other automated applications would recognize the entire structure of
MDNCs, even when analyzing photographs of live cells using light microscopy. However,
if automated software products become a viable alternative, cost will have to be factored
in, as semi-automated methods usually do not bear any cost to the researcher, while most
automated software have to be purchased [69,70].

In summary, selecting a tracing method is a complicated process that depends on
the specific research conditions to be tested [69,70]. For instance, analyzing neurons in
culture (2-dimensional) versus brain slices (3-dimensional) or studying intact neurites
versus damaged neurites would each generate its own set of intricacies for which only a
couple of tracing approaches would be suitable. It is also essential to determine which
aspects of the neuronal structure will be studied, as some tracing paradigms are better
at measuring neurite length, while others excel at counting number of extensions [69,70].
Therefore, experts recommend testing different tracing approaches to determine the most
efficient method for each laboratory [69,70]. Here, we determined that the most efficient
tracing strategy for studying neuritic length in MDNCs is tracing only the longest primary
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and longest secondary neurites (Figure 3D). The limitation of this modality is that it does
not provide information about the number of neurites or other aspects of the neuropil, such
as number or length of tertiary or quaternary neurites. Another limitation of our study is
that we only conducted tracing using one automated method among the many currently
available [69,70]. Future studies will have to be conducted to determine whether other
automated paradigms prove better at extracting neurostructural data from MDNCs.

5. Conclusions

MDNCs express a wide variety of neuronal markers that have been associated with
the pathophysiology of autism and schizophrenia. Since MDNCs originate from a blood
sample taken directly from patients, these cells carry the genetic susceptibility to the neu-
rodevelopmental illness that the patients are afflicted with. In contrast with rodent neurons
in culture or neuronal cell lines such as neuroblastoma cells, MDNCs allow researchers to
study directly in patients’ cells early neurodevelopmental processes involving changes in
neuronal structure. In order to maximize efficiency in studying MDNCs’ structure, the best
approach is to only trace the longest primary neurite and the longest secondary neurite
using FIJI, a semi-automated software made available by the NIH.
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Abstract: Transcranial alternating current stimulation (tACS) is a neuromodulation procedure that is
currently studied for the purpose of improving cognitive function in various diseases. A few studies
have shown positive effects of tACS in Alzheimer’s disease (AD). However, the mechanism underly-
ing tACS has not been established. The purpose of this study was to investigate the mechanism of
tACS in five familial AD mutation (5xFAD) mouse models. We prepared twenty 4-month-old mice
and divided them into four groups: wild-type mice without stimulation (WT-NT group), wild-type
mice with tACS (WT-T group), 5xFAD mice without stimulation (AD-NT group), and 5xFAD mice
with tACS (AD-T group). The protocol implemented was as follows: gamma frequency 200 μA over
the bilateral frontal lobe for 20 min over 2 weeks. The following tests were conducted: excitatory
postsynaptic potential (EPSP) recording, Western blot analysis (cyclic AMP response element-binding
(CREB) proteins, phosphorylated CREB proteins, brain-derived neurotrophic factor, and parvalbu-
min) to examine the synaptic plasticity. The EPSP was remarkably increased in the AD-T group
compared with in the AD-NT group. In the Western blot analysis, the differences among the groups
were not significant. Hence, tACS can affect the long-lasting enhancement of synaptic transmission
in mice models of AD.

Keywords: transcranial alternating current stimulation; Alzheimer’s disease; noninvasive brain
stimulation; gamma frequency; long-term potentiation; synaptic plasticity; transgenic mouse model;
5xFAD; excitatory postsynaptic potential; Western blot analysis

1. Introduction

Alzheimer’s disease (AD) is a neurological disease characterized by progressive
cognitive decline resulting in memory deficit and behavioral changes [1–3]. It is prevalent
in a majority of dementia cases. It has been estimated that about 110 million people
worldwide will have the disease by 2050 [4]. Today, AD is a global burden, and this trend
may continue unless an effective treatment is developed [5]. Currently, pharmacologic
treatment is the main therapeutic modality for patients with AD; however, this therapeutic
effect has been proven to be insufficient in ameliorating the state of patients affected by
the disease. In addition, various side effects have been reported [6–8]. As an alternative to
drug therapy, noninvasive brain stimulation (NIBS) has been studied in patients with AD.
Previous studies have suggested that repetitive transcranial magnetic stimulation (rTMS)
and transcranial direct current stimulation (tDCS) can be used for therapeutic purposes
in patients with AD [9–11]. Furthermore, Hausner et al. demonstrated an improvement
in the mini-mental state examination (MMSE) score after electroconvulsive treatment in
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patients with AD and major depressive disorder (MDD) [12]. Moreover, although there
are no noninvasive vagus nerve stimulation (nVNS)-related human studies of AD to date,
microglial modulation through nVNS was reported in an animal study (mouse model
of AD) [13]. However, according to the studies published so far, cranial electrotherapy
stimulation (CES), a type of NIBS, is known to be ineffective in improving cognitive
function in the case of AD [14,15].

Recently, as a method of NIBS, transcranial alternating current stimulation (tACS)
has been studied in patients with several diseases, including Parkinson’s disease and
schizophrenia, to improve cognitive function [16,17]. In addition, previous studies showed
that tACS can alleviate symptoms in other psychiatric diseases, such as anxiety disorder,
MDD, and obsessive-compulsive disorder [18–20]. It is easy to apply in various conditions
and a relatively inexpensive tool [21]. Since it is a noninvasive method, it has fewer side
effects, including mild headache, nausea, and fatigue [22].

In a previous study using AD transgenic mouse models, neuronal activity, especially
gamma frequency oscillations, was found to be impaired in the hippocampus [23]. This
condition resulted from the amyloid-beta that alter the excitatory/inhibitory balance of
the neuronal network and disrupt the inhibitory interneurons [24,25]. Moreover, tACS
can manipulate neuronal oscillations, thereby influencing cognitive processes [26]. Ali
et al. showed that tACS is more effective in the entrainment of brain waves using a specific
frequency than tDCS, because human brain waves are more similar in form to alternating
currents than direct currents [27].

Several studies have investigated the effectiveness of tACS in patients with AD [28–31].
Kehler and Moussavi et al. reported that, in patients with AD, tACS with brain exercise
can be more beneficial for cognitive function than brain exercise alone [28,29]. Benussi et al.
showed that tACS could enhance memory functions in patients with AD [30]. Dhaynaut
et al. reported that tACS may modulate the Tau-related burden in AD measured by positron
emission tomography (PET) [31]. Xing et al. suggested a protocol of tACS in patients with
AD for a randomized controlled trial that has not yet been completed [32]. However, these
studies were limited in terms of identifying the underlying mechanisms of action, because
they involved human subjects. In the present study, we conducted a tACS experiment in
transgenic mouse models of AD to elucidate its mechanism.

2. Materials and Methods

We first prepared the wild-type C57BL/6 female mice (Damul Science, Daejeon, Korea)
and transgenic male mice expressing 5 familial AD mutations (5xFAD) carrying a Swedish
double mutation (KM670/671NL) in the amyloid precursor protein (APP) gene. After
crossbreeding them, we waited until the mice were 3 weeks old. At this time, only male
mice were classified separately and underwent genotyping using polymerase chain reaction
(PCR) with ear tissue. In this way, we confirmed the mice as 5xFAD or wild type. We then
included twenty 4-month-old mice for the experiments.

2.1. Transcranial Alternating Current Stimulation

We prepared an oscillating-current stimulator (NT Brain 100, CyberMedic Corp., Iksan,
Korea). Twenty mice were divided into four groups, with each group consisting of five
mice: wild-type mice with no stimulation (WT-NT group), wild-type mice receiving tACS
(WT-T group), 5xFAD mice with no stimulation (AD-NT group), and 5xFAD mice receiving
tACS (AD-T group). The stimulation group received tACS with a gamma frequency (40 Hz)
of 200 μA over the F3 and F4 (bilateral frontal lobe) areas for 20 min. During stimulation,
isoflurane was used to minimize mice movements. tACS was then applied to the precise
location. In this manner, the stimulus was implemented 10 times in 2 weeks for five
consecutive days with two off days. The AD-NT and WT-NT groups did not undergo
stimulation. Instead, they were caged without anesthesia for 20 min, which was equal to
the stimulation time.
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2.2. Preparation of Brain Tissue

The brain was immediately extracted after the mice were euthanized under anesthesia
after 2 weeks of starting the experiment. Artificial cerebrospinal fluid (aCSF) was prepared
as follows to maintain osmolarity and pH at the physiological levels: 2.8-mM KCl, 125-mM
NaCl, 1.25-mM NaH2PO4, 2-mM CaCl2, 1-mM MgSO4, and 26-mM NaHCO3. Furthermore,
aCSF and freezing liquid were used to immerse the isolated brains. After placing the brains
on a cooling pad, we found the exact location of the hippocampus using various brain
landmarks such as the cerebellum and used a rotary slicer and automatic chopper (Mickle
Laboratory Engineering Co. Ltd., Gomshall Guildford, UK). The thickness of each sample
was about 400 μm. The slices were immersed in aCSF for at least an hour. During this
process, oxygen was supplied to stabilized PH with carbogen (mixture of carbon dioxide
(5%) and oxygen (95%)).

2.3. Excitatory Postsynaptic Potential (EPSP)

A glass-bottomed recording chamber (Glass cover slip CS-22/40, Warner Instruments,
Holliston, MA, USA) filled with aCSF was prepared to record the EPSP in the sliced
hippocampus. In this chamber, carbogen was also supplied. Using a nichrome record-
ing electrode (Nickel/Chromium wire, Advent research materials Ltd., Oxford, UK), we
recorded the field EPSP (fEPSP) in CA1 of the hippocampal subfield region. During this
process, we delivered every pulse at 15-s intervals. For each waveform of fEPSP, the initial
slope of the fEPSP was calculated, which showed the postsynaptic response. After adjusting
the baseline fEPSP slope (30% of the maximal response), a stimulation was delivered at a
high frequency (100 Hz) to the CA3–CA1 hippocampal synapses for long-term potentiation
(LTP). The baseline fEPSP slope was recorded for 30 min, and LTP was recorded for 60 min.
We analyzed the data using WinLTP software (WinLTP Ltd., Bristol, UK).

2.4. Western Blot Analysis

For protein extraction from the sliced hippocampus, the radioimmunoprecipitation
assay buffer and protein inhibitor cocktail were used and centrifuged at 4 ◦C for 30 min
at 15,000 rpm. After the spin down, the upper layer solution (protein) was obtained
for protein quantification with the bicinchoninic acid assay. We prepared 10–12% gels
and a polyvinylidene fluoride membrane for protein loading and transfer, respectively.
The membrane was then incubated for blocking with 5% skim milk for 1 h. Then, using
Tris-buffered saline with Tween 20 (TBST), we washed it (3 times). We prepared the
diluted primary antibody solution (cyclic AMP response element-binding (CREB) proteins
(1:1000), phosphorylated CREB (pCREB) proteins (1:1000), brain-derived neurotrophic
factor (BDNF) (1:1000), and parvalbumin (PV) (1:1000)) and incubated them overnight with
the membranes (4 ◦C). The next day, using TBST, we washed the membranes (3 times). We
also incubated the diluted secondary antibody solution (rabbit immunoglobulin G (IgG;
1:2000)) with the membrane for one and a half hours. In the same way, we washed the
membranes using TBST (3 times). The membranes were incubated in a chemiluminescent
substrate for horseradish peroxidase for detection. The Western blot was analyzed using
UVITEC Mini HD9 (Alliance UVItec Ltd., Cambridge, UK).

2.5. Statistical Analyses

We used the Kruskal–Wallis test to compare the differences between the AD-NT,
AD-T, WT-NT, and WT-T groups. A post hoc analysis was performed by the Bonferroni
method. The significance level for multiple comparisons after the Bonferroni method was
0.0083. There was a system that provided a new report of the adjusted p-value based on the
significance level of 0.05 after Bonferroni correction in the SPSS program, version 27.0 (IBM,
SPSS, Armonk, NY, USA). Therefore, we set a statistical significance level of 0.05 based
on the adjusted p-value. A data analysis was conducted through SPSS, version 27.0 (IBM,
SPSS, Armonk, NY, USA).
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3. Results

3.1. fEPSP Responses

The fEPSP slope showed the responses of the WT-NT group (159 ± 10%), WT-T
group (145 ± 4%), the AD-NT group (123 ± 3%), and the AD-T group (156 ± 20%). The
fEPSP slope was remarkably increased in the AD-T group compared to that in the AD-
NT group (p-value = 0.003). In addition, the fEPSP slope was higher in the WT-T group
(p-value = 0.001) and WT-NT group (p-value = 0.000) than in the AD-NT group. However,
there were no significant differences among the other groups (Figure 1).

  

(a) Hippocampal LTP (WT-NT group) (b) Hippocampal LTP (WT-T group) 

  

(c) Hippocampal LTP (AD-NT group) (d) Hippocampal LTP (AD-T group) 

Figure 1. The graphs show the field excitatory postsynaptic potential (fEPSP) responses in each group. High-frequency
stimulation are delivered at 30 min for long-term potentiation (LTP). (a) fEPSP in the hippocampal region of wild-type mice
that did not receive transcranial alternating current stimulation (tACS). (b) fEPSP in the hippocampal region of wild-type
mice that received tACS. (c) fEPSP in the hippocampal region of 5 familial AD mutation (5xFAD) mice that did not receive
tACS. (d) fEPSP in the hippocampal region of 5xFAD mice that received tACS. The white dots are the baseline fEPSP slopes,
and the black dots are the main results of the fEPSP slope stimulated by high frequency. The fEPSP slope was remarkably
increased in the AD-T group (d) compared to that in the AD-NT group (c) (p-value = 0.003). In addition, the fEPSP slope
was higher in the WT-T group (b) (p-value = 0.001) and WT-NT group (a) (p-value = 0.000) than in the AD-NT group (c).
However, there were no significant differences among the other groups. The data from each group show mean values
and standard errors (SE). For statistical analysis, the Kruskal–Wallis test and the Bonferroni method for post hoc analysis
were used.

3.2. Protein Level Analyzed by Western Blot Analysis

A Western blot analysis was conducted to examine whether there were any changes
in the amount of proteins related to neuroplasticity and gamma oscillation. There were
no significant differences in the levels of BDNF, CREB, pCREB, and PV among the groups
(Figure 2).

314



Brain Sci. 2021, 11, 1532

  
(a) BDNF (b) CREB 

  
(c) pCREB (d) PV 

 
(e) Representative bands of Western blot 

Figure 2. Western blot analysis of brain-derived neurotrophic factor (BDNF), cyclic AMP response element-binding protein
(CREB), phosphorylated CREB (pCREB), and parvalbumin (PV). (a) Quantitative BDNF expression level in the WT-NT
group (0.69 ± 0.06), the WT-T group (0.69 ± 0.11), the AD-NT group (0.60 ±0.09), and the AD-T group (0.66 ± 0.07).
(b) Quantitative CREB expression level of the WT-NT group (0.77 ± 0.09), the WT-T group (0.75 ± 0.05), the AD-NT group
(0.62 ± 0.10), and the AD-T group (0.66 ± 0.06). (c) Quantitative pCREB expression level of the WT-NT group (0.80 ± 0.11),
the WT-T group (0.84 ± 0.11), the AD-NT group (0.65 ± 0.09), and the AD-T group (0.75 ± 0.03). (d) Quantitative PV
expression level of the WT-NT group (0.60 ± 0.10), the WT-T group (0.57 ± 0.10), the AD-NT group (0.54 ± 0.10), and the
AD-T group (0.55 ± 0.09). (e) Representative bands of CREB, pCREB, BDNF, and PV. The data from each group show the
mean values and standard errors (SE). A statistical analysis was performed using the Kruskal–Wallis test and the Bonferroni
method for post hoc analysis.
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4. Discussion

Gamma frequency oscillations are prominent in the hippocampus, which is a ma-
jor region for the formation of memory [33]. In this region, gamma oscillation can be
functionally classified into slow gamma oscillation (25–55 Hz) and fast gamma oscillation
(60–100 Hz). Specifically, fast gamma oscillation is related to memory encoding, while slow
gamma oscillation is related to memory retrieval [34]. Previous studies have suggested that
patients with AD show reduced slow gamma oscillation and the ability to retrieve memory
rather than a decreased ability to encode memory [23,35]. Iaccarino et al. showed a reduced
hippocampal gamma waveform in transgenic 5xFAD mice and presented an experiment
in which amyloid-beta production decreased after using visual stimulation (light flicker)
with gamma frequencies [36]. Anthony et al. showed improved memory function and
reduced hippocampal amyloid-beta in 5xFAD mice after using auditory tone stimulation
with gamma frequencies [37]. In addition, several human studies have suggested that
gamma tACS can be a new treatment strategy in patients with AD [28–30].

In this animal study, we investigated the mechanism of tACS in a transgenic mouse
model. Oakley et al. reported that, in 5xFAD mice, cognitive function, including working
memory, decreased in 4 months due to neurodegeneration [38]. Therefore, we waited
until the mice were 4 months old before conducting the tests. We then implemented
fEPSP to explore the mechanisms for changes occurring after applying the tACS. Previous
studies have shown that high-frequency stimulations of mice’s hippocampal CA1 can be
used for estimating the degree of synaptic plasticity, such as LTP [39]. LTP is a process
in which there is increased synaptic strength, which is the signal transmission between
a presynaptic neuron and a postsynaptic neuron. In response to the stimulus, α-amino-
3-hydroxy-5-methyl-4-isoxazolepropionate receptor (AMPAR) trafficking plays the most
decisive part in LTP through mobilizing preexisting AMPARs to the synaptic sites, resulting
in increased AMPAR-mediated synaptic responses [40]. BDNF can upregulate the level of
AMPAR and increase AMPAR trafficking in the hippocampus [41]. In addition, BDNF can
induce LTP by increasing the synaptic response to high-frequency stimulation [42]. Besides
the functional modification, BDNF modulates the structure by increasing the dendritic
spine and arborization, which enhances the synaptic transmission [43]. In patients with
AD, AMPAR is downregulated in an amyloid-beta-dependent manner, and BDNF is
downregulated in the hippocampus and cortex, according to a recent meta-analysis [44,45].
Moreover, CREB can modulate the expression of BDNF promoters as a transcriptional factor.
However, patients with AD show a decreased level of pCREB (activated form), reducing
CREB activity, which is eventually caused by the decreased BDNF downregulation [46].
Hence, we measured the functional changes from an electrophysiological perspective
and the amount of protein changes from a molecular perspective to determine the post-
treatment effect of tACS. The electrophysiological test we conducted showed that the fEPSP
slope was remarkably higher in the AD-T group than in the AD-NT group. However,
there were no statistically significant differences between the WT-T and the WT-NT groups,
suggesting that applying tACS in AD transgenic mice can increase the degree of synaptic
plasticity. In the Western blot analysis, there were no statistically significant differences in
the levels of BDNF, CREB, and pCREB among the groups.

In addition to investigating the CREB, pCREB, and BDNF levels, we also investigated
the PV levels using the Western blot analysis. PV is a protein that affects the amplitude
of the action potential. In addition, a positive PV interneuron is suggested to play an
important role in the generation of gamma oscillation [47]. Moreover, Olivier et al. showed
that PV can modulate short-term neuroplasticity, which was maintained for up to a few
minutes, unlike long-term neuroplasticity [48]. In various mouse models of AD, including
the 5xFAD, the density of PV-positive neurons decreased in the hippocampus [49,50].
Hence, we conducted a Western blot analysis of PV to identify whether external gamma
oscillation application affected the change in the level of PV; there were no statistically
significant differences in the PV levels among the groups.
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The application of tACS in the transgenic mouse model could enhance the neuro-
plasticity at the electrophysiologic level, while the differences were not significant at the
protein level. In other words, the synaptic strength was strengthened, but the upregulation
of proteins related to neuroplasticity was not very significant.

5. Limitations and Future Directions

The limitation of this study was the lack of behavior tests among the groups, although
genotyping identified each mouse type. In addition, compared to the positive results of
EPSP, there were no differences among the groups in the Western blot analysis. This might
have been the case because the treatment period was as short as 10 times, and this was
not long enough to allow the proteins to be sufficiently upregulated. Next, although a
nonparametric test was used for the statistical analysis, the small sample size may also have
affected the results. Finally, unlike humans, animals move constantly during experiments,
so we had no choice but to anesthetize them, because they had to be fixed in place for
electrical stimulation. However, it has been reported that exposure to isoflurane for 2 h
may be associated with decreased BDNF expression [51]. Furthermore, Sen et al. reported
that exposure to isoflurane for 2 h may affect the inactivation of CREB and deteriorate
cognitive function [52]. Although the anesthesia time in our experiment was as short as
30 min, its impact should also be considered, because anesthesia was not performed in
the WT-NT and AD-NT groups. Therefore, in future studies, animal experiments using
anesthetics other than isoflurane will be required when conducting tACS experiments
related to AD. Further research will also be needed to explore the most appropriate tACS
protocols, including stimulation time, by increasing the sample size.

6. Conclusions

In this study, we confirmed the enhancement of synaptic plasticity in transgenic mice
of AD via an electrophysiologic test through the stimulation of gamma tACS in the frontal
lobe. These findings support the results in previous human studies that tACS can improve
cognitive function in patients with AD. Importantly, we presented the basis for applying
tACS, a new treatment method that improves cognitive function in patients with AD.
However, since there were no significant differences among the groups in the expressions
of the proteins we observed during the Western blot analysis, it is necessary to investigate
other pathways related to synaptic plasticity in the future. To the best of our knowledge,
since there have been no studies with animal experiments using tACS in AD, further animal
studies are needed to identify other unknown mechanisms in the effectiveness of tACS.
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Abstract: Microglial activation is implicated in retinal vasoregression of the neurodegenerative
ciliopathy-associated disease rat model (i.e., the polycystic kidney disease (PKD) model). microRNA
can regulate microglial activation and vascular function, but the effect of microRNA-124 (miR-124)
on retinal vasoregression remains unclear. Transgenic PKD and wild-type Sprague Dawley (SD)
rats received miR-124 at 8 and 10 weeks of age intravitreally. Retinal glia activation was assessed
by immunofluorescent staining and in situ hybridization. Vasoregression and neuroretinal function
were evaluated by quantitative retinal morphometry and electroretinography (ERG), respectively.
Microglial polarization was determined by immunocytochemistry and qRT-PCR. Microglial motility
was examined via transwell migration assays, wound healing assays, and single-cell tracking. Our
data showed that miR-124 inhibited glial activation and improved vasoregession, as evidenced by
the reduced pericyte loss and decreased acellular capillary formation. In addition, miR-124 improved
neuroretinal function. miR-124 shifted microglial polarization in the PKD retina from the pro-
inflammatory M1 phenotype to the anti-inflammatory M2 phenotype by suppressing TNF-α, IL-1β,
CCL2, CCL3, MHC-II, and IFN-γ and upregulating Arg1 and IL-10. miR-124 also decreased microglial
motility in the migration assays. The transcriptional factor of C/EBP-α-PU.1 signaling, suppressed
by miR-124 both in vivo (PKD retina) and in vitro (microglial cells), could serve as a key regulator in
microglial activation and polarization. Our data illustrate that miR-124 regulates microglial activation
and polarization. miR-124 inhibits pericyte loss and thereby alleviates vasoregression and ameliorates
neurovascular function.

Keywords: miR-124; microglia; polarization; vasoregression

1. Introduction

Vasoregression is the primary process of various retinal disorders such as retinal
degeneration and diabetic retinopathy (DR). These disorders are characterized by pericyte
loss and acellular capillary formation. Microglial activation contributes to vasoregression
and neurodegenerative retinopathy [1]. Microglia, Müller cells, and astrocytes comprise
the three types of glia cells in the mammalian retina [2,3]. Glial cells play an important
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role in cross-communication between neurons and vascular cells (collectively known
as neurovascular units (NVUs)), especially in retinal homeostasis, inflammation, and
neurodegeneration [4]. In the normal retina, the microglia is quiescent and distributes in
the inner plexiform layer with ramified morphology. When exposed to various pathological
insults, microglia become activated, change to amoeboid forms, migrate to the site of injury,
secrete anti-inflammatory cytokines such as interleukin-10 (IL-10) and Arginase-1 (Arg1),
and facilitate the resolution of inflammation and the return of the tissue to homeostasis [5,6].
However, in chronic pathological conditions such as diabetic retinopathy, microglia release
excessive pro-inflammatory chemokines, including C-C motif chemokine ligand 2 (CCL2)
and CCL3 or cytokines such as tumor necrosis factor-α (TNF-α), interleukin-1β (IL-1β), and
interferon gamma (IFN-γ), which promote disease progression [4,6,7]. Abnormal microglia
activation has also been associated with retinal degenerative diseases, including age-
related macular degeneration and hereditary retinopathies [2,4]. The effective modulation
of microglial polarization to the anti-inflammatory state could inhibit neurodegenerative
disease progression [8,9]. Modulating the state of microglial activation and its response
to the inflammatory environment might be an approach to prevent neurovascular change
resulting in retinal vasoregression [10,11].

Transgenic PKD rats overexpress the human polycystin-2 gene in retinal photorecep-
tors, among other tissues [12,13]. They are characterized by abnormal cellular cilia and
retinal degenerative phenotypes with severe photoreceptor degeneration, vasoregression,
and microglial activation [14]. Microglial activation promotes the expression of immune
cytokine CD74, a receptor for the macrophage migration inhibitory factor [15] and the
invariant chain of the class II major histocompatibility complex (MHC-II) [16]. CD74 is con-
sidered a marker of microglial activation, and it is closely correlated with vasoregression in
PKD rats [17]. As a spontaneous neurodegeneration model very similar to human ciliopa-
thy, the PKD rat has been identified as a useful model to study the relationship between
neurodegeneration and vasoregression [14,17]. Ciliopathy is a group of human genetic
disorders exhibiting major retinal degeneration (rod cone dystrophy and photophobia),
sensorineural hearing loss, obesity, and insulin resistance [18].

Given the regulatory role of miRNAs in neurodegeneration, the impact of specific
miRNAs needs clarification. miRNAs are involved in many biological processes, while
altered expression of miRNAs is associated with the development of many human dis-
eases [19]. miRNA-124 (miR-124) is one of the most abundant miRNAs in the CNS and
retina. It regulates physiological neurogenesis and neuronal development [20–22]. The
regulatory role of miR-124 in microglial activation has been studied in several disease
models of inflammation, and its application was suggested as a promising therapeutic
approach [23]. The delivery of miR-124 into a rat model of a spinal cord injury reduced mi-
croglia activation and inflammatory cytokine production [24]. Supplementation of miR-124
inhibits the pro-inflammatory activity of Müller cells in a photo-oxidative damage mouse
model [25]. miR-124 promotes microglia quiescence in the CNS of an experimental autoim-
mune encephalomyelitis (EAE) mouse model and represses EAE disease development. In
this model, the transcriptional factor protein binding U box (PU.1) and its upstream regula-
tor, CCAAT/enhancer-binding protein-α (C/EBP-α), are involved in miR-124-mediated
microglia regulation [26].

However, the effect of miR-124 on retinal vasoregression remains unclear. Our aim
was to clarify whether miR-124 regulates retinal microglia activation and subsequently
influences retinal vasoregression. We found that miR-124 suppressed retinal microglial
activation and polarized microglia to the anti-inflammatory phenotype in the PKD rat. The
extensive vasoregression of the PKD retinae and the neuroretinal function were improved
by miR-124 introduction. The C/EBP-α/PU.1 signaling pathway was involved in miR-124-
mediated retinal microglial activation and polarization.
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2. Results

2.1. miR-124 Normalizes Müller Glial Activation in the PKD Retina

To assess miR-124 change in the PKD rat, we performed quantitative RT-PCR. The
PKD rat retinae expressed 50% less miR-124 than the SD rats (Figure 1A). To ascertain the lo-
calization of miR-124 and to determine whether exogenous miR-124 could influence Müller
glial activation, we introduced an miR-124 mimic into the PKD retina and performed in situ
hybridization (ISH) combined with immunofluorescent staining. Neither the hybridization
signal nor the immunofluorescence signal of glutamine synthetase (GS) in the negative
control group of the SD retinae were detectable (Figure 1(Ba)). ISH confirmed the RT-qPCR
result that the miR-124 expression was reduced in the PKD retina (Figure 1(Bc)) compared
with the expression in the normal SD retina (Figure 1(Bb)). miR-124 was expressed in all
layers of the SD retina, predominantly in the photoreceptor layer (PRL) but also in the
ganglion cell layer (GCL) and the inner nuclear layer (INL) (Figure 1(Bb)), yet its expression
was strikingly decreased in all layers of retinal neurons in the PKD rats (Figure 1(Bc)).
Additionally, miR-124 was distributed across the entire retina (Figure 1(Bd,e)), consistent
with the Müller cell processes spanning across all retinal layers. The immunofluorescent
signal of the Müller glial GS was increased, and the Müller cells showed gliosis in the PKD
retinae (arrows in Figure 1(Bc)), while the exogenous miR-124 inhibited GS expression
and indicated a reduction of Müller glial activation (arrows in Figure 1(Bd)) [14,17]. The
miR-124 inhibitor did not affect Müller glial activation (Figure 1(Be)), indicating that Müller
glial activation was inhibited by miR-124.

Figure 1. miR-124 expression was reduced in the retinae of PKD rats and inactivated the Müller glia. (A) Relative expression
of miR-124 in the retinae of SD and PKD rats measured by RT-qPCR using hsp-miR-124-3p specific primers. Data are
normalized to the expression of U6 snRNA, exhibited as means ± SD, n = 4. The p value determined by a Student’s t test
was * p < 0.05. (B) ISH combined with fluorescent immunohistochemistry. A control RNA probe (a) or miR-124 probe (b–e)
was used to detect paraffin-embedded retinal vertical sections from the SD (a,b) and PKD rats with (d) or without miR-124
(c) or miR-inh (e) injection. The miR-124 probe was labeled with donkey anti-sheep Alexa Fluor 555 (red), the glutamate
synthetase (GS) was labeled with chicken anti-rabbit Alexa Fluor 488 (green), and the nuclei were labeled with DRAQ5TM

(blue). A section from the SD retina probed with the control miRNA probe (CTL-RNA probe) served as a negative control
(a). The images were taken with Leica confocal microscope TCS SP8, and scale bar shown in B, e = 25 μm.

2.2. miR-124 Decreases the Activation State of Microglia in PKD Retinae

Neurodegeneration is characterized by a strong microglial activation. To assess
whether miR-124 can modify microglial behavior, the expression of the microglial activation
marker CD74 was analyzed in the whole-mount retinae of SD and PKD rats. Microglia are
abundant and activated in the entire retina of PKD rats (both in the superficial and deep
layer) (Figure 2(Ac,g)) in comparison with the levels in the SD retina (Figure 2(Aa,e)). The
delivery of the miR-124 mimic into the PKD retina attenuated microglial activation both in
the superficial and the deep layer (Figure 2(Ad,h)). In the deep layer, miR-124 reduced 80%
of the activated microglial cell numbers while reducing them 50% in the superficial layer
(Figure 2B,C) compared with the PKD rat without an miR-124 injection. miR-124 did not
influence the microglia activation in the SD rats (Figure 2(Aa,b,e,f)).
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2.3. miR-124 Alleviates Vasoregression of the PKD Retina

To determine whether exogenous miR-124 administrated intravitreally could rescue
retinal vasoregression, retinal digest preparations of SD and PKD rats treated with an
miR-124 mimic, control miRNA (CTL-miR), or miR-124 inhibitor (miR-inh) were analyzed
using morphometry. As expected, PKD retinae displayed increased formations of acellular
capillaries (ACs) (Figure 3(Ad),B). miR-124 treatment did not affect the low number of ACs
in the SD rats (Figure 3(Ab),B). However, it significantly reduced the numbers of AC forma-
tion in the PKD retinae (Figure 3(Ae),B). In contrast to miR-124, the inhibitor (miR-inh) did
not affect AC formation in both the SD and PKD rats (Figure 3(Ac,f),B). Pericyte numbers
were significantly reduced in the retinae from the PKD rats (Figure 3(Aa,d),C). miR-124
also increased the pericyte numbers in the PKD rats (Figure 3(Ab,e),C). Pericyte migration,
often found in damaged retinae, was also increased in the PKD retinae and inhibited by
miR-124 addition (Figure 3(Ab,e),D). The miRNA inhibitor did not affect pericyte migration
(Figure 3(Ac,f),D), which was consistent with the persistent AC formation and pericyte loss
under in vivo treatment (Figure 3B–D).

Figure 3. miR-124 ameliorates pericyte loss and reduces vasoregression in PKD retinae. Retinal morphometry was measured
in SD and PKD rats treated with or without miR-124. Two-month-old SD and PKD rats were treated with 25 pmol of control
microRNA (CTL), an miR-124 mimic, or miR-124 inhibitor (miR-inh) for 4 weeks. (A) Representative images of PAS and
hematoxylin-stained retinal vasculature from retinal digest preparation taken by an Olympus BX51 microscope. Black
arrows indicate acellular capillaries (ACs), red arrows indicate migrating pericytes (MPs), p = pericyte, e = endothelial cell,
and scale bars = 50 μm. (B–D) Quantification of acellular capillaries (number of ACs/mm2 retinal area) (B); quantification
of pericytes (number of pericytes/mm2 retinal area) (C); and quantification of migrating pericytes (number of MP/mm2

retinal area) (D) were analyzed using CellF software from Olympus. (B–D) n = 5 and *** p < 0.001 (one-way ANOVA with
Tukey’s multiple comparisons test).
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2.4. miR-124 Improves Retinal Function in Neurodegeneration

Given that miR-124 mitigated PKD Müller glial activation and retinal vasoregression,
which are the successors of neurodegeneration, we assessed the effect of miR-124 on
neuroretinal function using electroretinography (ERG). The a-wave amplitude reflects the
function of the photoreceptors, while the b-wave amplitude represents the function of
the bipolar cells and Müller cells. In the PKD retina, both the functions of photoreceptors
(Figure 4A) and of bipolar cells and Müller cells (Figure 4B) were reduced compared
with the SD retina. Photoreceptor function of the PKD rat was not improved by miR-124
mimic administration (Figure 4A). However, after 4 weeks of treatment with the miR-124
mimic, the response to light of the inner retinal neurons of the PKD rat was significantly
recovered to the level present in the SD control (Figure 4B). Altogether, miR-124 not only
regulated Müller glia activation and microglial activity but also rescued vasoregression
and neuroretinal functions of the PKD rat.

Figure 4. miR-124 ameliorated neuroretinal function in the PKD rats. The neuroretinal function was
measured via electroretinography (ERG) in the SD and PKD rats. SD and PKD rats were intravitreally
administrated with 25 pmol of the control miRNA (CTL), miR-124 mimic, or miR-124 inhibitor
(miR-inh) at week 8 and week 10, respectively. ERG was performed at week 12. Data are presented
as means ± SD, n = 5. The p values were determined by one-way ANOVA with Tukey’s multiple
comparisons test, where * p < 0.05 and *** p < 0.001. (A) Represented a-wave amplitudes in ERG.
(B) Represented b-wave amplitudes in ERG.

2.5. miR-124 Inhibits the Migratory Capability of Microglia

Given that migration is a key feature during microglial surveillance and an important
characteristic of microglial activation [4,27], we investigated the effect of miR-124 on the
migratory capability of mouse BV2 microglia and rat primary microglia. Via a transwell
migration assay, 24 h after transfection, the number of BV2 cells that migrated to the lower
transwell chamber was effectively inhibited by 50% in the group transfected with the
miR-124 mimic compared with the control miRNA (CTL-miR) (Figure 5A,B). A wound
healing assay (WHA), which is used to measure the cell moving speed, confirmed our
findings. Twenty-four hours after transfection, the miR-124 mimic transfected rat primary
microglial cells traveled much slower than the CTL-miRNA or miR-124 inhibitor transfected
control cells (Figure 5C,D). Similar results for the WHA were observed in mouse microglia
BV2 cells (data not shown). The single-cell mobility was assessed by live cell imaging
techniques, accomplished with an Incucyte S3 phase contrast system and analyzed with
the TimeLapse Analyzer (TLA) program. The average migrating distance (AMD, in μm) of
miR-124 transfected BV2 cells was significantly shorter (p < 0.05) than the non-transfected
control group (Neg-CTL) and shorter than the CTL-miRNA and miR-124 inhibitor groups
(Figure 5E,F), indicating that microglial motility was inhibited by miR-124’s introduction.
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Figure 5. miR-124 reduced microglial cell motility. BV2 microglial cells (A,E,G) and rat primary microglial cells (C) were
transfected with Lipofectamine 2000 Transfection Reagent as a negative control (Neg-CTL), control microRNA (CTL-miR),
microRNA-124 (miR-124), and miR-124 inhibitor (miR-inh) for 24 h (A,C,E,G). (A) Images of transwell migration assays
taken with a Zeiss Axio Observer Z1 microscope, where the scale bars = 50 μm. (B) Quantification showed that the
migrating cells moved downward well with the serum-free medium after 24 h. (C) Images of wound healing assays with
rat primary microglial cells at time point 0 h (upper panel) and end time point 24 h (low panel), with scale bars = 200 μm.
(D) Quantification of the gap sizes from the 24 h-panel of (C). (E) Tracking of single BV2 cell movement. After 24 h of
transfection, cells were applied to live cell imaging with an Incucyte S3 phase contrast microscope. Images of three fields
per well were taken at 30-min intervals, and cell tracking was monitored for 10 h. Tracks of individual cells are shown
in different colors, where the scale bars = 200 μm. (F) Quantification of the average migration distance (AMD in μm)
of a single cell was analyzed with the TimeLapse Analyzer (TLA). Three fields each of 100 cells were analyzed, where
n = 3 and * p < 0.05 (one-way ANOVA with Tukey’s multiple comparisons test). (G) Transfection evidence of BV2 cells
with FAM-conjugated control miRNA, an miR-124 mimic, or miR-124 inhibitor observed using a Zeiss Axio Observer Z1
phase-contrast fluorescent microscope, with scale bars = 100 μm. (B) n = 5. (D) n = 10 and *** p < 0.001 (one-way ANOVA
with Tukey’s multiple comparisons test).

To evaluate the transfection efficiency and to position miR-124 in the microglial cells,
an FAM-labeled miR-124 mimic, control miRNA (CTL-miR), or miRNA inhibitor (miR-
inh) were transfected into the microglial cells. The 24-h transfection efficiency in each
experimental group of BV2 cells was similar in green fluorescence intensity (Figure 5G).

2.6. miR-124 Modulates the Polarization of Microglia to an Anti-Inflammatory Phenotype

To identify whether miR-124 could influence the microglia response to inflammation,
the expressions of pro-inflammatory M1 and anti-inflammatory M2 mediators or specific
secreted cytokines were evaluated by RT-qPCR in the retinae of SD and PKD rats treated
with the miR-124 mimic for 4 weeks. In the PKD retinae, miR-124 reduced the expression
of pro-inflammatory cytokines (TNF-α, IL-1β, and IFN-γ), chemokines (CCL2 and CCL3),
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MHC-II, CD74, and TGF-β1, whereas it promoted the expression of the M2 marker Arg1
and anti-inflammatory cytokine IL-10 (Figure 6A). The fact was that the expression of pro-
inflammatory chemokines CCL2 and CCL3 was suppressed by miR-124 was also confirmed
at the protein level by ICC (Figure 6 B–E). These data supported the capability of miR-124
to shift microglia to the anti-inflammatory phenotype.

Figure 6. Cont.
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Figure 6. miR-124 reduced expression of pro-inflammatory cytokines in the PKD rat. (A) Quantitative M1 and M2 gene
expressions in SD and PKD rats treated with or without the miR-124 mimic. RT-qPCR was performed to evaluate the genes
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specially expressed in the M1 state (TNF-α, IL-1β, IFN-γ, CCL2, CCL3, MHC-II, CD74, and TGF-β) and M2 state (Arg1 and
IL-10). The expression of the house-keeping gene, rat Gapdh, was used as a control. Relative gene expression (fold versus
Gapdh) was calculated using the ΔΔCT method. (B,D,F) Representative images of fluorescent immunocytochemistry (ICC)
of CCL2 (B), CCL3 (D), and Flot1 (F) in BV2 cells. BV2 cells were transfected with FAM-labeled miR-124 or an miR-124
inhibitor (miR-inh) (green) for 24 h. Antibodies of CCL2, CCL3, and Flot1 were labeled with Alexa Fluor 555 (red), and the
nuclei were labeled with DRAQ5TM (blue). Images were taken using a Leica confocal microscope TCS SP8, with scale bars
= 50 μm. (C,E,G) Quantification of CCL2 (C), CCL3 (E), and Flot1 (G) expressions from ICC fluorescence intensity using
Image J software. Data are shown in arbitrary units (AU). (A,C,E,G) n = 5, * p < 0.05, ** p < 0.01, and *** p < 0.001 (two-way
ANOVA with Tukey’s multiple comparisons test).

Flotillin 1 (Flot1) is a target of miR-124 and an important protein in lipid raft for-
mation [28]. To further investigate the mechanism of miR-124 on the anti-inflammatory
phenotype of microglia, we examined the expression of Flot1 in BV2 microglial cells using
ICC. The expression of Flot1 was inhibited by about 40% in miR-124-transfected BV2 cells
compared with the control miRNA or miR-124 inhibitor treated groups (Figure 6F,G). We
concluded that miR-124-induced Flot1 reduction might have interfered with lipid raft-
mediated inflammatory signal transduction, which inhibited pro-inflammatory signals and
promoted anti-inflammatory signals to the microglia.

2.7. miR-124 Downregulates the Transcription Factors C/EBP-α/PU.1

Next, we explored the possible mechanisms underlying the above observations. It
has been reported that miR-124 promotes microglia quiescence in CNS and downregulates
PU.1 in bone marrow-derived macrophages (BMDMs) [26]. The expression of C/EBP-
α, a master transcription factor which is a target of miR-124, as well as its downstream
transcription factor PU.1 was detected both in vitro (BV2 cells) and in vivo (PKD retinae).
PU.1 expression was downregulated in the miR-124 mimic-transfected BV2 cells but not
in the control miRNA- or miR-124 inhibitor-transfected groups (p < 0.01, Figure 7A,B).
To confirm the in vitro experiment, we examined the PU.1 protein expression by western
blotting in samples of the SD and PKD retinae. PU.1 suppression was observed in the
miR-124 mimic-treated PKD retina by western blot analysis but not in the control miRNA-
or miRNA inhibitor-treated PKD or in the control SD retinae (p < 0.01, Figure 7C,D). The
mRNA of PU.1, known as the Spi1 (Spi-1 Proto-Oncogene) gene, in comparison with
the level in the SD retina, was 7.1-fold higher in the PKD retina, which was, however,
neutralized to about 56.3% expression in the control miRNA-treated groups through
miR-124 mimic introduction (Figure 7E). C/EBP-α expression was reduced in the miR-124-
transfected BV2 cells by 50% on the protein level (Figure 7F,G) and by 45% on the mRNA
level (Figure 7H). These data indicated that C/EBP-α/PU.1 signaling was involved in the
miR-124 dependent regulation of microglial activation and polarization.
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Figure 7. miR-124 regulated the expression of PU.1 and C/EBP-α in microglial cells and in PKD retinae. (A,F) Immunocyto-
chemistry (ICC) of PU.1 and C/EBP-α expression in BV2 cells. BV2 cells were transfected with an miR-124 mimic (miR-124),
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control miRNA (CTL-miR), or miR-124 inhibitor (miR-inh). Cells transfected with only Lipofectamine 2000 Transfection
Reagent were used as a negative control (Neg-CTL). PU.1 (A) and C/EBP-α (F) were detected using an Alexa 555-labeled
secondary antibody (red), miRNA localization was visualized by FITC (green), and cell nuclei were labeled with DRAQ5TM

(blue). Images were taken using a Leica confocal microscope TCS SP8, with scale bars = 50 μm. (B,G) Quantification of ICC
fluorescence from PU.1 (B) and C/EBP-α (G). (C) Western blot detection of PU.1 in the lysates of SD and PKD retinae, where
10 μg of total protein preparation from retina tissue was separated in 4–20% SDS-PAGE gel, and an anti-PU.1 antibody
1:1000 dilution was used for detection. Protein expression of α-Tubulin was used as an internal control. (D) Quantification
of western blots by optical intensity. Data are represented as means ± SEM. (E,H) Gene expression of Spi1 (PU.1) and
Cebp-α in miR-124 mimic- or control miRNA-treated retinae of SD and PKD rats was evaluated by RT-qPCR. The rat Gapdh
gene was used as a housekeeping control. The immunostaining density was quantified with Image J software (B,G). Data
are shown as the mean fluorescent intensity of five images of each condition, where n = 5, ** p < 0.01, and *** p < 0.001
(one-way ANOVA with Tukey’s multiple comparisons test) (A–H).

3. Discussion

In the present study, we investigated the role of miR-124 in retinal vasoregression.
Our results demonstrated that the administration of miR-124 in the PKD model of retinal
degeneration reduced the activation of Müller glia and microglia as well as microglial
motility. The administration of miR-124 downregulated the expression of pro-inflammatory
mediators and redirected the response of microglia toward the anti-inflammatory phe-
notype. The downregulation of the transcription factor PU.1 and its upstream regulator
C/EBP-α were associated with microglial modulation. With the replacement of miR-124,
pericyte loss and acellular capillary formation were inhibited, and retinal vasoregression
was subsequently alleviated.

In comparison with the expression of Müller cells and photoreceptor cells in the SD
retina, the level of miR-124 was markedly reduced in the PKD retina. This was likely
a consequence of the destroyed photoreceptors in the PKD rats, as the photoreceptor
layer is the main source of miR-124, and PKD rats develop severe neurodegeneration
between birth and 3 months [14]. We replaced miR-124 in the PKD retina by intravitreal
injection. miR-124 expression was inversely correlated with Müller glial and microglial
activation. As an important member of the retinal NVU, Müller glia mediate the signal
transduction and molecule transport between neurons and vessels mainly through sup-
porting and protecting photoreceptors and neuronal functions [3,29]. Müller glia undergo
reactivation and dysfunction under pathological conditions, such as the ciliopathy model
of the PKD rat retina [30]. Our results confirmed that the Müller glia underwent gliosis
in the PKD rats and their activation was suppressed by miR-124’s introduction. These
results indicating that miR-124 inhibited microglial activation and recruitment support
our hypothesis that miR-124 is an important modulator of microglia and Müller glia and
that it contributes to retinal vasoregression. Upon administration of miR-124, microglial
production of M1 markers was reduced, while M2 marker expression was increased in the
retina of the PKD rat. This indicates that miR-124 shifts microglia to the anti-inflammatory
phenotype. The switch of microglia to the anti-inflammation state may be the important
determinant of further disease dynamics. In a spinal cord injury (SCI) mouse model, the
viability of microglia was improved when the M1 markers were downregulated and the
M2 markers were upregulated [31], supporting the proposed concept. In a mouse model of
focal cerebral ischemia, miR-124 shifted the pro-inflammatory microglia and macrophages
toward the anti-inflammatory phenotype and induced neuroprotection and functional
improvement [32]. Our study demonstrated that miR-124 supports the anti-inflammatory
phenotype of microglia in the retina and shifts the retinal microglia toward healing, de-
spite the persistence of the primary insult. The replacement of miR-124 decreased the
vasoregression phenotype by increasing the number of pericytes and reducing the extent
of acellular capillaries. Müller glial function (b-wave ERG) in PKD rats was rescued by
the replacement of miR-124; however, the photoreceptor function (a-wave ERG) could
not be recovered. This indicates that miR-124’s mediating of anti-inflammatory microglial
function is mainly accomplished through regulating glial activation. The outer retinal
degeneration caused mainly by photoreceptor death beginning early in a PKD rat’s life
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is irreversible. Considering the reciprocal interaction between microglia and Müller glia
cells [33,34], as well as by identifying that microglial activation is associated with pericyte
loss and capillary formation in the PKD model [17], we speculated that miR-124-regulated
vasoregression and Müller glial function was most probably mediated by microglia. When
the miR-124 level was sufficient, the microglia were deactivated and polarized to the M2
state. In contrast, when miR-124 was absent in diseased circumstances, the microglia were
overactivated and secreted pro-inflammatory molecules, causing vascular cell loss and
damaging NVU function.

To elucidate the potentially involved mechanisms by which miR-124 mediated mi-
croglial activation and polarization, the transcription factor PU.1 and its upstream regulator
C/EBP-α were investigated. C/EBP-α/PU.1 signaling is a key regulator of the miR-124-
mediated immune response in the EAE model and CNS inflammation. Overexpression
of miR-124 downregulates C/EBP-α/PU.1 expression in macrophages and promotes mi-
croglia quiescence [26]. PU.1 is constitutively expressed by peripheral macrophages and
brain microglia [35,36]. Its effect in modulating microglia development and activation has
been widely explored in neurodegenerative diseases [37–39]. Zhou et al. demonstrated that
PU.1 is essential for microglial activation in a mouse model of traumatic injury-induced
neurodegeneration [39]. When PU.1 expression was downregulated with siRNA, the viabil-
ity and phagocytotic function of human brain microglia were decreased [37]. In our study,
PU.1 was highly expressed in the PKD retina relative to the SD retina. However, after
miR-124 replacement, PU.1 expression was reduced in the PKD retina both at the mRNA
and protein level. The in vitro study confirmed that the PU.1 expression in microglial cells
was decreased by miR-124 transfection. As shown in an in silico analysis, PU.1 is not a
direct target of miR-124; rather, it is regulated through the upstream transcription regulator
C/EBP-α, a direct binding target of miR-124 [26]. We identified that the expression of
C/EBP-α in BV2 cells was also inhibited after the transfection of the miR-124 mimic. PU.1
not only regulates macrophage and microglia activation but is, together with C/EBP-α,
also an essential transcription factor for inflammatory polarization [40,41]. In a study on
Alzheimer’s disease, downregulation of PU.1 in BV2 cells suppressed the expression of
pro-inflammatory genes, such as CCL2 and IL-1β, as well as Aif1 (also known as Iba1), a
molecular marker of microglia [37]. In another study with BMDM, miR-150-induced PU.1
downregulation inhibited the expression of pro-inflammatory cytokines and shifted the
macrophage polarization toward the M2 state [42]. In a recent study of EAE mice, CNS
microglia switched toward the M2 phenotype after BSYS (a traditional Chinese medicine)
treatment. Concurrently, the upregulation of miR-124, but reduction of C/EBP-α/PU.1,
were observed in vivo [43]. Thus, we assumed that miR-124 supplementation reduced
C/EBP-α/PU.1 signaling, which regulated the expression of inflammatory associated
genes and subsequently mediated microglial activation and polarization.

In the present study, we found that Flot1 expression was markedly reduced in miR-124
mimic-transfected BV2 cells. Flot1 was identified as a direct target of miR-124 [28]. As
a pivotal lipid raft protein, Flot1 is involved in vesicular trafficking and signal transduc-
tion [44,45]. Lipid rafts regulate signaling cascades according to the changes of protein–
protein interaction by intra- or extracellular stimuli [46]. For instance, upon TNF-α stim-
ulation, excessive TNF receptors (TNFRs) were recruited to lipid rafts and elicited the
TNF-α induced inflammation [47]. Dysregulated lipid raft formation and abnormal signal-
ing may lead to the onset of neurodegenerative diseases, including Alzheimer’s disease
and Parkinson’s disease [48]. We speculate that TNF-α stimulation was inhibited in the
miR-124-treated microglial cells. Concurrently, the disruption of lipid rafts due to Flot1
suppression led to restricted translocation of TNFRs to lipid rafts and consequently to
disturbed TNF-α-induced inflammatory responses of the microglia. Flot1 regulates the
migration of many cancer cells [28,45,49] and immune cells [50]. Ludwig et al. demon-
strated that Flot1 deficiency impairs the migration of neutrophil and the recruitment of
immune cells to inflammatory sites [50]. Whether Flot1 downregulation correlates with the
migration inhibition of microglia through miR-124 requires further investigation.
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Another direct target of miR-124 is the chemokine CCL2 [25]. CCL2 is a potent
chemoattractant of microglia and macrophages secreted by Müller cells and thus regulates
microglial activation, migration, and recruitment to the position of retinal injury [51,52]. In
this study, we identified that the expression of CCL2 was negatively correlated with the
level of miR-124 in the PKD retina and BV2 cells, indicating that CCL2 was implicated in
the miR-124-regulated microglial activation and inflammatory response. miR-124 inversely
regulating CCL2-mediated inflammation has been described in a photo-oxidative damage
(PD) mouse model of a degenerating retina [25]. This 5-day PD acute retina degeneration
model, combined with our discoveries in the chronic PKD environment, indicates that the
replacement of miR-124 modulates the retinal degeneration at least partially with CCL2.

In summary, in the PKD retina, photoreceptor damage causes a reduction of miR-124,
resulting in abnormal activation of Müller- and micro-glia and a subsequent increase in
vasoregression. After the miR-124 was replaced, Müller glia activation was inhibited, which
directed its effector—the microglia—to inactivation, but the anti-inflammatory property
was correlated with C/EBP-α/PU.1 regulation. Hence, miR-124 alleviated vasoregression
and improved the neuroretinal function.

In conclusion, our study demonstrates that miR-124 inhibits microglial activation and
motility, promotes microglial polarization to the anti-inflammatory phenotype (M2 state),
and thus decreases vasoregression and improves neuroretinal function in the PKD retina.
Introduction of miR-124 as an early medical intervention to instruct microglia to shift to an
anti-inflammatory phenotype is of great importance in maintaining retinal neurovascular
function before entering advanced disease states.

4. Materials and Methods

4.1. Rat and Intravitreal Injection

The transgenic PKD rat model was generated at the Center of Medical Research of
the Medical Faculty Mannheim at the University of Heidelberg [12]. The animals were
held in a 12-h light and dark cycle with free access to food and water. The rats received
intravitreal injections of 25 pmol of the miR-124 mimic (miR-124), control miRNA (CTL-
miR), or miR-124-inhibitor (miR-inh) at week 8 and week 10 and were sacrificed at week 12.
The eyes were enucleated and stored in 4% formalin or frozen at −80 ◦C. The wild-type
SD rats were used as a control. The animal experiments were carried out in compliance
with the statement of Association for Research in Vision and Ophthamology (ARVO)
and approved by the local governmental authorities (animal license numbers G-150/16,
Regierungspräsidium, Karlsruhe, Germany).

4.2. Retinal Digest Preparation and Quantitative Morphometry

The vascular preparation of rat eyes was obtained by trypsin digestion as described
previously [53,54]. Briefly, the rat eyes were fixed in 4% formalin overnight. Then, the
retina was separated from the eyecup. After brief washing with distilled water, the retina
was digested in a 0.2 mol/L Tris-HCl (pH 7.4) buffer with 3% trypsin for 3 h. The extra
tissues between capillaries were washed away with water drops. The retinal vascular
net was dried on a glass slide and stained with Periodic Acid Schiff’s reagent (PAS) and
hematoxylin.

Ten randomly selected areas were imaged with an Olympus BX51 Microscope under
400× magnification, and the retinal quantitative morphometry was carried out using an
image analysis system of CellF (Olympus Opticals, Hamburg, Germany). Quantification of
pericytes (PCs) or migrating pericytes (MPs) was calculated as the cell number relative to
the retinal capillary area (cell number/mm2 capillary area), while quantification of the acel-
lular capillaries was calculated as the number relative to the retinal area (AC number/mm2

retina area), according to the established methods and morphology definition described
previously [55–57].
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4.3. miRNA In Situ Hybridization (ISH) and Fluorecent Immunohistochemistry

The formalin-fixed and paraffin-embedded retinal samples were cut into 6-μm thick
sections using SuperFrost PlusTM (Thermo Fisher Scientific, Waltham, MA, USA) slides.
The tissue sections were baked at 60 ◦C for 45 min, rehydrated in a gradient ethanol
(100%, 95%, 80%, or 70%) each for 5 min, and briefly washed in a PBS buffer for 2 min.
After denaturing the miRNA by heating at 90 ◦C for 4 min, the slides were treated with
20 μg/mL proteinase K at 37 ◦C for 10 min. The tissues were hybridized with an 80-nM
Digoxigenin (DIG)-labeled miRCURY LNA miR-124 Detection Probe (Qiagen, Hilden,
Germany) or scrambled miRNA probes (Qiagen) at 53 ◦C for 1 h. The slides were washed
in 5 × SSC, 2 × SSC, and 0.2 × SSC buffers at 45 ◦C for 5 min. After an additional wash in a
0.2 × SSC solution at room temperature, the samples were blocked with 3% BSA containing
0.1% Tween-20 in PBS in a humidity chamber at room temperature for 20 min. Then, the
tissues were incubated with sheep anti-digoxigenin (Roche, cat#11333089001, 1:800) and
rabbit anti-glutamine synthetase (anti-GS) (Sigma, St. Louis, MO, USA, cat#G2781, 1:100)
antibodies at 4 ◦C overnight. After being washed twice with PBS-T (0.1% Tween-20 in
PBS), donkey anti-sheep Alexa Fluor 555 (Invitrogen, Waltham, MA, USA, cat#A21436,
1:200) and chicken anti-rabbit Alexa Fluor 488 (Invitrogen, cat#21441, 1:200) were added
onto the samples at room temperature for 1 h, and the nuclei were stained with DRAQ5TM

(Invitrogen, cat#65-0880, 1:1000) for 10 min. The images were acquired with a Leica TCS
SP8 confocal microscope (Leica Microsystems, Wetzlar, Germany) under constant exposure
time and gain for all specimens, including negative scrambled miRNA controls.

4.4. Primary Culture of Rat Microglia

The primary microglial cells were isolated from the male homo-PKD rats at 3 months of
age using magnetic beads from Neural Tissue Dissociation Kit-Postnatal Neurons (Miltenyi
Biotec, cat#130-094-802, Bergisch Gladbach, Germany) according to the manufacturer’s
instructions. The isolated retina was immersed in 6 mL of Dulbecco’s phosphate buffered
saline (D-PBS) (Sigma, Taufkirchen/Munich, Germany) and then digested with Enzyme
mix 1 (buffer with enzyme P) for 15 min at 37 ◦C and Enzyme mix 2 for 10 min. The
retinal tissue was then dissociated by pipetting the whole solution up and down around
10 times. The cell suspension was loaded onto a MACS SmartStrainer (70 μm) (Miltenyi
Biotec). After centrifugation at 1200 rpm for 5 min, the cells were collected and labeled
with rabbit anti-CD74 antibody (Santa Cruz, cat#SC-20082, 1:100, Heidelberg, Germany)
for 1 hour at room temperature. After sorting with anti-rabbit magnetic beads, the CD74+

cells were harvested and seeded in fibronectin-coated T25 flasks and cultured in a MACS
Neuro medium (Miltenyi Biotec, cat#130-093-570) in a humidified incubator at 37 ◦C with
5% CO2.

4.5. Cell Line Cultivation and Transfection

The mouse microglia BV2 cell line was cultured in a DMEM medium containing
10% fetal bovine serum (FBS) (Invitrogen, cat#A4766801) supplemented with 100 U/mL
penicillin and 100 μg/mL streptomycin (Invitrogen). In the 24-well cell culture format,
1 μL of 20 μM miRCURY LNA miR-124-3p mimic (Qiagen, cat#471256-001, sequence:
5′-UAAGGCACGCGGUGAAUGCC-3′), miRCURY LNA control miRNA mimic (Qiagen,
cat#479903-001, sequence: 5′-GAUGGCAUUCGAUCAGUUCUA-3′), or miR-124 inhibitor
(Qiagen cat#4102198-001, sequence 5′-GCATTCACCGCGTGCCTTA-3′) was transfected
into the cells using a Lipofectamine 2000 Transfection Reagent (Invitrogen, cat#11668-027)
according to the manufacturer’s instructions. Each miRNA mimic had a fluorescein labeled
form (FAM), allowing observation after introduction.

4.6. Analysis of mRNA and miRNA Expression

The total RNA was extracted from the retinae with a TRIzol Reagent (Invitrogen,
Waltham, MA, USA) according to the manufacturer’s instructions. For the messenger RNA
(mRNA) quantification of the protein-encoding genes, 1 μg of RNA was reverse transcribed
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to first strand complementary DNA (cDNA) using a QuantiTect Reverse Transcription Kit
(cat#205310, Qiagen, Hilden, Germany). The mRNA levels were determined using a real-
time quantitative polymerase chain reaction (RT-qPCR) performed in a StepOne Plus Real-
Time PCR system (Applied Biosystems, Waltham, MA, USA). Reactions were performed in
a MicroAmp Optical 96-well Reaction Plate (Thermo Fisher Scientific, Dreieich, Germany)
with the following steps: 50 ◦C for 2 min, 95 ◦C for 10 min, and then 40 cycles of 95 ◦C for
15 s and 60 ◦C for 1 min per cycle. Rat gene glyceraldehyde-3-phosphate dehydrogenase
(Gapdh) was used as the internal control. The relative expression of each gene was
normalized and calculated using the ΔΔCt method. The catalogue numbers of the primers
are listed in Table 1.

Table 1. List of primers used in this study.

Gene Name Reference Number *

Arg1 Rn00567522_m1
CCL2 Rn00580555_m1
CCL3 Rn01464736_g1
CD74 Rn00565062_m1

Cebp-α Rn00560963_s1
IL-1ß Rn00580432_m1
IL-10 Rn00563409_m1
IFN-γ Rn00594078_m1
Gapdh Rn99999916_s1
MHC-II Rn01428452_m1

Spi1/PU.1 Rn01513815_m1
TGF-ß1 Rn00572010_m1
TNF-α Rn01525859_g1

* All primers were from Thermo Fisher Scientific.

Reverse transcription for the miRNA was performed using a miRCURY LNA RT-Kit
(Qiagen, cat#339340) with 10 ng total RNA. Quantitative evaluation of miR-124 expression
was detected using a miRCURY LNA SYBR PCR Kit (Qiagen, cat#339345) according to
the manufacturer’s instructions. As the sequences of mature miR-124 in humans, mice,
and rats are completely identical [58], we used the hsp-miR-124-3p Primer Set (Qiagen,
cat#YP00206026) in this study. The expression of miRNA was normalized to U6 small
nuclear RNA (snRNA).

4.7. Whole Mount Immunohistochemistry

After separation from the eyecup, the whole-mount retina was blocked and permeabi-
lized in PBS with 1% BSA and 0.5% Triton X-100 for 2 h at room temperature. Following
brief washing with PBS, the retina was incubated with biotin-conjugated iso-lectin B4 anti-
body (Sigma, cat#L1240, 1:100) and anti-CD74 antibody (Santa Cruz, cat#SC-20082, 1:100)
at 4◦C overnight. The secondary antibodies of porcine anti-rabbit TRITC (DAKO, Glostrup,
Denmark, cat#R0156, 1:200) and streptavidin Alexa Fluor® 633 (Invitrogen, cat#S21375,
1:500) were incubated at room temperature for 1 hour in the dark. All images were scanned
using a Leica TCS SP8 confocal microscope. The microglia were defined as expressing
CD74 and quantified in 10 randomly selected fields (400× magnification) from superficial
and deep vascular retinal layers.

4.8. Immunocytochemistry (ICC)

After transfection for 24 h, the cells were re-seeded on the coverslips in a 24-well cell
culture plate of 50–60% confluency. The cells were fixed with 4% formalin for 10 min and
blocked in PBS with 1% BSA and 0.5% Triton X-100 for 30 min at room temperature. Then,
the cells were incubated with primary antibodies against CCL2 (Millipore, Burlington, MA,
USA, cat#MABN712, 1:100), CCL3 (Acris, cat#PP038P2, 1:100), PU.1 (Abcam, Cambridge,
UK, cat#ab88082, 1:100), or Flot1 (Abcam, cat#ab41927, 1:100) at 4 ◦C overnight. Secondary
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antibodies, namely Alexa Fluor 555 donkey anti-mouse (Life technologies, Carlsbad, CA,
USA, Ref: A31570) and Alexa Fluor 555 donkey anti-rabbit (Life technologies, Ref: A31572),
were applied at a 1:200 dilution for 1 hour at room temperature in the dark. The nuclei
were stained with DRAQ5TM at a 1:1000 dilution for 30 min at room temperature. After
washing with PBS three times, the slides were mounted with a fluorescence-preserving
VECTASHIELD® HardSetTM Antifade Mounting Medium (Vector Laboratories, cat#H-
1400). The images were taken with a Leica TCS SP8 confocal microscope.

4.9. Western Blot

A frozen retina from a SD or PKD rat was homogenized in a 100-μL lysis buffer contain-
ing 0.1% SDS, 1% TritonX 100, 0.5% deoxycholate, 25 mmol/L HEPES pH 7.3, 10 mmol/L
EDTA, 125 mmol/L NaCl, 10 mmol/L NaF, 10 mmol/L Na4P2P2, and 2 mmol/L of or-
thovanadate and protease inhibitor. After centrifugation at 14,000 rpm at 4 ◦C for 20 min,
the supernatant was harvested. The protein concentration was determined with Bio-Rad
Protein Assay Dye Reagent Concentrate (BIO-RAD, Hercules, CA, USA, cat#500-0006). Ten
μg of protein was separated in 4–20% serial TGXTM SDS-polyacrylamide gel (BIO-RAD,
cat#456-1096). The proteins were transferred onto a 0.2-μm PVDF membrane using the
Bio-Rad Trans-Blot Turbo Transfer System (BIO-RAD). The membrane was then blocked
with 5% non-fat milk in PBS with 0.1% Tween 20 and incubated with primary antibodies
at a 1:1000 dilution of anti-PU.1 antibody (Abcam, cat#ab88082) or anti-alpha Tubulin
antibody (Abcam, cat#ab4074) at 4 ◦C overnight. After incubation with the Horseradish
Peroxidase (HRP)-conjugated secondary antibody goat anti-mouse (DAKO, cat#P0447) and
goat anti-rabbit (DAKO, cat#P0448) at a 1:2000 dilution at room temperature for 1 h, the
immunoreactivity was visualized with Enhanced Chemiluminescence Substrate (Western
Lighting ECL Pro, PerkinElmer). The Fusion SL system (Peqlab) was used for imaging and
the densitometry was measured using Image J software.

4.10. Transwell Migration Assay

A total of 105 BV2 cells were seeded in a Transwell® (Biocompare, Germany) with an
8-μm pore size for the polyester membrane in the 24-well cell culture plate, and 100 μL of
Opti-medium with a transfection reagent and the miRNA or control miRNA were added
to the cells, with the downside of the well containing only 750 μL of Opti-medium. After
24 h of incubation at 37 ◦C, the cells still inside the Transwell membrane were removed
with cotton sticks, and the cells that migrated to the lower side of the transwell were
photographed and counted.

4.11. Wound Healing Assay

A scratch was made in the 24-well cell culture plate with confluent primary microglial
cells, and the Opti-medium with a transfection complex (Lipofectamine 2000 addition with
the miR-124 or control miRNA) was added. Images were taken at time points of 0 h and
24 h with a Leica DM IRB microscope, and at the end point, the cells were stained with
Giemsa solution (cat#T862.1 ROTH, Berlin, Germany). The wound sizes were quantified
with Image J software.

4.12. Live Cell Imaging and Time Lapse Analysis

After transfection for 24 h, the BV2 cells were reseeded in a new 24-well cell culture
plate with a density of 4 × 104 per well. Four hours later, the culture medium was changed
to a serum-free medium, and live cell imaging was started with the Incucyte S3 system
(Essen Biosciences). Phase contrast images were taken at 30-min intervals for 20 h, videos
were exported in an uncompressed AVI format, and cell moving distances were analyzed
by the Timelapse Analyzer program. The average migration distance (AMD) of each
single cell was measured and expressed in micrometers. In all, 100 cells were analyzed per
imaging field, and an average of 3 fields for each experimental condition was shown.
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4.13. Electroretinography (ERG)

The neuroretinal function was measured by multifocal electroretinography under
photopic conditions as previously described [59]. The RETImap system was utilized for
the measurement (Roland Consult, Brandenburg an der Havel, Germany).

4.14. Statistical Analysis

Data are presented as means ± SD or means ± SEM. A Student’s t-test or one-way or
two-way analysis of variance (ANOVA) with Tukey’s multiple comparisons test was used
to determine the statistical differences between the experimental groups (Prism, GraphPad
Software, San Diego, CA, USA), and a p value < 0.05 was considered statistically significant.
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Abbreviations

Arg1 Arginase-1
BMDMs Bone marrow-derived macrophages
BSYS Bu Shen Yi Sui capsule
CCL2 C-C motif chemokine ligand 2
CCL3 C-C motif chemokine ligand 3
CD74 Major histocompatibility complex, class II invariant chain
C/EBP-α CCAAT/enhancer-binding protein-α
CNS Central nervous system
DR Diabetic retinopathy
EAE Experimental autoimmune encephalomyelitis
ERG Electroretinography GCL ganglion cell layer
Flot1 Flottilin-1
Gapdh Glyceraldehyde 3-phosphate dehydrogenase
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GS Glutamine synthetase
IFN-γ Interferon gamma
IL-1β Interleukin-1β
IL-10 Interleukin-10
ILM Inner limiting membrane
INL Inner nuclear layer
IPL Inner plexiform layer
MHC-II Major histocompatibility complex class II molecule
miR-124 MicroRNA-124
miR-inh MicroRNA-124 inhibitor
NVU Neurovascular unit
OLM Outer limiting membrane
ONL Outer nuclear layer
OPL Outer plexiform layer
PD Photo-oxidative damage
PKD Polycystic kidney disease
PU.1 Protein binding U box
SCI Spinal cord injury
SD Sprague Dawley
Spi1 Salmonella Pathogenicity Island 1 (gene name of PU.1)
TNF-α Tumor necrosis factor-α
TNFR TNF receptor
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Abstract: Autologous antigen-specific therapies based on tolerogenic dendritic cells (tolDC) offer
the possibility to treat autoimmune diseases by restoring homeostasis and targeting specifically
autoreactive responses. Here, we explore the hypothesis that systemic inflammation occurring in
autoimmune diseases, such as multiple sclerosis (MS), can generate a disease-specific environment
able to alter the functionality of tolDC. In this context in fact, a combined therapy of tolDC with
an immunomodulatory treatment could potentiate the beneficial effect of this antigen-specific cell
therapy. For this purpose, we analyzed the efficacy of a combined therapy based on the use of
vitamin D3 (VitD3)-tolDC plus interferon beta (IFN-beta) in MS. VitD3-tolDC were generated from
healthy donors and MS patients and co-cultured with allogeneic peripheral blood mononuclear cells,
in the presence or absence of IFN-beta. In vitro, VitD3-tolDC treatment reduced the percentage of
activated T cells and allogeneic proliferation, whereas VitD3-tolDC+IFN-beta treatment enhanced
the suppressive ability of VitD3-tolDC and, additionally, induced a shift towards a Th2 profile.
To determine the clinical benefit of the combined therapy, C57BL/6-experimental autoimmune
encephalomyelitis (EAE)-induced mice were treated with antigen-specific VitD3-tolDC and/or IFN-
beta. Treatment of EAE mice with combined therapy ameliorated the disease course compared to each
monotherapy. These results suggest that a combined therapy based on antigen-specific VitD3-tolDC
and IFN-beta may represent a promising strategy for MS patients.

Keywords: combined therapy; antigen-specific therapies; immunomodulatory; multiple sclerosis

1. Introduction

Tolerance is a state of unresponsiveness of the immune system towards antigens that
can elicit an immune response. It is a mechanism primarily aimed to avoid the reactivity of
the immune system against “self” tissues. Indeed, when tolerance towards self-antigens is
lost, autoimmune diseases, such as multiple sclerosis (MS), can develop [1].

MS is the most common multifocal inflammatory demyelinating disease of the central
nervous system (CNS). Diagnosis of MS is based on clinical, radiological, and laboratory
criteria (oligoclonal bands in the cerebrospinal fluid). Currently, available therapies for MS
exert their effects through immunomodulatory or immunosuppressive functions. These
treatments are focused on reducing the activity of the disease and slowing its progression,
but it is a disease that has no cure [2].
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MS is considered an immune-mediated disease. Extensively reported in both healthy
individuals and MS patients is the presence of circulating myelin-specific autoreactive T
cells. However, the specific mechanisms causing their activation and infiltration of CNS,
resulting in wide systemic inflammation and neurodegeneration, are still unknown [3–5].
In MS patients, altered and dysfunctional regulatory T cells (Treg), monocytes and dendritic
cells (DC), have been described [6,7]. In this scenario, DC are pivotal regulators of the
immune response, able to induce T cell priming and differentiation [5], control T effector
cells and promote Treg differentiation in the periphery. The presence of dysfunctional
Treg [3], DC [5] and altered cytokine production may facilitate the activation and arrival of
autoreactive T cells into the CNS [3,8,9].

Recombinant interferon beta (IFN-beta) is one of the most prescribed treatments for
relapsing-remitting MS (RRMS) patients. This is due to its multi-level immunomodulatory
and anti-inflammatory functionality: the inhibition of Th1 response, reduction in T cell
expansion, decrease in costimulatory and MHC class-II molecules expression, induction of
Th2 cytokine profile, and blockage of immune cells entry into the CNS [10–13]. Because
of the long experience using IFN-beta for treating MS patients and its wide immunomod-
ulatory effects, we aim to demonstrate that the combination of myelin-specific vitamin
D3 tolerogenic dendritic cells (VitD3-tolDC) with IFN-beta could improve the therapeutic
effect of myelin-specific VitD3-tolDC.

Antigen-specific cell-based tolerogenic therapies (CTT) are promising therapeutic
strategies [14–16] that, in contrast to the currently available immunomodulatory or im-
munosuppressive drugs, have the potential to restore self-tolerance by suppressing the
autoreactive T cell clones [17–21]. In this context, our research group has developed an
autologous cell-based tolerogenic product consisting of monocyte-derived tolerogenic
DC generated in the presence of vitamin D3 (VitD3-tolDC) and loaded with a pool of
myelin peptides [22]. Preclinical data in experimental autoimmune encephalomyelitis
(EAE) demonstrated that the treatment with antigen-specific VitD3-tolDC is able to abro-
gate disease progression when they were administrated to mice with clinical symptoms
of the disease [23–25]. Currently, two harmonized phase I clinical trials using autologous
myelin-specific VitD3-tolDC therapy in patients with active forms of MS are ongoing in
Spain and Belgium [22,26].

However, the potent inflammatory processes taking place in MS patients may influence
the phenotype and functionality of the VitD3-tolDC administrated. In order to get an
efficient translation of this therapy to the clinic, we hypothesize that the combination of
antigen-specific VitD3-tolDC with an immunomodulatory drug, could act synergically by
restoring an appropriate immune environment, potentiating the antigen-specific tolerogenic
effect of VitD3-tolDC.

2. Materials and Methods

An overview of the experimental strategy is represented in Figure 1.

2.1. Sample Collection

Monocyte-derived dendritic cells (MDDC) differentiation was performed from 6 buffy
coat samples obtained following standard operating procedures for blood donation, pro-
vided by the Banc de Sang i Teixits (Barcelona, Spain). In addition, 40 mL of peripheral
blood samples from 6 Relapsing Remitting MS patients (RRMS) from the MS unit of the
Germans Trias i Pujol Hospital (Spain) were collected in lithium heparin tubes and pro-
cessed as detailed below. Patients selected did not receive any treatment during at least the
previous two months (Supplementary Table S1). The study was approved by the Ethical
Committee of Germans Trias i Pujol Hospital and all subjects gave their informed consent
according to the Declaration of Helsinki.
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Figure 1. Overview of the experimental strategy. Two experimental approaches were used to investigate the effect of
the combined VitD3-tolDC plus IFN-beta therapy in MS. In vitro studies: we performed in vitro co-cultures of VitD3-
tolDC plus PBMC of RRMS patients and of HD (n = 6/group) in presence/absence of IFN-beta. After 5 days of culture,
the phenotype of cultured T cells and the induction of allogeneic proliferation by different concentrations of VitD3-
tolDC in presence/absence of IFN-beta were analyzed (see Methods for a more detailed explanation); in vivo studies:
EAE was induced to C57BL/6J mice. Mice were treated subcutaneously (sc) with IFN-beta (from day 10 to 17 post-
immunization, (pi)) and /or intravenously (iv) with antigen-specific VitD3-tolDC (VitD3-tolDC-MOG) (on days 13, 17 and
21 pi) (n = 7/group). Clinical scores were recorded daily. Splenocytes of mice (n = 7/group) were analyzed to evaluate
antigen-specific proliferation (ex-vivo restimulation with MOG antigen), secretion of cytokines and percentage of regulatory
T cells (Treg). * p < 0.05, ** p < 0.01.

2.2. Monocyte Isolation

To isolate monocytes from RRMS patients, peripheral mononuclear cells (PBMC) from
40 mL whole blood samples were obtained by ficoll-hypaque gradient (Rafer, Zaragoza,
Spain) and positive selection of CD14+ cells was performed using the EasySep uman
CD14 Positive Selection kit (StemCell Technologies, Vancouver, BC, Canada) following the
manufacturer’s instructions. In the case of buffy coats, a depletion of T lymphocytes (CD3+
cells) was performed incubating samples with RosetteSep Human CD3 Depletion Cocktail
(StemCell Technologies) before ficoll-hypaque gradient separation due to the high number
of cells present in the buffy coat samples.

Samples were incubated with 7-amino-actinomycin D (7-AAD) (BD Biosciences, San
José, CA, USA) and annexin V-PE (Immunotools, Friesoythe; Germany) for 20 min at 4 ◦C in
darkness to analyze the viability of monocytes. In addition, perfect count microspheres (Cy-
tognos S.L, Salamanca, Spain) were added to each sample and acquired in a flow cytometer
(FACS Canto II, BD Biosciences) to determine the number of viable monocytes obtained.

2.3. The Generation of Vitamin D3-Tolerogenic Dendritic Cells

Monocytes were cultured for 6 days in X-VIVO 15 medium (Lonza, Basel, Switzerland)
supplemented with 100 U/mL penicillin (Reig Jofre, Sant Joan Despí, Spain) and 100μg/mL
streptomycin (Normon, Tres Cantos, Spain) + 2 nM L-Glu (Sigma-Aldrich, St Louis, MI,
USA) + 2% human AB serum, in the presence of 200 U/mL granulocyte-macrophage
colony-stimulating factor (Peprotech, London, UK) and 250 U/mL interleukin 4 (Peprotech)
for 6 days, as previously reported [27]. VitD3-tolDC and mDC were treated on day 4
with a maturation cocktail of cytokines containing 1000 U/mL tumor necrosis factor alpha
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(Peprotech), 1000 U/mL IL-1β (Peprotech) and 1 μM prostaglandin E2 (Pfizer, New York,
NY, USA). While mDC did not receive any additional stimuli, VitD3-tolDC were obtained
by adding 1 nM vitamin D3 (Calcijex, Abbott, Chicago, IL, USA) on days 0 and 4. On day
6, cells were harvested after 30 min of incubation with accutase (Invitrogen, San Diego,
CA, USA) and washed twice. Cell viability and count were determined by flow cytometry
(as mentioned above). Functional and phenotypical characterizations were performed
as previously reported [27]. Briefly, to determine the stimulatory capacity of DC, either
5000 immature DC (iDC), mature DC (mDC), or VitD3-tolDC, were incubated in X-VIVO
15 medium with 1 × 105 allogeneic PBMC. Six replicated wells of each condition were
performed. Allogeneic proliferative assays were performed for 5 days at 37 ◦C in a 5% CO2
atmosphere. During the last 18 h, 1 μCi of [3H]-methylthymidine (PerkinElmer, Waltham,
MA, USA) was added to each well. Cells were harvested onto glass fiber filters, and
[3H]-methylthymidine incorporation was measured in a β-scintillation counter (Trilux,
Wallac, Ramsey, MN, USA).

2.4. Allogeneic Proliferative Response

PBMC were isolated from whole blood by ficoll-density gradient centrifugation. Cell
viability and counts were performed following the protocol described above.

MDDC were harvested on day 6 of differentiation and co-cultured with allogenic
PBMC (2 × 105 PBMC co-cultured with 5 × 103 MDDC) for 5 days in supplemented
X-VIVO 15 medium, in the presence or absence of 10 IU/mL IFN-beta 1a (Rebif®, Merck
Serono Darmstadt, Germany).

PBMC were co-cultured with different percentages of VitD3-tolDC: (a) 5.103 VitD3-
tolDC (100% VitD3-tolDC) condition; (b) 3,75.103 VitD3-tolDC and 1,25.103 mDC (75%
VitD3-tolDC) condition; (c) 2,5.103 VitD3-tolDC and 2,5.103 mDC (50% VitD3-tolDC) condi-
tion; and (d) 1,25.103 VitD3-tolDC and 3,75.103 mDC (25% VitD3-tolDC) condition, in the
presence/absence of 10 IU/mL of IFN-beta. After 5 days of culture, proliferation of PBMC
was analyzed by [3H]-methyl-thymidine incorporation. The values of PBMC co-cultured
with 5.103 mDC were used as positive control.

2.5. Phenotype
2.5.1. The Phenotype of Monocyte-Derived Dendritic Cells

Cells from each culture condition were incubated with monoclonal antibodies for
20 min at room temperature in the dark. The following monoclonal antibodies were used:
CD11c PE-Cy7, CD14 V450, CD83 APC, CD86 FITC and HLA-DR V500 (BD Bioscience).
At least 10,000 CD11c+ cells of each condition were acquired on a FACS Canto II flow
cytometer (BD Biosciences).

2.5.2. The Phenotype of Peripheral Blood Mononuclear Cells

After 5 days of culture, PBMC co-cultured with mature DC (mDC), VitD3-tolDC
(100% VitD3-tolDC) and 50% VitD3-tolDC (50% VitD3-tolDC + 50% mDC) in the presence
and absence of IFN-beta were harvested and stained using CD3-V450, CD4-PerCP-Cy5.5,
CD45RA PE-Cy7, CCR7 PE, CD38 APC, CD8 APC-H7, HLA-DR V500 (BD Bioscience),
CD183 AF488, CD196 BV605 and CD45 AF700 (Biolegend, San Diego, CA, USA) for T cell
analysis; and CD4 PerCP-Cy5.5, CD25 PE, CCR4 PE-Cy7, CD127 AF647, CD45RO APC-H7,
CD3 V450, HLA-DR V500 (BD Biosciences) and CD45 AF700 (Biolegend) for Treg analysis.
Monoclonal antibodies were incubated for 20 min at room temperature and protected
from the light. Samples were washed and a total of 50,000 CD3+ events were acquired
on an LSR Fortessa flow cytometer (BD Biosciences). Both panels were analyzed using
FACSDiva software (BD Biosciences). The gating strategy used to analyze the desired T
cell subpopulations was previously reported [28].
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2.5.3. The Phenotype of Splenocytes from C57BL/6J Mice

The percentage of Treg from ex vivo splenocytes was analyzed following the manufac-
turer’s instructions. Briefly, 5 × 105 splenocytes were stained with anti-CD3, CD4, CD25
and intracellular FoxP3 (all from BD Pharmingen, San Diego, CA, USA), and analyzed in a
FACS Canto II and FACS Diva software (BD Biosciences).

2.6. Animals

Female C57BL/6J mice, 8–10 weeks old, were purchased from Envigo Rms Spain
SL (Sant Feliu de Codines, Barcelona, Spain) and housed at the Comparative Medicine
and Bioimage Centre of Catalonia (CMCiB) under standard light- and climate-controlled
conditions, with standard chow diet and water provided ad libitum.

2.7. Bone Marrow-Derived Dendritic Cells Generation

BMDC were generated following the protocol previously described by Mansilla
et al. in 2015 and 2016 [24,25]. Briefly, progenitor bone marrow cells were obtained from
C57BL/6 donor mice and cultured in RPMI medium containing 1000 IU/mL of murine GM-
CSF (Peprotech). VitD3-tolDC were generated by adding 1 nM 1α, 25-dihydroxyvitamin D3
(Kern Pharma, Terrassa, Spain) for 8 days. On day 7, 0.1 mg/mL lipopolysaccharide (LPS;
Sigma-Aldrich) was added to the culture medium of mDC and VitD3-tolDC. After 22–24 h
of LPS stimulation, DC were pulsed with 10 μM the peptide 35-55 of myelin oligodendro-
cyte glycoprotein (MOG35-55) for 18 h. Finally, VitD3-tolDC-MOG were cryopreserved in
aliquots of 107 cells and stored in liquid nitrogen until use.

VitD3-tolDC were characterized by analyzing their phenotype (the reduction in the
expression of the co-stimulatory molecules CD80 and CD40; as well as MHC II) and
functionality (suppression of T cell proliferation in co-cultures of DC with allogeneic
splenocytes) to ensure their correct production.

2.8. Induction of EAE and Clinical Follow-Up

For EAE induction, mice were anesthetized with ketamine/xylazine at 50 and 5 mg/kg
body weight, respectively, and then immunized subcutaneously with 100 μg of MOG35–55
(YRSPFSRVVHLYRNGK) (Immunostep, Salamanca, Spain), emulsified in an equal volume
(1:1) of Freund’s complete adjuvant containing 4 mg/mL of Mycobacterium tuberculosis
(strain H37RA, Difco, Detroit, MI, USA). In addition, 250 ng of pertussis toxin (Sigma
Chemical, St. Louis, MO, USA) was injected intravenously (iv) at day 0 and 2. All animals
were weighed and examined daily for welfare and clinical signs. Clinical evaluation was
performed in a blinded manner by two different observers according to the following
criteria: 0, asymptomatic; 0.5, loss of distal half of tail tone; 1, loss of entire tail tone; 1.5,
hind limb weakness; 2, hind limb paralysis; 2.5, hind limb paraplegia; 3, forelimb weakness;
4, quadriparesis; 4.5, severe quadriparesis; 5, quadriplegia; and 6, death. Endpoint criteria
were established to minimize suffering and ensure animal welfare.

2.9. In Vivo Treatment of EAE Mice

C57BL/6-EAE induced mice were treated daily from day 10 to 17 post-immunization
(pi) with IFN-beta (5000 IU of IFN-beta1a, subcutaneous, sc) and/or on day 13, 17 and 21pi
with VitD3-tolDC-MOG (1 × 106 cells, iv) (n = 7 mice/group) and monitored for 34 days.
The vehicle group received 200 μL of both sc and iv administration of PBS.

2.10. Antigen-Specific T Cell Reactivity and Cytokine Secretion

Mice were euthanized on day 34 pi, and splenocytes from the vehicle (PBS), VitD3-
tolDC-MOG, IFN-beta, or VitD3-tolDC-MOG+ IFN-beta groups were cultured in a 96-well
plate at 2× 105 cells/well in 200 μL of supplemented RPMI containing 5 μM MOG35-55,
5 μM of phytohemagglutinin (PHA) (Sigma-Aldrich) (positive control) or culture medium
(negative control). After 48 h of culture, 50 μL of supernatant of each well was collected
and stored for cytokine release detection, and 1 μCi/well of [3H]-thymidine (PerkinElmer)
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was added for the last 18 h of culture. The stimulation index (SI) for each stimulus was
calculated as the mean counts per minute (cpm) of antigen-stimulated cultures divided by
the mean cpm of the non-stimulated cultures.

The secretion of IL-2, IL-4, IL-6, IFN-γ, TNF-α, IL-17, and IL-10 cytokines were quanti-
fied in the culture supernatants using the BD cytometric bead array mouse Th1/Th2/Th17
cytokine kit (BD Biosciences) and an LRS Fortessa cytometer (BD Biosciences) according to
the manufacturer’s instructions.

2.11. Statistical Analysis

Statistical analyses were performed using GraphPad Prism version 6.0 for Windows
(La Jolla, CA, USA). Parametric and nonparametric tests were used depending on the
normality distribution of the variables. To compare data from two groups, Mann–Whitney
U or t tests were applied. When more than two groups were compared, non-parametric
one-way ANOVA (Kruskal–Wallis) followed by Dunnett’s multiple comparisons tests were
applied. Differences were considered statistically significant when p < 0.05. Data were
expressed as the mean± standard deviation (SD) values unless otherwise stated.3.

3. Results

3.1. The Combination of VitD3-tolDC and IFN-Beta Treatment Enhances the Suppressive Ability
of VitD3-tolDC and IFN-Beta Monotherapies

First, the optimal concentration of IFN-beta to evaluate the anti-proliferative property
of this cytokine on peripheral PBMC cultures was analyzed. To do so, 0.2 × 106 PBMC
stimulated to proliferate with mitogens (25 ng/mL PMA+ 250 ng/mL Ionomycin), were
cultured in presence of 10 or 100 IU/mL of IFN-beta. After 5 days of culture, the inhibition
of proliferation was measured compared to the reference condition (PBMC stimulated with
mitogens without IFN-beta treatment). Our results showed a suppression of 29.39 ± 13.58%
(10 IU/mL of IFN-beta) and of 18.60 ± 9.67% (100 IU/mL of IFN-beta) (n = 3 for each
condition). Based on these results, a concentration of 10 IU/mL of IFN-beta was selected to
evaluate the IFN-beta effect on the immune function.

The ability of VitD3-tolDC to suppress allogeneic PBMC proliferation was evaluated
for VitD3-tolDC generated from RRMS patients and HD (n = 6 for each group). VitD3-
tolDC induced a suppression of allogeneic proliferation of 54.73 ± 9.90% in PBMC of RRMS
patients and of 56.14 ± 18.43% in PBMC of HD in relation to the reference control mDC.
On the other side, no statistical differences were observed in the suppressive capability
among VitD3-tolDC generated from RRMS patients and HD (Table 1).

Table 1. Percentage of inhibition of allogeneic proliferation in relapsing-remitting multiple sclerosis (RRMS) patients and
healthy donors (HD) depending on the treatment.

Condition
RRMS Patients (n = 6) HD (n = 6)

p-Value
Mean (%) SD Mean (%) SD

100%VitD3-tolDC 54.73 9.90 56.14 18.43 0.87
100%VitD3-tolDC + IFN-beta 64.87 8.28 61.14 16.17 0.62
75%VitD3-tolDC: 25%mDC 42.63 23.95 49.29 8.81 0.51
75%VitD3-tolDC: 25%mDC + IFN-beta 57.05 20.09 65.29 12.97 0.39
50%VitD3-tolDC: mDC 21.00 16.00 36.29 10.44 0.14
50%VitD3-tolDC: mDC + IFN-beta 25.00 19.00 45.71 19.54 0.16
25%VitD3-tolDC: 75%mDC 12.00 17.00 19.23 13.99 0.25
25%VitD3-tolDC: 75%mDC + IFN-beta 28.00 6.78 40.86 13.83 0.10

IFN-beta = interferon-beta; Mdc = mature dendritic cells; VitD3-tolDC = vitamin-D3 tolerogenic dendritic cells.
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Then, PBMC were co-cultured with different percentages of VitD3-tolDC, as specified
in Methods (Section 2.4), in the presence/absence of 10 IU/mL of IFN-beta. The percentage
of inhibition of allogeneic proliferation, in relation to the reference control (mDC) was
analyzed. Results obtained show a dose dependent suppressive effect of VitD3-tolDC.
Addition of 10 IU/mL IFN-beta increased the suppressive effect of VitD3-tolDC (Figure 2
and Table 1).

Figure 2. Dose-dependent reduction of allogeneic proliferation of PBMC, cultured with different
percentages of VitD3-tolDC in presence/absence of IFN-beta. Suppressive ability of VitD3-tolDC
on allogeneic PBMC from RRMS patients (green) and HD (blue) is represented as the percentage of
proliferation compared to mature DC (mDC) stimulus. Different percentages of VitD3-tolDC and
mDC are represented: 100% (100% VitD3-tolDC), 75% (75% VitD3-tolDC + 25% mDC), 50% (50%
VitD3-tolDC + 50% mDC) and 25% (25% VitD3-tolDC +75% mDC) in presence/absence of IFN-beta.
Error bars correspond to SEM; * p < 0.05.

3.2. Treatment with VitD3-tolDC Reduces the Activation of T Lymphocytes from RRMS Patients

To further investigate the in vitro effect of VitD3-tolDC and IFN-beta combined ther-
apy on lymphocytes, the phenotype of PBMC co-cultured for 5 days with two concentra-
tions of VitD3-tolDC (100% VitD3-tolDC and 50% VitD3-tolDC) in the presence/absence
of IFN-beta was determined and compared to the reference condition (mDC). As shown
in Figure 3, the presence of 100%VitD3-tolDC in PBMC cultures, reduced the percentage
of activated CD4+ and CD8+ T cells (HLA-DR+ CD38+ T lymphocytes) in both, RRMS
patients and HD, compared to the reference condition (mDC) (p < 0.05), except for activated
CD4+ T cells from HD (p = 0.050) (n = 6 for each group) (Table 2). However, no differences
in phenotype were observed with the addition of IFN-beta to PBMC cultures in any of the
culture conditions, except for activated CD8+ T cell in HD (Figure 3 and Table 2).
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Figure 3. VitD3-tolDC reduce the activation of T lymphocytes in RRMS patients and HD. The percent-
age of activated CD4 + lymphocytes (CD3+CD4+HLA-DR+CD38+) (green) and CD8+ lymphocytes
(CD3+CD8+HLA-DR+CD38+) (gray) in co-cultures of PBMC with mature DC (mDC), (100% VitD3-
tolDC) or (50%VitD3-tolDC), in presence/absence of IFN-beta was analyzed in relapsing-remitting
multiple sclerosis (RRMS) patients (A) and healthy donors (HD) (B) (n = 6 each group). Data represent
the relative percentage of each lymphocyte subpopulation n relation to total percentages of CD4+ or
CD8+ T cells. Error bars correspond to SEM; * p < 0.05, ** p < 0.01.

Table 2. Percentage of activated CD4+ and CD8+ T cells depending on the therapy.

Condition
RRMS n = 6 HD n = 6

p-Value
Mean (%) SD p-Value Mean (%) SD

CD4 Activated
lymphocytes **

mDC 14.03 3.73 - 11.50 8.11 -
mDC + IFN-beta 12.68 4.92 0.604 9.28 5.95 0.514
100%VitD3-tolDC 4.95 1.71 0.003 5.16 2.60 0.050

100%VitD3-tolDC + IFN-beta 4.27 1.68 0.003 5.25 2.42 0.060
50% VitD3-tolDC 8.13 3.58 0.020 8.01 4.85 0.310

50% VitD3-tolDC + IFN-beta 10.10 4.77 0.150 7.21 4.63 0.210

CD8 Activated
lymphocytes *

mDC 11.33 5.11 - 14.33 8.82 -
mDC + IFN-beta 10.60 6.07 0.825 13.83 8.37 0.028
100%VitD3-tolDC 3.72 2.12 0.007 5.07 4.50 0.040

100%VitD3-tolDC + IFN-beta 3.33 1.56 0.004 4.75 2.55 0.020
50% VitD3-tolDC 7.28 1.21 0.087 10.70 7.27 0.450

50% VitD3-tolDC + IFN-beta 8.70 4.11 0.340 7.62 2.26 0.100

CD4 Activated lymphocytes = CD4+HLA-DR+ CD38+ T lymphocytes; CD8 activated lymphocytes = CD8+HLA−DR+ CD38+ T lymphocytes.
HD: healthy donors; IFN-beta: interferon-beta; mDC: mature dendritic cells; RRMS: relapsing-remitting multiple sclerosis; SD: standard
deviation; VitD3-tolDC: vitamin D3 tolerogenic dendritic cells. Statistically significant p values are marked in bold. * p < 0.05, ** p < 0.01.
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No statistical differences were found in the analysis of the maturation stages (naïve,
central memory, effector memory and effector compartments) of either CD4+ or CD8+ T
cells (Supplementary Table S2) in the different culture conditions analyzed.

3.3. VitD3-tolDC+IFN-Beta Culture Induces the Differentiation of Th2 Lymphocytes

The effect of VitD3-tolDC in presence/absence of IFN-beta on different functional
stages of lymphocytes was studied. Percentages of Th1 (CD3+ CD4+ CXCR3+ CCR6-), Th2
(CD3+ CD4+ CXCR3- CCR6-), Th17 (CD3+ CD4+ CXCR3- CCR6+) and Treg (CD4+ CD25+
CCR4+ CD45RO+) cells were analyzed in PBMC cultures from RRMS patients and HD,
after 5 days of co-culture. A representative experiment is shown in Figure 4.

 
Figure 4. Immunomodulatory effect of VitD3-tolDC with/without IFN-beta on T lymphocytes.
Representative example of changes in the relative percentages of Th1, Th2 and Th17 lymphocytes in
relation to total CD4+ T lymphocytes, after 5 days co-culture of 50% VitD3-tolDC in absence (A) or
presence (B) of IFN-beta.

As shown in Figure 5, we observed a significant increase in the percentage of Th2
lymphocytes when PBMC were co-cultured with 100%VitD3-tolDC+IFN-beta or 50%VitD3-
tolDC+IFN-beta, compared to the reference condition (mDC) (p < 0.05), either in RRMS
patients (Figure 5A) or HD (Figure 5B). In contrast, no significant differences were found
when PBMC were co-cultured only with 100%VitD3-tolDC or 50%VitD3-tolDC (without
IFN-beta) compared to mDC, either in RRMS patients or HD (Figure 5 and Supplementary
Table S2).

When analyzing Th17 cells in RRMS patients, we only observed a significant reduction
in this subpopulation when IFN-beta was added to PBMC co-cultured with 100%VitD3-
tolDC (p < 0.05) (Figure 5A and Supplementary Table S2). In contrast, in HD, this decrease
in Th17 cells was only significant when IFN-beta was added to PBMC co-cultured with
mDC or 50%VitD3-tolDC (p < 0.05) (Figure 5B and Supplementary Table S2).

No differences in the percentage of Th1 and Treg were found in any of the different
culture conditions analyzed (Supplementary Table S2).

3.4. Antigen-Specific VitD3-tolDC Administration in Combination with IFN-Beta Treatment
Improves EAE Clinical Signs

To investigate the in vivo efficacy of the administration of antigen-specific VitD3-
tolDC in combination with IFN-beta treatment, VitD3-induced tolerogenic bone marrow
DC loaded with the peptide 35-55 of myelin oligodendrocyte glycoprotein (MOG35-55)
were generated VitD3-tolDC-MOG and administrated to mice with clinical signs of EAE
under IFN-beta treatment. The clinical follow-up of mice receiving the combined therapy
was compared to mice treated only with VitD3-tolDC-MOG, IFN-beta or vehicle (PBS).
As shown in Figure 6A, while the treatment with IFN-beta did not significantly improve
the disease severity of EAE mice compared to the vehicle group (mean clinical score at
day 34 pi: 3.29 ± 0.49 for IFN-beta group and 3.71 ± 1.60 for PBS treated mice), the
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administration of antigen-specific VitD3-tolDC-MOG, both alone or in combination with
IFN-beta treatment, caused an important reduction in the severity of the disease (mean
clinical score at day 34 pi: 2.79 ± 0.81 for the VitD3-tolDC-MOG group and 2.29 ± 1.29
for the VitD3-tolDC-MOG+IFN-beta treated mice; p < 0.001 for both groups). Indeed,
the beneficial effect of VitD3-tolDC-MOG therapy was significantly higher when this cell
therapy was administered in combination with IFN-beta than alone (p < 0.05) (Figure 6A).

 

Figure 5. Effect of VitD3-tolDC in presence/absence of IFN-beta on the differentiation of Th2 and
Th17 cells. Percentage of Th2 (CD3+ CD4+ CXCR3- CCR6-) lymphocytes (green) and Th17 (CD3+
CD4+ CXCR3- CCR6+) lymphocytes (gray) from (A) relapsing-remitting multiple sclerosis (RRMS)
patients (n = 6) and (B) healthy donors (HD) (n = 6). The percentages of Th2 and Th17 lymphocyte
subpopulations were analyzed on PBMC co-cultured with mature DC (mDC), 100%VitD3-tolDC or
50%VitD3-tolDC, in presence/absence of IFN-beta after 5 days of culture. Data represent the relative
percentage of each lymphocyte subpopulation in relation to total CD4+ T cells. Error bars correspond
to SEM; * p < 0.05.
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Figure 6. Combined therapy of antigen-specific VitD3-tolDC-MOG+IFN-beta ameliorates clinical
signs of EAE. (A) Representation of daily mean clinical score of mice treated with vehicle (PBS) (blue),
IFN-beta (IFNb) [5000IU] (orange), VitD3-tolDC-MOG [1 × 106 cells] (tolDC) (violet) or VitD3-tolDC-
MOG+IFN-beta (tolDC+IFNb) (green) (n = 7/group) for 34 days of follow-up. Gray square in the X
axis and arrows indicate daily treatment period with IFN-beta (from day 10 to 17 post-immunization,
pi) and VitD3-tolDC-MOG administration (days 13, 17 and 21 pi), respectively. (B) Analysis of
antigen-specific T cell reactivity to MOG35-55 in splenocytes from mice treated with vehicle (PBS),
IFN-beta (IFNb), VitD3-tolDC-MOG (tolDC) or VitD3-tolDC-MOG+IFN-beta (tolDC+IFNb) on day
34 pi. (C) Level of IL-10 in the supernatant of re-stimulated splenocytes with MOG35-55 antigen from
each group of mice. Errors bars correspond to SEM. * p < 0.05, ** p < 0.01.

3.5. VitD3-tolDC-MOG Treatment Reduces Antigen-Specific T Cell Reactivity

Mice treated solely with VitD3-tolDC-MOG or with the combination of VitD3-tolDC-
MOG+IFN-beta exhibited reduced antigen-specific T cell reactivity compared to both,
vehicle and IFN-beta group (p < 0.01 and p < 0.05, respectively) (Figure 6B). In contrast,
the administration of IFN-beta alone, did not decrease T cell proliferation against MOG
(Figure 6B). Moreover, when cytokine secretion profile of splenocytes re-stimulated with
MOG35-55 antigen was analyzed, an increased IL-10 secretion was detected in the two
groups of mice treated with VitD3-tolDC-MOG (VitD3-tolDC-MOG: p < 0.01 and VitD3-
tolDC-MOG+IFN-beta: p < 0.05), but it was not enhanced by IFN-beta administration,
neither in mice treated with IFN-beta vs. the vehicle group, nor mice receiving VitD3-
tolDC-MOG+IFN-beta vs. the VitD3-tolDC-MOG group (Figure 6C). Regarding the ex vivo
percentage of Treg in the spleen (in relation to total CD4+ splenocytes), no differences were
found between any of the groups (data not shown).
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4. Discussion

Despite the substantial advances in the understanding of MS pathology, none of
the currently existing therapies are able to stop the course of the disease by inducing a
long-term remission [18,29,30]. Nowadays, available treatments are based on a continuous
dependence on nonspecific immunosuppressive or immunomodulatory drugs [31–41],
exposing patients to potentially serious adverse effects, that may compromise their safety
and adherence to therapy [42–46]. Fortunately, during the last decade, the increase in
the knowledge of immune regulatory mechanisms has offered the possibility to claim
antigen-specific CTT as a potential strategy to restore immune tolerance in patients with
autoimmune diseases avoiding undesirable and potentially dangerous side effects [47–49].

Due to the complexity of MS pathology, a therapeutic approach based on a combina-
tion of treatments targeting different pathways involved in the induction and maintenance
of tolerance may be required to fully control autoimmunity [50–54]. In this regard, several
murine studies have demonstrated that administration of immunosuppressive drugs, such
as dexamethasone or rapamycin, potentiate the regulatory effect of tolDC by prolonging
allograft survival or by being beneficial in treating different autoimmune diseases [55–60].
In our approach, we evaluated the effect of combined VitD3-tolDC and IFN-beta treatment
in the EAE model as well as using co-cultures of peripheral blood lymphocytes from MS
patients. Our results showed that the combined therapy had an enhanced effect com-
pared to each monotherapy in the above-mentioned models. Furthermore, we identified
which lymphocyte subpopulations and functional subsets were specifically affected by
VitD3-tolDC+IFN-beta treatment.

Here, the in vitro experiments using MS and HD samples showed that VitD3-tolDC
induces a decrease in CD4+ and CD8+ T cells activation. These results are in accor-
dance with our previous studies reporting a strong antigen-specific hypo-responsiveness
mediated by a down-modulation of genes involved in cell cycle and pro-inflammatory
immune response [27,60]. Moreover, we found a low level of antigen-specific T cell reac-
tivity in splenocytes from EAE mice treated with VitD3-tolDC-MOG, both in the presence
and absence of IFN-beta treatment. In this regard, and in agreement with our previous
data [24], splenocytes from EAE mice treated with VitD3-tolDC-MOG exhibited inhibition
of antigen-specific T cell reactivity and an increase of IL-10 secretion when re-stimulated
with MOG35-55 antigen. Consequently, in vivo results suggest that VitD3-tolDC are induc-
ing a complex immunoregulation mediated by IL-10 that reduces T cell activation [25].

On the other hand, IFN-beta is a commonly used first-line treatment for RRMS patients,
which exerts multiple immunomodulatory functions. It has been reported that IFN-beta
treatment reduces Th1 and Th17 cells, the main players initiating and perpetuating the
autoimmune attack in MS [61–63]. In this study, in vitro human studies with IFN-beta
revealed a decrease in the percentage of Th17 cells, although it was not possible to detect
changes in the percentage of Th1 lymphocytes after 5 days of co-culture. When VitD3-
tolDC were combined with IFN-beta, in vitro results revealed that IFN-beta treatment
contributes to the T cell hypo-responsiveness produced by VitD3-tolDC therapy, with the
induction of an anti-inflammatory effect caused by a Th17 decrease, as well by an induction
of Th2 lymphocytes.

In the EAE in vivo experiments, although the monotherapy with IFN-beta in mice with
clinical signs of EAE was not sufficient to induce a significant reduction of EAE severity,
when IFN-beta was combined with antigen-specific VitD3-tolDC-MOG, it was able to
potentiate the beneficial effect of these therapeutic cells. Altogether, these results suggest
that IFN-beta treatment triggers an anti-inflammatory effect that synergizes together with
the tolerogenic functionality of VitD3-tolDC-MOG. As a result, the combined therapy
resulted in a powerful clinical effect, significantly reducing EAE disease severity. In fact,
in our aggressive EAE model, the efficacy of the combined treatment was so potent that
it allowed mice to reach only hind limb paralysis, while mice not receiving treatment
(PBS group) or mice treated with IFN-beta or VitD3-tolDC-MOG monotherapies, exhibited
different grades of hind limb and forelimb motor alteration.
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However, in spite of the presence of in vitro and in vivo evidence demonstrating
that VitD3-tolDC are sufficient to decrease T cell proliferation and abrogate EAE disease
progression [23,24], the translation of this CTT to the clinical context remains complex due
to the chronic inflammatory context of the patients that may affect their functionality [9,18].
In this context and from the abovementioned results, we postulate that the unspecific
anti-inflammatory effect of IFN-beta treatment, which has been used for a long time to
treat non-aggressive RRMS, could enhance the antigen-specific efficacy of VitD3-tolDC
contributing to restore the immune homeostasis.

Our study has focused on the clinical and immunological effect of the combined
treatment of VitD3-tolDC with IFN-beta. However, no analysis on the influence of the
combined therapy on demyelination was assessed. Future studies should determine if the
combination therapy would also induce a decrease in demyelination, what would strongly
support the relevance of the combined therapy as a long-term therapeutic strategy for MS
patients. In this context, future studies should be addressed to analyze the mechanisms
involved in the synergic effect of the combined therapies of VitD3-tolDC plus IFN-beta,
as well as with other immunomodulatory or immunosuppressive treatments that have
appeared in recent years in the multiple sclerosis arena.

Altogether, our results demonstrate that antigen-specific VitD3-tolDC is an effective
therapy able to reduce autoreactive T cell activation. Moreover, the combination of VitD3-
tolDC-MOG with IFN-beta treatment resulted in a stronger anti-inflammatory effect and an
increased clinical beneficial effect in EAE, suggesting that a combined therapy of antigen-
specific cells and immunomodulatory drugs may be a promising new strategy for the
treatment of MS patients.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/biomedicines9121758/s1.

Author Contributions: Conceptualization: B.Q.-S., M.J.M. and E.M.-C.; Formal analysis: B.Q.-S.
and M.J.M.; Investigation: B.Q.-S. and J.N.-B. performed the cell cultures and B.Q.-S. and M.J.M.
developed the mouse experimental model experiments, and S.P.-R. and C.R.-T. recruited patients;
Methodology: B.Q.-S., M.J.M. and E.M.-C.; Supervision: E.M.-C. and C.R.-T.; Writing—original draft,
B.Q.-S. and M.J.M.; Writing—review and editing, B.Q.-S., M.J.M., F.F., A.T.-S., J.N.-B., S.P.-R., C.R.-T.
and E.M.-C. All authors have read and agreed to the published version of the manuscript.

Funding: This work has received funding from the European Union’s Horizon 2020 research and
Innovation programme under grant agreement nº 779316 (ReSToRe) and has been feasible thanks
to the resources provided by projects PI16/01737, PI17/01521 and PI20/01313 integrated in the
Plan Nacional de I+D+I and co-supported by the ISCIII-Subdirección General de Evaluación and
the Fondo Europeo de Desarrollo Regional (FEDER); and by a grant from Fundación Salud 2000
(Madrid, España). M.J.M. is beneficiary of a Sara Borrell contract from the ISCIII and the FEDER
(CD19/00209). F.F. holds a PhD fellowship from the INsTRuCT Consortium focused on developing
innovative myeloid regulatory cell (MRC)-based immunotherapies, which receive an Innovative
Training Network subsidy from the European Union Horizon 2020 Programme.

Institutional Review Board Statement: This study was reviewed and approved by the Germans
Trias i Pujol Hospital Ethical Committee. Animal experiments were carried out in strict accordance
with EU and governmental regulations (Generalitat de Catalunya, Decret 214/97 30th July). The
Ethics Committee on Animal Experimentation of the “Germans Trias i Pujol” Research Institute
approved all procedures described in this study (protocol number: 9469).

Informed Consent Statement: The participants provided their written informed consent to partici-
pate in this study.

Acknowledgments: We want to thank Marco A. Fernández-Sanmartín from the IGTP Flow Cytom-
etry Platform his support. We acknowledge all patients who participated in this study for their
collaboration, and the nurses from the Multiple Sclerosis Unit from the Germans Trias i Pujol Hospital
for their nursing care. We also thank Susi Soler for technical assistance.

Conflicts of Interest: The authors declare no conflict of interest.

355



Biomedicines 2021, 9, 1758

References

1. Theofilopoulos, A.N.; Kono, D.H.; Baccala, R. The multiple pathways to autoimmunity. Nat. Immunol. 2017, 18, 716–724.
[CrossRef] [PubMed]

2. Mansilla, M.J.; Presas-Rodríguez, S.; Teniente-Serra, A.; González-Larreategui, I.; Quirant-Sánchez, B.; Fondelli, F.; Djedovic, N.;
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Abstract: Migraine is a primary headache disorder characterized by a unilateral, throbbing, pulsing
headache, which lasts for hours to days, and the pain can interfere with daily activities. It exhibits
various symptoms, such as nausea, vomiting, sensitivity to light, sound, and odors, and physical
activity consistently contributes to worsening pain. Despite the intensive research, little is still known
about the pathomechanism of migraine. It is widely accepted that migraine involves activation and
sensitization of the trigeminovascular system. It leads to the release of several pro-inflammatory neu-
ropeptides and neurotransmitters and causes a cascade of inflammatory tissue responses, including
vasodilation, plasma extravasation secondary to capillary leakage, edema, and mast cell degranu-
lation. Convincing evidence obtained in rodent models suggests that neurogenic inflammation is
assumed to contribute to the development of a migraine attack. Chemical stimulation of the dura
mater triggers activation and sensitization of the trigeminal system and causes numerous molecular
and behavioral changes; therefore, this is a relevant animal model of acute migraine. This narrative
review discusses the emerging evidence supporting the involvement of neurogenic inflammation and
neuropeptides in the pathophysiology of migraine, presenting the most recent advances in preclinical
research and the novel therapeutic approaches to the disease.

Keywords: primary headache; migraine; trigeminal system; neuropeptides; neurogenic inflammation;
animal model; inflammatory soup; dura mater; immune system; migraine treatment

1. Introduction

Migraine is a common neurological condition as the third most prevalent disease
worldwide [1]. According to the Global Burden of Disease Study 2016, migraine is the
second leading cause of disability [2]. The prevalence of migraine is 14.7%, and it is three
times more common in women than men; in addition, women are less responsive to treat-
ment [3]. Moreover, as migraine is a chronic episodic disorder that predominantly affects
the working sector of a population, it thus has high social costs [4]. Migraine is ascribed to
complicated, multifactorial conditions that give rise to substantial variations among pa-
tients and single patient responses to treatments [5]. Clinically, migraine can cause a variety
of symptoms besides recurrent headaches, such as allodynia, photo- and phonophobia, and
decreased daily activity, which can last from 4 to 72 h without treatment [6]. Due to its own
pathogenesis and the fact that no other cause can be associated with the development of
the disease, migraine belongs to the family of primary headache disorders [7].

The clinical course of migraine can be divided into different stages: the prodrome
phase, a possible aura, followed by the headache, and the recovery stage (postdrome). The
prodrome phase typically occurs up to a few days before the headache attack, and changes
in well-being and behavior are experienced, while fatigue and impaired concentration
occur as frequent complaints [8]. In 25% of the migraineurs, a temporary dysfunction of

Biomedicines 2022, 10, 76. https://doi.org/10.3390/biomedicines10010076 https://www.mdpi.com/journal/biomedicines
359



Biomedicines 2022, 10, 76

the central nervous system (CNS), the aura phenomenon, occurs [9]. The most common
symptoms are visual (e.g., visual field disturbances), but sensory or speech disturbances
and rarely motor symptoms can also be observed [6,10–12]. The typical aura appears before
or at the beginning of the headache and lasts up to one hour. The headache in migraineurs
is moderate or strong and throbbing, lasting 4–72 h, and is associated with sensitivity to
light/sound and nausea/vomiting. Physical activity worsens the symptoms, and thus, the
migraineurs seek rest (Figure 1A).

 

Figure 1. The stages and the pathways of migraine. (A) The stages of migraine attack: the pro-
drome phase, a possible aura, followed by the headache, and subsequently the postdrome. A strong
headache is frequently accompanied with nausea, vomiting, and sensitivity to light, which lasts
4 to 72 h. (B) Mechanisms and structures involved in the pathogenesis of migraine: CTX, cortex;
NO, nitric-oxide; CSD, cortical spreading depression; Th, thalamus; hTh, hypothalamus; LP, lateral
posterior nucleus; VPM, ventral posteromedial nucleus; VPL, ventral posterolateral nucleus; PAG,
periaqueductal grey matter; LC, locus coeruleus; TCC, trigeminocervical complex; SSN, superior sali-
vatory nucleus; SpV, spinal trigeminal nucleus caudalis; TG, trigeminal ganglion; SPG, sphenopalatine
ganglion; V1, ophthalmic nerve; V2, maxillary nerve; V3, mandibular nerve; CGRP, calcitonin gene-
related peptide; SP, substance P; PACAP, pituitary adenylate cyclase-activating polypeptide; NKA,
neurokinin A; PPE, plasma protein extravasation; TNFα, tumour necrosis factor alpha; IL, interleukin.
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Despite intensive research, the pathomechanism of migraine is still unclear; however,
activation and sensitization of the trigeminal system (TS) is essential during the attacks [13].
The TS is responsible for processing painful stimuli from the cortical area; during its
activation, neurotransmitters, such as calcitonin gene-related peptide (CGRP), substance P
(SP), pituitary adenylate cyclase-activating polypeptide (PACAP), and neurokinin A (NKA),
are released both at the peripheral and central arm of the primary sensory neurons [14].
The neuropeptide release can induce mast cell degranulation and plasma extravasation,
leading to neurogenic inflammation (NI) [15]. In the meantime, activation of the second-
order neurons occurs in the caudal trigeminal nucleus (TNC) and their axons ascend to
terminate in the thalamus, and the nociceptive information is projected to the primary
somatosensory cortex [16]. Recent neuroimaging studies revealed other regions of the
CNS (e.g., cerebellum, insula, pulvinar) that might play a role in the modulation of pain
sensation [17,18] (Figure 1B).

In the 1950s, Ray and Wolff developed the first theory about the pathomechanism of
migraine. They believed that migraine pain was caused by extracranial vasodilation, while
intracranial vasospasm was responsible for aura symptoms [19]. At that time, this theory
was in line with the pharmacological observations that the potent vasodilator amyl nitrate
aborted the aura phase; meanwhile, ergotamine with vasoconstrictive properties decreased
the headache [20]. Since vascular changes do not explain all the symptoms experienced
during migraine attacks, new theories emerged regarding the pathomechanism of migraine.

The most widely accepted theory is focusing on the so-called cortical spreading
depression (CSD) first described by Leao and Morison [21], which may be the equivalent
of the aura phenomenon [22] playing a role in the development of migraine attacks [23].
During CSD, depolarization following an excitatory wave across the cerebral cortex changes
cerebral blood supply, increases tissue metabolism, and releases amino acids and nitric
oxide in the cortex, which activates nerves running in the dura, thus dilating the dural
vessels, leading to sterile inflammation [24]. Under experimental conditions, CSD can
activate secondary trigeminal nociceptors [25], suggesting that susceptibility to CSD might
be responsible for the appearance of the attack.

Weiller and colleagues observed that the dorsolateral pons and the dorsal midbrain
involving the nuclei nucleus raphe magnus (NRM), nucleus raphe dorsalis (DR), locus
coeruleus (LC), and the periaqueductal grey matter (PAG) are activated during a migraine
attack, which persists even after triptan treatment [26]. These nuclei can influence TNC
activity, and they are involved in the transmission of pain. Brainstem serotonergic (NRM
and PAG) and adrenergic (LC) nuclei contribute to the activation of the trigeminovascular
system [27]. These brainstem areas, in addition to the trigeminovascular system, have a
bidirectional connection with thalamus and hypothalamus. The thalamus has a role in
integrating nociceptive inputs in migraine and pain sensation. The hypothalamus has
direct connections with many structures involved in pain processing, including the nucleus
tractus solitarius, rostral ventromedial medulla, PAG, and NRM [28–30]. It is hypothesized
that the altered function of these brainstem migraine generators also plays a major role in
attack development.

Nowadays, the most accepted concept is that migraine is a neurovascular disorder,
which originates in the CNS, causing hypersensitivity to the peripheral trigeminal nerve
fibers that innervate the vessels of the meninges.

This narrative review discusses the processes underlying the pathomechanism of
migraine, focusing on the role of neuropeptides and neurogenic inflammation. Furthermore,
it emphasizes the importance of preclinical translational research, which has led to current
understanding of migraine and summarizes the novel potential therapeutic options for
migraine.
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2. Dura Mater in Migraine

The dura mater, its vasculature supply, and the cerebral blood vessels are the only
structures containing nociceptive nerve fibers [31]. The role of dura mater in migraine pain
was widely examined. Ray and Wolff found that electrical stimulation of dural and cerebral
vessels can cause nausea and the perception of headache-like pain in humans [19]. The dura
mater is the outermost layer of the meninges and is located directly underneath the skull
and vertebral column bones. The three branches of the trigeminal nerve (ophthalmic (V1),
maxillary (V2), and mandibular (V3)) innervate the face and head region [32]. Dowgjallo
and Grzybowski were the first to find the origin of meningeal nerve fibers in the trigeminal
ganglion (TG) [33,34]. The tentorial nerve (a branch of the ophthalmic nerve) innervates
most of the supratentorial dura; this nerve supplies the falx cerebri, calvarial dura, and
superior surface of the tentorium cerebelli, forming a dense plexus with the arteries that
form the vascular intracranial pain-sensitive structures [35]. The afferents innervating
intracranial structures are collectively referred to as the trigeminovascular system [36,37].
Strassmann described that peripheral trigeminovascular neurons become mechanically
hypersensitive to dural stimulation, which explains the pulsation and intensification of
headache in case of cough or bending [38]. Furthermore, Burstein et al. observed that
stimulation of the dura causes prolonged sensitization of central trigeminovascular neurons
in the spinal trigeminal nucleus [39]. Several studies have shown peptidergic trigeminal
afferents to innervate the dura mater [40–42].

3. Neuropeptides and Neurotransmitters

Meningeal nerve fibers are immunoreactive for CGRP, SP, NKA, neuropeptide Y (NPY),
and vasoactive intestinal peptide (VIP), among others [43]. CGRP plays multiple roles
in neurogenic inflammation [44]. In pharmacological and immunological experiments,
antagonism of CGRP supported that CGRP is indirectly involved in plasma extravasation,
which is primarily caused by SP and NKA [45]. Together with SP, CGRP can trigger mast
cell degranulation to release proinflammatory and inflammatory compounds [46]. Beside
these, dural mast cells and satellite glia express the CGRP receptor [47]. It is suggested that
satellite glia and neurons are involved in a positive feedback loop of CGRP synthesis and
release, maintaining increased inflammation and sensitization [48].

SP is widely distributed in the central and peripheral nervous systems of verte-
brates [49]. In the CNS, it is present in the dorsal root ganglion, spinal cord, hippocampus,
cortex, basal ganglia, hypothalamus, amygdala, and TNC [50,51] and has a role in the
neurotransmission of pain and noxious stimuli in the spinal cord [52]. It has been described
in numerous cell-type SP products, e.g., macrophages, eosinophils, lymphocytes, and den-
dritic cells [53,54]. The SP-induced release of inflammatory mediators, such as cytokines,
oxygen radicals, and histamine, enhances tissue damage and stimulates further recruit-
ment of leukocytes, thereby enhancing the inflammatory response [55]. SP induces local
vasodilation and changes the vascular permeability, thereby increasing the delivery and
accumulation of leukocytes into tissues to express local immune responses [56]. SP often
co-expresses with other transmitter molecules, like CGRP and glutamate in the TG and
trigeminal nucleus caudalis [57,58]. During the headache phase of migraine, a significant
increase in plasma SP and CGRP levels is demonstrated [59].

Moreover, PACAP is found in several structures that are relevant to the pathomecha-
nism of migraine, e.g., in the dura mater, the cerebral vessels [60], the TG [61], the TNC [62],
and the cervical spinal cord [63]. It was recently found that PACAP is co-expressed with
CGRP in some dural nerve fibers [64]. PACAP plays a role in neuromodulation, neurogenic
inflammation, and nociception [65], and in addition, it is involved in the higher-order
processing of pain in brain regions such as the thalamus and the amygdala [66,67]. PACAP
is also relevant in the central sensitization and emotional load of pain [68]. Zhang and col-
leagues found that following inflammation in sensory neurons, PACAP is upregulated [69].
Meningeal sensory fibers can release neuropeptides from their peripheral endings in the
meninges, where they can evoke components of neurogenic inflammation [64].
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VIP is widely distributed in the central and peripheral nervous systems [70]. VIP
plays as potent vasodilators, acting on the smooth muscle cells in arterioles [71]. VIP can
modulate mast cell degranulation and the production of proinflammatory cytokines, such
as interleukins, including IL-6 and IL-8 [72]. In a clinical study, during the interictal period
of chronic migraine, higher VIP levels have been reported in peripheral venous blood than
in control subjects [73]. Pellesi et al. observed that as opposed to shorter vasodilation,
prolonged VIP-mediated vasodilation causes more headaches [74]. Together, VIP may
contribute to migraine pain through vasodilation and dural mast cell degranulation.

Transient receptor potential vanilloid-1 receptor (TRPV1), a nonselective cation chan-
nel, is a molecular component of pain detection and modulation [75]. TRPV1 receptors are
present in the human TG [76] and trigeminal afferents, which innervate the dura mater [77].
In addition to excessive heat, various exogenous and endogenous triggering factors can
directly activate or sensitize TRPV1 [78]. TRPV1 activation leads to the release of neu-
ropeptides, such as SP and CGRP, which can cause vasodilation and initiate neurogenic
inflammation within the meninges [79]. TRPV1 activation and/or sensitization can enhance
inflammatory responses via the expression and release of other inflammatory mediators.

Histamine plays a role in migraine; it can modulate neurogenic inflammation and
nociceptive sensitization [80]. During a migraine attack, elevated levels of a histamine
precursor histidine were found in plasma and cerebrospinal fluid (CSF) [81], and the
histamine levels of the plasma were increased both ictally and interictally in migraine
patients [80]. The release of SP contributes to local vasodilation, induces histamine release
from mast cells, and produces flare and further activates other sensory nerve endings [82].
C-fibers are known to be activated by histamine and are responsible for the neuropeptide
release. Nerve fibers, which contain histamine, have been found in the superficial laminae
of the dorsal horn, an essential site for nociceptive transmission [83]. In inflammatory
conditions, histamine can mediate the release of SP and glutamate [84] (Table 1).

Table 1. Neuropeptides and neurotransmitters and their role in migraine and neurogenic inflammation.

Neuropeptides/
Neurotransmitters

Receptors
Migraine/Neurogenic Inflammation-Related

Functions
References

CGRP CLR, RAMP1

craniocervical vasodilation,
peripheral and central sensitization,

neuron-glia interaction,
involved plasma extravasation,

mast cell degranulation,

Asghar et al., 2011 [44],
Holzer, 1998 [45],

Ottosson and Edvinsson, 1997 [46],
Lennerz et al., 2008 [47],

Raddant and Russo, 2011 [48]

SP NK1
craniocervical vasodilation,

plasma protein extravasation,
cytokines, oxygen radicals, and histamine release

Hökfelt et al., 1975 [49],
Ribeiro-da-Silva and Hökfelt, 2000 [50],

Snijdelaar et al., 2000 [51],
Graefe and Mohiuddin, 2021 [52],

Killingsworth et al., 1997 [53],
Weinstock et al., 1988 [54],

Holzer and Holzer-Petsche, 1997 [55],
Pernow, 1983 [56],

Gibbins et al., 1985 [57],
Battaglia and Rustioni, 1988 [58],

Malhotra, 2016 [59]

PACAP PAC1, VPAC1, VPAC2 craniocervical vasodilation,
peripheral and central sensitization

Jansen-Olesen and Hougaard Pedersen,
2018 [60],

Eftekhari et al., 2013 [61],
Nielsen et al., 1998 [62],

Jansen-Olesen et al., 2014 [63],
Uddman et al., 2002 [64],

Hashimoto et al., 2006 [65],
Martin et al., 2003 [66],
Missig et al., 2014 [67],

Kaiser and Russo, 2013 [68],
Zhang et al., 1998 [69]
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Table 1. Cont.

Neuropeptides/
Neurotransmitters

Receptors
Migraine/Neurogenic Inflammation-Related

Functions
References

VIP VPAC1, VPAC2
craniocervical vasodilation,

mast cell degranulation,
IL-6 and IL-8 production

Kilinc et al., 2015 [70],
Ohhashi et al., 1983 [71],
Kakurai et al., 2001 [72],

Cernuda-Morollón et al., 2014 [73],
Pellesi et al., 2020 [74]

- TRPV1

vasodilation,
peripheral and central sensitization,

neuropeptide release (SP, CGRP)
initiate neurogenic inflammation

Caterina et al., 2000 [75],
Quartu et al., 2016 [76],

Dux et al., 2020 [77],
Bevan et al., 2014 [78],
Meents et al., 2010 [79]

histamine H1–4R vasodilation,
mediate SP and glutamate release

Yuan and Silberstein, 2018 [80],
Castillo et al., 1995 [81],
Heatley et al., 1982 [82],
Foreman et al., 1983 [83],

Rosa and Fantozzi, 2013 [84]

4. Neurogenic Inflammation

The localized form of inflammation is neuroinflammation, which occurs in both the
peripheral and CNSs. The main features of NI are the increased vascular permeability,
leukocyte infiltration, glial cell activation, and increased production of inflammatory medi-
ators, such as cytokines and chemokines [85]. NI increases the permeability of the blood
to the brain barrier, thus allowing an increased influx of peripheral immune cells into the
CNS [86] (Figure 2A).

Figure 2. Cont.
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Figure 2. Neurogenic inflammation and its main features. (A) Stimulation of the trigeminal nerve
causes the release of neuropeptides, including CGRP, SP, NO, VIP, and 5-HT, leading to neurogenic
inflammation, which has four main features: the increased vascular permeability, leukocyte infiltra-
tion, glial cell activation, and increased production of inflammatory mediators, such as cytokines and
chemokines. (B) Vasoactive peptides, such as CGRP and SP, bind their receptors on smooth muscle of
dural vessels and cause vasodilation. The released neuropeptides induce mast cell degranulation,
resulting in the release of histamine, which leads endothelium-dependent vasodilation. (C) Binding
of the released SP to the NK1 receptors expressed on the microvascular blood vessels disrupts the
membrane and causes plasma protein leakage and leukocyte extravasation. (D) Mast cells are in close
association with neurons, especially in the dura, where they can be activated following trigeminal
nerve and cervical or sphenopalatine ganglion stimulation. Release of neuropeptides causes mast
cell degranulation, which leads to release of histamine and serotonin and selectively can cause the
release of pro-inflammatory cytokines, such as TNF-α, IL-1, and IL-6. (E) Under the influence of
inflammatory stimuli, microglia can become reactive microglia. Microglia activation leads to the
production of inflammatory mediators and cytotoxic mediators.

The concept of NI was introduced by the experiment of Goltz and Bayliss, in which
skin vasodilation was observed during electrical stimulation of the dorsal horn, which could
not be linked to the immune system [87,88]. Dalessio was the first who hypothesized a
connection between NI and migraine and believed that a headache is a result of vasodilation
of cranial vessels associated with local inflammation [89]. This theory was later reworked
by Moskowitz, who believed that upon activation, the neuropeptide release from trigeminal
neurons has a role in increasing vascular permeability and vasodilation [90].

There are several theories concerning the mechanism of NI. Hormonal fluctuations or
cortical spreading depression can initiate two types of processes: activating the TS to trigger
the liberation of neuropeptides from the peripheral trigeminal afferents and/or degranulat-
ing the mast cells that can lead to the release of neuropeptides by activating and sensitizing
the nociceptors [91]. In rats, Bolay and colleagues demonstrated that after local electrical
stimulation of the cerebral cortex, CSD is generated, and it can trigger trigeminal activation,
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which causes meningeal inflammation occurring after the CSD disappearance [92]. Both
CGRP and SP play an important role in the development of NI. Released peptides, such as
CGRP, bind to its receptor on smooth muscle cells, eliciting a vasodilatory response, thereby
increasing meningeal blood flow in the dural vasculature. In contrast to CGRP, binding
of the released SP to the NK1 receptors expressed on the microvascular blood vessels
disrupts the membrane and causes plasma protein leakage. Both neuropeptides can induce
mast cell degranulation through their specific receptors and further sensitize meningeal
nociceptors [91]. The meningeal nerve fibers also contain neurotransmitters (e.g., glutamate,
serotonin) and hormones (e.g., prostaglandins) that can affect the activation and release of
neuropeptides, causing neurogenic inflammation [89]. Moreover, several cell types (e.g.,
endothelial cells, mast cells, and dendritic cells) can release tumor necrosis factor alpha
(TNFα), interleukins, nerve-growth factor (NGF), and VIP, also causing plasma protein
extravasation (PPE) [93,94], which is a key characteristic of NI. In addition, neuronal nitric
oxide synthase (nNOS) enzyme can be detected in the trigeminal nerve endings, the dural
mastocytes, and also the TNC and the TG [95], which catalyzes the synthesis of retrograde
signaling molecule nitric oxide (NO). NO has a major role in mediating many aspects of
inflammatory responses; NO can affect the release of various inflammatory mediators from
cells participating in inflammatory responses (e.g., leukocytes, macrophages, mast cells,
endothelial cells, and platelets) [96]. Through its retrograde signaling action, astrocytes
can influence the release of CGRP, SP, and glutamate [97,98]. Beside this, bradykinin and
histamine induce NO release from vascular endothelial cells, suggesting a strong interaction
between NO and inflammation [99]. The inflammation can lead to CGRP release from the
activated primary afferent neurons, which force satellite glial cells to release NO. NO can
induce nNOS, which can be considered a significant marker of the sensitization process of
the TS. TRPV channels permit afferent nerves to detect thermal, mechanical, and chemical
stimuli, thereby regulating NI and nociception [100]. TRPV1 was identified in dorsal root
ganglion (DRG), TG neurons, and spinal and peripheral nerve terminals [101]. Inflamma-
tory mediators remarkably up-regulate TRPV1 through activation of phospholipase C (PLC)
and protein kinase A (PKA) and protein kinase C (PKC) signaling pathways [102–105].
Increased TRPV1 expression in peripheral nociceptors contributes to maintaining inflam-
matory hyperalgesia [101]. In an experimental injury model, Vergnolle et al. demonstrated
that a decrease in osmolarity of extracellular fluid could induce neurogenic inflammation,
which TRPV4 can mediate [106]. Furthermore, plasma and cerebrospinal fluid levels of
neuropeptides, histamine, proteases, and pro-inflammatory cytokines (e.g., TNFα, IL-1β)
are elevated during migraine attacks [107,108], suggesting that neuroimmune interactions
contribute to migraine pathogenesis.

4.1. Vasodilation

There are various cell types in blood vessels that both release and respond to numerous
mediators that can contribute to migraine; this includes growth factors, cytokines, adeno-
sine triphosphate (ATP), and NO [109–112]. In the central system, NO may be involved in
the regulation of cerebral blood flow and neurotransmission [59]. NO can stimulate the
release of neuropeptides and causes neurogenic vasodilation [113]. In addition to NO, NGF
also increases the expression of CGRP and enhances the production and release of neu-
ropeptides, including SP and CGRP, in sensory neurons [114]. CGRP, a potent vasodilator,
is released from intracranial afferents during migraine attacks. This vasodilatory effect of
CGRP is mediated by its action on CGRP receptors, which stimulates the adenyl cyclase and
increases cyclic adenosine monophosphate (cAMP), thus producing potent vasodilation via
the direct relaxation of vascular smooth muscle [115,116]. In response to prolonged noxious
stimuli, SP is released from trigeminal sensory nerve fibers around dural blood vessels,
leading to endothelium-dependent vasodilation [82]. VIP also contributes to neurogenic
inflammation by inducing vasodilation [117] (Figure 2B).
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4.2. Plasma Protein Extravasation

Another critical feature of neurogenic inflammation is PPE. Based on preclinical
studies, the neurogenic PPE plays a role in the pathogenesis of migraine [118]. In several
studies, following electrical stimulation of the trigeminal neurons or intravenous capsaicin,
the peripheral nerve endings in the dural vasculature released SP, which caused plasma
protein leakage and vasodilation through the NK-1 receptors [119]. Transduction of the
SP signal through the NK1 receptor occurs via G protein signaling and the secondary
messenger cAMP, ultimately leading to the regulation of ion channels, enzyme activity, and
alterations in gene expression [120]. SP can indirectly influence plasma extravasation by
activating mast cell degranulation, which results in histamine release [83]. In addition, NKA
is able to induce plasma protein efflux and activate inflammatory cells [121] (Figure 2C).

4.3. Mast Cell Degranulation

It is well known that dural mast cells play a role in the pathophysiology of mi-
graine [122]. Meningeal mast cells are in close association with neurons, especially in the
dura, where they can be activated following trigeminal nerve and cervical or sphenopala-
tine ganglion stimulation [123]. The release of neuropeptides, such as CGRP, PACAP, and SP,
from meningeal nociceptors can cause the degranulation of mast cells [124], resulting in the
release of histamine and serotonin and selectively can cause the release of pro-inflammatory
cytokines, such as TNF-α, IL-1, and IL-6 [125–127]. The plasma and CSF levels of these
mediators (e.g., CGRP, TNFα, and IL-1β) are enhanced during migraine attacks [104]. VIP
promotes degranulation of mast cells [128], similar to the effects of SP [83]. It was found
that CSD can induce intracranial mast cell degranulation and promote the activation of
meningeal nociceptors [129,130]. Besides these, according to several studies, mast cells can
be activated by acute stress [123,131,132], which is known to precipitate or exacerbate mi-
graines [133,134]. Based on these findings, mast cells in themselves may promote a cascade
of associated inflammatory events resulting in trigeminovascular activation (Figure 2D).

4.4. Microglia Activation

Microglia appears in the CNS and can exert neuroprotective and neurotoxic effects as
well. Under the influence of inflammatory stimuli, microglia can become efficient mobile ef-
fector cells [135]. Microglia activation leads the production of inflammatory mediators and
cytotoxic mediators (e.g., NO, reactive oxygen species, prostaglandins) [136,137], which
might disrupt the integrity of the blood brain barrier, thereby allowing leukocyte migration
into the brain [138]. Microglia express receptors for neurotransmitters, such as glutamate,
gamma- aminobutyric acid, noradrenaline, purines, and dopamine [139]. It has been de-
scribed that activation of ion channels is related to the activation of microglia; therefore,
neurotransmitters probably influence microglia function [140]. Glutamate leads to neuronal
death but is also an activation signal for microglia [141]. Activation of glutamate receptors
causes the release of TNF-α, which, with microglia-derived Fas ligand, leads to neurotoxic-
ity [142]. Besides this, Off signals from neurons appear important in maintaining tissue
homeostasis and limiting microglia activity under inflammatory conditions, presumably
preventing damage to intact parts of the brain [143]. Endothelin B-receptor-mediated regu-
lation of astrocytic activation was reported to improve brain disorders, such as neuropathic
pain [144]. SP also directly activates microglia and astrocytes and contributes to microglial
activation [145,146], initiating signaling via the nuclear factor kappa B pathway, leading to
pro-inflammatory cytokines production [147] (Figure 2E).

4.5. Cytokines, Chemokines

Cytokines are small proteins produced by most cells in the body, which possess
multiple biologic activities to promote cell-cell interaction [148]. There is evidence that
cytokines play an important role in several physiological and pathological settings, such
as immunology, inflammation, and pain. [149]. The most important pro-inflammatory
cytokines include IL-1, IL-6, and TNFα, and the key chemokine is IL-8 [149]. Cytokines
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and chemokines are released by neurons, microglia, astrocytes, macrophages, and T cells,
and these factors might activate nociceptive neurons [150]. TNFα can trigger tissue edema
and immune cell infiltration [151] and can influence the reactivity of signal nociceptors
to the brain and increase blood levels during headaches, playing a crucial role in the
genesis of migraine [152]. Cytokines are considered to be pain mediators in neurovascular
inflammation, which generates migraine pain [153]. They can induce sterile inflammation
of meningeal blood vessels in migraines [154]. Besides this, elevated levels of chemokines
can stimulate the activation of trigeminal nerves and the release of vasoactive peptides;
thereby, they can induce inflammation [155]. Based on these, cytokines and chemokines
might contribute to migraine.

5. Animal Models of Neurogenic Inflammation

Developing animal models of human illnesses is a challenging task for translational re-
search, but it is indispensable to understanding pathomechanism, searching for biomarkers,
and engineering novel treatment [156–164]. Migraine research is no exception. Chemical
activation of meningeal trigeminal nociceptors is possible in animal experiments. The use
of Complete Freund’s adjuvant (CFA, dried and inactivated Mycobacterium tuberculo-
sis in mineral oil) or inflammatory soup (IS, a standard mixture of histamine, serotonin,
bradykinin, and prostaglandin E2) on the surface of the dura mater is a useful method for
inducing trigeminal activation and sensitization and developing neurogenic inflammation
in rats [165–167]. It has been shown that trigeminal brainstem neurons have been sensitive
to both subarachnoid superfusion and topical IS administration [37,168]. Lukács et al.
demonstrated that the application of CFA or IS onto the dural surface can induce changes
in the expression of phosphorylated extracellular signal-regulated kinase 1

2 (pERK1/2),
IL-1β, and CGRP-positive nerve fibers in the TG [167]. Similar to the previous experiment,
Laborc et al. used topical administration of IS or CFA on the dura mater to examine the
activation pattern that is caused by chemicalstimulation, and they found that application
of IS on the dura mater induces short-term c-Fos activation, while CFA did not cause
any difference in the number of c-Fos-positive cells between the CFA-treated and control
groups. Whereas short survival times were used, the authors believe this may have been
the reason that the CFA did not prove effective [169]. Spekker et al. found that IS was
able to cause sterile neurogenic inflammation in the dura mater and increased the area
covered by CGRP and TRPV1 immunoreactive fibers and the number of neuronal nitric
oxide synthase (nNOS)-positive cells in the TNC, and pretreatment with sumatriptan or
kynurenic acid (KYNA) could modulate the changes caused by IS. Sumatriptan probably
acted through the 5-HT1B/1D receptors, while KYNA possibly acted predominantly by
inhibiting the glutamate system and thereby blocking sensitization processes, which is
important in migraine [170]. Furthermore, Wieseler and colleagues observed an increase in
the level of IL-1β and TNFα, and the microglial/macrophage activation marker CD11b in
Sp5C after IS was administered bilaterally through supradural catheters in freely moving
rats [171].

In addition to morphological changes, IS can also influence animal behavior. Oshinsky
and Gomonchareonsiri used IS treatment three times per week for up to four weeks,
and they demonstrated that repeated infusions of IS over weeks induced a long-lasting
decrease in periorbital pressure thresholds [172]. Melo-Carrillo and colleagues described
that repeated infusion of IS increased the resting and freezing behavior and decreased the
locomotor activity [173]. These observations are consistent with decreased routine physical
activity and lack of exercise due to migraine-induced pain in migraine patients [174].
Moreover, they found a specific ipsilateral facial grooming behavior, which may be related
to the unilateral nature of migraine. In an animal model of intracranial pain, Malick et al.
showed that simultaneous chemical and mechanical stimulation of the dura mater not only
increases the number of Fos-positive neurons in the medullary dorsal horn but can reduce
the appetite of the rats. [175]. Wieseler et al. experienced facial and hind paw allodynia and
after two IS infusions [176]. In a novel large animal model of recurrent migraine, repeated
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chemical stimulation of the dura mater reduced locomotor behavior, which may mimic
a decrease in routine physical activity in people with headaches. In addition, increased
scratches and slow movements were observed; these may reflect pain localized to the head
area [177] (Figure 3). Based on these experiments, it can be said that dural application of IS
triggers activation and sensitization of the trigeminal system. Therefore, this is a relevant
animal model of acute migraine.

 

Figure 3. nNOS, pERK, ILs, increase the resting and freezing behavior, and decrease the appetite
and locomotor activity of the animals. In addition, it can enhance grooming and scratching behavior
and elicit mechanical and thermal hypersensitivity. CGRP, calcitonin gene-related peptide; TRPV1,
transient receptor potential vanilloid receptor; nNOS, neuronal nitric-oxide synthase; IL, interleukins;
pERK, phosphorylated extracellular signal-regulated kinase.

6. Current Treatments and Advances in Preclinical Research

Triptans are widely used to relieve migraine attacks; acting as agonists on 5-hydroxy-
tryptamine receptors (5-HT1B/1D), they can cause the constriction of dilated cranial arteries
and the inhibition of CGRP release [178]. In an animal model of migraine, after electrical
stimulation of the TG, sumatriptan attenuates PPE by preventing the release of CGRP [179].
In knockout mice and guinea pigs, it has been shown that 5-HT1D receptors have a role in the
inhibition of neuropeptide release, thereby modifying the dural neurogenic inflammatory
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response [180]. The use of triptans is limited by their vasoconstrictive properties. As
triptans are not effective in everyone, they often lead to medication overuse, triggering
migraine to become chronic (Table 2).

Table 2. Current treatments and advances in preclinical research.

Drug Class Drug Target FDA Appoved

NSAIDs

Acetylsalicylic acid

COX1–2

yes

Ibuprofen yes

Diclofenac potassium yes

Paracetamol yes

Triptans

Sumatriptan

5-HT1D receptor

yes

Zolmitriptan yes

Almotriptan yes

Rizatriptan yes

Frovatriptan yes

Naratriptan yes

Eletriptan 5-HT1B/1D receptor yes

Ditans Lasmiditan 5-HT1F receptor yes

Gepants

Ubrogepant

CGRP receptor

yes

Rimegepant yes

Atogepant no

Vazegepant no

Ergot alkaloids Ergotamine tartrate α-adrenergic
receptor,5-HT receptors yes

CGRP/CGRP receptor
monoclonal antibody

Erenumab CGRP receptor yes

Eptinezumab

CGRP ligand

yes

Fremanezumab yes

Galcenezumab yes

NK1R antagonists Aprepitant NK1 receptor yes

PACAP/PAC1 receptor
monoclonal antibody

ALD1910 PACAP38 no

AMG-301 PAC1 receptor no

Endocannabinoids 2-Arachidonoylglycerol CB1 receptor no

Anandamide CB1 receptor no

Ditans target the 5-HT1F receptor, which is expressed in the cortex, the hypothalamus,
the trigeminal ganglia, the locus coeruleus, the middle cerebral artery, and the upper
cervical cord. Lasmiditan is the first drug approved for clinical use. Contrary to triptans,
Lasmiditan does not cause vasoconstriction. The activation of 5-HT1F receptor inhibits the
release of CGRP and probably SP from the peripheral trigeminal endings of the dura and
acts on the trigeminal nucleus caudalis or the thalamus [181].

Besides triptans and ditans, acute treatments of migraine headaches, i.e., ergot alka-
loids and nonsteroidal anti-inflammatory agents (NSAIDs), may decrease the neurogenic
inflammatory response [182]. NSAIDs have anti-inflammatory, analgesic, and anti-pyretic
properties. Their primary effect is to block the enzyme cyclooxygenase and hence mitigate
prostaglandin synthesis from arachidonic acid [183]. Both acetaminophen and ibuprofen,
which can reduce pain intensity, can also be used in children. Magnesium pretreatment
increases the effectiveness of these treatments and reduces the frequency of pain [184]. Er-
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gotamine has been recommended to abort migraine attacks by eliminating the constriction
of dilated cranial blood vessels and carotid arteriovenous anastomoses, reducing CGRP re-
lease from perivascular trigeminal nerve endings, and inhibit the nociceptive transmission
on peripheral and central ends of trigeminal sensory nerves [185].

An alternative treatment strategy is the use of CGRP-blocking monoclonal antibodies.
Monoclonal antibodies have a number of positive properties: (1) a long half-life, (2) long
duration of action, and (3) high specificity [186]. Four monoclonal antibodies are currently
developing for migraine prevention: three against CGRP and one against the CGRP receptor.
The safety and tolerability of these antibodies are promising; no clinically significant
change in vitals, ECGs, or hepatic enzymes was observed. Blocking of CGRP function
by monoclonal antibodies has demonstrated efficacy in the prevention of migraine with
minimal side effects in multiple Phase II and III clinical trials [187].

Another alternative approach to treating the migraine attack by limiting neurogenic
inflammatory vasodilation is the blockade of CGRP receptors by selective antagonists.
Gepants were designed to treat acute migraines [188]. These bind to CGRP receptors and
reverse CGRP-induced vasodilation but were not vasoconstrictors per se [189]. Based on
these, gepants may be an alternative if triptans are contraindicated. Currently, two gepants
(Ubrogepant, Rimegepant) are available on the market, but several are in development.

In gene-knockout studies, the hypothesis the tachykinins are the primary mediators of
the PPE component of NI has been strengthened [190,191]. Following topical application of
capsaicin to the ear, the PPE was decreased in Tac1-deficient mice compared to wild-type
mice [192]. Following activation of the trigeminal system by chemical, mechanical, or
electrical stimulation, tachykinin Receptor 1 (TACR1) antagonists seem to be adequate
to blocking dural PPE [193]. However, lanepitant, a selective TACR1 antagonist, has no
significant effect on migraine-associated symptoms [194]; moreover, it was found ineffective
in a migraine prevention study [195]. The only currently available and clinically approved
NK1 receptor antagonist is aprepitant, which is used as an antiemetic to chemotherapy-
induced nausea in cancer patients [196].

In animal models, blockage of TRPV1 receptors was effective to reverse inflammatory
pain; however, TRPV1 antagonists produce some serious side effects, e.g., hyperther-
mia [197]. Clinical data suggest that TRPV1 antagonists might be effective as therapeutic
options for certain conditions, such as migraine and pain related to several types of diseases.
Hopefully, current clinical trials with TRPV1 receptor antagonists and future studies pro-
vide an answer as to the role of TRPV1 in inflammatory and neuropathic pain syndromes.

The anti-nociceptive effects of endocannabinoids are thought to be mediated mainly
through the activation of cannabinoid receptor type 1 (CB1) [198]. Localization of CB1
receptors along the trigeminal tract and trigeminal afferents [199,200] suggests that the
endocannabinoid system can modulate the neurogenic-induced migraine [201]. Clinical
data suggested that in migraine patients, the endocannabinoid levels are lower [202,203].
In animal models of migraine, endocannabinoids can reduce neurogenic inflammation.
Akerman et al. reported that capsaicin-induced vasodilation is less after intravenous
administration of anandamide (AEA); in addition, AEA significantly prevented CGRP- and
NO-induced vasodilation in the dura [204]. In a previous study, Nagy-Grócz and colleagues
observed that NTG and AEA alone or combined treatment of them affects 5-HTT expression,
which points out a possible interaction between the serotonergic and endocannabinoid
system on the NTG-induced trigeminal activation and sensitization phenomenon, which
are essential during migraine attacks [205]. These results raise the possibility that the AEA
has a CB1 receptor-mediated inhibitory effect on neurogenic vasodilation of trigeminal
blood vessels. Based on these, anandamide may be a potential therapeutic target for
migraine. Besides these, the presence of CB1 receptors in the brain makes them a target
for the treatment of migraine, blocking not only peripheral but also central nociceptive
traffic and reducing CSD. CB2 receptors in immune cells may be targeted to reduce the
inflammatory component associated with migraine.
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PACAP and its G-protein-coupled receptors, pituitary adenylate cyclase 1 receptor
(PAC1) and vasoactive intestinal peptide receptor 1/2 (VPAC1/2), are involved in var-
ious biological processes. Activation of PACAP receptors has an essential role in the
pathophysiology of primary headache disorders, and PACAP plays an excitatory role in
migraine [206]. There are two pharmacology options to inhibit PACAP: PAC1 receptor
antagonists/antibodies directed against the receptor or antibodies directed against the
peptide PACAP [207]. Studies of the PAC1 receptor antagonist PACAP (6–38) have proved
that antagonism of this receptor may be beneficial even during migraine progression [208].
PACAP38 and PAC1 receptor blockade are promising antimigraine therapies, but results
from clinical trials are needed to confirm their efficacy and side effect profile.

The tryptophan-kynurenine metabolic pathway (KP) is gaining growing attention
in search of potential biomarkers and possible therapeutic targets in various illnesses,
including migraine [209,210]. KYNA is a neuroactive metabolite of the KP, which affects
several glutamate receptors, playing a relevant role in pain processing and neuroinflam-
mation [181]. KYNA may block the activation of trigeminal neurons, affect the migraine
generators, and modulate the generation of CSD [209,211]. An abnormal decrease or in-
crease in the KYNA level can cause an imbalance in the neurotransmitter systems, and
it is associated with several neurodegenerative and neuropsychiatric disorders [212–215].
Based on human and animal data, the KP is downregulated under different headaches; thus,
possibly less KYNA is produced [216]. It is consistent with the theory of hyperactive NMDA
receptors, which play a key role in the development of central sensitization [217] and thus
in migraine pathophysiology. In an NTG-induced rodent model of migraine, Nagy-Grócz
et al. demonstrated a decrease in the expression of KP enzymes after NTG administra-
tion in rat TNC [218]. Interferons can control the transcription expression of indoleamine
2,3-dioxygenase (IDO), kynurenine 3-monooxygenase (KMO), and kynureninase (KYNU);
therefore, the pro-inflammatory cytokines may affect the kynurenine pathway [219]. It
is difficult for KYNA to cross the blood-brain barrier (BBB); therefore, synthetic KYNA
analogs may provide an additional alternative for synthesizing compounds that have
neuroprotective effects comparable to KYNA that can cross the BBB effectively. Preclin-
ical studies have shown the effectiveness of KYNA analogs in animal models of dural
stimulation [220,221]. Further preclinical studies are required to understand the role of
KYNA analogs in migraine and clinical studies that assess their effectiveness in acute or
prophylactic treatment (Figure 4).

In animal models of chronic pain and inflammation and several clinical trials, palmi-
toylethanolamide (PEA), endogenous fatty acid amide, has been influential on various
pain states [222–224]. In a pilot study, for patients suffering from migraine with aura,
ultra-micronized PEA treatment has been shown effective and safe [225]. Based on these,
PEA is a new therapeutic option in the treatment of pain and inflammatory conditions.
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Figure 4. Possible treatments of neurogenic inflammation and migraine. NSAIDs, non-steroidal anti-
inflammatory drugs; 5-HT, serotonin; CGRP, calcitonin gene-related peptide; COX, cyclooxygenase;
Ab, antibody; NK1, neurokinin 1; TRPV1, transient receptor potential vanilloid receptor; SP, sub-
stance P; EC, endocannabinoids; AEA, anandamide; 2-AG, 2-arachidonoylglycerol; CB, cannabinoid
receptor; THC, tetrahidrokanabinol; CBD, cannabidiol; NT, neurotransmitter; GLUT R, glutamate re-
ceptors; α7AchR, alpha-7 nicotinic receptor; GPR35, G protein-coupled receptor 35; PACAP, pituitary
adenylate cyclase-activating polypeptide; PAC1R, pituitary adenylate cyclase 1 receptor.

7. Conclusions and Future Perspective

Migraines impose a tremendous negative impact on quality of life; nevertheless,
antimigraine pharmacotherapy provides limited success in efficacy and tolerability. Mi-
graineurs and patients with chronic pain helplessly seek alternative or complementary
treatments, such as biofeedback, botox, yoga, acupuncture, acupressure, and music therapy,
among others [226]. The biggest challenge in antimigraine research may lie in complex
multifactorial pathogenesis of migraine headache, which is precipitated by interwinding
genetic, endocrine, metabolic, and/or environmental factors, and thus, the exact pathology
leading to migraine attack remains poorly understood. This review article focuses on that
migraine headache is a reflection of neurogenic inflammation in the activation and sensi-
tization of trigeminovascular afferent nerves, which project to the second-order neurons
in the brainstem. The local release of neuropeptides and neurotransmitters can not only
cause the dilation of meningeal vessels but also induce neuroinflammation. Animal models
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of migraine support this hypothesis that neurogenic inflammation plays a crucial role in
the sensitization process that leads to enhanced responsiveness of target tissues. However,
clinical study remains to be conducted. Understanding the signal transduction and regu-
lation of neuropeptides, including CGRP, SP, or neurokinin A, may open an approach to
discovery of new targets leading to the prevention of neurogenic inflammation.

Moreover, NI can be initiated by chronic stress, diet, hormonal fluctuations, or CSD.
The NI-triggering factors may become a possible interventional target preventing the initia-
tion of neuroinflammatory cascade. Immune reactions can also participate in NI. However,
little is known about the interaction of the immune system in NI. Understanding the mech-
anism of NI trigger is essential in migraine research. Migraine headache is frequently
observed in patients with cardiovascular diseases, respiratory diseases, psychiatric dis-
eases, and restless legs syndrome. The disturbance of the serotonergic nervous system, the
sympathetic nervous system, and the hypothalamic-pituitary-adrenal axis links migraine
to mood disorders and obesity. Thus, identifying predisposing factors precipitating to the
NI trigger may be a potential clue for a novel approach of migraine treatment.

Identification and usage of specific disease biomarkers can be suitable to guide the
treatment and monitor the improvement or worsening of migraine symptoms during the
treatment. MicroRNAs (miRs) may be useful as biomarkers of several diseases, including
pain conditions and migraine in both adults and children. Deregulation of miRNAs has
recently been described in migraine patients during attacks and pain-free periods [227]. In
addition, significant levels of some miRs have been demonstrated in the serum of migraine
children and adolescents without aura [228], suggesting that they are involved in the
pathogenetic mechanisms of migraine, further enhancing the role of these miRs in the
pathophysiology of migraine and their potential use as potential biomarkers.

We are untangling the puzzle of the mechanisms behind migraine attacks. However,
finding the initial cause and effective treatment remains far away. The translational animal
research currently tows forward the field of migraine research and may successfully serve
as a savior of migraineurs in the future.
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Abbreviations

α7AchR alpha-7 nicotinic receptor
2-AG 2-arachidonoylglycerol
AEA anandamide
ATP adenosine triphosphate
cAMP cyclic adenosine monophosphate
CB1 cannabinoid receptor type 1
CBD cannabidiol
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CFA Complete Freund’s adjuvant
CGRP calcitonin gene-related peptide
CNS central nervous system
CSD cortical spreading depression
CSF cerebrospinal fluid
DR nucleus raphe dorsalis
DRG dorsal root ganglion
GLUT R glutamate receptors
GPR35 G protein-coupled receptor 35
5-HT1B/1D 5-hydroxytryptamine receptors
IDO indoleamine 2,3-dioxygenase
IS inflammatory soup
KMO kynurenine 3-monooxygenase
KP tryptophan-kynurenine metabolic pathway
KYNA kynurenic acid
KYNU kynureninase
LC locus coeruleus
miRs microRNAs
NGF nerve-growth factor
NI neurogenic inflammation
NK1 neurokinin 1
NKA neurokinin A
nNOS neuronal nitric oxide synthase
NO nitric oxide
NPY neuropeptide Y
NRM nucleus raphe magnus
NSAIDs nonsteroidal anti-inflammatory agents
NT neurotransmitter
PAC1R pituitary adenylate cyclase 1 receptor
PACAP pituitary adenylate cyclase-activating polypeptide
PAG the periaqueductal grey matter
PEA palmitoylethanolamide
pERK phosphorylated extracellular signal-regulated kinase
PKA protein kinase A
PKC protein kinase C
PLC phospholipase C
PPE plasma protein extravasation
SP substance P
TACR1 tachykinin Receptor 1
TG trigeminal ganglion
THC tetrahidrokannabinol
TNC caudal trigeminal nucleus
TNFα tumor necrosis factor alpha
TRPV1 transient receptor potential vanilloid-1 receptor
TS trigeminal system
VIP vasoactive intestinal peptide
VPAC1/2 vasoactive intestinal peptide receptor 1/2
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Abstract: Oxaliplatin, the first-line chemotherapeutic agent against colorectal cancer (CRC),
induces peripheral neuropathies, which can lead to dose limitation and treatment discontinu-
ation. Downregulation of potassium channels, which involves histone deacetylase (HDAC)
activity, has been identified as an important tuner of acute oxaliplatin-induced hypersensitivity.
MS-275, a class I histone deacetylase inhibitor (HDACi), prevents acute oxaliplatin-induced
peripheral neuropathy (OIPN). Moreover, MS-275 exerts anti-tumor activity in several types
of cancers, including CRC. We thus hypothesized that MS-275 could exert both a preventive
effect against OIPN and potentially a synergistic effect combined with oxaliplatin against
CRC development. We first used RNAseq to assess transcriptional changes occurring in DRG
neurons from mice treated by repeated injection of oxaliplatin. Moreover, we assessed the
effects of MS-275 on chronic oxaliplatin-induced peripheral neuropathy development in vivo
on APCMin/+ mice and on cancer progression when combined with oxaliplatin, both in vivo on
APCMin/+ mice and in a mouse model of an orthotopic allograft of the CT26 cell line as well as
in vitro in T84 and HT29 human CRC cell lines. We found 741 differentially expressed genes
(DEGs) between oxaliplatin- and vehicle-treated animals. While acute OIPN is known as a
channelopathy involving HDAC activity, chronic OIPN exerts weak ion channel transcriptional
changes and no HDAC expression changes in peripheral neurons from OIPN mice. However,
MS-275 prevents the development of sensory neuropathic symptoms induced by repeated
oxaliplatin administration in APCMin/+ mice. Moreover, combined with oxaliplatin, MS-275
also exerts synergistic antiproliferative and increased survival effects in CT26-bearing mice.
Consistently, combined drug associations exert synergic apoptotic and cell death effects in
both T84 and HT29 human CRC cell lines. Our results strongly suggest combining oxaliplatin
and MS-275 administration in CRC patients in order to potentiate the antiproliferative action
of chemotherapy, while preventing its neurotoxic effect.
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1. Introduction

Oxaliplatin, in combination with 5-fluorouracil, is a standard treatment option for
primary and metastasized colorectal cancer [1], which induces a peripheral neuropathy,
known to be uniquely due to oxaliplatin [2], which can lead to dose limitation and
treatment discontinuation [2,3]. Oxaliplatin-induced peripheral neuropathy (OIPN) is
characterized by paresthesias and dysesthesias, which can be triggered or exacerbated by
cold exposure as soon as after the first infusion of the drug in 90% of patients [2,4]. These
neuropathic symptoms do not always completely resolve between treatment cycles [2],
and 30–50% of patients suffer from chronic OIPN [5]. Currently, none of the drugs used
for prevention or treatment of OIPN have been shown to be sufficiently effective to be
routinely incorporated into clinical practice [6,7], and strategies to control neuropathy
rely essentially on modifications of dosage and infusion scheme, thus decreasing the
chances of survival [8]. Moreover, cumulative doses of chemotherapy are probably
not a predictive factor of chemotherapy-induced neuropathy (CIPN) [9], suggesting
that modifications of dosage and infusion scheme might not affect the development of
neuropathic symptoms in cancer survivors.

Evidence has shown that oxaliplatin causes ion channel expression modulations
in dorsal root ganglia (DRG) neurons [10–16], which are thought to contribute to acute
peripheral hypersensitivity. Most dysregulated genes encode for ion channels involved
in cold and mechanical perception, including members of the transient receptor potential
(TRP), the two-pore potassium channels (K2P) and the voltage-dependent potassium
(Kv) families. We recently demonstrated that oxaliplatin-mediated downregulation of
K+ channels of the K2P and Kv families involves a transcription factor known as the
neuron-restrictive silencer factor (NRSF), and its epigenetic corepressors, class I histone
deacetylases (HDACs) [17]. Furthermore, the class I HDAC inhibitor, MS-275, exerted a
preventive effect against both neuropathy and K+ channels downregulation after a single-
dose of administered oxaliplatin [17]. Whether sustained peripheral epigenetic events are
involved in OIPN chronicization is not known. Oxaliplatin-induced chronic neuropathy is
rather thought to be caused by platinum accumulation in DRG neurons [18–20], leading
to morphologic and functional changes in DRG neurons. Mitochondrial toxicity, as well
as satellite glial cell activation in DRG, favoring the development of neuroinflammation,
could also contribute to chronic OIPN establishment [21,22]. Besides—or as a consequence
of peripheral sensitization—cumulative evidence suggests that spinal neuronal plasticity
plays a critical role in the persistence of OIPN [23,24]; with the mechanisms still poorly
defined. In the present study, we used repeated oxaliplatin administration and analyzed
whole transcriptomic changes that occur in DRG neurons from OIPN mice as compared
with vehicle-treated animals.

Since we observed a preventive effect of MS-275 against acute OIPN development,
we wondered whether this molecule would be able to exert a preventive effect against
chronic OIPN. Furthermore, HDAC inhibitors are promising therapeutic molecules against
several pathological states, including cancer [25]. Several class I HDACs—HDAC1, 2,
3—and eight isotypes have been involved in colorectal cancer [26,27]. In a recent meta-
analysis, the expression level of HDAC1 in colorectal cancer was found to be higher and
closely associated with tumor stage and tumor grade than that in noncancerous tissue. In
addition, patients with low HDAC1 expression showed better overall survival than did
those with high HDAC1 expression in gastrointestinal malignancy [26]. HDAC3, another
class I HDAC isotype, was found to be upregulated in 52.1% of colorectal tumor tissue
specimens [28].

386



Int. J. Mol. Sci. 2022, 23, 98

In this context, we hypothesized that MS-275 could exert both a preventive
effect against OIPN and potentially a synergistic effect combined with oxaliplatin
against CRC development. Thus, we assessed the effects of MS-275 on chronic
OIPN development and on cancer progression when combined to oxaliplatin both
in vitro on different human colorectal cancer cell lines and in vivo on mice models of
colorectal cancer.

2. Results

2.1. Transcriptomic Changes Observed in DRG Neurons from Mice Treated with Repeated
Oxaliplatin Administration

Prolonged oxaliplatin treatment is known to induce persistent peripheral neuropathy
that particularly affects extremities. We evaluated the development of these symptoms in
C57Bl/6J mice administered with a clinically relevant dose of oxaliplatin (3 mg/kg, i.p.)
twice per week for 3 weeks (Figure 1A). Cold and mechanical hypersensitivity develop
from day 4 and persisted until the end of the experiment (day 21) in oxaliplatin-treated
mice, as evaluated using the paw immersion test (Figure 1B, Supplementary Table S1) and
von Frey test, respectively (Figure 1C, Supplementary Table S1).

We then performed a comparative RNAseq analysis in DRG neurons of oxaliplatin-
and vehicle-treated animals at end-point of the experiment. We found 741 differentially
expressed genes (DEGs) between oxaliplatin- and vehicle-treated animals. Respectively,
342 and 399 genes were up- and downregulated in OIPN DRG neurons as compared
to control animals (Figure 1D,E. For full list of upregulated and downregulated genes
following oxaliplatin treatment, see Supplementary data S1 and S2, respectively).
Of note, while acute OIPN is known as a channelopathy, including transcriptional
variation of a variety of ion channels involved in cold and pain perception, only a
discrete number of ion channels (GIRK1 and Kv3.3) showed distinct mRNA levels
in DRG neurons between OIPN and sham animals at day 21. We previously showed
an increase in HDAC3 expression in DRG neurons from mice administered with a
single dose of oxaliplatin [17]. However, in the present work, we failed to observe any
transcriptional differences of class I HDACs (HDAC1, HDAC2, and HDAC3) in mice
treated with repeated dose of vehicle or oxaliplatin. However, several genes encoding
for methyl transferase (Setd1b, Mettl8, kmt2d) were found to be downregulated, and
genes associated to histone deacetylase complex such as Sap30l [29] and Banp [30] were
upregulated in DRG neurons from oxaliplatin-treated animals (see supplementary data
S1). As DRGs are a heterogeneous tissue containing the cell bodies of peripheral nerves,
epithelial cells, fibroblasts, glial cells, and immune cells, DEGs discovered following
treatment with oxaliplatin cannot be unequivocally assigned to sensory neurons alone.
We thus performed CTEN, a web-based analytical platform using a highly expressed,
cell-specific gene database to identify enriched cell types from transcriptomic data [31]
to gain insights into cell-specific effects of oxaliplatin (Figure 2A). We also performed
GO-enrichment analysis to further elucidate potential biological functions (Figure 2B)
and cellular components (Figure 2C) associated with the 741 overlapping DEGs. For
molecular functions, the overlapping DEGs were mainly associated with axogenesis,
axon development, myelin sheath, and actin and filament organization. Cellular
organelles (Golgi, endoplasmic reticulum, and mitochondria) component genes were
also significantly differentially expressed.
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Figure 1. Cont.
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Figure 1. Analysis of DEG in mouse lumbar dorsal root ganglia L4 to L6 following repeated oxaliplatin
administration. (A) Experimental design: C57Bl/6J mice received oxaliplatin (3 mg/kg, i.p.) or vehicle
(Glucose 5%) twice a week for 3 weeks. Both thermal cold (B) and mechanical (C) pain hypersensitivity
developed as soon as after day 4 in oxaliplatin treated group. Values are mean ± SEM (n = nine per
group). Statistical analysis was performed using a two-way repeated measure analysis of variance
(RM ANOVA), detailed in Supplementary Table S1, and a Tukey’s multi-comparisons post hoc
test; *, p < 0.05, **, p < 0.01, ***, p < 0.001, vehicle versus oxaliplatin. (D). Volcano plot of all DEGs
following oxaliplatin administration showing the most highly upregulated (log2fold change > 1)
or downregulated (log2fold change < −1) genes. Only genes with Padj < 0.05 and log2fold change
greater than 1 or smaller than −1 were used for further analysis. (E) Oxaliplatin administration
caused the upregulation of 342 DEGs and the downregulation of 399 DEGs.

2.2. MS-275 Prevents Oxaliplatin-Induced Chronic Neuropathy in Mice

We recently showed that the class I HDAC inhibitor, MS-275, significantly prevented
pain symptoms induced after a single oxaliplatin injection in mice [17]. Moreover, it is
increasingly recognized that histone modifications play a crucial role in cancer initiation
and progression, including in CRC [32]. In vitro experiments and animal models have
shown anti-tumor activities of HDAC inhibitors [33]. Thus, we hypothesized that MS-275
would potentially exert beneficial effects, both against neuropathic symptoms induced by
oxaliplatin and against colorectal cancer progression. For that, we evaluated the develop-
ment of these symptoms in mice administered with oxaliplatin (3 mg/kg, i.p.) twice per
week for 3 weeks with or without MS-275 (15mg/kg) administered by oral gavage half
an hour before each oxaliplatin injection (Figure 3A). We first assessed the effect of oxali-
platin and MS-275 on APCMin/+ mice, a model of intestinal neoplasia, and on the C57BL/6J
background [34]. Cold hypersensitivity developed in oxaliplatin-treated APCMin/+ mice
(Figure 3B, Supplementary Table S1) from day 4 after the first injection as evidenced by
the significant decrease in tail withdrawal latency in response to a noxious cold stimula-
tion (10 ◦C). Mechanical hypersensitivity was also observed with a similar time course in
oxaliplatin-treated animals (Figure 3C, Supplementary Table S1). MS-275 administration
significantly prevented both cold (Figure 3B) (two-way ANOVA analysis: treatment effect
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(p < 0.0001); time effect (p = 0.0004), interaction (p = 0.0174)) and mechanical hypersensitivi-
ties (Figure 3C) (two-way ANOVA analysis: oxaliplatin effect (two-way ANOVA analysis:
treatment effect (p = 0.0002); MS-275 effect (p < 0.0001), interaction (p = 0.0035)) induced
by oxaliplatin.

 

Figure 2. Cont.
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Figure 2. Cell type specific effect of oxaliplatin and enrichment analysis of the overlapping DEGs.
(A) Cell type enrichment analysis (CTEN) of DEG in lumbar dorsal root ganglia L3 to L5 follow-
ing repeated oxaliplatin administration. CTEN was performed using the CTen tool. The score is
generated using one-sided, Fisher’s exact test for enrichment and it is shown as the -log10 of the
Benjamini-Hochberg (BH) adjusted P values. Scores > 20 optimally minimize the false positive rate.
(B,C) illustrate the GO enrichment analysis results: (B) biological process, (C) cellular components.

2.3. General and Hematologic Toxicity Profile of Oxaliplatin and MS-275 Combination

The body weight of animals was monitored twice per week during all experimental
procedures. Oxaliplatin slowed down body weight gain in APCMin/+. Oxaliplatin-treated
animals had significant lower body weight at end point (D21). On the contrary, MS-275
did not affect this parameter and did not worsen this oxaliplatin side effect (Figure 3D,
Supplementary Table S1) (two-way ANOVA analysis: treatment effect (p = 0.0143); time
effect (p < 0.0001), interaction (p < 0.0001).

Hematologic toxicity represents a known adverse side effect of several anticancer
chemotherapeutic agents. Consistently, we observed a significant erythropenia at end point
(day 21 after the first infusion) in oxaliplatin-treated animals as compared with control
animals (Figure 3E, Supplementary Table S1). Noteworthy, MS-275 did not demonstrate
any effect on red blood cells and had no additional effect when combined with oxali-
platin (Figure 3E) (two-way ANOVA analysis: oxaliplatin effect (p < 0.0001); MS-275 effect
(p = 0.7926), interaction (p = 0.0805)). On the contrary, MS-275 is known to exert lymphocy-
topenia, neutropenia and thrombocytopenia [35]. In our experimental conditions, MS-275
significantly decreased white blood cells counts in APCMin/+ as compared with control
mice (Figure 3F, Supplementary Table S1). Oxaliplatin did not exert any effect on white
blood cells and did not have any synergic effect with MS-275 on this parameter (Figure 3F)
(two-way ANOVA analysis: oxaliplatin effect (p = 0.5441); MS-275 effect (p < 0.0001), inter-
action (p = 0.6229)). None of the drugs, whether used alone or in combination, affected the
number of thrombocytes (Figure 3G, Supplementary Table S1) (two-way ANOVA analysis:
oxaliplatin effect (p = 0.5638); MS-275 effect (p = 0.6911), interaction (p = 0.9272)). These
results suggest that co-administration of MS-275 and oxaliplatin would have additive,
but not synergic, hematological toxicities that should be taken into consideration since
in chemotherapy- treated patients, white blood cell count is an important marker for the
continuation of the treatment.
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Figure 3. MS-275 prevents oxaliplatin-induced chronic neuropathic pain in APCMin/+ mice. (A) Ex-
perimental design: APCMin/+ mice received oxaliplatin (3 mg/kg, i.p.) or vehicle (Glucose 5%) twice
a week for 3 weeks. MS-275 (15 mg/kg, p.o.) was administered half an hour before each oxaliplatin
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injection. MS-275 significantly prevented cold (B) and mechanical (C) pain hypersensitivity in-
duced by oxaliplatin administration. Values are mean ± SEM (n = 5/7 per group). Statistical
analysis was performed using a two-way repeated measure analysis of variance (RM ANOVA),
detailed in Supplementary Table S1, and a Tukey’s multi-comparisons post hoc test; **, p < 0.01,
***, p < 0.001, vehicle versus oxaliplatin; ¤¤, p < 0.01, ¤¤¤, p < 0.001, oxaliplatin versus MS-275;
◦, p < 0.05, ◦◦, p < 0.01, ◦◦◦, p < 0.001, oxaliplatin versus oxaliplatin + MS-275. General and hema-
tologic toxicity profile of oxaliplatin and MS-275 combination. The body weight of animals was
monitored twice a week during all the experimental procedure (D). Effect of oxaliplatin and/or
MS-275 treatment on hematological parameters, red blood counts (E), white blood counts (F) and
platelets counts (G) was done at end point (D21). Number of polyps in APCMin/+ at end-point (H).
Values are mean ± SEM (n = 6/7 per group). Statistical analysis was performed using a two-way
analysis of variance, detailed in Supplementary Table S1, and a Tukey’s multi-comparisons post hoc
test; **, p < 0.01, ***, p < 0.001, versus the vehicle group; ◦ p < 0.05, ◦◦, p < 0.01, ◦◦◦, p < 0.001, versus
the oxaliplatin group.

2.4. MS-275 and Oxaliplatin Antiproliferative Effects in Familial Adenomatous Polyposis (FAP)
Mice and in CT26 Tumor-Bearing Mice

APCMin/+ mice harbor a germline mutation in the Apc gene at codon 850 that leads to a
truncation of the protein [34]. In ApcMin/+ mice, adenomas begin to develop in infancy, with
death occurring at 16–20 weeks due to chronic intestinal hemorrhage [36]. We assessed
the effect of the drugs on the number of polyps in APCMin/+ mice at necropsy. The dose of
oxaliplatin used (3 mg/kg, i.p.), while inducing strong neuropathic adverse effects, failed
to impact polyposis in this model of FAP (Figure 3H, Supplementary Table S1). MS-275 also
failed to significantly decrease the number of polyps in APCMin/+ as well, but a significant
interaction was detected using the two-way ANOVA analysis (two-way ANOVA analysis:
oxaliplatin effect (p = 0.2037); MS-275 effect (p = 0.6351), interaction (p = 0.0443)), suggesting
a synergistic effect of combined drugs treatment in this model.

Additionally, we used a mouse model of an orthotopic allograft of the CT26 cell
line (mouse colorectal cancer cells) that was stably transfected with the luciferase gene.
This model consists of grafting a piece of tumor onto the caecum of animals [37] and
to follow tumor progression using bioluminescence (Figure 4A). As shown in Figure 4B
(Supplementary Table S1), animals receiving the vehicle treatment show a rapid tumor
growth that is hampered in the mice treated with oxaliplatin from day 7 after the start of
treatment. MS-275, either alone or combined with oxaliplatin, also strongly slowed cancer
progression in this model (two-way repeated measure ANOVA analysis: treatment effect
(p = 0.0005); time effect (p < 0.0001), interaction (p < 0.0001)). Bioluminescence results are
shown until D10 because of the occurrence of death events at D12 in the vehicle group, in
which 100% animals died before D23 (Figure 4C, Supplementary Table S1). Oxaliplatin
improves the survival of the mice since 50% of the treated animals are still alive at the end
of the treatment and 30% at the end of the follow-up on D40 (p = 0.0064). MS-275 alone
also significantly improves mice survival since 66% of animals were still alive after end
of treatment and 50% at D40 (p = 0.0019). Drugs association demonstrated an increased
benefit for survival, as shown by their synergistic effect on mean and median survival
(Figure 4 and Table S1).
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Figure 4. Oxaliplatin and MS-275 exert synergic antitumoral effect in a mouse model of orthotopic CRC.
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(A) Experimental design: BALB/c AnN mice, randomized for treatment, were treated 3 days after
graft with oxaliplatin (3 mg/kg i.p.) and/or MS-275 (15 mg/kg, p.o.), twice a week for three weeks.
MS-275 was administered half an hour before each oxaliplatin injection. (B) MS-275, either alone
or combined with oxaliplatin strongly slowed cancer progression in this model. Bioluminescence
results are shown until D10 because of the occurrence of death events at D12 in the vehicle group in
which 100% animals died before D23 (Figure 4C). Statistical analysis was performed using a two-way
analysis of variance, detailed in Supplementary Table S1, and a Tukey’s multi-comparisons post hoc
test: **, p < 0.01, ***, p < 0.001, versus the vehicle group. (C) Oxaliplatin and MS-275 improves the
survival of mice, and drugs association demonstrated an increased benefit for survival as shown by
their synergistic effect on mean and median survival (Table S1). Statistical analysis was performed
using Kruskal–Wallis test, detailed in Supplementary Table S1, and a Dunn’s multi-comparisons post
hoc test; **, p < 0.01, versus vehicle.

2.5. MS-275 and Oxaliplatin Effects on Human Cancer Cell Viability

The combined effect of oxaliplatin and MS-275 was monitored on the viability of two
human colon cancer cell lines, T84 and HT29, using the MTT test. Oxaliplatin (1 to 64μM)
exerted a dose-dependent effect, decreasing both cell line viabilities (Figure 5A,B). MS-
275 (1 to 25 μM) also significantly decreased HT29 viability in a dose-dependent manner
(Figure 5B, Supplementary Table S1). In contrast, it failed to affect T84 cell viability, except
at the highest dose tested (25 μM) (Figure 5A, Supplementary Table S1). A recent report
found large variation in maximal plasma concentrations from 4 to 53.1 ± 92.4 μM after
MS-275 administration in humans [38], whereas therapeutically achievable concentrations
of oxaliplatin have been reported to be around 5–10 μM [39]. For subsequent analysis,
we chose concentrations in the upper range, but these are still therapeutically achievable
concentrations for both drugs. The combined effect of MS-275 (2.5 μM) and oxaliplatin
(16 μM) was assessed on T84 and HT29 cell viability (Figure 5C,D). In T84 cells, two-way
ANOVA analysis made on cell viability data reveals an oxaliplatin effect (p < 0.0001), MS-
275 effect (p = 0.9492), interaction (p = 0.1667)) (Figure 5C, Supplementary Table S1). In
HT29 cells, two-way ANOVA analysis made on cell viability data reveals an oxaliplatin
effect (p < 0.0001), MS-275 effect (p < 0.0001), and interaction (p = 0.0001)), (Figure 5D,
Supplementary Table S1).

2.6. MS-275 and Oxaliplatin Effects on Human Cancer Cells Cycle

To investigate the cytostatic effect of both drugs, cell cycle analysis was performed
using PI incorporation, followed by flow cytometry analysis (Figure 5E,F). Oxaliplatin
exerted an S-phase delay accompanied by a G0/G1 phase reduction on both T84 and
HT29 cell lines. As previously shown on the HCT116 cell line, MS-275 induced a G0/G1
blockade and a strong S-phase reduction at a dose of 2.5 μM in both cell lines (Figure 5E,F).
Combined treatment resulted in a significant reduction of G0/G1 phase in T84 cells (Fig-
ure 5E,Supplementary Table S1), while it significantly decreased the S phase and increased
the G2/M phase in HT29 cells (Figure 5F, Supplementary Table S1). It is known that the
cytostatic action of oxaliplatin is mediated through a G2/M blockade in T84 and HT29
cell lines after 72 h of treatment [20]. In our case, only 48 h of treatment were completed,
and this earlier stage could explain the S-phase delay observed after oxaliplatin treatment.
However, the addition of MS-275 to oxaliplatin seems to accelerate the oxaliplatin cytostatic
effect, resulting in a G2/M blockade on HT29 cells (Figure 5F).

395



Int. J. Mol. Sci. 2022, 23, 98

Figure 5. Cont.
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Figure 5. Oxaliplatin and MS-275 effects on in human colon cancer cell lines viability and cell cycle.
Oxaliplatin dose-dependently inhibited survival of T84 (A) and HT29 (B) colorectal cancer cells
as measured by inhibition of mitochondrial dehydrogenase activity (MTT assay). MS-275 dose-
dependently inhibited survival HT29 cells (B) while significantly decreasing T84 cell viability only at
the highest dose tested (B). Combined effect of oxaliplatin (16 μM) and MS-275 (2.5 μM) on T84 (C)
and on HT29 (D) cell viability and on T84 (E) and HT29 (F) cells cycles. The average results from at
least three independent experiments are presented. Values are expressed as mean ± SEM. Statistical
analysis was performed using two-way ANOVA, detailed in Supplementary Table S1, with Tukey’s
multi-comparisons post-hoc test; * for p < 0.05; ** p < 0.01, *** p < 0.001, versus the vehicle group; ◦ for
p < 0.05, ◦◦◦ for p < 0.001, versus the oxaliplatin group; ¤¤ for p < 0.01, ¤¤¤ for p < 0.001, versus the
MS-275 group.

2.7. Oxaliplatin and MS-275 Act Synergistically to Induce Apoptosis In Vitro

Oxaliplatin is known to disrupt cell proliferation by induction of apoptosis and
cell cycle inhibition, through DNA adduct formation [40]. In order to assess the ef-
fects of oxaliplatin and MS-275 to trigger apoptosis and cell death, Annexin V and
propidium iodide (PI) staining were performed on T84 and HT29 cell lines, followed
by flow cytometry analysis (Figure 6). In T84 cells, oxaliplatin (16μM) significantly
induced apoptosis, while MS-275 (2.5 μM) had no effect (two-way ANOVA analy-
sis: oxaliplatin effect (p = 0.0004); MS-275 effect (p = 0.5484), interaction (p = 0.9226))
(Figure 6B, Supplementary Table S1). When MS-275 was used at higher concentration
(12.5 μM), it significantly induced apoptosis and exerted a synergic effect with oxali-
platin on this parameter (two-way ANOVA analysis: oxaliplatin effect (p = 0.0003);
MS-275 effect (p = 0.0002), interaction (p = 0.6639)) (C, Supplementary Table S1). Ox-
aliplatin (16 μM) and MS-275, only at the highest dose (12.5 μM), induced a signif-
icant cell death effect in T84 cells. A synergic effect was observed on this parame-
ter when oxaliplatin (16 μM) was co-administered with MS-275 (2.5 μM) (two-way
ANOVA analysis: oxaliplatin effect (p = 0.0004); MS-275 effect (P < 0.0001), inter-
action (p = 0.3297)) (Figure 6C, Supplementary Table S1) or with MS-275 (12.5 μM)
(two-way ANOVA analysis: oxaliplatin effect (p = 0.0004); MS-275 effect (p < 0.0001),
interaction (p = 0.3297)) (E, Supplementary Table S1). In the HT29 cell line, oxaliplatin
(16 μM) and MS-275 (2.5 μM) had a weak apoptosis inducing effect but demonstrated
a synergic effect (two-way ANOVA analysis: oxaliplatin effect (p = 0.0020); MS-275
effect (p = 0.0002), interaction (p = 0.3784)) (Figure 6E). The same pattern was observed
when oxaliplatin (16 μM) was co-administered with a higher MS-275 concentration
(12.5 μM) (two-way ANOVA analysis: oxaliplatin effect (p = 0.2046); MS-275 effect
(p = 0.0077), interaction (p = 0.8588)). Both oxaliplatin and MS-275 significantly induce
cell death, and we found a synergic effect of these drugs on this parameter in HT29
cells either with MS-275 at 2.5 μM ((two-way ANOVA analysis: oxaliplatin effect
(p < 0.0001); MS-275 effect (p < 0.0001), interaction (p = 0.0027)) (Figure 6F, Supplemen-
tary Table S1) or with higher MS-275 concentration (12.5μM) (two-way ANOVA analy-
sis: oxaliplatin effect (p = 0.0063); MS-275 effect (p < 0.0001), interaction (p = 0.3287))
(Supplementary Figure S1F, Supplementary Table S1).
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Figure 6. Oxaliplatin and MS-275 effects on apoptosis and cell death in T84 and HT29 cells. Annexin
V and Propidium Iodide (PI) staining was performed on T84 (A) and HT29 (D) cell lines followed
by flow cytometry analysis. Effects of oxaliplatin (16 μM) with or without MS-275 (2.5 μM) on T84
apoptosis (B) and cell death (C) and on HT29 apoptosis (E) and cell death (F). The average results from
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at least three independent experiments are presented. Values are expressed as mean ± SEM. Statistical
analysis was performed using two-way ANOVA, detailed in Supplementary Table S1, with Tukey’s
multi-comparisons post-hoc test; * for p < 0.05; ** for 0.01; *** p < 0.001, versus the vehicle group; ◦◦

for p < 0.01, ◦◦◦ for p < 0.001, versus the oxaliplatin group; ¤ for p < 0.05, ¤¤ for p < 0.01, versus the
MS-275 group.

3. Discussion

The results obtained in the present study demonstrate that the class I HDAC inhibitor
MS-275 prevents the development of sensory neuropathic symptoms induced by repeated
oxaliplatin administration in mice. MS-275 also exerts antiproliferative effects in defined
in vitro and in vivo CRC models.

While acute neuropathic pain symptoms induced by oxaliplatin-based chemotherapy
could be due to changes in ion channel gene expression in DRG neurons, chronic neu-
rotoxicity that occurs with cumulative dosing of oxaliplatin is rather known to involve
nuclear DNA damage, mitochondrial damage, overload oxidative stress, glia activation
and neuroinflammation [41]. The transcriptomic analysis that we performed on DRG
neurons from C57Bl/6J mice treated with repeated oxaliplatin administration is more likely
in line with the results obtained by Starobova et al. [42] since oxaliplatin treatment affected
mainly neuronal genes in our conditions. No gene coding for depolarizing ion channels
was increased and only very few potassium channels–encoding genes were downregulated
in chronic OIPN mice DRG neurons, among them being Kv3.3. Oxaliplatin-mediated down-
regulation of K+ channels of the K2P and Kv families we previously observed [17] should
thus be transient. On the contrary, while Kv3.3 mRNA was not decreased in acute OIPN
animals [17], this K+ channel has recently been shown to be downregulated in DRG neurons
from oxaliplatin-treated APCPirc/+ rats after repeated oxaliplatin treatment cessation [43].
Our results are thus in line with and suggest the involvement of Kv3.3 downregulation
in sustained occurrence of sensory symptoms induced by repeated oxaliplatin injections.
In addition, no overexpression of NRSF and HDAC3, or epigenetic factors involved in
K+ channel downregulation [17], was observed in DRG neurons from chronic oxaliplatin-
treated animals. These results suggest that HDAC inhibition might not be effective once
OIPN has set in. MS-275 has already been shown to prevent the development of persistent
mechanical hypersensitivity after trigeminal nerve injury [44] and to produce analgesia in
sciatic nerve injury models [45]. In these later conditions, drug treatment did not affect
already-established neuropathic pain after spinal nerve transection, suggesting that histone
acetylation might be specifically involved in the emergence of hypersensitivity. Since MS-
275 significantly prevented oxaliplatin-induced acute neuropathy [17], we hypothesized
that this molecule could also act as a preventive therapeutic drug in a “programmed”
chronic oxaliplatin-induced neuropathic condition. We effectively demonstrate that MS-
275 prevents oxaliplatin-induced chronic sensory neuropathic symptoms development
in APCMin/+ mice. Denk et al. [45] stated that MS-275 likely exerted its effect centrally
within the spinal cord in models of traumatic nerve injury and antiretroviral drug-induced
peripheral neuropathy. Our recently published data suggest that MS-275 acts by preventing
peripheral sensitization induced by a single dose of oxaliplatin [17]. In the present study,
MS-275 was administered using a systemic route. We suspect a peripheral action as a key
element in the prevention of chronic OIPN development. However, we cannot rule out an
additional central effect of the drug.

Safety of anticancer drug associations represent a matter of concern. The hematologic
toxicity of oxaliplatin was reported to be mild to moderate, even when associated with 5FU-
FA [46]. After oxaliplatin infusion, up to 40% of blood platinum is found in erythrocytes [47],
where it is able to form adducts with hemoglobin that may be associated with toxic effects,
such as anemia [48]. We observed an important and significant drop of erythrocytes after
three weeks of oxaliplatin treatment at the cumulative dose of 18 mg/kg in APCMin/+

mice. This drug was reported to significantly affect RBC count at a higher cumulative
dose (30 mg/kg) in C57Bl/6J mice [49]. This suggests that, as shown for neuropathy [43],
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hematological toxicity may be enhanced in cancer conditions, and it reinforces the need
for preclinical studies in experimental models of cancer. MS-275 is known to induce
a dose-dependent decrease of thrombocytes and leucocytes both in human [50] and in
rodents [51]. In our experimental conditions, MS-275 did not affect RBC nor thrombocytes
count, but it significantly decreased white blood cells counts in APCMin/+ mice. Of note, the
association of MS-275 with oxaliplatin did not worsen the hematological toxicities induced
by individual drugs, and MS-275 did not increase oxaliplatin-induced reduced weight
gain. The overall safety of combined drug administration seems acceptable, suggesting a
possible association of MS-275 with oxaliplatin in humans to prevent oxaliplatin-induced
neuropathy, but close monitoring will be needed regarding the hematological impact of
individual drugs.

The next question was to evaluate the combined effects of MS-275 and oxaliplatin
on CRC development. While oxaliplatin, at a dose that induces neuropathic symptoms,
and MS-275 did not individually significantly decreased the total number of polyps in
APCMin/+ mice, we observed a significant synergistic effect of oxaliplatin and MS-275 co-
administration. It is known that loss of APC function leads to increased expression of
HDAC2 in intestinal epithelial cells and tumors [52]. Inhibition of the enzymatic activity of
class I HDACs and induction of HDAC2 degradation with valproic acid has previously
been shown to reduce the number and sizes of intestinal adenomas in APCMin/+ mice [52].
We hypothesized that the lack of effect of MS-275 in our conditions could rely on the
dose used, and/or on the different inhibitory profile of valproic acid and MS-275 on the
different HDAC isoforms. Using the same dose regimen, both oxaliplatin and MS-275
exert antiproliferative effects, and combined-drug administration significantly impedes
tumor progression and increases overall survival in an orthotopic graft tumor-bearing
mouse model. These results are consistent with recent data obtained in vitro and in vivo
in a transplant study in which female BALB/c mice received subcutaneous injection of
CT26 cells [53]. CT26 was derived from an undifferentiated colorectal carcinoma induced
in a BALB/c mouse by repeated intrarectal instillations of N-nitroso-N-methylurethan and
was shown to be modestly immunogenic [54]. In addition to acting on tumor cells, MS-275
also acted on host cells in the immune system [55], which could account for additional
benefit when combined with oxaliplatin in this model. When tested on human CRC cells,
both drugs, individually, demonstrated different antiproliferative profile depending on
the cell line. Although efficient in both T84 and HT29 cells, oxaliplatin exerted improved
efficacy in the T84 cell line. Organic cation transporter 3 (OCT3) is an interesting target for
oxaliplatin resistance because of its implication on oxaliplatin transport and efficacy [56].
The expression of OCT3, which is known to be weaker in HT29 than in T84 cells, has been
shown to be correlated with platinum accumulation in these cells and with oxaliplatin
cytotoxicity [56], which can sustain our results. MS-275 has previously been shown to be
less effective in p53 null cells [57]. Consistently, we observed that T84 cells, that do not
express p53 [58] demonstrated a strong resistance, whereas HT29, which expresses p53, was
highly sensitive toward the antiproliferative effect of MS-275. HT29 was previously shown
to be a responder to MS-275, which might increase the adhesive properties of these cells,
thus preventing their metastatic spread and immune escape [59]. On the contrary, T84 cells
can thus be considered as a weak or non-responder, as it has been shown for other CRC cell
lines for which MS-275 induced downregulation of genes involved in cell adhesion [59].
Whether such genes regulation also occurs in T84 cells will be of interest in order to define
biomarkers to predict the response to MS-275. Whatever the sensitivity of these cell lines
toward oxaliplatin and MS-275, combined drug associations result in synergistic apoptotic
and cell death effects. These results are concordant with those obtained in HCT116 cells
in which MS-275 has been shown to enhance apoptosis induced by oxaliplatin [53]. At
the highest doses tested, apoptosis accounts for more than 67% and 86% of the cell death
effect of MS-275 solely or MS-275 and oxaliplatin combined, respectively in T84 cells,
while it accounts for only 30% and 31% of these effects in HT29 cells. Of note, MS-275
was proposed to promote mainly caspase-dependent cell death in p53+ cells, whereas,
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in p53- cells, caspase inhibition switches the mode of cell death to a mainly non-caspase-
dependent one [57]. HDACi are epigenetic drugs that enhance protein acetylation and
thereby influence a large number of cellular functions. Global assays and analyses revealed
that HDACi promote an induction of replicative stress and DNA damage [60], and that
they disrupt functional EMT/MET protein expression signatures and trigger apoptosis of
cultured cancer cells [61]. MS-275 induced autophagy has also been involved in human
colon cancer cell death (HCT116) [62], and could thus be differently involved in both cell
lines in our conditions. It is increasingly recognized that HDACi sensitize tumor cells
to chemotherapeutics, causing replication stress and DNA damage [8–10]. Combined
application of irinotecan and entinostat synergistically kills CRC cells in vitro and in vivo,
and the induction of acetyl-p53-BAK complexes inducing MOMP upon RS C-terminal
hyperacetylation of p53 is an absolute requirement for apoptosis induction by irinotecan
and entinostat [63]. More work is needed to understand the mechanisms involved in
the beneficial effects observed with MS-275 and oxaliplatin association in our conditions.
Future work will include experiments helping to obtain more information on the potential
of both drugs to induce replicative stress and DNA damage at different time points.

4. Methods

4.1. Animals and Models

Procedures were evaluated by a regional ethics committee (CEMEA Auvergne) before
approval by the French Ministry of Research and Education (project N◦ APAFIS#21980)
under the European 2010/63/ UE directive. Animal studies are reported in compliance
with the ARRIVE 2.0 guidelines [64]. All efforts were taken at each stage of the experiments
to limit the numbers of animals used and any discomfort to which they might be exposed,
especially in pain experiments.

Experiments were performed using 20-25g C57BL/6J and ApcMin/+ male mice and
female BALBc/AnN mice. ApcMin/+ mice were a gift from Dr. Mathilde Bonnet (UMR
U1071 Inserm, Clermont-Ferrand, FRANCE). All mice were housed in grouped cages in a
temperature-controlled environment with food and water ad libitum. Behavioral experi-
ments were conducted in a quiet room, blind to the treatment, by the same experimenter
taking care to avoid or minimize any discomfort of the animals.

For the mouse allograft colorectal cancer model, 5 female BALBc/AnN mice under
isoflurane anesthesia were subcutaneously injected in their right flank with 0.5x106 CT26
cells, stably transfected with the Luciferase gene. Mice were housed and monitored until
tumors reached a sufficient size (1000–2000 mm2) to perform grafts. Mice were then
sacrificed, tumors were sampled, and 25 mm2 grafts were sized up in DMEM medium on
ice. “Recipient mice” were incised along 1 cm in the lower abdomen, under isoflurane
anesthesia. Caecum was then exteriorized, on a sterile compress soaked with 0.9% NaCl
solution, and slightly damaged using a 26G needle. Grafts were then apposed on the
damaged region, to promote tumor attachment, and were maintained on it using 7.0
absorbable suture filament. Caecum was then replaced in the abdomen and muscles, and
skin was sutured using 4.0 non-absorbable filament. Mice, randomized for treatment, were
treated 3 days after graft (oxaliplatin 3 mg/kg s.c. and/or MS-275 p.o., twice a week for
three weeks). Tumor progression was monitored twice per week by bioluminescence. Mice
were injected with luciferin (i.p.; 150 μL/mouse of a 25 mg mL−1 solution) 5 min before
bioluminescence acquisition, were anesthetized with isoflurane, and then the acquisition
was realized on an IVIS spectrum (UMR 1240, Clermont-Ferrand, France).

4.2. Materials

The following drugs were used: oxaliplatin (Leancare Ltd., Flintshire, UK) and MS-275
(Selleck Chemicals, Houston TX, USA) solutions were prepared directly before experi-
ments in 5% glucose solution for oxaliplatin and in 0.9% (w/v) NaCl solution for MS-275.
Oxaliplatin (3 mg kg−1, i.p.) was administered twice per week for three weeks. MS-275
(15 mg kg−1, p.o.) was administered half an hour before each oxaliplatin injection. The
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administration route of oxaliplatin changed (from i.p. to s.c.) in the graft model to avoid
direct contact of the drug with the tumor.

4.3. Evaluation of Pain Thresholds

Cold thermal nociceptive responsiveness was assessed using the cold water (10 ◦C)
paw immersion test. The paw of the animal was immersed in the temperature-controlled
water bath until withdrawal was observed (cutoff time: 30 s). Two separate withdrawal
latency time determinations were averaged.

Mechanical pain hypersensitivity was assessed using a 0.6 g bending force calibrated
Von Frey hair filament, applied perpendicular to the plantar surface of the hind paw until
it bent. Scores were expressed, averaging results from the left and right paws, as a number
of responses elicited by five consecutive stimulations by a given filament was averaged
between the left and right paw.

4.4. Hematological Analysis

Blood samples of animals were collected intraorbitally in a heparin tube and were
kept at 4 ◦C until the count. Full blood counts were realized at the Biological Center of the
University Hospital Center of Clermont-Ferrand, France.

4.5. RNA Sequencing

To investigate global mRNA changes, we used RNA sequencing analysis on L4-L5-L6
DRGs from mice treated with oxaliplatin (3 mg kg−1, i.p.) or vehicle twice per week for 3
weeks. At the end of the experiment (D21), mice were terminally anesthetized and L4-L5-L6
DRGs were quickly harvested, snap frozen in liquid nitrogen, and stored at −80 ◦C until
use. Total RNA of L4-L5-L6 DRGs was extracted using RNeasy Micro Kit (Qiagen, Hilden,
Germany) according to the manufacturer’s protocol. Thereafter, rRNA was removed using
Illumina® Ribo-Zero Plus rRNA Depletion Kit (Epicentre, Illumina, San Diego, CA, USA).
RNA integrity and concentration were obtained using 2100 Bioanalyzer instrument (Agilent
Technologies, Santa Clara, CA, USA) and were sent to Fasteris (https://www.fasteris.com
(accessed on 6 September 2017)) for RNA sequencing. Libraries were prepared using the
Illumina TruSeq stranded protocol, and an SBS-based sequencing was achieved using
HiSeq 2500 platform (Illumina). Analysis was performed in different steps: splice junction
mapping (TopHat2), counting (HTSeq-count), filtering, normalization (edgeR, DESeq and
DESeq2) and differential analysis (edgeR, DESeq and DESeq2) were performed by Benjamin
Bertin and Yoan Renaud (GreD, Clermont-Ferrand, France).

4.6. Bioinformatics Analysis

Quality control of sequencing was evaluated using FastQC software. High-quality
reads were mapped to the Mus musculus mm9 reference genome using bowtie2 with
default parameters [65]. Reads per gene were counted using HTSeq-count [66].

Normalization and differential gene expression analysis were performed using DE-
Seq2 [67] from the SARTools package [68]. Only genes with an adjust p-value of <0.05 were
considered as differentially expressed between the two conditions. GO and KEGG enrich-
ment analyses were performed using the R package clusterProfiler from Bioconductor [69].

Significantly enriched GO terms were selected, respectively, according to a p value
< 0.01. The gene ontology study was performed using R package ClusterProfiler (v 4.2.0).
Volcano plot was generated using R package ggplot2 (v 3.3.5). Cell Type enrichment analysis
(CTen) was performed using http://sbi.jp/influenza-x/cten (accessed on 6 September 2017)
web application.

4.7. Cell Culture

The CT26 (ATCC, CRL-2638) cell line was purchased from LGC Standards (France),
HT29 (ATCC, HTB-38) and T84 (ATCC, CCL-248) cell lines were a kind gift from Dr.
Mathilde Bonnet (UMR 1071 Inserm, Clermont-Ferrand, France). Cell lines were grown in
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DMEM (CT26, HT29) or DMEM/F-12 (T84) complete medium. Cells were maintained in a
humidified atmosphere at 37 ◦C and 5% CO2. All drugs tested in vitro were dissolved in
100% dimethyl sulfoxide (DMSO, Sigma-Aldrich, Saint Quentin Fallavier, France) solution.

4.8. Cell Viability Analysis

Cell viability was assessed using 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium
bromide (MTT) (Life Technologies, France), according to the manufacturer’s instructions.
Briefly, 7500 cells were plated in a 96-well plate and treated for 48 h with oxaliplatin
and/or MS-275. The optical density was read at 562 nm using an Epoch microplate
spectrophotometer (BioTek, Winooski, FL, USA).

4.9. Apoptosis Analysis

Cells were seeded at 225 × 103 cells in a 6-well plate and were treated for 48 h with
oxaliplatin and/or MS-275. Briefly, the medium was removed and kept, and the cells were
rinsed with PBS, trypsinized, and added to the medium. After centrifugation (10 min,
200 g), cells were homogenized in 100 μL of Binding Buffer and were stained with 5 μL
propidium iodide (PI) and 1 μL Annexin V-FITC (Annexin V-FITC kit Beckman Coulter,
Indianapolis, IN, USA) for 15 min at 4 ◦C in the dark. Afterward, 400μL of binding buffer
was added, and apoptosis was analyzed by flow cytometry at CICS (Centre Imagerie
Cellulaire Santé) Core Facility (Clermont-Auvergne University, France) using the LSR II
flow cytometer (BD Biosciences, San Jose, CA, USA). Quantification was performed with
the BD FACS Diva software version 6.1.3.

4.10. Cell Cycle Analysis

Cells were plated and treated as described above. Cells were collected, washed in
ice-cold PBS, and fixed in 70% ice-cold ethanol for 30 min at 4 ◦C. After fixation, cells were
washed with ice-cold PBS and were pelleted. Cells were resuspended with 1 mL of RNase
A-PI solution (500 and 50 μg/mL, separately) and were stained for 30 min at 4 ◦C in the
dark. Cell cycle analysis was performed as described above, except for the quantification
that was performed with the ModFit LT software (Verity Software House, Topsham, ME,
USA) version 3.0.

4.11. Statistical Analysis

Results were expressed as mean ± standard error of the mean. Data were analyzed
using GraphPad Prism software (GraphPad software, La Jolla, CA, USA) version 7.0. The
specific tests used are indicated within the text of the figure legends, and power analysis
for all the tests is provided as a Supplementary Table S1.

5. Conclusions

The well-tolerated epigenetic drug MS-275 was tested in phase III clinical trials for
the treatment of various tumor entities [70]. Our results strongly suggest the interest for
combining oxaliplatin and MS-275 administration in CRC patients in order to potentiate
the antiproliferative action of the chemotherapy while minimizing the neurotoxic effects of
the platinum drug.
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Abstract: Autism spectrum disorders (ASD) are complex conditions that stem from a combination
of genetic, epigenetic and environmental influences during early pre- and postnatal childhood.
The review focuses on the cerebellum and the striatum, two structures involved in motor, sensory,
cognitive and social functions altered in ASD. We summarize clinical and fundamental studies
highlighting the importance of these two structures in ASD. We further discuss the relation between
cellular and molecular alterations with the observed behavior at the social, cognitive, motor and gait
levels. Functional correlates regarding neuronal activity are also detailed wherever possible, and
sexual dimorphism is explored pointing to the need to apprehend ASD in both sexes, as findings
can be dramatically different at both quantitative and qualitative levels. The review focuses also
on a set of three recent papers from our laboratory where we explored motor and gait function in
various genetic and environmental ASD animal models. We report that motor and gait behaviors can
constitute an early and quantitative window to the disease, as they often correlate with the severity
of social impairments and loss of cerebellar Purkinje cells. The review ends with suggestions as to
the main obstacles that need to be surpassed before an appropriate management of the disease can
be proposed.

Keywords: ASD; cerebellum; striatum; epigenetics; motricity; autism

1. Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental condition manifested by
early onset of (i) persistent deficits in communication and social interactions and (ii) re-
stricted patterns of behaviors, activities or interests (DSM5). The severity range of each
symptom, and the fact that other abnormalities can accompany ASD, led to the “spectrum”
umbrella term. Comorbidities vary among patients, but the most common ones are: sleep
disorders (up to 80%), intellectual deficits (45%), epilepsy (up to 30%) and, interestingly,
motor abnormalities (79%) [1]. The WHO considers that ASD affects 1 in 160 children
worldwide following a ratio of 3 boys for 1 girl [2], suggesting male susceptibility. To
this day, the diagnosis age ranges from infant to adult, depending on the severity of the
symptoms and the social environment.

The etiology of ASD is still uncertain, but evidence has strongly linked genetic, epi-
genetic and environmental factors to it. The gathered knowledge in this domain is in-
terdependent with technological advances. The possibility to collect and analyze broad
genetic information for the past ten years has led to breakthroughs. The first pieces of
evidence of genetic involvement in ASD were the case studies of monozygotic twins. These
twins displayed a 60% probability to share the same ASD diagnosis, whereas dizygotic
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twins’ probability was at 10% [3–5]. More importantly, the incidence of having an ASD
child is proportional to the child’s shared genomic percentage with an ASD parent or sib-
ling [6–8]. The advancement of sequencing technics led to the possibility of analyzing the
patient’s whole genome, which helped identify more than 1200 susceptibility genes (SFARI
gene, https://www.sfari.org/resource/sfari-gene/, accessed on 14 September 2021). These
genes can be broadly categorized into two families, involving either chromatin modeling
or synapse formation [9].

Perinatal factors have been identified as increasing ASD incidence, including maternal
infection and maternal toxin exposure. A 2016 meta-analysis of more than 40,000 ASD cases
highlighted an increased risk of ASD in children whose mother had a viral infection during
pregnancy, leading to hospitalization [10]. One hypothesis underlying this observation is
that maternal immune regulation leads to increased production of inflammatory cytokines.
There is not a consensus about how the cytokines could reach the fetus brain. They could
reach it by disrupting the brain–blood barrier (BBB) [11] or by the actions of proinflamma-
tory cytokines able to cross the BBB (for review, see [12]). Several pharmacological agents
are also responsible for increasing ASD incidence in children exposed during prenatal
development. For instance, valproic acid (VPA) is widely used as an antiepileptic drug and
a mood stabilizer. It has various effects, from inhibiting the histone deacetylase [13] to the
GABA signaling potentiation [14]. Pregnant women under VPA medication are four to five
times more likely to have an ASD child even when VPA was taken at the lowest doses [15]
(for review, see [16] and Table 1). We will focus on the VPA as an environmental model of
ASD in this review event, though; others have been described as the phthalic acid ester
exposition (for review, see [17]).

Some of the mutations and perinatal factors increasing ASD incidence have led to
the generation of corresponding animal models, with some showing good face validity
compared to clinical conditions. However, not all ASD symptoms can be reproduced in
rodents. For example, while social interaction and motor stereotypy can be robustly ob-
served and scored in rodents using various and complementary behavioral tests, cognitive
stereotypy and intellectual disability cannot be adequately assessed. Speech deficits are
also a symptom in patients, which cannot be directly translated in the mouse models. The
closest feature that can be measured is ultrasonic vocalizations (USVs). USVs are used by
pups separated from their mother or littermates, by juveniles when playing and by adults
during social interactions or mating. Although their exact significance is unclear, many
different USVs parameters were modified in ASD mice compared to wild type. Shank1−/−
pups emitted less isolation-induced USV with a shift in frequencies than control mice [18],
but not Shank3−/− pups, where other parameters were modified [19]. Additionally, no
difference in the number of USVs emitted by pups was found between the Frm1−/− mice
and wild type but rather a change in specific frequency [20]. Thus, it seems challenging to
observe consistent and robust USV changes through different ASD mouse models.

Since 1943 and the first description of autistic features by Leo Kanner [21], followed
almost concomitantly in 1944 by Hans Asperger [22], motor and cognitive impairments have
been within the core of ASD symptoms. Currently, studies focus more on cognitive aspects
of ASD and the corresponding physiopathology and brain regions [23,24]. The notion
linking ASD to a focal cerebral dysfunction has drastically evolved toward a consensus
of cerebral multi-regional reorganization during development. We will focus this review
on two complex brain areas involving sensory and motor functions: the cerebellum and
the striatum.
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2. Cerebellar Involvement in ASD

2.1. Structure and Function of the Cerebellum

All vertebrates have a cerebellum, although not all have a cortex [34]. The cerebellum
might have first emerged in fish, providing computational analysis of sensory feedback
from their lateral lines and hair cells on their skin that help them detect their environ-
ment [35]. The primary role of the cerebellum has long been linked to coordination and
control of movement. Its implication in higher function has first been proposed by Leiner,
following the observation in higher primates of an enlargement of the cerebellum that
paralleled that of the frontal cortex during phylogenic evolution [36]. A few years later,
Middelton and Strike provided anatomical evidence of cerebellar and basal ganglia involve-
ment in higher cognitive function [37]. Since then, many studies highlighted the eminent
role of the cerebellum in cognitive and emotional function, and that was attributed to its
connections with cortical and subcortical centers [38,39]. In addition, extensive connections
between the cerebellum and frontal associative cortical areas suggest a critical role in treat-
ing sensory motor information from visual, auditive and sensory input, as well as a role in
memory, language processing and planification [40].

Although relatively simple in its general structure, as well as afferent and efferent
projections and cellular organization, the anatomy of the cerebellum can be difficult to
describe. This is mainly due to three factors: (i) the structure/function of the cerebellum is
quite different depending on whether one is considering the anteroposterior or parasagittal
plans; (ii) each part of the cerebellum can have several names depending on the user and the
current trend; (iii), not all authors agree on what each part encompasses. When viewed from
the anteroposterior axis, the cerebellum is formed from three lobes: the vestibulocerebellum,
the posterior cerebellum and the anterior cerebellum, which are separated by deep fissures.
Each lobe is constituted by lobules numbered I to X, giving the cerebellum its folded shape.
The vestibulocerebellum (also called lobule X) comprises a median nodule and flocculus
lateral ones. It is directly connected to the vestibular nuclei within the brainstem and
receives projections from the auditory nerve. Most of the efferent projections from the
cerebellum originate from four deep cerebellar nuclei within the vestibulocerebellum that
receive projections from collateral fibers, parallel fibers and Purkinje cells (PC). This is the
oldest part of the cerebellum phylogenetically, and it is shared among all vertebrates. It
handles perception of self-motion and spatial orientation through the auditory system of
the head’s position and motion. The anterior lobe is composed of lobules I–V and includes
the medial vermis part. It receives proprioceptive information from the body and limbs, as
well as from the visual and auditive systems. It sends projections toward the cortex and the
spinal cord, modulating the descending motor system. The anterior lobe is responsible for
balance, posture and consequent movement adjustments in time and space. The posterior
lobe is composed of lobules VI–IX. This lobe constitutes the cerebellar hemispheres and is
the most recent and evolved part of the cerebellum. It is only present in higher mammals
and is particularly enlarged in the human species. The posterior lobe receives projections
exclusively from the cerebellar cortex and sends projections to the ventrolateral part of the
thalamus. It is thought to be implicated in movement planification, motor learning, timing,
language processing and emotional, cognitive and social functions.

From a parasagittal perspective, the central part of the cerebellum is constituted by
the vermis, followed by the paravermis and ending laterally by the cerebral hemispheres,
which constitute the most significant part in the primate’s cerebellum. Each lobule can
have a different function and set of projections, depending on its parasagittal plan. Of
interest to us here are crus I and crus II that constitute the lateral parts of lobules VI and
VII, respectively, within the posterior lobe and that are affected in ASD. Crus I and crus II
are homologous in human and non-human primates. However, rodent crus I corresponds
to crus I and crus II in primates [41], while rodent crus II may be homologous to HVIIB.

At the cellular level, the cerebellar cortex is organized into three layers that are, from
the surface to the white matter: (i) the molecular layer, a cell-poor layer containing stellate
and basket cells as well as PC dendrites connected to parallel fiber axons from granule
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cells and to climbing fibers. The climbing fiber axons are also found in the granular
layer, (ii) the PC layer, a thin single cell layer and (iii) the granule cell layer containing
what is thought to constitute more than 50% of whole nerve cells within the brain (up to
1011 neurons) [42]. Granule cells receive projections from mossy fibers originating from the
vestibular nuclei. In turn, they project excitatory parallel fibers to PC dendrites within the
molecular layer, each parallel fiber contacting 100 PC. Each PC receives an approximate
number of 150,000 synapses from parallel fibers and projections emanating from a single
climbing fiber [43] originating from the inferior olive. The PC are large neurons with flat
and rich dendritic arborization. Their inhibitory GABAergic axon projects through the
granular layer to the vestibular nuclei and constitutes the sole efferent projection from the
cerebellar cortex (Figure 1).

Figure 1. The cerebellum is involved in both motor and social impairments reported in ASD. Dys-
functional Purkinje cells (PC) seem to be at the center of these impairments as they represent the sole
output of the cerebellum and receive inputs from both inhibitory and excitatory cells. PC dysfunctions
are reported in ASD clinical settings and in animal models (A, B, C). PC intrinsic changes (A) such as
reduced PC density was shown in Fmr1 KO mice [44], TSC2f/- mice [45], Mecp2 deficient mice [46],
VPA mice [47], polyI:C mice [48] and Shank3ΔC/ΔC mice [49], with regional lobular differences
between males and females. Low PC numbers associated with a decrease in soma size and an increase
in ectopic PC number were also reported in VPA rats [50], especially in lobule VII hemispheres (crus
I and II) that are involved in sensorimotricity. Impaired inputs from granule cells through parallel
fibers (B) were also reported. For instance, the mGluR-long term depression (LTD) was altered at
the PF-PC synapse in both PC-specific Grip1/2 KO mice and Fmr1 KO mice [51,52]). Furthermore,
PC abnormal dendritic branching and reduced density of dendritic spines were found to impair
synapse formation in VPA rats [53,54] and in Fmr1 KO mice [44,51]. Outputs from PC onto deep
cerebellar nuclei (C) are also impacted, as PC firing pattern is impaired in mice lacking Calbindin,
with decreased complex spike duration and pause, as well as decreased simple high spike firing
rate [55]. In the Shank2 KO mice, an increased irregularity in simple spike PC firing accompanied by
increased inhibition was only found in the posterior cerebellum [56]. Altogether, these PC-focused
alterations would lead to dysfunctional cerebellar loop up to the thalamus and cortex leading to both
motor and cognitive impairments. MF: Mossy fibers, CF: climbing fibers, PF: parallel fibers.
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The various functions of the cerebellum that have been described to date, whether
motor or cognitive, seem to converge toward a peculiar capacity of the cerebellum to
estimate and keep track of time. James Albus proposed that the anatomy and physiology
of the cerebellum both point toward a pattern-recognition data processing that allows the
handling and storage of information based on trial (intent) and error (action) and that this
is achieved by weakening the synaptic weights rather than by strengthening them [36,57].
Clumsiness and deficits in motor coordination and manual dexterity, abnormal balance gait
and posture are all dependent on the cerebellar function and are affected in ASD [58–60].
These deficits can be detected even in the first months of life, with affected babies exhibiting
difficulties positioning their body when carried, hypotonia and uncoordinated movements.

Based on the existing knowledge of the sensory motor role of the cerebellum and
suspecting its implication in psychiatric disorders, Dow and Moruzzi developed test
batteries early in 1958 on patients with various psychiatric disorders. They reported severe
cerebellar-type impairments in what was referred to as patients suffering from autistic
and Asperger syndromes [61]. Since then, a growing number of papers have reported
substantial implications of the cerebellum in motor and non-motor deficits in ASD. From
this aspect, the severity of cerebellar injury in premature infants is predictive of the severity
of ASD symptoms in adult age [62]. Indeed, there are three cerebellar-related deficits
reported in ASD patients based on imaging and post-mortem histological observations:
(i) a decrease in the number of PC, (ii) reduced cerebellar volume and (iii) disrupted circuitry
between the cerebellum and connecting brain areas, such as the thalamus, the pons and
the cortex [63,64]. As PC are inhibitory, this, in turn, leads to hypersensitivity of cerebellar
target areas [65,66].

2.2. Anatomical Evidence of Cerebellar Involvement in ASD

The involvement of cerebellum in the ASD context is also supported by genetic evi-
dence. Indeed, 38 genes, whose expression is enriched in the cerebellum, were identified as
ASD-linked susceptibility genes [25]. Several studies showed that ASD patients displayed
hypoplasia (−12% [67,68], for review, see [63]). Using magnetic resonance imaging (MRI)
in both adult ASD and healthy patients, Murakami et al. reported a reduced size of both
vermis and hemispheres in ASD patients without and with mild mental retardation [67].
This alteration is not always found in ASD mouse models and could be due to the spectrum
of the disease or the heterogeneous way of assessing it at the levels of (i) methodology
(stereology vs. MRI), (ii) diversity of genetic background of ASD animals, (iii) animal
age and (iv) gender (for review, see [69]). A decrease in cerebellar volume has also been
reported in multiple genetic pathologies related to ASD, including fragile X syndrome
(FXS) [70,71], Rett syndrome [70–72], the Phelan–McDermid syndrome, including Shank3
deletion [73,74] (SH3 and multiple ankyrin repeat domains 2), and NLGN4 (Neurologin-4)
associated non-syndromic X-linked ASD [46]. Decreases in cerebellar volume can also
be observed in corresponding animal models, such as the Fmr1 Knock-out (KO) [44] and
Nlgn4 KO [75] mice models (Table 2).
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PC loss has been consistently described in ASD patient brains, and cerebellar hypopla-
sia was found in most cases [49,62,63,75]. In our previous articles, three ASD mice models
(Shank3ΔC/ΔC [49], VPA [47] and polyinosinic:polycytidylic acid (poly I:C) [48]) displayed
no global changes in cerebellum size, although they did show PC loss predominantly in crus
I and II. Beyond the cell count, cerebellar connectivity is also affected in ASD, and white
and gray matter abnormalities have been observed by voxel-based morphometry. Analysis
of cerebellar white matter in low- and high-functioning ASD young male children shows a
significant increase in white matter volume compared to a typical children group [77]. That
characteristic has been robustly used as a prediction for ASD diagnosis in this same study.
A specific change in cerebellar white matter is typical in 2–3-year-old ASD children, which
is not observed in older ASD children and adolescents [78]. A few studies have investigated
fiber tracts and myelin differences in ASD patients using diffusion tensor imaging (DTI),
revealing changes in white matter structure and projections. The evaluation of white matter
in male ASD children (6–12 years old) shows a thickening of the left cerebellar peduncle
and of both middle cerebellar peduncles compared to typical children [76]. Interestingly,
motor-related structures were also affected, such as the left putamen and the corticocortical
pathway [76]. Considering motor deficits in ASD, another study assessed, contingently,
motor function and DTI in ASD children (5–14 years old, twelve males and one female)
compared to a non-ASD control age group [100]. In this study, ASD children displayed
the poorest motor function scores (manual dexterity, ball skills and balance) compared to
neurotypical children. Additionally, these motor deficits were correlated with a decrease
in fractional anisotropy (white matter microstructural integrity index) bilaterally in the
superior cerebellar peduncle [100], the efferent cerebellar tract to the midbrain being mainly
composed of the cerebellothalamic tract. Taken together, these white matter analyses reveal
an alteration of cerebellar motor pathways in ASD.

Lateralization of functional connectivity patterns is modified in ASD, revealing changes
in functional topography. Noonan et al. assessed the functional connectivity of ASD brains
by asking adult patients to perform a memory task while undergoing an MRI. They selected
high functioning ASD adult males who showed the lowest score at general word recog-
nition and source recognition performance compared to a control group. Although ASD
and control groups showed no differences in functional connectivity in the left hemisphere,
ASD patients showed greater connectivity in the right hemisphere, including the right sup-
plementary motor areas and the cerebellum [101]. This right overconnected lateralization of
the ASD cerebellum was also observed in ASD children and adolescents [81]. Interestingly,
the performance of a simple motor task (self-paced button press with the dominant thumb)
by young ASD adults and control patients while being imaged revealed that the magnitude
of activation of the ipsilateral anterior cerebellum is strongly increased in ASD patients [68].
Moreover, the authors found that contralateral and posterior cerebellar regions that are not
generally associated with simple motor tasks were abnormally active in ASD patients [68].

Consequently, based on the over-recruitment of crus I and II in ASD patients, as well
as in cerebral regions involved in both cognitive and motor tasks, these regions might be
essential for understanding the behavior impairments in ASD patients. From this aspect,
MRI analysis in young children showed that ASD children with repetitive movements
had a negative correlation with cerebellar vermis area of lobule VI and VII (crus I and
II) [82]. Evidence from 10-year-old ASD children revealed higher functional connectivity
between the right crus I and the left inferior parietal lobule than neurotypical children [102].
This connectivity is not the only one impaired in ASD. Similar observations were reported
regarding projections originating from the right crus I to the left mPFC in ASD patients [79]
and in 30 out of 94 ASD mice models [83]. Consequently, chemogenetics-specific inhibition
of PC in the right crus I in the tuberous sclerosis complex 1 (Tsc1) ASD mouse model led to
increased firing in the left mPFC associated with improved sociability behavior, inflexibility
and motor stereotypies [80]. This pathway is polysynaptic, as it anatomically relays on
the ventral medial thalamus. In the Tsc1 ASD mouse models, the optogenetic inhibition
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of these specific thalamic neurons was sufficient to prevent both social impairments and
repetitive behavior [83].

The posterior cerebellar circuits allow the processing and integration of multisensory
information, including visual, proprioceptive and somatosensory, which may be reduced
in ASD patients. This raises the hypothesis of compensating mechanisms in ASD patients
regarding their sensory forward control deficits in prehension, gait and postural control.
When high-functioning ASD children have been asked to perform a simple motor task,
such as a “grip”, they displayed an increase in the grip to load force, suggesting temporal
dyscoordination. Since Vilensky’s study in the 1980s, ASD patients’ walking features
have been highly investigated, and a dozen differences were found, such as increased
stance duration, reduced stride length, toe striking and increased angular motions [103].
Interestingly, these features are also modified in some ASD mice models. ASD patients
seem to slow down their movements in relation to task difficulty and need more practice
than typical individuals. These deficits in complex social motor skills could be associated
with social and imitation impairments and over-reliance on proprioceptive feedback in
motor control and learning (for review, see [104]).

2.3. Cellular Correlates

The PC number decreases from 35 to 95% in ASD patients [49,63,75,84], and their
soma size and, consequently, their density [29,84], are affected too. Differences in the
extent of the reported decreases seem to result from a high variability both in subjects and
methods. One of the pioneer post-mortem studies found PC loss and ectopic PCs within
the molecular layer only in adults, whereas PC inclusions were described in a sole child
case [30]. In parallel, fewer axons were found in PCs from ASD children (male and female,
3.6–13.3 years old) using diffusion MRI tractography [31]. These findings highlight age
as a crucial parameter in ASD cellular consequences. The spectrum of symptoms in this
disorder might account for the difficulty in obtaining homogenous results in both patients
and animal models. This is even the case with genetic mouse models of ASD, where
different cellular outcomes have been reported. For instance, PC density was reduced in
both Fmr1 KO mice (C57BLJ6J, P30) [44] and mice with a specific deletion of the tuberous
sclerosis complex 2 (TSC2) [45], whereas an increase was observed in Mecp2-deficient
mice [46]. In our study, Shank3Δc/Δc mice displayed an extensive loss of PC in both crus
I and II, but only in males [49]. While gait was disrupted only in males, deficits in social
novelty were observed in both sexes. In environmental ASD models, our previous studies
showed PC loss in both crus II and 7cb in males and PM in females, with poly I:C prenatal
insult [48]. In the VPA mouse model (E12.5; 450 mg/kg) (Table 1), PC number was reduced
in crus I in males and crus II in females [47]. This sex-specific reduction was correlated
with behavioral tests assessing sociability and motor impairments. Sexual dimorphism
was also found in another study that reported PC decrease only in VPA males in the
cerebellar lobules VI, VIII, IX and the paramedian one [16]. Clinical studies also established
correlations between sex and regional-specific PC loss. For instance, Skefos et al. found that
ASD male patients (7–56 years old) exhibited a 21% decrease in regional volume-weighted
mean compared to females (4–21 years old). Only males presented a reduction in PC in
the lobule X of the flocculonodular lobe. The posterolateral region seems to be the most
affected, specifically the lobule VII hemispheres, which are crucial sensorimotor areas with
reciprocal interaction with the PFC and the posterior parietal cortex [105] (Table 2).

Differences between males and females in ASD seem to find their origin in the brain
masculinization during brain development, a critical period that puts males at risk re-
garding neurodevelopmental disorders. During the second postnatal week, arachidonic
acid and estradiol production peak. It has been shown that inflammation or nonsteroidal
anti-inflammatory drugs (NSAIDs) result in impaired play behavior in males [106]. Even
though it is still assumed that the cerebellum is not sexually dimorphic, as opposed to the
preoptic area, for example, specific subregions such as lobules VI and VII have been demon-
strated to represent a particular sexual orientation dimorphism related to emotion and
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sensation [106]. In the cerebellum, prostaglandins stimulate aromatase and local estradiol
production. PCs respond to prostaglandin E2 (PGE2) and 17-estradiol (E2) levels. Indeed,
E2 induced BDNF expression at physiological levels and promoted PC dendritic growth,
spinogenesis and synaptogenesis during neonatal life. High E2 levels stop dendritic growth
and reduce excitatory synapses number [89,106]. Given that E2 is the primary hormone
in females, this raises the hypothesis that E2 could protect females from environmental
insults, whether toxic, pharmacologic or immune. Indeed, only male rats exposed to LPS or
PGE2 during the second postnatal week displayed reduced PC arborization and impaired
juvenile social play behavior [107] (Table 1).

Unfortunately, not all studies separate male and female groups; many use only males,
and some studies even pool the data from both sexes, undermining sex differences. For
instance, rats (male and female pooled) prenatally exposed to a single VPA dose exhibited a
reduced number of neurons in the cerebellum, abnormal dendritic branching and reduced
density dendritic spines affecting axonal projections of PC [53,54]. Double-dose VPA-
exposed rats (male and female pooled, E10 and E12 800 mg/kg) exhibited an increased
number of ectopic PCs correlated with a 21% reduction in soma size compared to control
ones in all ten vermal lobules. While lobules IV and VIc were both affected in decreased
PC soma size (30 and 39%, respectively) and PC number (55 and 36%, respectively),
lobule VII seemed to be less affected, with only a 9% decrease. In the same study, VPA
gestational exposure induced a reduction in Calbindin across all ten vermal lobules. Only
65% of vermal PC were Calbindin positive compared to control animals that were 90%
PC Calbindin positive [50]. In this model, Calbindin-positive PC dendrites were shorter
and showed reduced branching complexity, in accordance with a previously reported
slight increase in spine length and volume in Calbindin KO mice [85], suggesting that
a lack of Calbindin could lead to impaired spine morphology, hence reducing synapse
formation. Interestingly, no significant changes were observed in the Parvalbumin KO
mice. Nonetheless, double transgenic KO mice for the two EF-hand type Ca2+ binding
proteins (Calbindin and Parvalbumin (PV)) showed significant differences in PC spine
morphology compared to wild type [85]. Synapse establishment is a crucial process for
PC to engage in cognitive and motor tasks. It has been known that mutations of genes
coding for SHANK are impaired in autistic patients [32]. These mutations lead to fewer
mature dendritic spines due to impaired spine induction and morphology. In detail, this
leads to reduced mature glutamatergic synapses, which would affect cognitive functions.
Studies on the male Fmr1 KO mouse model also showed dendritic impairments in the
cerebellum, with PC exhibiting longer and immature dendritic spines [44,88]. The eye-blink
conditioning, a behavior managed by the cerebellum and mainly the interpositus nucleus,
was impaired in both Fmr1 KO and PC-specific Fmr1 KO mice [88] (Table 1). Although
eye-blink conditioning was impaired in FXS patients [88,108], repeated training led to
improvements in adult patients [108].

Bergmann cells are cerebellar astrocytes that are crucial for PC dendritic formation
and maintenance. Post-mortem analysis of six male ASD patients revealed that these cells
were activated and reactive in cerebellar areas where PC were reduced [64,90]. This was
also observed in VPA rats [86] and Fmr1 KO mice [44]. The microglia oversee the proper
neuronal development and have been demonstrated to be involved in synaptic density,
spatial localization, morphology, process retraction and thickening, resulting in synaptic
pruning. The co-activation of microglia and astroglia seems to correlate with degenerating
PC, granule cells and axons. Indeed, post-mortem analysis of ASD patients’ cerebellum
(male and female, 5–44 years old) showed a pattern of high microglial activation compared
to control tissues [90]. However, in our study, no change in microglia was found in the poly
I:C animals (P45) [48]. Since microglia are known to be activated during a specific time win-
dow, a more detailed investigation of the timing of these processes is needed. In addition,
microglia and astroglia activation in post-mortem samples could be an independent event
that may not be linked to ASD but rather to traumatic cause of death (listed in [90]). PCs
seem to be at the center of the gliosis found in ASD patients and animal models through
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auto-toxic mechanisms, independent of adaptative immunity. Indeed, markers found in
the perineural compartment of PCs raise the hypothesis of complement system involve-
ment in immunopathogenic means, similarly to what is reported in neurodegenerative
disorders. These findings indicate that cerebellar abnormalities found in ASD patients
could be due not only to prenatal developmental insults but also to glia-mediated chronic
neuroinflammatory processes persisting throughout life.

Other cerebellar cell types, such as basket and stellate cells, seem to be preserved in
ASD patients [109]. These observations reinforce the hypothesis that PC density loss could
be due to an insult during late prenatal periods, when PCs and inferior olivary neurons
establish their connections [105]. Only one study found a decreased granule cell number in
ASD patients [90], but findings in this cellular population rarely constitute a perfect match
through animal models of various cerebellar pathologies.

2.4. Neurotransmission Systems Implicated

Glutamate and GABA have consistently been reported to be the most affected neuro-
transmission systems in ASD. The nature of motor and cognitive impairments in ASD points
toward an excitatory/inhibitory imbalance within the cerebellum (for review, see [87]). The
GABA–glutamate imbalance was thought to be responsible only for seizures occurring
in some schizophrenic and ASD patients, but recent evidence has proven a wider array
of pathologies [51]. For instance, glutamate has been extensively related to neurogenesis,
synaptogenesis and neuronal maintenance in relation with emotional behavior acquisi-
tion. The cerebellum contains various AMPA, NMDA and kainate glutamate receptors.
Using microarrays, autoradiography and western blot on post-mortem patient samples,
Purcell et al. compared markers of glutamatergic neurotransmission in ASD subjects (5–
54 years old) and neurotypical ones (2.4–53 years old) and reported a decreased AMPA
receptors (AMPAR) density in patients’ cerebellum [110]. Since glutamatergic interacting
proteins 1/2 (Grip1/2) regulate AMPAR trafficking and synaptic strength, PC–AMPAR sig-
naling in ASD was recently examined in a PC-specific knockout mouse model. The specific
loss of expression of Grip1/2 in PC resulted in an increased repetitive self-grooming in 3-
month-old male mice and impaired mGluR long-term depression (LTD) at the parallel fiber
(PF)-PC synapses [51]. In addition, mGluR5 and Arc were increased in a possible attempt
to compensate for AMPAR inefficient recycling in the absence of Grip 1/2 [51]. However,
no PC loss was found in this animal model [109]. Both excitatory amino acid transporter
1 (EAAT1) and 2 (EAAT2) mRNA and proteins were increased in ASD patients [87]. The
EAAT1 and 2 are mainly expressed by Bergmann astroglia in the cerebellum, which is
highly activated in ASD patients. The glutamatergic extracellular concentrations are thus
suspected to be abnormally elevated in ASD subjects, resulting in an imbalance in ex-
citation/inhibition. This may implicate a glutamate-mediated strong activation of PCs,
which in turn would lead to cerebellar inhibition. Interestingly, the precursor of the gluta-
mate synthesis, glutamine, is also upregulated in the left cerebellum of ASD patients [52].
However, a few studies did not report any increase in the ASD glutamatergic system.
For instance, DeVito et al. used proton magnetic resonance spectroscopic imaging (1H
MRSI) to detect various low-molecular-weight metabolites in vivo in young male ASD
patients (6–17 years old) and control subjects (6–16 years old) [111]. Among the studied
metabolites, both N-acetyl aspartate and glutamine were reduced in the cerebellum of
ASD patients compared to controls, suggesting not only neuronal loss or dysfunction but
also reduced levels of glutamate. These results suggest widespread reductions in gray
matter neuronal integrity and a dysfunction of cerebellar glutamatergic neurons in ASD
patients. However, it is to be noted that no females were used in this study, contrary to
the work from Hassan et al. [52]. This is of relevance, as the menstrual cycle influences
women’s neurotransmitter levels across cortical regions [112]. Further studies with a larger
cohort, including sex, age and menstrual cycle parameters, are required to determine
parameters influencing the glutamate and glutamine levels in the ASD cerebellum [113].
Glutamatergic transmission is also modified in ASD animal models. Shank2-deficient mice
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(Shank2−/−) displayed abnormal and repetitive behaviors, as well as autism-like social
deficit behaviors [114]. The cerebellar synaptosomes from these mice had fewer AMPA
receptor subunits (GluA1 and GluA2) than control without affecting dendritic arborization
and postsynaptic density. Electrophysiological recordings in these animals revealed deficits
in long-term potentiation (LTP) in PF–PC [114]. In line with these findings, mice with a
Shank2 deletion restricted to PC (Pcp2-Cre;Shank2fl/fl mice) displayed an interesting pheno-
type that only partially related to ASD symptomatology [98]. Indeed, social behavior and
repetitive behaviors were not observed in this mouse line, as these transgenic mice showed
mainly motor coordination impairments and increased anxiety. The PC lacking Shank2
protein (Pcp2-Cre;Shank2fl/fl mice) displayed fewer miniature excitatory postsynaptic cur-
rents (mEPSC) and fewer GluA1,GluA2,GluN2C, VGluT1 and GluD2 protein levels than
control [98]. Specific loss of the TSC1 in the PC (L7Cre;Tsc1flox/1 and L7Cre;Tsc1flox/flox)
results in ASD behaviors [96]. Indeed, mice carrying this mutation displayed an increase in
stereotypic movements, abnormal behavior and changes in PC electrophysical properties.
PC lacking Tsc1 had a decrease in action potential frequency and EPSCs, but not IPSCs.
This modification led to a decrease in the Excitation:Inhibition (E:I) ratio in mutant mice
compared to control [96].

GABA has been studied to a lesser extent in the cerebellum compared to glutamate.
Indeed, even though PC generate a GABAergic output, their cerebellar inputs are mainly
glutamatergic, except for interneurons regulating PCs’ firing pattern. Interestingly, Cal-
bindin reduction in mice resulted in abnormal firing patterns in PC, such as decreased
complex spike duration and pause and simple high spike firing rate [55]. These findings
suggest that GABAergic inputs on the PC could be partially dependent on Calbindin levels.
Lower densities of the two GABA receptor subtypes—GABA-A and GABA-B—have been
found in ASD individuals. The GABA-A receptor is known for its fast inhibitory action,
whereas GABA-B receptor activation results in excitatory/inhibitory regulation. The sub-
units GABA-A α protein levels and GABA-B R1 receptor density and levels of glutamic acid
decarboxylase (GAD) 65 and 67 proteins, in charge of glutamate to GABA conversion, were
all found to be decreased in the cerebella of ASD patients [97,115]. Furthermore, ASD chil-
dren (5–15 years) showed increased GABA concentration in their plasma [116]. GABAρ3 is
a subunit of the GABA-A receptor, with a high affinity for GABA, providing the receptor
with low desensitization upon activation. The GABAρ3-composed GABA-A receptor plays
an important role in regulating GABAergic transmission during the postnatal development
of the cerebellum [27]. In the VPA model, GABAρ3 is decreased by 43% in the lobule
X [99], in charge of the gaze coordination. Importantly, GABAρ3 level linearly increases
during typical development, but not in the VPA model, as it chronically decreases at each
studied time point (P4: −54%, P30: −83%) [99]. A significant reduction of GABA-Aβ1 and
GABA-Aβ2 levels were also observed in the cerebellum of Fmr1 KO mice. Interestingly, the
decrease in GABA-Aβ1 mRNA is only observed in the cerebellum, whereas GABA-Aβ2
mRNA levels also drop in the cortex, hippocampus and diencephalon [117]. In this mouse
model, the administration of a GABA-A (Diazepam) or GABA-B (STX209) agonists results
in the improvement of several behavioral deficits and a partial rescue at the molecular
level [95,118] (Table 2).

Excitatory/inhibitory imbalance is one of the major hypotheses explaining ASD symp-
toms. Of interest is the finding that both ASD patients and ASD mouse models (FMRP)
displayed surprising GABA dysregulations and glutamate receptor subunit changes, even
in post-mortem cerebella of ASD subjects, without FXS or FMRP being downregulated,
which was associated with increased levels of mGluR5 and decreased levels in GABA-A β3
subunits [92]. Fmr1 KO mouse models confirmed these findings, as PSD-95 (Postsynaptic
Density protein 95) and mGluR5 were found to be increased in the cerebellum [93,94,119].
In our study, mGluR5 levels were reduced in the cerebellum of Shank3ΔC/ΔC males [49].
These findings suggest that mGluR5 plays a crucial role in the synaptic targeting and
postsynaptic assembly of the Shank3 scaffolding complex. Drug therapies targeting this
protein could be of interest, as the administration of 3-Cyano-N-(1,3diphenyl-1H-pyrazole-
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5-yl) benzamide, which increases mGluR5 activity, was shown to alleviate functional and
behavioral ASD defects [91]. In another study, the Fmr1 KO mouse model showed abnor-
mal presynaptic vesicle dynamics and increased LTD induction at the PF-PC synapse [88].
Other models, such as Shank2 KO mice and specific patDP/+ mutant mice, also showed
impaired LTD associated with dysfunctional intrinsic plasticity [56]. The latter is based on
findings in ASD patients with mutations in 15q11-q13, a genetic region involved in GABA
A β3 subunits and two other subunit candidate genes for ASD [120]. The patDp/+ mice
mutants within the cerebellum exhibited impairments in motor coordination, learning,
eye-blink conditioning, along with abnormal climbing fiber elimination of the PCs [56].
In the Shank2 KO mice, an increased irregularity in simple spike PC firing, accompanied
by increased inhibition, was only found in the posterior cerebellum, possibly underlying
cognitive impairments in this model. mGluR1 receptors are expressed by PC mediating
LTD plasticity with parallel fiber [121]. In the postnatal developing cerebellum, the mGluR1
activating pathway is involved in axon pruning [122]. The inactivation of this receptor in
mice (mGluR1−/−) leads to a lack of motor coordination [123]. Even though the role of
these receptors is crucial in glutamatergic transmission in the cerebellum, there is yet no
direct evidence of mGlur1 dysfunction in ASD. In conclusion, there is an imbalance of the
excitation/inhibition inputs in the cerebellum of ASD animal models and patients, with
a significant reduction in GABA amount due to a reduction of its synthesizing enzymes
GAD65 and GAD67. This is accompanied by a decrease in GABA receptors’ activity, causing
an increase in the activity of mGluR5. The mGluR signaling has been shown to be involved
in GABA-A receptor stabilization at the synaptic membrane [124] in a healthy context.
This may underly the fact that mGluR dysfunctions in ASD are often linked to GABA-A
dysregulations. However, it appears that a reduction of the activity of mGluR5 can also
lead to social deficits. Pharmacological treatments in animal models indicate that either
activating the GABAergic system or inactivating the mGluR5 receptor may be of interest in
managing some of the ASD symptoms where a reduced activity of the GABAergic system
is reported. In the case of a decrease in mGluR5 levels or activity, the activation of mGluR5
reduces social deficits by restoring the excitation/inhibition balance.

2.5. Evidence from Our Previous Work

We have recently set up a series of studies on environmental and genetic animal
models of ASD [47–49]. Our choice of the models was based mainly on their reported strong
construct and face validity, as they were known to replicate both the etiology of the disease
and at least some of its cardinal behavioral symptoms. The predictive value of animal
models is hard to achieve, especially when no known treatment for the corresponding
illness is available, which is the case for ASD. Our main aims when starting these studies
were: (i) to determine whether different animal models of the same pathology would
yield a spectrum of behavioral and cellular outcomes, mirroring the large and variable
range of ASD symptoms in clinical settings, i.e., whether the nature (motor, social, gait)
and the severity of the symptoms are variables depending on the etiology of the disease;
(ii) to determine whether we can replicate the sexual dimorphism reported in clinical
settings, as ASD affects three times more males than females [2], and again, whether sexual
dimorphism is observed whatever the animal model and with the same proportion; (iii) to
determine whether motor and gait deficits are observed in all animal models and whether
they are correlated with the severity of social deficits. All experiments were performed
within a relatively short timeframe (4 years in total), in the same laboratory and animal
facility, using the same behavioral and bench equipment and software. For this, we have
chosen two environmental animal models: the VPA and the poly I:C, a maternal immune
activation (MIA) animal model and a genetic animal model bearing a Shank3 deletion. All
three animal models showed major motor and gait deficits that were more pronounced in
males than in females, but to a variable extent.
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VPA animal models were obtained by injecting the drug i.p. at 400 mg/kg to pregnant
females at E12.5 [47,125] (Table 1). In this model, we have found that the male offspring,
but not females, expressed severe social deficits. However, both sexes showed motor
coordination and gait deficits that were more pronounced in males than in females in
their severity and variety. Cellular consequences accompanied these differential social and
behavioral phenotypes. We reported a decrease in the number of PC found in the crus I
cerebellar subregion in males and in crus II in females. In addition, only males showed a
reduction in the number of neurons within the motor cortex. No neuronal decrease was
found in the striatal region. Of interest is the finding that the severity of motor and gait
disturbances was directly and strongly correlated to deficits in social behavior, as mice that
had the most motor coordination deficits were the ones that had major social deficits and
the highest decrease in PC within the cerebellar cortices.

In order to induce MIA, pregnant mice received a single i.p. injection of poly I:C
(20 mg/kg, a double-stranded RNA analog polyinosinic:polycytidylic acid, which presents
strong construct and face validity toward ASD and is the preferred MIA paradigm com-
pared to direct injection of viruses [48,126]. Mice that received a Poly I:C injection at the
prenatal age of 12.5, inducing an MIA phenotype, showed less dramatic social and motor
behavior alterations than those following VPA injection [48]. Only males showed deficits in
social behavior and motor coordination. Of interest is that neither gait nor walking skills
were affected in either males or females. A reduced number of PC in the cerebellum was
found to be more widespread and within distinct lobules in males than in females.

The Shank3Δc/Δc mice that we have used for our studies are those with C-terminal
508 deletion in the Shank3 gene following a frameshift in exon 21, which includes the
homer-binding site in the sterile alpha motif domain. Consequently, there is a partial or
total loss of the major naturally occurring isoforms of Shank3 proteins in heterozygotes
and homozygotes, respectively [127]. This mutation has a strong construct validity, as it
mimics a human mutation, which is not the case for several other Shank3 mutations in
mice [127]. In homozygote animals, we reported significant impairments in social novelty
preference, stereotyped behavior and gait. These were accompanied by a decreased number
of PC in restricted cerebellar sub-regions and decreased cerebellar expression of mGluR5.
Heterozygote mice showed impairments only in social novelty preference, grooming and
decreased mGluR5 expression, but to a much lesser extent than in homozygote mice. All
reported deficits were more pronounced in males than in females (Table 2).

Several elements of conclusion can be drawn for our studies: (i) The severity of ASD
phenotypes, whether behavioral, cellular or molecular, varies from one animal model to
another. This recapitulates in some way the spectrum of the disease, where variability
may be due to its etiology, i.e., to what initially caused it. In our study, the VPA model
yielded the most robust and severe phenotypes at all explored behavioral and cellular
levels. (ii) Females are globally less affected than males in all the paradigms explored,
whatever the treatment or the mutation. This is in line with clinical settings, where ASD is
reported to be present three times more in males than in females. Notably, females showed
no social deficits but still exhibited motor and gait alterations. In addition, the decrease
in the number of PC was found in different sub lobules in females than in males. This
suggests that ASD may be expressed differently in relation to sexual dimorphism. Thus,
the proportion of affected ASD females may be higher than previously suspected if one also
investigates motor and gait behavior. Such behaviors may be of relevance to implement in
clinical exploration to help diagnose the disease. (iii) When the phenotypes explored are
robust, as with the VPA animal model, the magnitude of social deficits can be correlated to
both motor and gait deficits and PC cell number. In line with the previous conclusion, this
further suggests that exploring motor and gait deficits may constitute an objective, early
and quantitative diagnosis tool in ASD.
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3. Striatal Involvement in ASD

3.1. Anatomical Evidence of Striatal Involvement in ASD

The basal ganglia are a group of subcortical nuclei involved primarily in motor skills.
The term “Basal Ganglia” refers to the striatum and the globus pallidus, while the substantia
nigra (mesencephalon), the subthalamic nuclei (diencephalon) and the pons are related
nuclei [128]. The basal ganglia and their related nuclei can be split into three groups: input
nuclei receiving incoming information from different cerebral areas, output nuclei sending
basal ganglia information to the thalamus and intrinsic nuclei located in between, playing
the role of a relay. The striatum is the largest subcortical structure and the only input
nucleus of the basal ganglia (Figure 2). Although it has been remarkably conserved through
the evolution of the vertebrate lineage for 530 million years, the striatum enhanced its role
from primarily motor relay in amniotes to a complex circuitry capable of motor control
(action selection), dealing with emotions and motivational state in mammals [129,130]. In
primates and humans, the striatum is formed by the caudate and the putamen, separated
by the internal capsule in the dorsal part and the nucleus accumbens in the ventral part.
For the rest of the mammalians, the striatum is divided into two parts: the dorsal and
ventral striatum. The dorsal striatum receives inputs from the sensory and motor cortices,
the insular cortex and the orbital cortex on its lateral part (i.e., on the putamen in primates
and humans) and the visual cortex, the anterior cingulate cortex, the ventral hippocampus
and the amygdala on its medial part (i.e., on the caudate). The nucleus accumbens receives
inputs from prelimbic and infralimbic cortices, the amygdala, the hypothalamus and the
ventral hippocampus. This input organization leads to each territory’s specializations from
the motor to associative and cognitive mechanisms, from dorsolateral to dorsomedial and
ventral striatum [129,130].

In the late 20th century, several studies took an interest in symptoms and brain struc-
tures other than the cardinal ones by studying the link between ASD and the cerebellum, as
we discussed before. First evidence of the involvement of the striatum in the physiopathol-
ogy of ASD was obtained from imaging studies [131–133]. Studies over the last decades
highlighted anatomical differences between ASD and non-ASD subjects regarding the
striatum and reported a wide range of modifications and inconsistencies. On the one hand,
only the putamen and nucleus accumbens volumes appear to increase by, respectively, 22%
and 34% in ASD patient brain compared to age-matched controls. The caudate volume was
not significantly different between groups [84]. On the other hand, all the striatum, i.e., the
caudate, was found to be more prominent in ASD patient brains than age-matched controls
in magnetic resonance imaging studies [134–136]. Thus, the larger right caudate volume
seems to be positively correlated with repetitive and stereotyped behavior [134–136] and
negatively correlated with insistence on sameness [135]. Interestingly, neuroanatomical
changes of the striatum are also found in animal models of ASD but can be different from
one model to another: Neuroligin3 Knock-In (B6/129F2 strain, 15 weeks of age), Shank3−/−
(B6/SV129 strain, 22–23 weeks of age) and Cntnap2−/− (C57BL/6J strain, 8–9 weeks of
age) transgenic mice, for example, have bigger striatum than control littermates [69], while
16p11+/− mice (B6/129F2 strain 32–35 weeks of age) have a bigger nucleus accumbens [137].
Idiopathic models of ASD, such as the BTBR mice (C57BL/6J strain, 11 weeks of age) show
a reduction of their striatal volume [138]. Although no modification of the global striatal
volume has been reported in FVB/NJ mice exposed in utero to valproic acid (VPA) (Na-
tional Laboratory Animal Center, Taipei, Taiwan), the balance between striosomes and
the matrix is reported to be impaired at postnatal day 8 (P8) depending on the time of the
VPA administration. These two compartments receive different cortical inputs: the matrix
compartment receives inputs from the cortical sensorimotor areas, while the striosomal
compartment receives inputs from prelimbic and insular cortices. The authors reported
that both striosomal and matrix areas were affected and could be linked with both social
and motor impairments in ASD, highlighting the heterogeneous nature of the disease [28]
(Table 2). These differences align with the inconsistencies reported in humans and reflect
the large scale of striatal neuroanatomical changes. More generally, all three parts of the
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striatum are involved in functions that are altered in one way or another in ASD. The
dorsolateral striatum has been linked to motor stereotypies in a large range of species, from
rodents [139] to monkeys [140], and to insensitivity to reward devaluation [141]. The dor-
somedial striatum has been linked to executive dysfunctions and abnormal reactivity [142],
and the nucleus accumbens has been linked to the inability to process and respond to social
cues [33].

Taken together, these sets of results indicate that all three striatal parts are affected in
ASD patient brains and animal models of ASD, reinforcing the link between the striatum
and ASD symptoms.

3.2. Cellular Consequences Correlates

Despite increasing their volume, the numerical density of neurons is reported to
decrease by 15% in the nucleus accumbens and 13% in the putamen in patients diagnosed
with ASD and comorbidities [84]. These findings need to be more thoroughly replicated, as
7 out of 14 patients included in the study (50%) were diagnosed with seizure, and death
was seizure related for 5 of them. Similar variations in striatal cellular alterations were also
found in ASD animal models. In VPA mice and rats, no drastic striatal neuronal loss has
been described. A recent paper strongly suggested that the lack of PV staining observed
in the striatum of VPA mouse model should not be attributed to cell loss but rather to a
decrease in PV protein contents within the interneurons, as the cell can still be observed
using another marker (Vicia Villosa lectin, VVA) [26,143]. Nevertheless, the general cellular
organization within the striatum appears to be disturbed, with an impaired aggregation
of striosomal cells into cell clusters [28] (see Table 1). This could cause (or enhance) an
imbalance between sensorimotor and cognitive inputs on the striatum, leading to social
and motor impairments.

Representing more than 95% of the striatal neuronal population, medium spiny neu-
rons (MSNs) are the striatum’s main neuronal population and are the striatum’s only
output. They are segregated into at least two subtypes according to their axonal projection
patterns: striatonigral MSNs, or direct pathway MSNs, expressing dopamine receptor D1
(RD1) and striatopallidal MSNs, or indirect pathway MSNs, expressing dopamine receptor
D2 (RD2) [129,144]. All MSNs share a similar morphology and exhibit similar properties,
except for excitability, which appears to be increased in DRD2-expressing MSN [145]. Male
and female 5-week-old Shank3B−/− MSNs exhibit increased neuronal complexity, increased
total dendritic length and surface area, but a lower spine density compared to Shank3B+/+

littermates [146]. At the age of 2–4 months, a reduced MSNs spine density is also found
in Shank3B−/−mice, in both males and females, only in DRD2-expressing MSNs [147].
This is particularly relevant to human findings, where regional quantification revealed
that RD2, but not RD1, was significantly more expressed in both caudate and putamen of
4–20-year-old ASD male patients, with multiple ethnicities and non-comorbidities-related
death [148] (Table 2).
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Figure 2. Basal ganglia modifications in ASD. Basal ganglia network is shown to be deeply affected in
ASD models. The main alterations are found at 4 points of interest (A,B,C,D). Striatal local inhibition
mediated by PV interneurons. (A) is altered in some ASD models like Shank1−/− and Shank3B−/−

mice [149], VPA mice [26] or Cntnap2−/− mice [143]. Responsible of feed-forward inhibition, al-
teration of these interneurons may lead to altered MSNs’ functionality. Interestingly, corticostriatal
pathway (B) is widely described as altered in ASD models. For instance, in Ngln−/− mice, Ngln3−/−

mice, Shank3−/− mice [150] or Shank2−/− rats [151], alterations of the glutamatergic transmission
onto MSNs are reported. Thus, alterations of plasticity were also highlighted in Shank3e4-22−/−

mice [91]. However, the dichotomy between direct and indirect pathway allows to highlight some
pathway-specific alteration. On the one hand, some alterations were found to be specific of the
indirect pathway (C), like an increase of DRD2 expression in the striatum, leading to a dopaminergic
imbalance in favor of the indirect pathway [148,152]. On the other hand, some alterations were found
to be specific to the direct pathway (D) as alteration of synaptic transmission has been highlighted in
DRD1 MSNs but not DRD2 in NL3-cKO mice [153]. Thus, in Nlgn1−/− mice, the AMPA/NMDA ratio
was found to be reduced specifically in direct pathway MSNs [154], leading to an altered response.

The striatal interneurons are responsible for local inputs and regulation, which play
a major role in the striatum’s functionality. A conjoint depletion of the PV fast-spiking
and cholinergic interneurons in the dorsal striatum leads to autism-like behavior in male
mice [155], but not in females, suggesting that interneurons, including cholinergic interneu-
rons, could be involved in ASD physiopathology and could take part in the reported sexual
dimorphism in ASD patients and animal models [47–49]. The central role of cholinergic
interneurons is further highlighted, as they are also involved in other brain pathologies.
For instance, they have been directly linked to Tourette’s syndrome or attention deficit
hyperactivity disorder [156] and motor stereotypies, as a lesion of these cells in the dor-
sal striatum significantly prolonged their duration [157,158]. A significant increase in the
stereotyped behavior was also found in mice (C57BL/6, 6–21 weeks) with a loss of MeCP2 in
somatostatin-expressing interneurons, including in the striatum [159]. Nevertheless, there
is no available information regarding the involvement of striatal somatostatin-expressing
interneurons in ASD physiopathology.
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The striatal PV fast-spiking interneurons, responsible for gamma oscillations and feed-
forward inhibition onto MSNs, are important in the excitatory/inhibitory balance [129,160].
The inactivation of the PV gene in mice leads to reduced social interactions, reduced
ultrasonic vocalizations and repetitive and stereotyped patterns of behavior [161]. This
ASD-like phenotype of PV−/− mice is also directly correlated with brain morphological
abnormalities similar to those reported in patients. This is accompanied by functional
disturbances, as PV−/− fast-spiking interneurons exhibit a lower excitatory post-synaptic
current facilitation, i.e., a lower excitatory synaptic plasticity [161]. Interestingly, these
striatal PV fast-spiking interneurons are not only related to ASD-like mechanisms when
targeted but are commonly affected in ASD models. PV expression levels are reduced in the
striatum of Shank1−/− and Shank3B−/− mice, the two mice models of ASD, without a loss
of PV interneurons [149]. Similar findings are reported in VPA mice [26] or Cntnap2−/−
mice [143]. Given that PV−/− mice ASD-like phenotype is strongly relevant to human
ASD core symptoms and related abnormalities and that PV fast-spiking interneurons are
affected in a wide range of ASD models, a PV hypothesis of ASD has been formulated
recently [162] (Table 3).

Glial cells, including astrocytes and microglia, are now well known to influence
synapse formation and function, as astrocytes, for example, can make contact with multiple
neurons and express receptors and ion channels that are also expressed in neurons [163].
The role of astrocytes in ASD physiopathology has been demonstrated by re-expressing
Mecp2 in whole-brain astrocytes in Mecp2−/− mice (C57BL/6 strain, 4–8 weeks of age),
leading to the recovery of motor symptoms [164]. However, no striatum-specific astroglial
changes in Shank3+/ΔC and Cntnap2−/− male mice (C57BL/6J strain, 5–6 months of age)
were reported [165]. The overexpression of the eukaryotic translation initiation factor 4E
(eIF4E) in macrophages in mice, i.e., in microglia in the central nervous system, leads to
elevated protein synthesis and abnormal morphology of microglia, as well as an increase
in their size and number within the striatum of both males and females (C57BL/6 strain,
2–6 weeks of age). This overexpression of eIF4E in microglia has no phenotypic conse-
quences in females, but it causes ASD-like phenotype in male mice [166], suggesting that
microglial impairment could cause ASD with a sexual polarity. Thus, a significant increase
in the size and number of microglial cells in the striatum has been reported in Pten+/−
and Fmr1−/− mice [166]. These two models exhibit core ASD features, such as social
deficits [167,168] and repetitive behavior [169,170], suggesting that microglia could also be
impaired due to ASD.

3.3. Neurotransmission Systems Implicated

In the early 2000s, John Rubenstein and Michael Merzenich formulated the excita-
tion/inhibition (E/I) imbalance hypothesis of ASD, suggesting that the physiopathology
of ASD and their related comorbidities may reflect a disturbance in such a balance [87].
Even though their work focused only on the cortical networks, it may be easily extended
to striatal networks, as the striatum receives major excitatory inputs from cortices areas
and major inhibitory inputs from the local interneurons network [142]. Added to the
dopaminergic and serotoninergic neuromodulations, this would lead to a balance within
the striatum, which is essential for its functioning. Another argument suggests an E/I im-
balance in the striatum is found in the numerous genes involved in ASD physiopathology.
According to the SFARI database, nearly one-third of genes (68 out of 213) used to model
ASD in mice directly concern synaptic establishment, strength and/or transmission or are
associated with receptors in pre- and/or post-synaptic compartments. Most of these genes
are expressed in the striatum, although not exclusively.
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Both ionotropic and metabotropic receptors mediate the glutamatergic responses in
the striatum and are differentially expressed throughout the striatal territories at the pre-or
post-synaptic compartments. While metabotropic receptors are involved in long-term
synaptic plasticity, the ionotropic receptors, i.e., AMPA-R and NMDA-R, are responsible
for the neurotransmission itself in the striatum [172,177]. In ASD, alterations of the gluta-
matergic transmission are reported in several models, such as Nlgn1−/− mice, Ngln3−/−
mice, Shank3−/− mice [150] or Shank2−/− rats [151]. In Ngln1−/− mice (C57BL/6 strain,
P15-P38), the NMDA/AMPA ratio is reported to be decreased in the dorsal striatum and
can be restored to WT levels with the application of D-Cycloserine (DCS), a co-activator of
NMDA-R. This rescue of NMDA-R function also lowers the increased grooming behavior
observed in Nlgn1−/− mice [178]. Interestingly, in the same mice that are 2–3 weeks old,
the NMDA/AMPA ratio is reduced in the direct pathway (DRD1-expressing MSNs) but
not in the indirect pathway (DRD2-expressing MSNs) and is directly driven by a decrease
in GluN2A-containing NMDA-R currents. However, the strength of the synapse, measured
by input/output curves, as well as the short-term plasticity, are not reported to be impaired
in KO mice compared to WT littermates [154]. Such a dichotomy between direct and
indirect pathway has also been described regarding endocannabinoid (CB)-mediated LTD
in a model of selective loss of TSC1 in either DRD1-expressing MSNs or DRD2-expressing
MSNs (C57BL/6 strain, P40 to P50) [179]. Here, the authors highlighted impairments
of CB-mediated LTD in TSC1−/− DRD1-expressing MNSs but not in DRD2-expressing
MSNs. In Fmr1−/− mice (C57BL/6J, males only, adult), a loss of LTD has been described in
ventral MSNs, without any CB1-R functional alteration [173]. These findings suggest that
impairments of glutamatergic neurotransmission and plasticity are directly linked to the
neuromodulation system specificity in ASD.

In another neuroligin model of ASD (R451C-NL3 male mice, B6/J strain, 2 months),
a high-frequency stimulation (HFS) protocol failed to induce LTD in R451C-NL3 mice,
while it did do so in WT littermates. Furthermore, the application of quinpirole to activate
D2 receptors, known to be involved in the establishment of LTD during HFS protocol,
did not prevent the induction of LTD in the dorsal striatum of mutated mice [180]. Male
and female Shank3B−/− mice (C57BL/6 strain, 5 weeks) exhibited a lower MSNs popula-
tion spike amplitude than control and reduced miniature AMPA-mediated post-synaptic
currents (mEPSCs) amplitude, suggesting a reduction of the post-synaptic response on
available synapses [146]. Shank3B−/− MSNs also exhibited a reduced mEPSCs frequency,
but there were no defects in the paired-pulse ratio, suggesting that the number of func-
tional synapses is decreased. These findings indicate that cortico-striatal impairments
are occurring at the post-synaptic, i.e., striatal disturbances. In another Shank3 mouse
model (Shank3e4–9 mice, C57BL/6 strain, 3–4 weeks), the NMDA/AMPA ratio signifi-
cantly decreased at glutamatergic synapses on MSNs from both Shank3e4–9+/− and KO
mice compared to WT. Nevertheless, no difference in mEPSCs amplitude of frequency has
been highlighted [181]. However, in another mouse model of ASD (eIF4E overexpressing
mice, males only, 2–6 months), increased mEPSCs amplitude but not frequency has been
highlighted [182]. The authors suggested that the increased expression of this translation
initiation factor may lead to exaggerated cap-dependent protein synthesis, such as mGluR5
pathway, as it has been described in the hippocampus of Fmr1−/y mice (C57BL/6J, males
only, 3–6 weeks). Considering that no AMPA-mediated disturbances have been reported
in several models and that mGluR5 are involved in the potentiation of NMDA response,
these findings suggest that the disturbances at glutamatergic synapses are due to decreased
NMDA-R function. The mGluR5 receptors are mainly involved in the potentiation of
NMDA responses in striatal MSNs and are reported to be abnormally distributed and
accumulated in striatal MSNs in Shank3e4–22−/− mice (C57BL/6 strain, 2–5 months). These
same mice’s MSNs also exhibit enhanced excitability and a loss of plasticity through impair-
ments of high-frequency stimulation (HFS)-induced LTD. All this information suggests that
mGluR5 receptors could be dysfunctional and involved in electrophysiological changes
observed at excitatory synapses on striatal MSNs in mice models of ASD. To further test
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such a hypothesis, the authors proposed a pharmacological enhancement of mGluR5 with 3-
cyano-N-(1,3-diphenyl-1H-pyrazole-5-yl)-benzamide (CDPPB) and showed that it restores
Shank3e4–22−/− MSNs normal excitability and plasticity, as well as behavioral ASD-like
behavior [91]. In Shank3Δ11−/− mice (C57BL/6 strain, 3 months), pharmacological en-
hancement of mGluR5 with CDPPB leads to a total recovery of NMDA receptor functions,
compared to WT littermates [91].

Although GABAergic transmission is crucial for proper striatal function, this transmis-
sion is far less studied in an ASD context. The first apparent involvement of the GABAergic
transmission in ASD physiopathology is following the knock-out of either GABA-A re-
ceptor subunit α5 or β3 in mice that leads to ASD-like phenotype [171,174]. In Chd8+/−
mice (C57BL/6 strain, males only, 6–8 weeks), the MSNs of the ventral striatum exhibited
decreased miniature inhibitory postsynaptic currents (mIPSC) amplitude, compared to
WT littermates, while no changes were observed in mIPSC frequency. The authors also
report increased spontaneous excitatory postsynaptic currents (sEPSC) amplitude and
frequency but no changes in mEPSCs [175]. This suggests that the observed enhancement
of the excitatory transmission is partly allowed by a local decrease in inhibitory transmis-
sion. In the NL3-cKO mice (C57BL/6 strain, males only, 4–6 weeks), a reduction in the
mIPSC frequency, but not amplitude, is reported in ventral striatum D1-MSNs only. The
authors also report no changes in the paired-pulse ratio of evoked IPSCs or short-term
plasticity and no changes in excitatory transmission. Added to a significant decrease in
inhibition/excitation ratio, measured by the ratio between GABA receptor-mediated inhibi-
tion and AMPA receptor-mediated excitation, this suggests that the GABAergic alterations
observed in inhibition of D1-MSNs of the ventral striatum could be responsible for a shift
of balance between synaptic excitation and inhibition [153]. Little is known regarding
the implication of dorsal striatum GABAergic transmission in ASD. To date, the most
comprehensive study on that topic concerns the Fmr1−/− mouse model, in which extensive
GABAergic disturbances have been reported [183]. In this study, the authors found that
dorsal striatal MSNs of Fmr1−/− mice (C57BL/6 strain, 2–3 months) have a higher sIPSCs
and mIPSCs frequency than WT littermates, but no changes were found in sIPSCs and
mIPSCs amplitude and kinetic properties. In addition, the paired-pulse ratio of evoked
IPSCs is lower in Frm1−/− mice than WT littermates at 50 ms interstimulus interval, but
not at 80 ms interstimulus interval. Taken together, these findings suggest that alterations
may occur in pre-synaptic neurons, but in an action-potential-independent manner.

Post-mortem analysis of striata of ASD young patients revealed an increase in RD2
mRNA within MSNs in both the caudate and putamen using radioisotopic in situ hybridiza-
tion histochemistry [148]. This suggested a dopaminergic imbalance in favor of the indirect
pathways in ASD patients [152]. This may support dopaminergic targeted therapeutics that
are currently used to manage ASD-related symptoms, such as irritability or aggression. In-
deed, treatments with D2 antagonists result in improved sociality (under risperidone) [184]
and a decrease in stereotypy scores (under aripiprazole) [185]. Interestingly, it seems that
the direct pathway is only dysfunctional when activated during a task. A study in young
ASD adults using PET ([11C]raclopride, a D2-antagonist) simultaneously with magnetic
resonance scanning during an incentive task revealed a decrease in phasic dopaminergic
release in the putamen and caudate nucleus, suggesting an impairment in the learning and
goal-directed reinforcement [186]. The dopaminergic content is not extensively studied in
ASD due to the result disparateness among animal models, especially regarding the striatal
dopaminergic content, tyrosine hydroxylase staining and dopaminergic transporter (DAT)
levels (for review, see [176]). Dysfunction in the striatal direct pathway in ASD animal
models leads to deficits in social interactions and an increase in grooming [153,187,188].
Optogenetic stimulation of the nigrostriatal pathway (ii) was shown to reduce the pref-
erence for the social target in the 3-chamberts test (3-CT) with an increase in rearing but
no change in grooming or digging behaviors. The stimulation also caused an increase
in p-ERK1/2 and p-CAMKIIα levels in the dorsal caudate nucleus-putamen (CPu) [187].
The indirect pathway seems to be not as affected as the direct pathway in ASD mouse
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models, but studies on early life stress in D2R+/− heterozygous mice showed that these
mice display ASD-like phenotype [188] (Table 3).

Alterations in the dopaminergic and glutamatergic systems have been found in several
animal models of ASD. For example, a diminution of DAT level is observed in the BTBR
mice and Fmr1 KO mice models [188]. It is also interesting to note that in both models,
there is an increase in tyrosine hydroxylase-positive neurons (TH+) coupling with VGlut1+
neurons [188] due to the existence of a strong link between VGlut1 and mGluR5 [189].
The inactivation of adenylyl cyclase 5 (AC5), an effector of the D2R and mGluR3 receptor
in the striatum, induces ASD-like behaviors in mice [190]. Interestingly, mGluR3 has
an antagonistic effect on mGluR5, mirroring the interrelation between D1R and D2R. In
the case of WT mice, either the activation of mGluR5 (with DHPG) or the inactivation
of mGluR3 (with LY341495) is sufficient to induce ASD-like behaviors [190], as is the
inactivation of either GluA1 or GluN2B.

4. Epigenetic Alterations in the Brain of ASD Animal Models

Interactions between specific genes and environmental factors play an essential role in
the development of ASD, acting directly or indirectly on the transmission and transduction
systems detailed above [191]. Environmental factors can affect gene expression without
causing changes in the DNA sequence, but by acting via epigenetic mechanisms: DNA
methylation, histone modifications or post-transcriptional regulation by non-coding RNAs.
Thus, the exposure to environmental factors can cause changes in the expression of critical
genes in a crucial period of embryonic and fetal development, resulting in an increased
risk of inducing ASD [192]. This is a significant focus of current research, specifically
in deciphering the link between environmental insults that occur very early in life and
a pathological phenotype that is only observed later in childhood or even adulthood.
Epigenetic modifications may be essential molecular mechanisms that can translate early
aggressions into lasting brain pathologies that could even be transmitted to the descendants.
The best-characterized epigenetic modification is DNA cytosine methylation [193]. This
mechanism is already known to be involved in neurodevelopmental disorders, such as
Prader Willy/Angelman or Fragile X syndromes, which are major causes of ASD with
intellectual disability that have been known for a long time in humans [194]. Methylated
cytosines are mainly localized at CpG islands, corresponding to regions of the genome
enriched in GC and essentially present in the promoter regions of genes. The primary
known function of cytosine methylation at these islands is to repress transcription of the
downstream gene(s) [195]. However, there are many exceptions, and the mechanism
by which DNA methylation regulates transcription may be specific to different contexts,
such as gene content, locus and time of development. Furthermore, DNA methylation is
thought to be more abundant in gene bodies, where it probably plays a primary role in fine
alternative splicing and expression regulation [196].

In the mouse prefrontal cortex, significant reconfiguration of the methylome occurs
throughout synaptogenesis from fetus to young adult [197]. This is thought to be a critical
process in defining the molecular identity of neurons [197]. In humans, DNA methylation
alterations in the cortex and anterior cingulate gyrus have been observed in patients
with ASD [198]. The differentially methylated genes were primarily related to microglial
cell specification and synaptic pruning during brain development [198]. More recently,
Nardone et al. refined these observations more selectively on neurons after FACS cell
sorting of the prefrontal cortex. In doing so, they identified differences in DNA-specific
methylation profiles in neuronal nuclei affecting genes related to synaptic, GABAergic
and immune processes [199]. This is the first characterization of neuron-specific DNA
methylation changes in ASD and is consistent with observations by Lister et al. in mice
that showed a specific distribution of methylation in neurons that appeared very different
from other tissues, with as many methylated cytosines outside of GC-rich regions as in
CpG islands [197]. Epigenetic changes in specific brain structures other than the cortex
have only rarely been reported. Notably, the differences in methylation and acetylation
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of lysine 27 of histone 3 (H3K27) in the cerebellum have been detected in autistic patients
compared to controls [200]. Furthermore, in the developing human prefrontal cortex, the
3D organization of chromatin forms loops around synapse-related genes, allowing the
regulation of their expression [201]. The formation of these loops is probably regulated by
DNA methylation [196]. Other yet unresolved functions of DNA methylation likely play
major roles in brain development and neurodevelopmental disorders such as ASD.

Regarding transmission systems, the GABA and Glutamate pathways have already
been linked to epigenetic changes. Indeed, an increase in glutamate concentration was
identified in the blood of ASD patients compared to healthy subjects [201]. This increase in
glutamate metabolism, which could be associated with ASD in children, could be genetic
in origin and under epigenetic control. Similarly, the alterations in synaptic physiology in
PV interneurons previously described may be related to a deficiency in genes encoding
GABA-related enzymes, which alters neuronal GABA content [202].

Concerning the link between epigenetics and environmental insults known to increase
the risk of ASD, Richetto et al. [203] showed that maternal infections mimicked by poly
I:C injection result in persistent changes in DNA methylation. These changes are visible
in many different genomic regions and are related to the timing of prenatal infection.
Indeed, late prenatal infection during pregnancy induced methylation changes in significant
genes of GABAergic cell development, while early prenatal infection seemed to affect
mainly the WNT signaling pathway, involved in the nervous system development [203].
These epigenetic mechanisms have been suggested to be involved in maintaining the
long-term effects of prenatal insults, as well as maintaining the cellular dysfunctions they
generate [203,204].

In addition, a growing body of evidence proposes the gut microbiota as a likely key
player modulating the effect of environmental factors on brain function. This could occur
through changes in the immune system and epigenetic machinery. Changes in microbiota
composition have been found in patients with behavioral disorders and autism spec-
trum disorders [205], adding further complexity to the already multifactorial pathogenic
mechanisms associated with neurodevelopmental and psychiatric disorders. Epigenetic
changes in ASD could notably be induced by metabolites produced by an abnormal gut
microbiota [206].

5. Conclusions and Future Direction

Although we better understand the implication of the cerebellum and the striatum in
ASD, further studies are needed on at least two aspects. First, more knowledge should be
gathered on a widespread population of ASD patients without gender or age bias. This
means systematically including women and middle-aged and senior ASD patients that are
often left out of clinical studies. The state of the brain and its maturation are both sex- and
age-dependent. Second, there is an urgent need to focus on developing effective treatments
to alleviate ASD symptoms, and knowledge of cellular and molecular correlates of the
disease is key to help in this research avenue. Motor social and cognitive functions are
common features between the cerebellum and the striatum, which are only two synapses
away from each other. A better and more thorough assessment of the corresponding
interconnections may lead to breakthroughs in this field.
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Abstract: Maternal immune activation (MIA) increases the risk of autism spectrum disorder (ASD)
in offspring. Microbial dysbiosis is associated with ASD symptoms. However, the alterations in
the brain–gut–microbiota axis in lipopolysaccharide (LPS)-induced MIA offspring remain unclear.
Here, we examined the social behavior, anxiety-like and repetitive behavior, microbiota profile,
and myelination levels in LPS-induced MIA rat offspring. Compared with control offspring, MIA
male rat offspring spent less time in an active social interaction with stranger rats, displayed more
anxiety-like and repetitive behavior, and had more hypomyelination in the prefrontal cortex and
thalamic nucleus. A fecal microbiota analysis revealed that MIA offspring had a higher abundance of
Alistipes, Fusobacterium, and Ruminococcus and a lower abundance of Coprococcus, Erysipelotrichaies,
and Actinobacteria than control offspring, which is consistent with that of humans with ASD. The least
absolute shrinkage and selection operator (LASSO) method was applied to determine the relative
importance of the microbiota, which indicated that the abundance of Alistipes and Actinobacteria
was the most relevant for the profile of defective social behavior, whereas Fusobacterium and Co-
prococcus was associated with anxiety-like and repetitive behavior. In summary, LPS-induced MIA
offspring showed an abnormal brain–gut–microbiota axis with social behavior deficits, anxiety-like
and repetitive behavior, hypomyelination, and an ASD-like microbiota profile.

Keywords: autism spectrum disorder; lipopolysaccharide; maternal immune activation; microbiota;
three-chamber test; myelination; brain–gut–microbiota axis; social behavior deficits
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1. Introduction

Maternal immune activation (MIA) has been linked to an increased risk of neurode-
velopmental psychiatric disorders in offspring [1,2]. Animal models of MIA have been
developed by activating the immune system with immunogens during pregnancy and
then observing the development of defective behaviors in offspring with autism-like be-
havior [3]. MIA generates inflammatory cytokines to which the fetus is exposed during
mid-gestation, possibly affecting fetal brain development [4]. Furthermore, the presence of
inflammatory molecules and cytokines can affect central nervous system development [5]
and adversely affect neuron survival [6].

Gut microbiota plays a critical role in regulating host physiology, metabolism, nu-
trition, and brain function [7]. Microbial dysbiosis is correlated with various adverse
consequences, including behavioral abnormalities, neuropathology, immune dysfunction,
and deficient gastrointestinal integrity [7]. The prenatal environment affects the micro-
biome of offspring [8]. Microbial dysbiosis is associated with the symptoms of autism
spectrum disorder (ASD), including impaired social communication and repetitive behav-
iors [9]. However, how prenatal infection affects the brain–gut–microbiota axis, which
regulates behavioral phenotypes, remains unclear.

Maternal lipopolysaccharide (LPS) exposure causes reproductive, behavioral, and
neurochemical abnormalities in offspring [10]. LPS, an endotoxin, activates immune cells
to release proinflammatory cytokines, which induce maternal cytokine responses and
may increase the risk of atypical brain development [11]. Prenatal LPS treatment causes
social behavior deficits in male offspring [9,12]. Pregnant rats injected with intraperitoneal
LPS on gestation day (GD) 9.5 were demonstrated to induce the most relevant long-term
neuropathological consequences in offspring [13,14]. However, the microbiota changes
have not been quantified in these MIA offspring.

In this study, we investigated the relationship between microbiota and ASD-related
behavior and demonstrated brain myelination changes in MIA offspring. Furthermore, we
used the least absolute shrinkage and selection operator (LASSO) method to determine the
most relevant microbiota genera associated with ASD-related behaviors. Taken together,
we demonstrated that an abnormal brain–gut–microbiota axis with phenotypes includes a
social behavior deficit, anxiety-like and repetitive behavior, hypomyelination, and dysbiosis
microbiota in MIA offspring; thus, providing a link between maternal infection and the
etiopathogenesis of ASD.

2. Materials and Methods

2.1. LPS-Induced MIA Rat Model

All animal procedures were approved by the Animal Care and Use Committees of
Taipei Medical University. Eight-week-old Wistar female rats (BioLASCO, Taipei, Taiwan)
in their first pregnancy were used in this study. Female rats were mated overnight with
male rats with mating experience and were checked for the presence of a vaginal plug
the subsequent morning to confirm mating. Pregnant rats were housed individually and
allowed to raise their own litters until weaning. On GD 9.5, 500 μg/kg LPS (Escherichia coli
O127:B8) or phosphate-buffered saline (PBS) was injected intraperitoneally into pregnant
rats. Litters were left undisturbed until weaning at postnatal day 21. Offspring were housed
in same-sex cages containing three rats until the end of the experiments. All animals were
housed in temperature-controlled rooms under a 12 h light/dark cycle with ad libitum
access to water and same food. All behavioral testing was performed during rats’ light
cycle between 9 a.m. and 5 p.m. The experiments were performed in accordance with
guidelines by the International Council for Laboratory Animal Science (ICLAS) for the care
and use of laboratory animals for experiments.

2.2. Three-Chamber Test

The three-chamber social interaction test was adapted from a previous study [15].
Stranger rats were age- and sex-matched with the testing rats. The body weights of stranger

444



Brain Sci. 2021, 11, 1085

rats at 5 and 7 weeks were 130 and 195 g, respectively. Stranger rat was placed in the right-
side chamber of three-chambered apparatus (Deep Brain Tech, Taiwan) to test the social
interaction between stranger and the test rat during a 10 min test session (Figure 1B). The
left chamber remained empty. The sociability score, used to measure the social preference of
test rat was defined as the time spent in the social region of the central space near stranger
rat during test session (Figure 1B). Test rat’s behavior was recorded using a camera (The
Imaging Source, DFK 33UP1300, Bremen, Germany). OptiMouse software was used to
calculate the total time spent by rats in three zones of the central space (nonsocial, center,
and social regions) in a three-chambered apparatus (Figure 1B).

Figure 1. Maternal lipopolysaccharide (LPS) stimulation caused social behavior deficits and anxiety-like and repetitive
behavior in male offspring. (A) Timeline for behavioral experiments. The age of the rats in weeks is indicated on the
timeline. (B) Design of the three-chamber test apparatus for rats. The apparatus contained three parts: two side chambers
and one central space. The length of the central space was 60 cm. The right-side chamber housed the stranger rat. The test
rat was placed in the central space and allowed to freely interact with the stranger rat. The central space was divided into
three regions: social, center, and nonsocial. (C) Quantification of time spent in the social region. The social behavior of 5-
and 7-week-old maternal immune activation (MIA) and control offspring was detected using a three-chamber apparatus.
Their tracks in the central space of the three-chamber apparatus are indicated, with the nonsocial region indicated in red,
the center region in green, and the social region in blue. * p < 0.05 (n = 8 per group). (D) Percentage of buried marbles in the
MIA and control offspring. * p < 0.05 (n = 8 per group) (E) Locomotor activity evaluation was performed in 7-week-old MIA
and control male offspring using the open-field test (n = 8 per group). (F) The NOR test was performed on 7-week-old MIA
and control male offspring (n = 8 per group). All data are presented as mean ± SEM.

445



Brain Sci. 2021, 11, 1085

2.3. Marble-Burying Test

The marble-burying test was used to examine the test rat’s anxiety-like and repetitive
behavior. A clean cage (22 × 45 × 20 cm3) was prepared with a 4 cm corncob bedding
material containing 20 embedded marbles. After 30 min, the number of marbles that
remained buried in the corncob bedding was recorded.

2.4. Novel Object Recognition Test

Recognition memory was evaluated using the novel object recognition (NOR) test,
which was used to compare the amount of time a rat spent investigating a novel object
versus a familiar object. The familiar object was a plastic square block, and the novel object
was a plastic V-shaped block. First, rats were habituated to an open-field Plexiglas arena
(60 × 60 × 100 cm3) for 10 min. After habituation, the rats were allowed to explore two
identical familiar objects for 10 min during the familiarization phase. After a 24 h intertrial
interval, one familiar object was replaced with a novel object, and the rats were returned to
the arena and allowed to explore the two objects. A preference index, which measured the
time spent by the test rat exploring the novel object over the familiar one, was calculated as
a percentage using the following equation: ((Time N − Time F)/(Time N + Time F)) × 100,
where F and N represent the time spent near the familiar and novel objects, respectively.

2.5. Open-Field Test

Using an open-field test, we evaluated the general motor activity and anxiety-related
exploratory activity in the MIA and control rats. Rats were first habituated to an open-field
Plexiglas arena (60 × 60 × 100 cm3) for 10 min. Their locomotor activity and anxiety-
like behavior were monitored for 10 min using open-field tests and recorded using an
EthoVision system. General locomotor activity was defined as the total distance traveled in
the open field. Anxiety-like behavior was measured based on the number of entries and
retention times in the wall zone of the open field. The center of the open field was defined
as a 30 × 30-cm2 area in the geometric center of the arena. The wall zone was defined as a
peripheral zone 5 cm from all four sides.

2.6. 16S rRNA Gene Sequencing and Next-Generation Sequencing

The stool samples of the rats were purified using the QIAamp Fast DNA Stool Mini
Kit (QIAGEN, Germany). Library preparation was conducted following the protocol
of 16S ribosomal RNA gene amplicons for the Illumina MiSeq system. Sequence reads
were deposited in the European Nucleotide Archive (accession number: PRJEB28574).
Universal primers (341F and 805R) were used to amplify the V3–V4 region of bacterial
16S rRNA genes; they were first removed from demultiplexed, paired reads using Cu-
tadapt (v1.12; DOI:10.14806/ej.17.1.200). The filtered reads were then processed using the
DADA2 package (v1.3.5) in R (v3.3.3) [16], following the workflow described by Callahan
et al. [17], but without the rarefying procedure. Briefly, the forward and reverse reads
were filtered and trimmed based on the read quality score and read length. Dereplica-
tion was then performed to merge identical reads, and the reads were then subjected
to the denoising algorithm DADA2; the reads alternated between error rate estimation
and sample composition inference until they converge into a consistent solution. Finally,
paired reads with ≥20-bp overlap were merged, and chimeras were removed. A list of
V3–V4 sequence variants found in the samples, which were inferred with DADA2, and
the frequency of each sequence variant in each sample were obtained. Taxonomy assign-
ment was performed using the SILVA database (v128) [18] for reference with a minimum
bootstrap confidence of 80. Multiple sequence alignment of variants was performed using
DECIPHER (v2.2.0) and the phylogenetic tree was constructed from the alignment using
phangorn (v2.2.0) [19]. The count table, taxonomy assignment results, and phylogenetic
tree were consolidated into a phyloseq object, and community analyses were performed us-
ing phyloseq (v1.19.1) [20]. The alpha-diversity indices were calculated using the estimated
richness function of the phyloseq package. Data from the treatment and control groups
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were compared using the Wilcoxon–Mann–Whitney test (at α = 0.05). UniFrac distances
were calculated using the GUniFrac package (v1.1) to assess community dissimilarity
between the groups [21]. Principal coordinate analysis ordination on UniFrac distances
was performed, and the adonis and betadisper functions from the vegan package (v2.4;
https://CRAN.R-project.org/package=vegan, accessed on 24 August 2017) were used
to analyze the dissimilarity of composition among the groups and the homogeneity of
dispersion, respectively. Vegan is R package which provides tools for descriptive com-
munity ecology. It includes functions of diversity analysis, community ordination, and
dissimilarity analysis. Adonis and Betadisper are the sister functions of Vegan package.
Adonis analyzes and partitions the sum of squares using distance matrices. It can be seen
as an ANOVA using distance matrices (analogous to MANOVA—multivariate analysis
of variance). Therefore, it could test if two or more groups have similar compositions.
Betadisper first calculates the average distance of group members to the group centroid in
multivariate space (generated by a distance matrix). Then, an ANOVA is conducted to test
if the dispersions (variances) of groups are different.

2.7. LASSO Method

In the LASSO algorithm, the feature importance was ranked in the framework of
general linear models. Specifically, Tibshirani’s LASSO method was adopted (Tibshirani,
1996). LASSO arises from a constrained form of ordinary least squares regression, where
the sum of the absolute values of the regression coefficients is constrained to be smaller than
a specified parameter. The LASSO procedure offers extensive capabilities for customizing
the selection with a wide variety of selection and stopping criteria, such as the Akaike
information criterion (AIC).

2.8. Immunohistochemistry

The rats were euthanized and transcardially perfused with 25 mL of PBS and 4%
paraformaldehyde. Whole brains were fixed with 4% paraformaldehyde for approximately
3 days. Paraformaldehyde-fixed 2 mm coronal slices were embedded in paraffin and cut
into 5 μm thick sections, which were deparaffinized and rehydrated using a graded series
of ethanol solutions. The sections then underwent an antigen retrieval process and were
stained using horseradish peroxidase anti-myelin basic protein (MBP) antibody (BioLegend,
catalog number 808405). Next, 3,3′-diaminobenzidine and hematoxylin staining was
performed on sections by using the Chemicon IHC Select system (Millipore, catalog number
DAB050). The sections were observed through microscopy (Olympus/Bx43). The MBP-
positive area was calculated from sections by using HistoQuest tissue analysis software
V2.0 (TissueGnostics, Vienna, Austria).

2.9. Statistical Analysis

Unpaired t-test were performed for behavioral data analyses using GraphPad Prism
software. Error bars represent the standard error of mean. Microbiota enrichment analysis
between the groups was conducted using the linear discriminant analysis (LDA) effect
size (LEfSe) method. Data were compared using the Kruskal–Wallis and Wilcoxon tests;
differences were considered significant at p ≤ 0.05 and a logarithmic LDA score of ≥ 2 [22].
Data were visualized as cladograms created using GraPhlAn [23].

3. Results

3.1. Maternal LPS Stimulation Causes Social Behavior Deficits and Anxiety-Like and Repetitive
Behavior in MIA Male Offspring

No significant alterations in reproductive parameters were found in female rats ex-
posed to prenatal LPS treatment (LPS-treated group) or PBS treatment (control group).
The number of pups born in each litter, the parturition day, or individual bodyweight of
offspring at 5 and 7 weeks showed no significant difference between prenatal LPS and
PBS treatments (data not shown). To test whether MIA offspring began displaying social
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behavior deficits before or after sexual maturity, we examined their social behavior at 5 and
7 weeks. We used OptiMouse software to track the movement of rats in our three-chamber
apparatus during the social behavior tests. Male offspring from the prenatal LPS-treated
group spent less time in the social region of the central space in the three-chamber appa-
ratus than those from the PBS-treated control group at both 5 and 7 weeks (Figure 1B,C),
whereas female offspring had a normal social behavior (data not shown). Thus, male MIA
offspring displayed social behavior deficits before and after sexual maturity. MIA male
offspring also buried more marbles than the control male offspring (Figure 1D), which
indicates anxiety-like and repetitive behavior. MIA and control male offspring had no
differences in the total distance moved, number of entries, or time spent in the wall zone
of the open-field assay (Figure 1E). Male offspring from the LPS group demonstrated a
similar preference for the novel object compared with male offspring from the control group
(Figure 1F). Taken together, the results revealed that locomotor activity and cognition were
similar in LPS and control groups.

3.2. Fecal Microbiome Profile in Male MIA Offspring Is Similar to That of Patients with ASD

The gut microbiota profile in ASD was determined by identifying fecal microbiota
through 16S rRNA gene sequencing and next-generation sequencing [24]. We observed that
the fecal microbiota of prenatal LPS-treated male offspring had slightly, but not significantly,
higher alpha diversity than that of the control offspring (Figure 2A). An unweighted and
weighted UniFrac principal coordinate analysis indicated that the fecal microbiota profile
of male MIA offspring was significantly different from that of PBS-treated male offspring
(Figure 2B). A significant increase in Fusobacteria abundance and decrease in Actinobacteria
abundance at the phylum level of microbial composition was observed in MIA offspring
compared with that in control offspring (Figure 3 and Table 1). Compared with control
offspring, MIA male offspring had a significantly increased abundance of Fusobacteriaceae
and Rikenellaceae families (Figure 4A), and significantly decreased abundance of Micrococ-
caceae, Staphylococcaceae, Aerococcaceae, Corynebacteriaceae, and Erysipelotrichaceae families
(Figure 4B). At the genus level, compared with control offspring, MIA male offspring had
significantly increased Ruminococcus_1, Fusobacterium, Acetatifactor, Alistipes, and DNF00809
(Figure 4C), and significantly decreased Coprococcus_3, Rothia, Sellimonas, Staphylococcus,
Aerococcus, Corynebacterium_1, Candidatus_Stoquefichus, and Blautia (Figure 4D).

Figure 2. Cont.
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Figure 2. Fecal microbiome distribution in male maternal immune activation (MIA) offspring. The feces of prenatal
lipopolysaccharide (LPS)-stimulated male offspring (LPS group) and control rats were prepared for fecal microbiome
profiling through high-throughput sequencing of the 16s rRNA gene on the Illumina MiSeq system. (A) Alpha diversity
of MIA offspring (LPS) and controls. (B) Principal coordinate analysis plot based on unweighted or weighted UniFrac
distance of omeprazole MIA offspring and control samples. A significant difference in beta diversity was evaluated using
permutational multivariate analysis of variance (vegan:adonis, 1000 permutations), and beta dispersion was quantified
using a betadisper (vegan:betadisper, 1000 permutations). Both indices achieved adonis p < 0.05 and betadisper p > 0.05.

Figure 3. Fecal microbiota was changed in male MIA offspring. (A) Linear discriminant analysis (LDA) effect size analysis
of gut microbiota changed in MIA offspring (lipopolysaccharide (LPS)) and control rats. Significant biomarkers were
defined as taxa with an LDA score (log10) of ≥2. (B) Significant taxa differences in MIA offspring (LPS) are highlighted on
the cladogram.
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Figure 4. Fecal microbiota at the family and genus levels with significant changes in abundance in maternal immune
activation (MIA) offspring. A significant (A) increase and (B) decrease in bacteria at the family level in MIA offspring
(lipopol ysaccharide (LPS)) compared with control rats. Similarly, significant increase (C) and decrease (D) in bacteria at the
genus level were observed in MIA offspring (LPS) compared with control rats. n = 5 per group. All data had LDA scores ≥ 2.
Relative abundance indicates number of reads of targeted microbes per sample/total number of reads per sample.

3.3. Association of Fecal Microbiome Profile with Social Behavior and Anxiety-Like and Repetitive
Behavior in MIA Male Offspring

The increased abundance of Alistipes, Fusobacterium, and Ruminococcus and decreased
abundance of Coprococcus [25–27], Erysipelotrichaies, and Actinobacteria in LPS-induced MIA
offspring were consistent with that of humans with ASD [28–30]. Next, we determined the
association of ASD-related microbiota (increased or decreased amount of microbiota in the
LPS group) with the level of the social behavior deficit and with anxiety-like and repetitive
behavior by using the LASSO method. The LASSO procedure offers extensive capabilities
to build a model that can determine the coefficient progression of selected microbiota with
the profile of the indicated phenotypes (social behavior time and the percentage of buried
marbles). The AIC method was applied to determine which microbiota profile was the
best fit for the model that could reflect the profile of social behavior time and anxiety-like
and repetitive behavior. Figure 5A indicates that the AIC values of Alistipes and phylum
Actinobacteria were the smallest in terms of the information loss; thus, the abundance
of Alistipes and phylum Actinobacteria had a higher association level with the profile of
defective social behavior than the other microbiota, and Fusobacterium and Coprococcus
had a higher association level with the profile of buried marble percentage based on AIC
(Figure 5B).

450



Brain Sci. 2021, 11, 1085

Figure 5. Feature importance of bacterial species for social behavior deficit and anxiety-like and repetitive behavior.
(A) Standardized coefficients of the effects selected (the increased or decreased amount of microbiota genera in the
lipopolysaccharide (LPS) group) with social time or (B) the percentage of buried marble at a given step of the stepwise
method are plotted as a function of the step number. The coefficients plot displays the values of the estimates for each
model at each iteration step. The effect was added into the model in an order of its relative importance measured with AIC.
The plot labels the added effects at each step. The vertical axis of plot shows standardized estimates that can track the
change of AIC for each successive model. Each colored line visualizes the evolution of values for a particular effect. The AIC
plots show the relative importance of the effects selected (microbiota species) at steps of the selection process when effects
entered the model. Actinobactera-P indicates the relative amount of phylum Actinobacteria. Actinobacteria-C indicates the
relative amount of class Actinobacteria.

3.4. Maternal LPS Stimulation Causes Hypomyelination in the Prefrontal Cortex and Thalamus
Nucleus in MIA Male Offspring

Prenatal LPS stimulation at gestation days 15 and 16 causes abnormal myelination in
the cortical and limbic brain regions in offspring [31]. In our study, prenatal LPS stimulation
at gestation day 9.5 resulted in a significantly decreased MBP+ area in the prefrontal cortex
(Figure 6A) and thalamic nucleus (Figure 6B) of the male MIA offspring (LPS group) than
in control offspring by immunohistochemistry staining. In other words, maternal LPS
stimulation caused hypomyelination in the prefrontal cortex and thalamic nucleus of adult
male offspring.
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Figure 6. Myelin basic protein (MBP) expression level in the prefrontal cortex and thalamic nucleus in maternal immune
activation (MIA) male offspring. (A) The MBP expression level in the prefrontal cortex and (B) thalamic nucleus of control
and MIA offspring (lipopolysaccharide—(LPS) group) was detected with immunohistochemistry staining. The MBP
expression level in whole brain slices are shown in the upper pictures. The MBP expression level in prefrontal cortex and
thalamic nucleus are shown in the lower pictures. The quantification of the MBP+ area in the prefrontal cortex and thalamic
nucleus is shown in the bar graph. * p < 0.05 (n = 4 per group). All data are presented as mean ± SEM. Scale bar, 100 μm.

Table 1. Phylum-level microbiome composition in the feces of control and maternal immune acti-
vation male offspring. The relative abundance of microbiomes in phylum level from the feces of
control and LPS MIA offspring were obtained from 16S rRNA gene sequencing data. The significant
difference of group was statistically calculated by U-test. SD: standard deviation.

Phylum
Control LPS

Mean SD Mean SD U-Test

Actinobacteria 1.7 × 10−3 1.3 × 10−3 8 × 10−4 1.0 × 10−4 0.01

Bacteroidetes 5.8 × 10−1 4.0 × 10−2 6 × 10−1 1.0 × 10−2 0.2

Deferribacteres 2.0 × 10−4 2.0 × 10−4 4 × 10−4 1.0 × 10−4 0.2

Firmicutes 3.8 × 10−1 3.4 × 10−2 3.6 × 10−1 1.0 × 10−2 0.149

Fusobacteria 1.8 × 10−5 1.3 × 10−5 5.3 × 10−5 2.2 × 10−5 0.03

Patescibacteria 4.4 × 10−3 4.8 × 10−3 5.7 × 10−3 3.7 × 10−3 0.037

Proteobacteria 1.1 × 10−2 3.7 × 10−3 8.2 × 10−3 4.4 × 10−3 0.105

Tenericutes 8.0 × 10−4 1.8 × 10−3 4.2 × 10−3 9.5 × 10−3 0.416

Verrucomicrobia 5.2 × 10−3 1.1 × 10−2 6.7 × 10−6 1.0 × 10−5 0.086
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4. Discussion

MIA causes an altered brain–gut–microbiota profile in male offspring, with autism-like
phenotypes. In this study, we demonstrated that prenatal LPS stimulation caused altered
social behavior and anxiety-like and repetitive behavior in male offspring, as revealed by
our three-chamber test and marble-burying test, respectively. The NOR test and open-field
assay demonstrated that MIA male offspring had a behavior profile similar to that of control
offspring, indicating normal recognition memory and locomotor activity. MIA-induced
hypomyelination in the prefrontal cortex and thalamic nucleus and altered microbiota
profile provided evidence to show that LPS stimulation in the gestation stage causes altered
brain–gut–microbiota axis phenotypes in offspring.

Patients with ASD have alterations in the gut microbiota composition compared with
individuals without ASD [7,9]. In the present study, the gut microbiota diversity in male
MIA offspring with ASD phenotypes was similar to the fecal microbiota profiles of children
with ASD, such as a significant increase in Ruminococcus, Fusobacterium, and Alistipes [25–27].
We also observed a significant reduction in Coprococcus, Erysipelotrichaies, and Actinobacteria,
which is consistent with the results of previous studies [28–30]. Compared with children
without ASD, multiple microbiota species are elevated or reduced in children with ASD
who have complex neurodevelopmental disorders involving disruptions in language
and social behavior, restricted interests, and repetitive behaviors [9]. Microbiota transfer
therapies have reported an improvement in ASD behavioral symptoms [32,33], suggesting
that correcting the altered microbiota profile is a promising treatment strategy for ASD.
Among the various changed microbiota species in MIA offspring, we demonstrated that
the abundance of Alistipes and Actinobacteria was associated with the profile of social
behavior, and Fusobacterium and Coprococcus was associated with the profile of anxiety-
like and repetitive behavior; this suggests that Alistipes, Actinobacteria, Fusobacterium, and
Coprococcus may be microbiome biomarkers or treatment targets for ASD.

MIA animal models are unique experimental tools for overcoming the limitations
of epidemiological studies, such as the longitudinal evaluation of neurobiological pro-
cesses from gestation to adulthood. Maternal exposure to LPS induces hypomyelination in
the internal capsule and in newborn rats [34]. Maternal valproic acid stimulation causes
hypomyelination of the prefrontal cortex and has been associated with social behavior
deficit [35]. Poly I:C-induced MIA stimulation also causes a disruption in the myelin
structure and a weakened thalamocortical connection in offspring [36]. In the present study,
prenatal LPS-induced MIA caused the following changes in adult offspring: social behavior
deficit, anxiety-like and repetitive behavior, ASD-related microbiota, and hypomyelina-
tion in the prefrontal cortex and thalamic nucleus. Prenatal LPS stimulation causes the
inflammatory responses in brain of MIA offspring. The elevated levels of inflammatory
cytokine (TNF-α and IL-1β) in the gestational stage are associated with behavioral impair-
ment and hypomyelination [34,37]. The activation of an inflammatory reaction, including
pro-inflammatory and anti-inflammatory cytokines, is associated with ASD [38–41]. In
addition, poly I:C-induced MIA increases TNF-α and IL-1β expression in the colon of
MIA offspring with an altered microbiota profile [42]. These results suggest that maternal
LPS stimulation might impart an inflammatory reaction that is associated with an altered
brain–gut–microbiota axis. Together, these findings suggest that MIA stress alters the
brain–gut–microbiota axis leading to an inflammatory reaction, defective myelination and
abnormal microbiota in offspring in ASD-related behavior deficits.

The most commonly used MIA animal models are prenatal poly I:C and LPS stim-
ulation in pregnant animals. Poly I:C is a synthetic analogue of the viral double-strand
RNA which activates Toll-like receptors (TLR)-3, whereas LPS is an endotoxin from Gram-
negative bacteria which activates TLR-4 [43]. Prenatal poly I:C stimulation can alter the
MIA microbiota profile in MIA offspring with a behavior impairment [29,42,44,45]. How-
ever, the link of an altered microbiota and social behavior impairment remains unclear
in the LPS-induced MIA animal model. A previous study demonstrated several differ-
ent effects of poly I:C and LPS prenatal stimulation on the behavior, development, and

453



Brain Sci. 2021, 11, 1085

inflammatory response in pregnant mice and their offspring [46]. For example, prenatal
LPS stimulation caused a decrease in the astrocytic marker (GFAP) and neuronal marker
(NeuN) expression level in offspring at GD18, whereas GFAP and NeuN expression levels
were not altered in the poly I:C-induced MIA model [46]. In addition, plasma cytokine IL-2,
IL-5, IL-6, and inflammatory marker mGLuR5 were significantly increased in the brain of
poly I:C-induced MIA offspring, but not in LPS-induced MIA offspring [46]. In this study,
we found that human ASD-related Ruminococcus are increased in the LPS-induced MIA
model, whereas Ruminococcus are decreased in the poly I:C-induced MIA model [29]. Taken
together, different prenatal stimulation sources (virus or bacteria) may induce a differential
profile of brain cell markers and microbiota profile in MIA offspring.

The prevalence of ASD is higher in males, with an approximate male-to-female ratio
of 3:1 [47]. In this study, our MIA female offspring had normal social behavior when
compared to the control group. In addition, sex may affect the microbiota profile [48]. For
example, Coprococcus was less present in the microbiota profile of male mice compared to
female mice [49]. These data were consistent to our study, revealing a decreased number
of Coprococcus in the microbiota profile of male rats compared to female rats (data not
shown). A human study showed that healthy males possess higher levels of Fusobacterium
than females [50]. In an ASD predominantly male cohort study (18 males and 2 females),
ASD children had decreased Coprococcus than the healthy subjects [28]. Another study
showed that ASD patients with constipation (25 male and 5 female subjects) had increased
Fusobacterium compared with healthy subjects [26]. Taken together, this evidence suggests
that the differences in microbiota profiles between male and female subjects may be
correlated to the altered microbiota profiles of ASD patients.

5. Conclusions

In the present study, LPS-induced MIA offspring displayed altered brain–gut–
microbiota axis phenotypes, including social behavior deficits, anxiety-like and repetitive
behavior, a human ASD-like microbiota profile (higher abundance of Alistipes, Fusobac-
terium, and Ruminococcus and a lower abundance of Coprococcus, Erysipelotrichaies, and
Actinobacteria than control offspring), and hypomyelination in the prefrontal cortex and
thalamic nucleus. An abundance of Alistipes and Actinobacteria was the most relevant
for the profile of defective social behavior, whereas the abundance of Fusobacterium and
Coprococcus was associated with anxiety-like and repetitive behavior. These potential ASD-
related microbiomes require further studies to prove their direct association to ASD-related
behavior, such as fecal transplantation or target microbiome transplantation therapy. The
relative mechanisms of ASD etiopathogenesis still remain unknown and further studies
are needed to prove the cause–effect relations between microbiome dysbiosis and ASD.
Our findings provide insights into the relationship between maternal infection and the
etiopathogenesis of ASD with an abnormal brain–gut–microbiota axis.
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Abstract: Autism is associated with gastrointestinal dysfunction and gut microbiota dysbiosis,
including an overall increase in Clostridium. Modulation of the gut microbiota is suggested to improve
autistic symptoms. In this study, we explored the implementation of two different interventions that
target the microbiota in a rodent model of autism and their effects on social behavior: the levels of
different fecal Clostridium spp., and hippocampal transcript levels. Autism was induced in young
Sprague Dawley male rats using oral gavage of propionic acid (PPA) for three days, while controls
received saline. PPA-treated animals were divided to receive either saline, fecal transplant from
healthy donor rats, or Bifidobacterium for 22 days, while controls continued to receive saline. We found
that PPA attenuated social interaction in animals, which was rescued by the two interventions. PPA-
treated animals had a significantly increased abundance of fecal C. perfringens with a concomitant
decrease in Clostridium cluster IV, and exhibited high hippocampal Bdnf expression compared
to controls. Fecal microbiota transplantation or Bifidobacterium treatment restored the balance of
fecal Clostridium spp. and normalized the level of Bdnf expression. These findings highlight the
involvement of the gut–brain axis in the etiology of autism and propose possible interventions in a
preclinical model of autism.

Keywords: autism spectrum disorder; microbiota; propionic acid; Clostridium perfringens; Clostridium
cluster IV; fecal transplant; Bifidobacterium; hippocampus; BDNF

1. Introduction

Autism spectrum disorder (ASD) is a complex neurodevelopmental disorder that
disturbs brain development. The reported incidence of ASD has increased dramatically
over the past decade to 1 in 54 births, with males having a higher prevalence than females
with a ratio of 4:1 [1]. The etiological mechanisms of ASD remain unclear, although the
heterogeneity between patient cohorts supports a complex interaction between environ-
mental and genetic factors [2]. One factor that has received much attention in these past
few years is gut microbiota dysbiosis as an underlying link to understanding ASD etiology.
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Clinical data show an imbalance in the microbiota of autistic individuals compared to
neurotypical ones. Studies suggest a significant imbalance between the Bacteroidetes and
Firmicutes phyla in ASD [3–5]. For example, children with ASD exhibited less diverse
microbiota with lower Bifidobacterium and Firmicutes and higher Lactobacillus, Clostridium,
Bacteroidetes, Desulfovibrio, Sarcina, and Caloramator levels compared to children without
ASD [3].

The Clostridium genus is a predominant cluster of gut microbiota and classified as
anaerobic, Gram-positive, rod-shaped, and spore-forming bacteria. More recently, follow-
ing the sequencing of 16S rRNA, the diversity between Clostridium spp. became more
noteworthy, as more than 200 variants of Clostridium spp. were recognized. Depending
on their species and strains, the Clostridium may exert many benefits or potential risks to
the host’s health [6]. For instance, Clostridium clusters XIVa and IV, which have a great
potential acting as probiotics, were reduced in autistic children [7]. Clostridium clusters
XIVa and IV play a key role in the normalization of germ-free (GF) mice gut microbiota [8].
Besides, cellular components of Clostridium cluster XIVa and IV and their metabolites (e.g.,
butyrate, secondary bile acids) can exert anti-inflammatory effects and increase gut immune
tolerance [9,10]. On the other hand, autistic children with gastrointestinal symptoms had a
significantly higher abundance of Clostridium perfringens [11,12]. Indeed, C. perfringens are
virulent bacteria that simulate gastrointestinal dysfunction through the production of more
than 20 toxins, as well as antimicrobial and drying-resistant spores [13].

The gut–brain axis consists of a communication network that includes the vagal nerve,
microbial metabolites, gut hormones, and the endocrine and immune systems, which
control the gut process and link it to the brain [14,15]. Illustrating the role of microbiota in
the gut–brain axis has been demonstrated in GF mice. These mice revealed abnormalities
in hippocampal gene expression and deficits in behavior that were more significant in
male mice [16]. ASD-like symptoms in these mice ameliorated after restoring the gut
microbial community [17]. In addition, behavior abnormality symptoms in GF mice were
partially alleviated after fecal matter transplant and fully ameliorated by the ingestion of
probiotics [18].

The production of short-chain fatty acids, such as propionic acid (PPA), by the gut
Clostridia and Desulfovibrio, is suggested to play a role in developing ASD [19]. PPA is
a by-product of the digestion of high carbohydrate foods by gut bacteria fermentation.
In addition, PPA is used as a preservative in refined food products [19]. Interestingly,
reports of increased severity of ASD symptoms were associated with the consumption of
either food source, while eliminating these products was associated with improvement of
symptoms [20,21]. In support of the suggested role of PPA in ASD etiology, PPA treatments,
including subcutaneous, intragastric gavage, intraperitoneal, or intracerebroventricular,
have induced autistic-like features in rodent models of ASD, including behavioral and
physiological traits [22].

Abnormalities in the hippocampal structure and neurobiology have been observed
in both autistic human and ASD animal models. For example, autistic individuals were
reported to have reduced neuronal dendritic branching compared to non-autistic indi-
viduals [23]. Moreover, PPA treatment reduced the thickness of the granular layer of the
dentate gyrus of the hippocampus, reduced the total number of synaptic vesicles, and
induced dendritic spine loss in vitro [22,24,25]. Brain-derived neurotrophic factor (BDNF)
is well known for its role in brain development and plasticity. Serum BDNF levels have
been reported to be higher in autistic individuals [26]. BDNF levels in the brain of ani-
mal models of autism have shown unclear results ranging from no change, increase, or
decrease [27–29]. Interestingly, BDNF transcript levels have been shown to be regulated
by gut microbiota and short-chain fatty acids [30,31]. BDNF levels are also known to
be regulated by methyl-CpG binding protein 2 (MeCP2). The MeCP2 gene is mutated
in several neurodevelopmental disorders, including autism, and its protein is known to
repress BDNF transcriptionally [32].

460



Brain Sci. 2021, 11, 1038

In this study, we evaluated social behavior impairment and the modulation of fecal
Clostridium spp. levels, specifically Clostridium cluster XIVa and IV and C. perfringens in a
rodent model of autism induced by oral PPA treatment. We also examined hippocampal
Bdnf and Mecp2 transcript levels along with solute carrier family 17, member 7 (Slc17a7)
and glutamate decarboxylase 1 (Gad1) transcript levels as markers of glutamatergic and
GABAergic neurons. Finally, we implemented an intervention treatment using either a
fecal transplant or probiotic treatment of Bifidobacterium, which showed rescuing effects
on social behavior, fecal Clostridium levels, and hippocampal Bdnf transcript levels in
this PPA-induced animal model of autism. This study might highlight the benefits of
modulating gut microbiota through different interventional modalities and its link to
molecular neurobiology in the context of autism.

2. Materials and Methods

2.1. Animals

Twenty-eight Sprague Dawley male rats weighing 80–120 g and aged approximately
28 days old were acquired from in-house breeding from different litters from the Center
for Laboratory Animals and Experimental Surgery at King Saud University (Riyadh,
Saudi Arabia). Animals were housed in groups of 3–4 animals per cage at 21 ± 1 ◦C and
exposed to 12:12 h light–dark cycle and had access to food and water ad libitum. The
Ethics Committee approved all procedures for Animal Research of King Saud University,
Riyadh (IRB No: KSU-SE-19-61) and the Research Ethics Committee of Princess Nourah
bint Abdulrahman University, Riyadh (IRB No.19-0103).

2.2. Experimental Design

On the first day of testing, rats were designated to receive either 1 mL oral saline
(control n = 7) or an oral dose of 250 mg/kg PPA (n = 21) dissolved in distilled water for
three days [33]. Later, the PPA-treated animals were divided to receive either saline (PPA
n = 7), fecal transplant (FT n = 7), or Bifidobacteria (BF n = 7) for 22 days. For the fecal
transplant group, 1 g of pooled fecal samples from healthy donor rats was suspended in
10 mL of sterile phosphate-buffered saline (PBS, pH 7.4; GibcoTM, Thermo Fisher Scientific
Inc, Waltham, MA, USA) by vortexing. The homogenized solution was later filtered twice
through a sterilized metal sieve. Fecal transplantation was performed by oral gavage of
the fecal filtrate at a dose of 1 g/kg [34]. For the Bifidobacteria (BF)-treated group, powder
from 1 capsule of Bifidobacterium longum BB536 (Bifido GI balance, Life Extension), which
contains 2 × 109 colony forming units (CFU) per 25 mg, was dissolved in 1 mL sterile PBS.
Animals were given 0.5 mL daily (1 × 109 CFU) by oral gavage [35]. The control animals
continued to receive oral saline for 22 days. Freshly evacuated fecal pellets were collected
weekly into sterile microtubes and stored at −80 ◦C until later assayed. After the last day
of treatment, animals were handled daily for 2 min for a week. Behavioral testing was
conducted, and a day later, animals were euthanized, and their brains were harvested and
dissected (Figure 1).

2.3. Social Behavior

Social behavior was assessed using the three-chamber social test, a commonly used
test to evaluate social impairments in animal models of autism [36,37]. An 80 cm × 40 cm
× 40 cm clear rectangular plexiglass box that was divided into three chambers with walls
with 15 cm × 15 cm doors with removable sliders in order to allow the animals to pass
through was used for the test. The three-chamber box was cleaned with 70% ethanol, dried
with paper towels, and then let to air dry between trails. The animals were transferred
to the testing room one hour before the test for acclimatization. Animals were picked
from the cage and placed individually in the center chamber and were allowed to explore
for 5 min while the two doorways of the box were closed. Following this habituation
period, both doors were opened immediately, and a novel same-sex conspecific rat with
similar body weight was placed in one of the two perforated holding containers that were
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located on either side of the box. The subject rat was allowed to explore all three chambers
freely for 10 min. The conspecific rat position was alternated between animals to avoid
side preference. The test was recorded using an HD camcorder (Legria, Canon, Tokyo,
Japan). Videos were later analyzed to code behaviors using BORIS 7.9.16 software [38] with
examiners who were blind to animal treatments. Time of social interaction, which was
defined by the orientation towards and investigation of the cup holding the conspecific
animal by the focal animal through sniffing or rearing against it, was obtained. Moreover,
time spent in each chamber was analyzed, and the percent of time spent in the social
chamber (containing the conspecific rat) relative to the non-social chamber (containing the
empty holding container) and the center chamber was calculated. Time spent immobile
(bouts of no movements) was also recorded.

Figure 1. Study experimental design. Animals either received propionic acid (PPA) or saline for three days, after which
PPA animals were treated with either saline, fecal transplant (FT), or Bifidobacterium (BF) for 22 days. Later, animals were
evaluated for sociability using the 3-chamber social test and sacrificed a day later, their brains collected, and the hippocampi
dissected out.

2.4. DNA Extraction and Microbial Quantitative Real-Time PCR

Metagenomic DNA was extracted from day 11 and day 22 fecal samples (n = 5/group)
using the QIAamp DNA soil Kit (Qiagen, Hilden, Germany) according to the manu-
facturer’s instructions. The final DNA concentration and purity were quantified by a
spectrophotometer (Nanodrop, Thermo Fisher Scientific Inc., Waltham, MA, USA) and
samples were stored at −20 ◦C until further use. Quantification of microbiota was carried
out by qPCR using 7500 Real-Time PCR System (Applied Biosystems, Thermo Fisher Scien-
tific Inc., Waltham, MA, USA). Each PCR reaction was set up in a total volume of 25 μL per
reaction using 50 ng of fecal DNA, which was added to a reaction mixture containing 1 μM
of each primer and 2× SYBR® master mix (Applied Biosystems). qPCR cycling conditions
were performed according to the manufacturer’s recommendation (Applied Biosystems).
PCR reactions were performed in duplicate. Target gene ΔCt values were calculated against
the Ct value of the universal bacterial 16S rRNA. The fold change of the three experimental
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groups from the control saline group was calculated by computing 2−ΔΔCt. The primers
used in the current study are listed in Table 1.

Table 1. List of primer sequences.

Gene Forward Primer Reverse Primer

Fecal Targets

Universal Bacterial 16S rRNA [39] 5′-GTGSTGCAYGGYTGTCGTC-3′ 5′-ACGTCRTCCMCACCTTCCTC-3′
Clostridium perfringens [40] 5′-GGGGGTTTCAACACCTCC-3′ 5′-GCAAGGGATGTCAAGTGT-3′
Clostridium cluster IV [41] 5′-GACGCCGCGTGAAGGA-3′ 5′-AGCCCCAGCCTTTCACATC-3′

Clostridium cluster XIVa [41] 5′-GACGCCGCGTGAAGGA-3′ 5′-AGCCCCAGCCTTTCACATC-3′

Brain Targets

ActinB 5′-TTTGAGACCTTCAACACCCC-3′ 5′-CTGCTGCCTTCCTTGGATG-3′
18S rRNA 5’-ATGGTAGTCGCCGTGCCTA-3’ 5’-CTGCTGCCTTCCTTGGATG-3′

Gapdh 5′-ACATCAAATGGGGTGATGCT-3′ 5′-GTGGTTCACACCCATCACAA-3′
Bdnf 5′-AAAACCATAAGGACGCGGACTT-3′ 5′-AAAGAGCAGAGGAGGCTCCAA-3′

Mecp2 5′-CAAACAGCGACGTTCCATCA-3′ 5′-TGTTTAAGCTTTCGCGTCCAA-3′
Slc17a7 5′-CCTTAGAACGGAGTCGGCTG-3′ 5′-AAGATCCCGAAGCTGCCATA-3′

Gad1 5’-ACTGGGCCTGAAGATCTGTG-3’ 5’-CCGTTCTTAGCTGGAAGCAG-3’

2.5. Brain Collection and RNA Extraction

On the last day of the study, animals were euthanized by inhalation of an overdose of
sevoflurane, and the animals were decapitated using a rodent guillotine. The brain was
rapidly removed from the skull and placed on a cold metal dissecting plate placed onto
ice. The brain was freshly dissected to collect hippocampal tissues from both hemispheres.
Hippocampi were placed into 1.5 mL Eppendorf tubes, flash frozen on dry ice, and stored
at −80 ◦C.

Brain tissue was homogenized in lysis buffer by passing it through a 20-gauge needle
attached to a sterilized plastic syringe at least ten times or until a homogeneous lysate was
achieved. RNA was extracted using the Allprep DNA/RNA Micro Kit (Qiagen, Hilden,
Germany) according to manufacturer’s instructions. Quantification and purity of the
RNA were assessed with a spectrophotometer (Genova nano, Jenway, Cole-Parmer Ltd.,
Staffordshire, UK). RNA (0.5 μg) was converted into cDNA using the High-Capacity cDNA
Conversion Kit (Applied Bioystems, Thermo Fisher Scientific Inc., Waltham, MA, USA)
according to manufacturer’s instructions.

2.6. Hippocampal Gene Expression Analysis by Quantitative Real-Time Reverse Transcriptase-
Polymerase Chain Reaction (qRT-PCR)

The expression patterns of 4 genes (Bdnf, Mecp2, Slc17a7, and Gad1) and three house-
keeping genes (ActinB, 18S rRNA, and Gapdh) were quantified (n = 5/group) and analyzed
using QuantStudio 5 Real-Time PCR (Applied Biosystems) with HOT FIREPol SolisGreen
qPCR Mix (Solis Biodyne, Tartu, Estonia). The reaction was set up following the manufac-
turing instructions. Samples were run in triplicates, and the average cycle threshold (Ct)
values were calculated. Target gene ΔCt values were calculated using the geometric mean
of the three housekeeping genes. The fold change of the three experimental groups from the
control saline group was calculated by computing 2−ΔΔCt. Primers (Table 1) were designed
according to GenBank sequence information at the National Center for Biotechnology
Information (NCBI; www.ncbi.nlm.nih.gov).

2.7. Statistical Analysis

Prism version 9.1.1 was used for data analysis and visualization; the results were
expressed as mean ± SE. The data were checked for normality using the Shapiro–Wilk test.
Two-way ANOVA followed by Fisher’s least significant difference post hoc test was used
to analyze data for interaction duration in the 3-chamber social test. One-way ANOVA
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followed by Fisher’s least significant difference post hoc test was used to analyze data for
percent of time spent in the social chamber, fold change in Clostridium perfringens on day 11,
fold change in Clostridium cluster IV, fold change in Clostridium cluster XIVa on day 22, and
fold change in hippocampal gene expression. Kruskal–Wallis non-parametric test followed
by uncorrected Dunn’s test for multiple comparisons was used to analyze Clostridium
cluster IV and Clostridium cluster XIVa data on day 11, and Clostridium perfringens on
day 22.

3. Results

3.1. Social Behavior

The different treatments differentially affected the time spent interacting with the
two holding containers (F (3, 47) = 3.240, p = 0.03; Figure 2A). Overall, animals spent
more time interacting with the conspecific animal (F (1, 47) = 10.67, p = 0.002). Specifically,
saline control animals spent significantly more time interacting with the conspecific animal
than time spent with the empty holding container (Fisher’s LSD: p = 0.02). On the other
hand, PPA animals did not show a significant difference in time spent interacting with the
conspecific animal and the empty holding container (Fisher’s LSD: p = 0.61). PPA animals
also spent significantly less time interacting with the conspecific animal than saline control
animals (Fisher’s LSD: p = 0.01). FT-treated animals did not show a significant difference
between time spent interacting with the conspecific animal and the empty holding container
(Fisher’s LSD: p = 0.14). However, FT-treated animals showed a trend of more time spent
interacting with the conspecific animal compared to PPA-treated animals (Fisher’s LSD:
p = 0.06). BF-treated animals spent significantly more time interacting with the conspecific
animal compared to time spent with the empty holding container (Fisher’s LSD: p = 0.03).
Moreover, BF-treated animals spent significantly more time interacting with the conspecific
animal than PPA-treated animals (Fisher’s LSD: p = 0.005).

Similarly, the different treatments significantly affected the percentage of time spent
in the social chamber relative to the other chambers (F (3, 23) = 4.46, p = 0.01; Figure 2B).
Specifically, PPA treatment significantly reduced the percentage of time spent in the social
chamber when compared to control saline animals (Fisher’s LSD: p = 0.005). FT treatment
increased the percentage of time spent in the social chamber compared to PPA treatment,
but it did not reach statistical significance (Fisher’s LSD: p = 0.15). On the other hand,
BF treatment significantly increased the percentage of time spent in the social chamber
compared to PPA treatment (Fisher’s LSD: p = 0.006).

In addition, we found a main effect of treatment on time spent immobile (bouts of no
movements) by animals (F (3, 23) = 4.182, p = 0.02; Figure 2C). Specifically, PPA treatment
increased the immobility of animals compared to saline (Fisher’s LSD: p = 0.008), which was
rescued by the two interventions (FT: Fisher’s LSD: p = 0.04; BF: Fisher’s LSD: p = 0.004).

3.2. Fecal Clostridium Bacteria Levels

On day 11, the different treatments affected the levels of Clostridium perfringens (F (3,
11) = 5.94, p = 0.01; Figure 3A), with the PPA animals exhibiting higher levels compared to
all groups (Fisher’s LSD: control saline p = 0.004; FT p = 0.009; BF p = 0.003). Clostridium
cluster IV levels (Figure 3B) were significantly different between the different treatment
groups (X2 (3) = 11, p = 0.01), with PPA animals exhibiting significantly lower levels
compared to the other groups (uncorrected Dunn’s tests: control saline p = 0.007; FT
p = 0.02; BF p = 0.003). Clostridium cluster XIVa levels (Figure 3B) were comparable among
the different treatment groups (X2 (3) = 3.17, p = 0.36).
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Figure 2. Social interaction in the three-chamber social test following saline (n = 6) and propionic acid (PPA) (n = 7)
treatments, and fecal transplant (FT) (n = 7) and Bifidobacterium (BF) interventions (n = 7): (A) time spent by focal animals
interacting with the conspecific animal and the empty holding box during the three-chamber social test; (B) percentage of
time spent in the social chamber relative to other chambers; (C) time spent immobile during the test. Data presented are
means ± standard error. Significant two-way and one-way ANOVAs were followed by multiple comparisons by Fisher’s
least significance difference ** p ≤ 0.01, * p ≤ 0.05, # p = 0.06.

On day 22, only Clostridium cluster IV levels (Figure 3E) were significantly different
between the different treatment groups (F (3, 16) = 3.269, p = 0.05). BF-treated animals had
significantly lower Clostridium cluster IV levels than control saline (Fisher’s LSD: p = 0.03)
and PPA-treated animals (Fisher’s LSD: p = 0.01). There were no differences in the levels of
Clostridium perfringens (Figure 3D) and Clostridium cluster XIVa (Figure 3E).

The radar plot shows that, after 11 days of the different treatments, PPA-treated
animals show a divergent pattern of levels of the three bacteria compared to the control
and the FT and BF intervention treatments, which show comparable levels to the control
animals (Figure 4A). On the last day of the treatments (day 22), the patterns of the levels of
the three bacteria were similar (Figure 4B).
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Figure 3. Levels of fecal Clostridium bacteria following saline (n = 5) and propionic acid (PPA)
(n = 3–5) treatments, and fecal transplant (FT) (n = 3–5) and Bifidobacterium (BF) (n = 4–5) inter-
ventions at day 11 and at the last day of the intervention (day 22): (A) Clostridium perfringens; (B)
Clostridium cluster IV; (C) Clostridium cluster XIVa at 11 days; (D) Clostridium perfringens; (E) Clostrid-
ium cluster IV; (F) Clostridium cluster XIVa at 22 days. Data presented are means ± standard error of
2−ΔΔCt values. Significant one-way ANOVA was followed by multiple comparisons by Fisher’s least
significance difference or Kruskal–Wallis followed by uncorrected Dunn’s test. ** p ≤ 0.01, * p ≤ 0.05.

466



Brain Sci. 2021, 11, 1038

Figure 4. Radar plots of the patterns of fecal Clostridium bacteria levels following propionic acid
(PPA) treatment and fecal transplant (FT) and Bifidobacterium (BF) interventions at day 11 and 22 of
the intervention: (A) levels of Clostridium perfringens, Clostridium cluster IV, and Clostridium cluster
XIVa at 11 days; (B) levels of Clostridium perfringens, Clostridium cluster IV, and Clostridium cluster
XIVa at 22 days. Data presented as log-transformed means of 2−ΔΔCt values.

3.3. Hippocampal Gene Expression

Transcript levels of hippocampal Bdnf (Figure 5A) were significantly different between
the different treatment groups (F (3, 16) = 4.14, p = 0.02). PPA-treated animals exhibited
significantly higher levels than the controls (Fisher’s LSD p = 0.008) and FT-treated animals
(Fisher’s LSD: p = 0.007). PPA animals also showed a trend of an increase in Bdnf transcript
levels compared to BF-treated animals (Fisher’s LSD: p = 0.07). In addition, Mecp2 transcript
levels (Figure 5B) were different between the different treatment groups (F (3, 16) = 4.14,
p = 0.02), with FT-treated animals exhibiting higher levels compared to all other groups
(Fisher’s LSD: saline p = 0.01; PPA p = 0.03; BF p = 0.01). Transcript levels of hippocampal
Slc17a7 (Figure 5C) showed a trend of differences among the different treatment groups
(F (3, 16) = 2.82, p = 0.07). FT-treated animals exhibited higher transcript levels than all
other groups (Fisher’s LSD: saline p = 0.03; PPA p = 0.06; BF p = 0.02). Gad1 transcript levels
(Figure 5D) did not significantly differ among the different treatment groups (F (3, 16) =
1.68, p = 0.21).
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Figure 5. Fold change in hippocampal transcript levels following saline (n = 5) and propionic acid
(PPA) (n = 5) treatments, and fecal transplant (FT) (n = 5) and Bifidobacterium (BF) (n = 5) interventions:
(A) brain-derived neurotrophic factor (Bdnf ); (B) methyl-CpG binding protein 2 (Mecp2); (C) solute
carrier family 17, member 7 (Slc17a7); (D) glutamate decarboxylase 1 (Gad1). Data presented are
means ± standard error of 2−ΔΔCt values. Significant one-way ANOVA was followed by multiple
comparisons by Fisher’s least significance difference ** p ≤ 0.01, * p ≤ 0.05, # p = 0.06.

4. Discussion

ASD is a neurodevelopmental disorder that shows an association with differential
gut microbiota diversity and metabolites [3–5]. Consequently, there are several attempts
of interventional treatments to modulate the gut microbiota in order to manage ASD
symptoms [42]. In this study, we implemented an interventional paradigm using either fecal
microbiota transplantation or probiotic treatment using Bifidobacterium in an animal model
of autism induced by oral PPA treatment. We found that the implemented interventions
successfully improved the social behavior impairment observed in PPA-treated animals.
PPA treatment induced a transient increase and decrease in fecal levels of the harmful
Clostridium perfringens and the probiotic acting Clostridium cluster IV, respectively. Finally,
the PPA-treated animals exhibited significantly higher hippocampal Bdnf transcript levels
that were normalized in the two intervention groups.

Given the strong evidence highlighting the link between neurological diseases and
gastrointestinal health, including ASD, a number of interventional methods targeting
the gut microbiota have been explored. These interventions include administering fecal
transplants, probiotics, or prebiotics [42]. A fecal transplant, or fecal microbiota transplant,
defined as administering a fecal solution containing microbiota from a healthy donor to
a patient [43], has been reported to improve gastrointestinal and behavioral symptoms
and increase gut bacterial abundance and diversity in autistic children [44]. Bifidobacterium
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forms a significant fraction of the human microbiome and is significantly reduced in both
autistic individuals and autistic children, while the supplementation of B. longum along
with other probiotics was found to improve the severity of ASD and reduce gastrointesti-
nal symptoms [45–47]. B. longum BB536 has been added to many dairy-based products,
including infant formula, and is suggested to have multiple health benefits [48]. This
study implemented both interventions for three weeks following PPA treatment in order to
explore their possible benefit in restoring social behavior, fecal Clostridium spp. levels, and
hippocampal transcript levels.

First, we evaluated the effects of PPA treatment on social behavior using the three-
chamber social test, which utilizes the innate preference of rodents to interact with social
stimuli over an inanimate object, and has been applied extensively to assess social impair-
ment in rodent models of autism [36,37]. We found that PPA treatment induced a social
behavior deficit, indicated by the loss of the preference to interact with a social stimulus
(conspecific animal) (Figure 2A,B). These results indicate long-lasting (>4 weeks) effects of
the initial 3-day treatment of PPA. This is in parallel with other studies using PPA treatment,
which also report social impairment measured more than four weeks after the initial PPA
treatment [22,49–51]. PPA animals also exhibited an increased immobility time compared
to the control animals (Figure 2C), which might indicate an increased anxiety-like behavior,
which is a behavioral feature of ASD models [27,49]. However, validated tests of anxiety
need to be performed in future studies to better assess anxiety-like behavior in this model
of autism.

Overall, the interventional treatments showed a rescue of the impaired social be-
havior that was observed in PPA-treated animals (Figure 2). Fecal transplant treatment
post-autism-induction improved social behavior; however, the change in behavior did not
reach significance. Others have also reported a non-significant trend of improvement of
social behavior after fecal transplant treatment from healthy human donors in a maternal
immune activation rodent model of autism [52]. It has been suggested that prolonged
fecal transplant treatment could be required in order to achieve profound remission in
some patients with inflammatory bowel disease [53]. Clinical studies reporting improved
ASD symptoms after fecal transplant treatment have typically used a course of treatment
that is 7–8 weeks or more [54–56]. On the other hand, B. longum treatment significantly
improved the social behavior in PPA-treated animals. Multiple studies in humans and
animal models have reported beneficial effects of Bifidobacterium administration on different
behavioral outcomes, such as anxiety and depression [57–60]. There are limited studies
examining the impact of Bifidobacterium treatment on social behavior. One study has found
an increased interaction in mice with an aggressive mouse in a model of chronic social
defeat stress after Bifidobacterium treatment [61]. Some evidence suggests that Bifidobac-
terium mediates its effects through vagal signaling [62]. Further, others have shown that
Bifidobacterium administration might rescue behavioral deficits by increasing the synthesis
of 5-hydroxytryptamine in vitro and serotonin in the brain [58]. Our interventional treat-
ments show promising results in ameliorating social behavior impairments induced by
PPA treatment.

Clostridium is the predominant cluster of commensal bacteria in human and animal
intestines, with several species with a wide range of effects [63]. In the present study, after
two weeks of the treatment administration, we found that the abundance of C. perfringens was
significantly elevated in PPA-treated animals compared to the controls (Figure 3A). These
findings align with many reports of detecting C. perfringens in autistic patients [11,12,64].
It has been previously confirmed that high detection rates of C. perfringens and toxins in
autistic children are associated with gastrointestinal troubles [12]. Specifically, C. perfringens
containing the beta-2 toxin gene are found significantly more frequently in autistic individuals
compared to controls [11,12,64]. To our knowledge, no studies have examined the effects of
the beta-2 toxin on the brain; however, another toxin produced by C. perfringens (epsilon)
has been reported to induce neural injury in rats and can bind to glial cells and the myelin
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sheaths of neurons [65–67]. More studies examining the effects of the beta-2 toxin on the
brain could shed light on its relevance to ASD etiology.

We also found that PPA-treated rats showed a significant decrease in the abundance of
Clostridium cluster IV compared to controls (Figure 3B). At the same time, there was no sig-
nificant difference in the levels of Clostridium cluster XIVa (Figure 3C). In a previous study,
cultured bacteria from fecal samples obtained from PPA-treated golden hamsters showed
Clostridia growth, which was absent in the control animals [68]. In addition, treatment of
these animals with a probiotic containing a mixture of bacteria, including Bifidobacteria,
inhibited Clostridia growth. More recently, Clostridium cluster IV and XIVa reduction have
been reported in autistic children [7]. Clostridium cluster IV accounts for 16–25% of the fecal
microbiota and consists of essential members, including C. leptum, Faecalibacterium praus-
nitzii (F. prausnitzii), C. sporosphaeroides, and C. cellulosi [69–71]. The health benefits from
Clostridium cluster IV are attributed to its anti-inflammatory action that inhibits nuclear
factor-kappa B (NF-κB) activation and IL-8 production [72]. In addition, these clusters are
butyrate-producing bacteria, a short-chain fatty acid that is reportedly reduced in autistic
individuals [73]. Butyrate plays a role in maintaining the integrity of the gut epithelial bar-
rier by upregulating the expression of the tight junction-associated protein [74]. Moreover,
sodium butyrate administration in an autistic rodent model improves social behavior [75].

These differential Clostridia levels observed in PPA-treated animals were only transiently
observed after approximately two weeks of treatment and were not observed at the terminal
time point of treatment (22 days). It appears that PPA-treated animals recovered this transient
imbalance in the Clostridia levels by the end of the treatment course (Figures 3 and 4). At the
first time point, animals in this study were aged around 42 days old and still considered
juveniles [76], a developmental period mainly examined in the literature for autism-related
microbiota differences [46,77,78]. At the last time point in this study, animals were aged
around 52 days, a period in which animals reached sexual maturity and adolescence [76].
Studies have shown that the gut microbiota of rodents changes after puberty and that sex
hormones mediate that change in the microbiota [79,80]. Although we did not find effects
of PPA treatment at the later time point, we cannot exclude differential effects on other gut
microorganisms. A future study will examine the microbiome in this model of autism.

We found that fecal transplant and B. longum treatments following PPA treatment
were able to normalize C. perfringens and cluster IV levels at day 11 of treatment. On day 22,
we found that B. longum-treated animals had significantly reduced levels of C. cluster IV
compared to control animals and PPA-treated animals. Fecal transplantation has been used
previously in autistic children and was found to increase the abundance of Bifidobacterium,
Prevotella, and Desulfovibrio [54,55]. In addition, fecal transplantation has been successfully
used to treat recurrent C. difficile infection [81], another pathogenic Clostridium spp. Our
results show beneficial effects of fecal transplant in reducing the pathogenic C. perfringens
abundance seen in PPA-treated animals. The effects of Bifidobacterium treatment in our
study are supported by evidence indicating the suppression of C. perfringens in vivo and
in vitro by Bifidobacterium [82,83]. Moreover, B. longum BB536 production of acetate during
carbohydrate digestion was found to stimulate butyrate-producing bacteria in vitro [84],
which could be a mechanism through which it increased Clostridium cluster IV abundance
after PPA treatment in our study. Our findings highlight the importance of examining
different species of Clostridium in the context of autism and how they respond to different
interventions.

We finally examined the effects of PPA treatment on transcript expression of Bdnf,
Mecp2, Slc17a7, and Gad1 in the hippocampus. ASD affects the structure and function of
several brain regions, including the hippocampus. Studies have reported a decreased den-
dritic complexity and thickness the hippocampus in humans and animal models that could
be related to behavioral abnormalities associated with ASD [22–25]. The hippocampus
connection with the amygdala plays an important role in mediating social interactions as
well [85]. We found that PPA treatment alone has significantly increased the expression
of Bdnf in the hippocampus (Figure 5A). This increase was restored to control levels in
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both intervention treatment groups (Figure 5A). Studies of animal models of autism have
reported increased BDNF protein and mRNA levels in fetal brains [29,86]. In addition,
several clinical studies have reported significantly higher levels of BDNF in the serum of
autistic individuals [26]. However, others using the subcutaneous injection of PPA in rats
have reported a significant reduction in the protein levels of BDNF in the hippocampus in
juvenile animals [27]. Interestingly, a study using a transgenic model of autism (Shank1
knock-out) reported an increase in Bdnf transcript levels in Shank1 knock-out animals only
after an object recognition task and not at baseline, and levels were negatively correlated
with object recognition memory [87]. In this study, we have measured the transcript levels
in animals after performing the social test during which animals are acquiring informa-
tion about their environment and learning, which could have influenced the levels of the
Bdnf transcript, unmasking differences that would not have been recorded at baseline. In
addition, some reports indicate that BDNF is upregulated by NF-κB, a primary protein
in the neuroinflammatory cascade [88]. Neuroinflammation and enhanced NF-κB levels
is a feature that has been reported by many studies of autism [89]. Consequently, the in-
crease in Bdnf transcript levels might act as a compensatory mechanism downstream of the
neuroinflammation that has been reported previously in the PPA model of autism [19,22].
Our study is limited in just measuring transcript levels and not protein levels, especially
given the differential function of the pro-BDNF form (precursor uncleaved BDNF) and
the mature form of BDNF in neuronal function [90]. In fact, one study has reported an
altered balance in the pro-BDNF/BDNF ratio in autistic human brains [90]. More studies
should closely examine the role BDNF plays in the etiology of autism and the relevance of
its increased levels in the serum to its function in the brain.

We did not observe any effects of PPA treatment on the other transcripts. However,
the fecal transplant treatment has significantly increased the transcript levels of Mecp2 and
Slc17a7 compared to all other groups (Figure 5B,C). Reduced MeCP2 levels have been found
in the pre-frontal cortex of autistic individuals and animal models of autism [91,92], which
we did not find in the hippocampus in our model. Fecal transplant treatment might have
restored the levels of Bdnf transcript by increasing the MeCP2 levels. MeCP2 protein is a
known transcriptional suppressor of BDNF [32]. There are no previous reports linking the
fecal transplant to the modulation of MeCP2 levels. It is not clear the mechanism by which
fecal transplant treatment induced this increase in MeCP2 levels. Examining differential
microbiome metabolome in response to the fecal transplant in this model could shed light
on possible factors contributing to this effect. The alteration in mice microbiome using
GF and specific-pathogen-free mice has recently been reported to influence the expression
of several genes involved in the neural excitation–inhibition balance, including Bdnf and
Slc17a7 in different brain regions [93]. Previous work has indicated increased glutamate
and decreased GABA in the brains of PPA–treated animals [68,94], which is not replicated
in this study by measuring Slc17a7 and Gad1 transcript levels as markers of the excitation–
inhibition balance. The increase observed in Slc17a7 by fecal transplant treatment without
an increase in Gad1 levels might suggest that there is increased excitatory signaling, which
could explain the lack of full recovery of social impairment of this interventional treatment.
Further examination of glutamate and GABA levels after fecal transplantation should be
considered in order to fully understand its effects on the excitation–inhibition balance in
the hippocampus in this model. Overall, our hippocampal transcript results implicate
the alteration in Bdnf transcript levels in the neuropathology of autism induced by PPA
administration, and its modulation by different microbiota-directed interventions, which is
possibly associated with social behavioral improvement observed after the interventions.

5. Conclusions

This study explored the implementation of two interventional treatments, fecal trans-
plantation and probiotic treatment using Bifidobacterium, that targeted the microbiota of an
animal model of autism. We demonstrated that orally administering PPA, a short-chain
fatty acid produced by gut microbiota and commonly elevated in autistic children, induced
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social impairments in animals, which was normalized by the interventions. In addition,
here, we examined the differential modulation of harmful and beneficial Clostridium spp. in
response to PPA induction of autism, rather than examining the overall genus Clostridium,
which is generally reported in the literature. The interventional treatments restored the
imbalance observed in C. perfringens and cluster IV after PPA treatment. Finally, we report
that the impairment in social behavior and imbalanced clostridium spp. induced by PPA
treatment was associated with augmented Bdnf transcript levels in the hippocampus. The
two interventional therapies were successful in reducing the abnormal increase in Bdnf
levels in the hippocampus. These findings propose targeting the microbiota as a poten-
tial intervention in autism and provide possible underlying mechanisms of action in a
preclinical model of autism.
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Abstract: Adipokines are a growing group of peptide or protein hormones that play important roles in
whole body metabolism and metabolic diseases. Sleep is an integral component of energy metabolism,
and sleep disturbance has been implicated in a wide range of metabolic disorders. Accumulating
evidence suggests that adipokines may play a role in mediating the close association between sleep
disorders and systemic metabolic derangements. In this review, we briefly summarize a group of
selected adipokines and their identified function in metabolism. Moreover, we provide a balanced
overview of these adipokines and their roles in sleep physiology and sleep disorders from recent
human and animal studies. These studies collectively demonstrate that the functions of adipokine in
sleep physiology and disorders could be largely twofold: (1) adipokines have multifaceted roles in
sleep physiology and sleep disorders, and (2) sleep disturbance can in turn affect adipokine functions
that likely contribute to systemic metabolic derangements.

Keywords: adipokine; cardiometabolic disease; metabolic syndrome; sleep disorder; obstructive
sleep apnea

1. Introduction

Adipokines (also known as adipocytokines) are secreted peptides and proteins pro-
duced by adipose tissue. They comprise an ever-expanding group of proteins, exemplified
by leptin and adiponectin, that play diverse roles in whole body energy metabolism [1].
Adipokines are from different protein families and are produced by diverse cell types,
including fat cells, immune cells, and other cells within and outside of the adipose tissue [1].
Studies on adipokines have revealed the importance of adipose tissue as a metabolically
active tissue/organ in mediating crosstalk among different tissues and organs [2]. Mean-
while, they have also deepened our understanding of the complex interplay between
different physiologic or pathological processes such as metabolism, inflammation, and
cardiovascular diseases [2].

Sleep disturbance has been implicated in a wide range of metabolic disorders con-
tributing to significant morbidity and mortality [3]. This has been studied extensively in
epidemiological studies in the context of the modern epidemic of metabolic syndrome, a
cluster of medical conditions that include central obesity, systemic hypertension, insulin re-
sistance, and dyslipidemia. For example, prospective longitudinal studies in children have
shown a temporal relationship between short sleep time and the development of obesity,
suggesting a possible causal relationship [4]. In adults, sleep disorders are associated with
glucose intolerance, insulin resistance, and a predisposition to type 2 diabetes [5]. Short
sleep duration also increases the risk of obesity, hypertension, coronary artery disease, and
stroke, and all of which cause morbidity and mortality [6,7].

While the associations between sleep disturbance and metabolic disorders have been
repeatedly shown, the underlying mechanisms remain poorly understood. Accumulating
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evidence suggests that adipokines may provide the link between sleep disturbances and
systemic metabolic derangements. This review aims to provide a brief discussion of
representative adipokines and their major metabolic functions. Further, we aim to provide
a balanced discussion of emerging evidence from both human and animal studies on the
role of adipokines in sleep physiology and sleep disorders. These studies collectively
demonstrate that the functions of adipokines in sleep physiology and disorders could
be largely twofold: (1) adipokines have multifaceted roles in sleep physiology and sleep
disorders, and (2) sleep disturbance can in turn affect adipokine functions that are important
in systemic metabolic derangements.

2. Adipokines in Sleep Physiology and Disorders

Currently, more than 600 adipokines with various biological activities have been
described in humans [1]. A common classification scheme roughly divides adipokines
into proinflammatory or anti-inflammatory groups [8,9]. It is shown that obesity is asso-
ciated with the upregulation of proinflammatory adipokines and the downregulation of
anti-inflammatory adipokines, leading to the development of chronic low-grade inflam-
mation [8]. This model of pathogenesis was thought to be important in several disease
processes, including type 2 diabetes, cardiovascular diseases, dermatological diseases, and
osteoarthritis [8–11]. Comparatively, the roles of adipokines in sleep physiology and sleep
disorders are less understood. Recent literature indicates that some adipokines, such as
leptin, have direct roles in sleep physiology and sleep disorders. Other adipokines are
mainly described as mediators of the metabolic dysfunction of sleep disturbance, includ-
ing insufficient sleep and obstructive sleep apnea. A selected group of adipokines with
demonstrated roles in human sleep physiology and sleep disorders are reviewed below.

2.1. Leptin

Leptin is by far the most intensely studied adipokine concerning sleep physiology and
sleep disorders (Table 1). Leptin is a peptide hormone produced mainly in the white adipose
tissue. Its major function is to regulate whole body energy metabolism by balancing the
central pathways that regulate satiety and feeding. It binds to surface Ob receptors (OBRs)
in the hypothalamus and activates signaling pathways to regulate satiety and feeding. More
specifically, it can activate the JAK-STAT signaling to increase the expression of anorexic
peptides such as POMC and CART and inhibit the expression of orexigenic neuropeptides
NPY and AgRP to decrease appetite [12]. In addition, it also plays important functions in
reproductive health, glycemic control, and bone metabolism (Figure 1A, Table 2) [13].

Table 1. Adipokines and their functions in sleep and sleep disorders.

Adipokine Functions in Sleep and Sleep Disorders

Leptin

• ↓ in short sleep and obesity (Children)
• Nonlinear relationship with sleep time (Adults)
• ↑ in OSAS and correlated with AHI (Adults)
• Improved sleep quality in adults with obesity and DM2 or

anorexia (Adults)
• Associated with compensatory response in upper airway

obstruction in obese women (Adults)
• Serum levels have diurnal rhythmicity (Adults)
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Table 1. Cont.

Adipokine Functions in Sleep and Sleep Disorders

Adiponectin
• ↓ in short sleep and obesity (Children)
• Variable relationship with sleep time modified by other

factors (Adults)

Chemerin

• ↑ in OSAS and obesity (adults)
• Correlated with AHI and mean SaO2 in adults with

OSAS (Adults)
• Useful as a biomarker for OSAS (Adults)

Vaspin • Variable changes in OSAS (Adults)
• Serum levels have diurnal rhythmicity (Adults)

Omentin • Variable changes in OSAS (Adults)

Visfatin

• ↑ in narcolepsy (Adults)
• Positively correlated with sleep latency in OSAS (Adults)
• Negatively correlated with total sleep time, stage 2 sleep,

and REM sleep in OSAS (Adults)
• Serum levels have diurnal rhythmicity (Adults)

List of symbols and abbreviations: ↓: Decreased circulating levels; ↑: Increased circulating levels; AHI: apnea
hypopnea index; DM2: diabetes mellitus type 2; OSAS: obstructive sleep apnea syndrome; REM: rapid eye
movement (a sleep stage).

Figure 1. An illustration showing the metabolic and sleep functions of leptin. (A) Leptin activates
JAK-STAT pathways to decrease appetite and increase energy expenditure centrally. It also has
important functions in reproductive health, glycemic control, and immune regulation. (B) Insufficient
sleep and OSA can both influence leptin levels in the serum. Leptin, in turn, can reduce upper airway
obstruction in sleep and improve sleep parameters such as sleep structure, quality, and duration.
Leptin may also play a role in circadian rhythms. Abbreviations: JAK, Janus kinase; OSA, obstructive
sleep apnea; STAT, signal transducer and activator of transcription.
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Table 2. Adipokines and their major molecular pathways and metabolic functions.

Adipokine Receptor Major Signaling Pathway Major Metabolic Functions

Leptin Ob receptors (OBRs) JAK-STAT(↑), POMC and
CART (↑), NPY and AgRP (↓)

Promote satiety, decrease
feeding, improve

reproductive health

Adiponectin AdipoR1, AdipoR2,
T-cadherin

AMPK (↑), PPARα(↑),
interaction with PI3K/Akt

signaling via APPL1,
gluconeogenic genes (↓)

Decrease hepatic glucose
production, increase fatty
acid oxidation, improve

insulin sensitivity, improve
cardiovascular health

Chemerin CMKLR1,
GPR1, CCrl2

MAPK(↑), ERK1/2 (↑),
PI3K-Akt (↑)

Regulate adipogenesis,
angiogenesis, and

inflammation, decrease
glucose production

Vaspin Unknown Akt (↑), NF-κB(↓),
POMC (↑), NPY(↓)

Improve insulin sensitivity,
reduce endothelial

inflammation, reduce
food intake

Omentin Unknown Akt (↑), NF-κB (↓)
Reduce endothelial

inflammation, improve
insulin sensitivity

Visfatin Unknown Syntaxin 4(↑), HNF4α(↑),
HNF1β(↑),ERK1/2 (↑)

Regulate NAD production,
insulin secretion, and

beta-cell function; Increase
endothelial dysfunction

List of symbols and abbreviations: ↓: Decreased activity; ↑: Increased activity; AdiopoR1/2, adiponectin re-
ceptors 1/2; AgRP, agouti-related peptide; AMPK, AMP-activated protein kinase; APPL1, adaptor protein
phosphotyrosine interacting with PH domain and leucine zipper 1; CART, cocaine and amphetamine regulated
transcript; CMKLR1, chemerin chemokine-like receptor 1; ERK1/2, extracellular signal-regulated kinase1/2;
GPR1, G protein-coupled receptor 1; HNF1β, hepatocyte nuclear factor-1 β; HNF4α, hepatocyte nuclear factor-4α;
JAK, Janus kinase; MAPK, mitogen-activated protein kinase; NAD, nicotinamide adenine dinucleotide; NF-kB,
nuclear factor k B; NPY, neuropeptide Y; OBR, ob (leptin) receptor; PI3K, phosphoinositide 3-kinase; POMC,
pro-opiomelanocortin; STAT, signal transducer and activator of transcription.

A number of large population studies have established the importance of leptin in sleep
and metabolic functions. The Beijing Child and Adolescent Metabolic Syndrome Study
(BCAMS) showed that poor sleep is associated with higher body mass index (BMI), fasting
glucose, insulin, and Homeostatic Model Assessment for Insulin Resistance (HOMA-IR)
among 3166 school children aged 6–12 [14]. These associations disappeared after adjust-
ing for leptin, underscoring leptin as a potential link between poor sleep and metabolic
derangements [14]. Using two cohort studies, involving children in Project Viva (n = 655)
and adolescents in the Cleveland Children’s Sleep & Health Study (n = 502), Boeke et al.
showed that chronic insufficient sleep was associated with reduced levels of leptin in girls
at age 7 and the association was stronger among girls with greater adiposity [15]. Shorter
sleep was also associated with lower leptin levels in adolescent males [15]. These results
demonstrated a positive relationship between leptin and sleep time, which were inversely
correlated with obesity in the pediatric population.

In adults, the relationship between leptin, sleep time, and BMI is more variable.
The Wisconsin Sleep Cohort Study included 1024 participants aged 30–60 and showed
a U-shaped curvilinear relationship between sleep duration and BMI, where short sleep
duration (<8 h) was associated with reduced leptin, elevated ghrelin, and increased BMI [16].
In a sample of postmenopausal women (n = 769, median age 63 years), individuals reporting
shorter sleep duration (<6 h) were associated with lower leptin levels, higher energy intake,
and lower diet quality [17]. The Quebec Family Study also demonstrated a cross-sectional
association between short sleep duration, reduced leptin, and increased adiposity in a
sample of 323 men and 417 women aged 21–64 [18]. In contrast, the Cleveland Family Study
(CFS) (n = 561) showed an increased fasting level of leptin with a reduction in total sleep
time and a decrease in rapid eye movement (REM) sleep [19]. The discrepancies of leptin
changes associated with short sleep time could be in part due to different characteristics of
patient populations (e.g., age, BMI, and prevalence of diabetes and obesity) and different
methods of sleep measurement (e.g., polysomnography vs. self-report sleep time). These
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studies suggest that leptin may have a nonlinear relationship associated with short sleep
time modified by other factors such as age, gender, and comorbidities in adults.

Studies involving experimental conditions of sleep, i.e., sleep restriction or sleep loss,
provide additional insights into the function of leptin in sleep. Earlier studies involving
healthy men showed total sleep loss or sleep restriction attenuated the amplitudes of
the diurnal rhythm of leptin [20]. Sleep restriction was also shown to be associated with
decreased leptin, increased ghrelin, and increased hunger and appetite in healthy young
men [21]. In contrast, subsequent studies showed that acute sleep deprivation or sleep
restriction significantly increased morning leptin in healthy women and women with
obesity [22,23], as well as in a group of healthy young men and women [24]. These findings
suggest there is possibly a gender-dimorphic difference in leptin changes associated with
sleep deprivation. Another source of complexity comes from the activation of the stress
response, which may be the cause of appetite increase and hormonal changes, not the sleep
loss per se [24]. Additionally, caloric intake could also play a role in affecting the leptin
changes associated with sleep loss [25].

There is a particular interest in looking at the roles of leptin in sleep disorders among
different patient populations with metabolic dysfunction. In a cross-sectional study by
Hirota et al. [26], leptin was shown to be positively associated with sleep quality among
patients with obesity and type 2 diabetes, but not in nonobese diabetic patients. Interest-
ingly, among patients with anorexia (mean BMI = 13.3) higher levels of leptin and IGF-1
were also associated with longer and deeper sleep [27]. In a group of overweight/obese
postmenopausal women, changes in self-reported sleep measures during a 1-year moderate
intensity physical activity intervention were not associated with weight loss, nor did it affect
ghrelin and leptin levels [28]. Serum leptin levels were associated with BMI in both patients
with obstructive sleep apnea syndrome (OSAS) and normal controls. However, only in
patients with OSAS, leptin also correlated with the apnea hypopnea index (AHI) [29]. Male
patients with OSAS treated with continuous positive airway pressure (CPAP) also showed
a significant decrease in leptin levels after 8 weeks of treatment without changes in BMI [30].
These studies indicated that leptin may play a role in ameliorating poor sleep quality and
sleep disordered breathing among patients with metabolic derangements, and treatment of
sleep disorders such as OSAS can in turn impact leptin as well.

Considerable research has been performed on the relationship between circadian
dyssynchrony and metabolic disturbance. Some evidence, particularly those from studies
on shift workers, indicates that leptin may also play an important role in mediating the
metabolic changes in patients with circadian misalignment/dyssynchrony [31–33]. It is
noteworthy that leptin expression and serum concentration show circadian rhythmicity, and
such circadian changes are more significant in non-obese subjects than obese subjects [31].
Leptin expression is also regulated significantly by behavior cycles, i.e., feeding and sleep,
independent of circadian rhythm [32]. Using a 10-day circadian misalignment protocol,
Scheer et al. showed that circadian misalignment is associated with decreased leptin,
increased glucose and insulin levels, an increase in mean arterial blood pressure, and
reduced sleep efficiency [32]. In shift workers such as resident physicians, it was shown
that women shift workers with excessive daytime sleepiness have lower levels of leptin
than those without sleepiness. Further, the disruption of the normal diurnal sleep pattern
and long working hours are also associated with unfavorable lipid profiles and reduced
consumption of healthy foods that predispose shift workers to obesity and other metabolic
disorders [33]. These studies indicate that leptin may contribute to the development of
metabolic dysfunction in shift workers with circadian dyssynchrony.

Studies involving lab animals provide insights into the mechanisms of leptin in sleep
physiology. Studies in ob/ob mice (which are genetically deficient in leptin) showed that
leptin deficiency reduced ventilatory response to CO2 challenges [34] and disrupted sleep
architecture and diurnal rhythmicity [35]. Db/Db mice, which are genetically deficient
in leptin receptors, demonstrated an increased total sleep time, increased sleep fragmen-
tation, attenuated sleep diurnal rhythmicity, and reduced compensation for acute sleep
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deprivation [36]. Systemic infusion of leptin in ob/ob mice reversed hypoventilation and
reduced the response to CO2 challenges [37]. Using ob/ob mice, Yao et al. determined
that leptin acts on the forebrain, possibly the dorsomedial hypothalamus, to relieve upper
airway obstructions in sleep apnea, and it acts on the hindbrain, possibly the nucleus
of the solitary tract, to upregulate ventilatory control [38]. In humans and diet-induced
obese (DIO) mice, leptin administered systemically has not been shown to have similar
effects in those in ob/ob and Db/Db mice, possibly due to the inhibition of the blood
brain barrier [39]. Interestingly, leptin given intranasally significantly improved hypopnea
during REM sleep and improved ventilation during REM and non-REM sleep in DIO
mice. These effects were independent of the metabolic actions of leptin [39]. Further, leptin
concentration was significantly associated with increased compensatory responses to upper
airway obstruction in sleep in obese women, and the associations were independent of BMI,
waist to hip ratio, neck circumference, and sagittal girth [40]. These findings suggest the
leptin likely augments the neurocircuitry to improve disordered breathing in obstructive
sleep apnea.

In summary, leptin has been shown to have significant roles in sleep physiology and
sleep disorders (Figure 1B). Leptin may represent a component of an important neuro-
circuitry that can improve hypopnea and reduce upper airway obstruction during sleep.
It may have additional functions in regulating sleep structure, duration, and quality, as
well as circadian rhythmicity. Additionally, leptin has been shown to link insufficient
sleep to increased BMI, fasting glucose, and other metabolic dysfunctions in the pediatric
population, though this relationship is less consistent in adult studies. Lastly, leptin can
contribute to the metabolic dysfunction in circadian dyssynchrony as well.

2.2. Adiponectin

Adiponectin is an adipocyte-specific adipokine with the highest expression of the
mature adipocytes. It serves as a critical messenger to mediate the crosstalk between
adipose tissue and other metabolic tissues and organs [41]. Functionally, adiponectin binds
to surface receptors adipoR1 and adipoR2 and activates downstream signaling pathways
such as AMPK and PPARα to increase glucose uptake and fatty acid oxidation (Table 2) [41].
It can also suppress hepatic glucose production via the interaction of the APPL1 and
insulin signaling pathway as well as the suppression of gluconeogenic gene expression
(Table 2) [41]. In addition, numerous studies have demonstrated its important roles in
cardiovascular diseases [41].

Adiponectin plays important roles in sleep physiology and disorders (Table 1). The
BCAMS study showed that short sleep duration was associated with decreased levels
of the high molecular weight (HMW) adiponectin, but not the full-length adiponectin,
among children from 6–12 years old [14]. HMW adiponectin is considered the bioactive
component of adiponectin and possesses beneficial effects such as insulin-sensitizing
and anti-inflammatory actions [41]. Studies involving smaller cohorts have also shown
decreased total adiponectin with reduced sleep time in children [42,43]. Similarly, in a
cross-sectional observational study, adiponectin levels were higher in lean Saudi adolescent
female subjects (62 lean and 64 obese) aged 14–18 years and increased proportionally to
the duration of sleep [43]. These studies indicate that the adiponectin level is positively
associated with sleep time in the pediatric population.

In adults, the relationship of adiponectin and sleep varies depending on multiple
factors including age, sex, ethnicity, and comorbidities. A study involving six healthy male
subjects indicated that adiponectin did not have independent changes in response to the
circadian rhythm of sleep [44]. In a group of healthy Japanese male subjects, adiponectin
concentration was found to be positively correlated with sleep duration, and the association
was found to be stronger in an older age group (>55 years) [45]. Adiponectin levels were
also lower in a group of patients with severe OSAS [46]. A recent study also showed
that improvement in sleep quality is associated with increased serum adiponectin levels
and improved indices of glycemic control [47]. Conversely, chronic sleep deprivation was
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associated with higher adiponectin levels in a cross-section study among patients with
metabolic diseases, after adjusting for age, sex, BMI, hypertension, menopause, and exercise
levels [48]. This may reflect a compensatory effect of adiponectin in sleep deprivation
among patients with metabolic syndrome [48]. A study involving sleep restriction showed
that sleep restriction (five nights of 4 h in bed) led to reduced levels of adiponectin in
Caucasian women but an increased level in African American women, with no effect on
the adiponectin levels in men, indicating the effect of sleep loss on adiponectin could be
sex- and ethnicity-specific [23].

Studies involving lab animals show additional insights into the regulation of adiponectin
in sleep. Sleep-deprived 30-day-old male Wistar rats had a reduced expression of adiponectin
in retroperitoneal fat without affecting the serum level of adiponectin [49]. Sleep fragmentation
during late gestation of mother mice induces epigenetic changes resulting in a long-lasting
reduction in adiponectin expression in male offspring mice at 21 weeks when the mother
experienced sleep fragmentation for five days [50]. These studies indicate that sleep restriction
can have both short-term and long-term effects on the expression of adiponectin.

2.3. Chemerin

Chemerin is a newly discovered adipokine shown to have various roles in inflamma-
tion, angiogenesis, adipogenesis, and whole body energy homeostasis [51]. Chemerin is
highly expressed in the white adipose tissue, liver, and lungs [51]. Chemerin binds to sur-
face receptors CMKLR1 and GPR1 and activates downstream signaling pathways including
the MAPK, ERK1/2, and PI3K-Akt pathways to regulate adipogenesis, angiogenesis, and
inflammation (Table 2) [51]. In addition, chemerin also regulates glucose metabolism via
actions on insulin secretion and the suppression of hepatic glucose production [51].

Previous research shows that chemerin may also play an important role in metabolic
and sleep disorders. The nocturnal area under the curve (AUC) levels of chemerin were
higher among obese/overweight adolescent females than normal weight controls but not
in adolescent males, suggesting a gender-dimorphic effect of chemerin in adolescents [52].
Feng et al. showed that serum chemerin levels were significantly elevated in patients
with OSAS compared to controls [53]. Serum chemerin levels were also shown to be an
independent determinant of OSAS and correlated with the severity of OSAS [53]. Studies
by Xu et al. showed that chemerin was higher before and after sleep among patients with
severe OSAS compared with the control group after adjusting for BMI [54]. Additionally,
chemerin level after sleep was associated with mean SaO2%, although plasma chemerin
levels were mainly determined by BMI rather than hypoxia during sleep [54]. These studies
indicate that chemerin is elevated in proportion to OSAS severity and may be useful as a
biomarker for OSAS, as its level correlated with the severity of OSAS (Table 1).

2.4. Vaspin

Vaspin is a visceral adipose tissue-derived serine protein inhibitor. In humans, elevated
vaspin levels are associated with higher BMI and insulin resistance [55]. Vaspin improves
insulin sensitivity in adipose tissue by enhancing Akt signaling [55]. It also reduces
endothelial cell inflammation via multiple actions, including reducing the activation of
NF-κB [55]. Centrally, vaspin reduces the expression of NPY and increases the expression
of POMC to decrease food intake (Table 2) [55].

Regarding its role in sleep disorders, studies by Kiskac showed that vaspin was lower
in patients with severe OSAS (AHI > 30, n = 34) compared to age-matched healthy volun-
teers (n = 25) [56]. In contrast, Pan et al. showed the level of vaspin was markedly increased
in the group with obstructive sleep apnea-hypopnea syndrome (OSAHS) compared with
healthy controls and positively associated with clinical measures of insulin resistance,
including fasting blood glucose, insulin levels, and HOMA-IR [57]. Similarly, in studies by
Xu et al., patients with severe OSAS had higher levels of vaspin compared to the control
group after adjusting for the BMI, and the levels of vaspin were not associated with any
measured sleep parameters [54]. Interestingly, studies by Zhuang showed that healthy
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male Wistar rats exposed to chronic intermittent hypoxia had higher vaspin mRNA and
protein levels in the visceral adipose tissue [58]. It is possible that vaspin is elevated in
OSAS secondary to insulin resistance and chronic intermittent hypoxia; however, the exact
relationship between vaspin and OSAS warrants further investigation.

2.5. Omentin

Omentin is an adipokine expressed in the visceral adipose tissue, including omentum,
epicardial fat, and a wide range of other tissues and cells [59]. Omentin has been shown to de-
crease TNF-α and CRP-induced NF-κb activation and modulate eNOS activity in endothelial
cells [60]. Omentin also has been shown to have an insulin sensitizing effect and to promote
insulin-stimulated glucose transport via Akt activation in adipocytes in vitro (Table 2) [59].

Regarding its role in sleep (Table 1), studies by Zirlik showed that omentin was
increased among 10 patients with newly diagnosed OSAS compared to controls, and
CPAP treatment for 3 months reduced the omentin levels toward the levels of the control
group [61]. A subsequent study involving 46 newly diagnosed patients with OSAS and
35 controls showed that omentin levels were much higher among patients with OSAS, and
its levels correlated with age in patients with OSAS [62]. In contrast, Wang et al. showed
that omentin levels were significantly lower among patients with OSAS (n = 192) than
the healthy controls (n = 144). The concentration of omentin was also inversely correlated
with AHI among patients with OSAS [63]. A study by Uygur et al. showed omentin
levels were significantly lower among patients with OSAS (n = 96) when compared with
non-apneic controls (n = 31), and the levels of omentin were lower among patients with
severe OSAS than those with mild/moderate forms of OSAS [64]. Further, they showed
that effective treatment with CPAP for 3 months reversed the levels of omentin to the levels
of controls [64]. A subsequent study by Zhang et al. showed that the omentin levels were
reduced among 30 patients with obesity and severe OSAS compared with healthy controls
(n = 20) and were associated with sleep parameters such as AHI and SpO2 [65]. These
studies indicate that omentin is differentially regulated among patients with OSAS, and the
direction of change varies among different studies, which could be due to various factors
including sample size, patient population, and methodology [66].

2.6. Visfatin

Visfatin is an adipokine that is enriched in the human visceral adipose tissue [67]. It
is mainly secreted by the macrophages in the adipose tissue rather than by adipocytes [67].
Visfatin is an essential enzyme in nicotinamide adenine dinucleotide (NAD) production and
regulates insulin secretion (via actions on syntaxin 4, HNF4a, HNF1b), insulin signaling (via
activations on insulin receptor and ERK1/2), and beta-cell function [67]. Visfatin is also shown
to be a proinflammatory cytokine and is increased in unstable coronary plaques and involved
in endothelial dysfunction, implicating important roles in cardiovascular diseases [67].

In sleep disorders (Table 1), visfatin was shown to be elevated in patients with nar-
colepsy (n = 56) when compared with age- and BMI-matched controls (n = 39), mainly
driven by HLA DR2-positive narcolepsy patients [68]. Among patients with OSAS, levels
of visfatin were positively correlated with sleep latency and negatively correlated with
total sleep time, percentage of stage 2 sleep, and REM sleep [69]. Indeed, results from the
CFS study showed that there was a 14% increase in visfatin for each hour of reduction in
total sleep time and a 31% increase in visfatin for every hour of reduction in REM sleep [19].
Studies by Benedict showed that visfatin levels also displayed a diurnal rhythm in humans,
and sleep loss also induced a rhythm phase shift of visfatin that was positively correlated
with postprandial glucose levels due to the sleep loss [70]. These studies suggest that
visfatin plays a role in regulating sleep structure, and sleep can also regulate whole body
inflammation and insulin resistance through adipokines such as visfatin (Table 2).
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3. Conclusions

In this review, we have briefly summarized recent work on representative adipokines
and their roles in sleep physiology and disorders. These studies collectively have shown
that the functions of adipokines in sleep physiology and disorders could be largely twofold
(Figure 2). First, adipokines have multi-faceted roles in sleep physiology and sleep disorders
(Table 1). Adipokines such as leptin and visfatin can regulate various aspects of sleep,
including latency, duration, quality, and/or structure. Leptin has also been shown to
alleviate upper airway obstruction and improve hypoventilation in obese states. This is
unique among the adipokines studied to date. Second, adipokines can mediate the metabolic
dysfunction associated with sleep disturbance and sleep disorders. Their levels can be
differentially regulated in the setting of sleep deprivation, circadian dyssynchrony, and
obstructive sleep apnea, contributing to systemic metabolic derangements. Adipokines have
been shown to have important roles in the metabolic dysfunction associated with obesity [8].
Given the large overlap between metabolic diseases and sleep disturbance/disorders,
adipokines are likely an important mechanism that link poor sleep to systemic metabolic
dysfunction. Future large scale prospective studies and additional mechanistic studies of
adipokines in sleep physiology and sleep disorders are needed to further clarify the complex
interplay between sleep and metabolic function mediated by adipokines.

 

Figure 2. A proposed model of adipokine function in sleep physiology/disorders and metabolic
dysfunction. Adipokines have multi-faceted roles in regulating the various aspects of sleep physiology
and disorders, which can in turn affect adipokines and their functions, which contribute to systemic
metabolic dysfunction.

Author Contributions: Conceptualization, investigation, and original draft preparation, Z.W.; inves-
tigation, Y.C.; writing—reviewing and editing, Y.C. and R.P.U. All authors have read and agreed to
the published version of the manuscript.

Funding: This study was partially supported by the National Library of Medicine of the National
Institutes of Health (award number: R01LM012854). The content of this study is solely the authors’
responsibility; it does not necessarily represent the National Institutes of Health’s official views.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

485



Int. J. Mol. Sci. 2022, 23, 1706

Abbreviations

AdiopoR1/2 adiponectin receptors 1/2
AgRP agouti-related peptide
AHI apnea hypopnea index
AMPK AMP-activated protein kinase
APPL1 adaptor protein phosphotyrosine interacting with PH domain and leucine zipper 1
AUC area under the curve
BCAMS the Beijing child and adolescent metabolic syndrome study
BMI body mass index
CART cocaine and amphetamine regulated transcript
CCrL2 C-C motif chemokine receptor like 2
CFS the Cleveland family study
CMKLR1 chemerin chemokine-like receptor 1
CPAP continuous positive airway pressure
CRH corticotropin- releasing hormone
CRP C-reactive portein
DIO diet-induced obesity
DM2 diabetes mellitus type 2
eNOS endothelial nitric oxide synthase
ERK1/2 extracellular signal-regulated kinase
GPR1 G protein coupled receptor 1
HLA-DR human leukocyte antigen–DR isotype
HMW high molecular weight
HNF1β hepatocyte nuclear factor-1 β

HNF4α hepatocyte nuclear factor-4α
HOMA-IR homeostatic model assessment for insulin resistance
HTN hypertension
IGF1 insulin-like growth factor 1
JAK Janus kinase
LH luteinizing hormone
MAPK mitogen-activated protein kinase
NAD nicotinamide adenine dinucleotide
NF-κB nuclear factor κ B
NPY neuropeptide Y
OBR obstructive sleep apnea syndrome
OSAHS obstructive sleep apnea hypopnea syndrome
OSAS obstructive sleep apnea syndrome
PI3K phosphoinositide 3-kinase
POMC pro-opiomelanocortin
PPARα peroxisome proliferator-activated receptor-α
REM rapid eye movement
STAT signal transducer and activator of transcription
TNF-α tumor necrosis factor-α
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Abstract: Fast and sustained antidepressant effects of ketamine identified the mammalian target of
rapamycin (mTOR) signaling pathway as the main modulator of its antidepressive effects. Thus,
mTOR signaling has become integral for the preclinical evaluation of novel compounds to treat
depression. However, causality between mTOR and depression has yet to be determined. To
address this, we knocked down mTOR expression in mice using an acute intracerebral infusion
of small interfering RNAs (siRNA) in the infralimbic (IL) or prelimbic (PrL) cortices of the medial
prefrontal cortex (mPFC), and evaluated depressive- and anxious-like behaviors. mTOR knockdown
in IL, but not PrL, cortex produced a robust depressive-like phenotype in mice, as assessed in the
forced swimming test (FST) and the tail suspension test (TST). This phenotype was associated with
significant reductions of mTOR mRNA and protein levels 48 h post-infusion. In parallel, decreased
brain-derived neurotrophic factor (BDNF) expression was found bilaterally in both IL and PrL
cortices along with a dysregulation of serotonin (5-HT) and glutamate (Glu) release in the dorsal
raphe nucleus (DRN). Overall, our results demonstrate causality between mTOR expression in the IL
cortex and depressive-like behaviors, but not in anxiety.

Keywords: mTOR; infralimbic cortex; behavioral despair; BDNF; neurotransmitter

1. Introduction

Major depressive disorder (MDD) is a chronic, recurrent, and multifactorial psychi-
atric disorder that places the subject’s life at risk and has become the leading cause of
disability worldwide in terms of disease [1]. MDD is characterized by a series of physiolog-
ical, psychological, and behavioral symptoms such as depressed mood, sleep or appetite
disturbances, loss of interest and pleasure, or the impairment of executive functions,
among others.

As the neurobiological basis of this pathology is still unknown, several hypotheses
have been proposed to date. One of the most relevant is the neurotrophic/neuroplastic
hypothesis of depression, which postulates that a reduction in neurotrophic factors (such
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as the brain-derived neurotrophic factor, BDNF), in brain areas such as the hippocampus
and the prefrontal cortex, underlies the neuronal atrophy associated with this disease in
preclinical [2–4] and clinical studies [5,6]. In addition, increased hippocampal BDNF levels
were associated with antidepressant response in human studies [5], as well as in preclinical
studies after chronic treatment with classic antidepressant drugs [7–13], or after acute
treatment using fast-acting antidepressants such as ketamine [14–18].

The fast antidepressant effect of ketamine, an N-methyl-D-aspartate (NMDA) receptor
antagonist, has been attributed to the activation of the mammalian target of rapamycin
(mTOR) signaling pathway in rat [14,19]. mTOR is a serine/threonine-protein kinase that
was first described in yeast as the pharmacological target of rapamycin [20]. In mammals,
there are two different complexes, mTORC1 and mTORC2 [21], which control various
aspects of cell physiology. In the central nervous system, the activation of mTORC1
triggers the phosphorylation of several effectors such as the ribosomal protein S6 kinase 1
(p70S6K), or the eukaryotic translation initiation factor 4E-binding protein (4E-BP1) [22],
inducing protein translation. These proteins are located in the neuronal soma and dendrites,
specifically in the synapses, where they colocalize with the postsynaptic density protein-95
(PSD-95), suggesting a postsynaptic location of the pathway [23]. Following activation
of the mTOR pathway, there is an increased synthesis of proteins such as PSD-95, the
GluA1 subunit of the AMPA receptor, and presynaptic proteins such as synapsin 1 or
the activity-regulated cytoskeleton-associated protein (Arc) [14,24,25]. These proteins
participate in synaptic plasticity processes such as the formation, maturation, and function
of new dendritic spines [14], memory processes [22], or long-term potentiation (LTP) [23,26],
which are impaired in MDD.

Mental disorders are defined as “connectopathies” with a complex pathological mech-
anism at the level of circuits and their communication [27]. Neuroimaging studies in
MDD patients show functional and structural connectivity disruptions in the cingulate
cortex, the hippocampus, and the prefrontal cortex, among others [28,29]. The ventral
anterior cingulate cortex (vACC, Brodman area 25, Cg25) has a special interest since clinical
studies reported functional hyperactivity of this area in MDD patients [28–30]. Likewise,
a moderate small interfering RNAs (siRNA)-induced reduction of astrocytic GLAST and
GLT-1 expression in the mouse infralimbic cortex (IL, rodent counterpart to human vACC),
markedly increased local glutamatergic neurotransmission and evoked a depressive-like
phenotype [31,32]. Moreover, different preclinical studies support the importance of the IL
cortex in the antidepressant-like effects induced by deep brain stimulation (DBS) [33–36],
(2R,6R)-hydroxynorketamine [37], ketamine, or optogenetic stimulation [38]. The activation
of the IL cortex reverses changes in the dorsal raphe nucleus (DRN) of animals subjected to
the chronic social defeat depression model [34], reinforcing the critical role of this brain
area and its outputs to the midbrain in the regulation of emotion and stress responses.

Previous studies have reported the downregulation of the mTOR signaling path-
way in postmortem human brain samples from subjects with MDD [39], as well as in
PFC, hippocampus, and amygdala of several animal models of depression including the
olfactory bulbectomy, chronic unpredictable stress (CUS), and chronic corticosterone ex-
posure [40–44]. In order to examine the role of the mTOR pathway in the IL cortex as a
neurobiological substrate in MDD, we evaluated in this study the effects of the mTOR
knockdown in mouse IL cortex on the anxious- and depressive-like behavior, the expression
of synaptic plasticity markers as the brain-derived neurotrophic factor (BDNF) using in
situ hybridization, and used in vivo microdialysis to explore the evoked adaptive changes
in cortico–subcortical circuits leading to the emergence of a depressive-like phenotype.

2. Results

2.1. Acute Unilateral mTOR Silencing in the Infralimbic Cortex Induces a Depressive- but Not
Anxiety-like Behavior

We examined the role of mTOR knockdown in mPFC on depressive- and anxiety-
like behavior by a single unilateral intracerebral infusion selectively into the IL or PrL
cortices. mTOR-siRNA infusion (40 μg/μL siRNA pool) into the IL cortex evoked a
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depressive-like behavior measured in the FST and TST, 24 and 48 h post-infusion, re-
spectively (Figure 1A,B). The immobility times were significantly higher compared to the
control groups in the FST (mTOR-siRNAs: 173.0 ± 6.2 s vs. aCSF: 149.2 ± 5.2 s, p < 0.01),
and in the TST (mTOR-siRNAs: 187.7 ± 6.3 s vs. aCSF: 155.2 ± 7.4 s, p < 0.01). The
observed increase in immobility time was not due to an overall reduction in locomotor
activity, as the total distance traveled in the open field was similar between both groups
(Figure 1C). In addition, we evaluated the total time spent within the central area of the
arena to preliminary study putative anxiety-related behaviors using the open-field test
paradigm. No differences were observed between the groups (Figure 1D).

The infusion of mTOR-siRNAs in the PrL cortex (Figure 1E–H) did not produce
changes in any of the tests used to evaluate depressive- or anxiety-like behaviors. Likewise,
a comparable behavioral profile was observed after intra-IL NS-siRNA infusion compared
to control mice receiving intra-IL aCSF (Figure S1).

Thus, the unilateral acute infusion of mTOR-siRNA in the IL cortex induces a depressive-
like behavior, as evidenced by the increased behavioral despair.

Figure 1. Acute mTOR knockdown in the infralimbic, but not in the prelimbic cortex, induces a
depressive-, but not anxious-like behavior. Depressive-like responses were examined using (A) forced
swimming test and (B) tail suspension test, respectively, 24 h and 48 h after unilateral mTOR-siRNA
infusion in the IL cortex. No changes were observed in (C) locomotion or (D) anxiety-related behavior
in intra-IL mTOR knockdown mice evaluated in the open-field test 24 h after siRNA infusion. (E–H)
No behavioral changes were observed when mTOR was knocked down in the PrL cortex. Results
are presented as mean ± S.E.M. Unpaired Student’s t-test, ** p < 0.01. n = 7–9 animals per group.
aCSF: artificial cerebrospinal fluid; IL: infralimbic; PrL: prelimbic; FST: forced swimming test; TST:
tail suspension test; OF: open-field test; siRNA: small interfering RNA.

2.2. Intra-Infralimbic mTOR-siRNA Infusion Reduces mTOR mRNA Expression and
Protein Levels

The mTOR downregulation was confirmed using in situ hybridization (Figure 2A–E)
and immunohistochemistry (Figure 2F–W) procedures. mTOR-siRNA infusion in the IL
cortex significantly reduced mTOR mRNA expression in the IL (two-tailed unpaired t-test,
t8 = 2.315; p < 0.05) (Figure 2A,E), but not in the PrL cortex (Figure 2B,E).

In parallel, we found that intra-IL mTOR-siRNA infusion induced a significant reduc-
tion of mTOR protein levels locally in the IL cortex (Figure 2F,L–O) compared to control
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mice (Figure 2H–K) (two-tailed unpaired t-test, t8 = 2.524; p < 0.05), without affecting
mTOR expression in the PrL cortex (Figure 2G,P–W).

The unilateral infusion of mTOR-siRNA in the IL cortex induces a reduction in mTOR
mRNA and protein levels in the ipsilateral side 48 h after siRNA infusion.

 
Figure 2. mTOR downregulation after intracerebral administration of siRNAs targeting mTOR in the infralimbic cortex (C).
mTOR levels in (A,F), the IL, and (B,G) the PrL cortex were evaluated by (A–E) in situ hybridization, and (F–W) mTOR
protein expression by immunofluorescence, after unilateral infusion into the IL cortex. Data are expressed as mean ± S.E.M.
Unpaired Student’s t-test, * p < 0.05. n = 4–5 animals per group. Representative coronal brain sections containing IL
cortex showing mTOR mRNA expression in (D) aCSF-infused and (E) mTOR-siRNA-infused mice as assessed by in situ
hybridization. Representative immunofluorescent images of the mTOR protein levels in (H–K) the IL and (P–S) the PrL
cortex of vehicle-infused mice, and in (L–O) the IL and (T–W) the PrL cortex of mTOR-siRNA-infused mice. Images show
(H,L,P,T) DAPI, (I,M,Q,U) mTOR, (J,N,R,V) merged, and (K,O,S,W) heat-map image. Scale bar in E: 1 mm. Scale bar in
W: 100 μm. Heat-map calibration bar in E and W showing the intensity values. aCSF: artificial cerebrospinal fluid; IL:
infralimbic; PrL: prelimbic; siRNA: small interfering RNA.

2.3. Reduced BDNF mRNA Expression in Medial Prefrontal Cortex after mTOR Knockdown in
Infralimbic Cortex

Given that brain BDNF levels are critical in the neurobiology of MDD, as well as in
the antidepressant effects [45,46], we also examined the BDNF expression in the intra-IL
mTOR knockdown mice. Moreover, as the mTOR-siRNA was infused in the IL cortex
unilaterally, we also considered the brain side as a variable. mTOR knockdown in the IL
cortex produced a significant reduction of BDNF mRNA expression in both brain sides (ipsi-
and contralateral IL cortices) (Figure 3B,C), and in the ipsilateral PrL cortex (Figure 3B,D)
48 h post-infusion. Two-way ANOVA analyzing the effect of the treatment and the brain
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side factors revealed a significant effect of treatment on the BDNF expression in the IL
cortex (F(1,16) = 26.41, p < 0.001) (Figure 3C), and in the PrL cortex (F(1,16) = 13.65, p < 0.01)
(Figure 3D).

The unilateral infusion of mTOR-siRNA in the IL cortex induces a bilateral reduction
in BDNF mRNA levels in the IL cortex, and in the ipsilateral side in the PrL cortex.

Figure 3. mTOR knockdown in infralimbic cortex reduces BDNF transcription in medial prefrontal cortex. Representative
coronal brain sections showing BDNF mRNA expression in (A) aCSF-treated and (B) mTOR-siRNA-treated mice, as assessed
by in situ hybridization. Effect of local mTOR-siRNAs infusion in the IL cortex on BDNF mRNA expression in the mPFC:
(C) IL and (D) PrL areas. Data are expressed as mean ± S.E.M. Two-way ANOVA followed by a Bonferroni post hoc
test, * p < 0.05 compared to their respective aCSF group; # p < 0.05 compared to the contralateral aCSF group; $ p < 0.05
compared to the ipsilateral aCSF group. n = 5 animals per group. Scale bar: 1 mm. aCSF: artificial cerebrospinal fluid;
BDNF: brain-derived neurotrophic factor; contra: contralateral to the infusion site; ipsi: ipsilateral to the infusion site; IL:
infralimbic; PrL: prelimbic; siRNA: small interfering RNA.

2.4. Extracellular Serotonin and Glutamate Levels in Dorsal Raphe Nucleus after mTOR
Knockdown in Infralimbic Cortex

Glutamatergic projections from the IL cortex regulate the 5-HTergic neuronal activity in
the DRN, and alterations of the IL-DRN circuitry function are implicated in depressive-like
behaviors [31,38,47]. Therefore, extracellular 5-HT and glutamate levels were assessed in
the DRN of mice after acute mTOR knockdown in the IL cortex using in vivo microdialysis
procedures. mTOR knockdown in the IL cortex did not alter the extracellular basal levels
of 5-HT and glutamate in the DRN compared to control animals (Figure 4A,B). The local
administration of the depolarizing agent veratridine (50 μM) in the DRN revealed opposite
effects on presynaptic releasable pools of 5-HT and glutamate since extracellular levels of
5-HT were lower (Figure 4C), while those of glutamate were higher (Figure 4D) in the IL
cortex of mTOR knockdown animals compared to control mice. Two-way ANOVA showed
a significant effect of time (F(9,72) = 12.71, p < 0.001) for 5-HT, whereas significant effects of
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mTOR siRNAs (F(1,8) = 18.57, p < 0.01), time (F(9,72) = 8.00, p < 0.001), and interaction of
both factors (F(9,72) = 2.62, p < 0.05) were found for glutamate.

The local application of the AMPA receptor antagonist NBQX (100 μM) in the DRN of
IL-mTOR silenced mice did not modify the extracellular 5-HT levels in DRN (Figure 4E)
while it reduced the DRN glutamate levels (Figure 4F). Two-way ANOVA revealed a
significant effect of time (F(9,72) = 2.33, p < 0.05) for 5-HT, and a significant effect of mTOR-
siRNAs (F(1,8) = 10.66, p < 0.05) and the interaction of both factors (F(9,72) = 3.250, p < 0.01)
for glutamate.

The unilateral infusion of mTOR-siRNA in the IL cortex induces the dysregulation in
the serotonergic and glutamatergic neurotransmission in the DRN.

Figure 4. Dysregulation of extracellular serotonin and glutamate neurotransmitters in the dorsal
raphe nucleus after acute infralimbic-mTOR knockdown in mice. Baseline extracellular values of
(A) serotonin and (B) glutamate in DRN. The effects of local 50 μM veratridine on extracellular
(C) serotonin and (D) glutamate levels, and intra-DRN 100 μM NBQX infusion on extracellular
(F) 5-HT and (E) glutamate levels in control and mTOR-siRNAs mice. Data are represented as
mean ± SEM. Two-way ANOVA followed by Bonferroni post hoc test (** p < 0.01, *** p < 0.001).
n = 4–5 animals per experimental group. 5-HT: serotonin; aCSF: artificial cerebrospinal fluid; NBQX:
2,3-dihydroxy-6-nitro-7-sulfamoyl-benzo(f)quinoxaline; siRNA: small interfering RNA.

3. Discussion

Herein, we demonstrated that acute mTOR knockdown in the IL cortex, induced by
the intracerebral administration of mTOR-siRNA, elicited a depressive-like state in mice,
which was maintained for at least 48 h without affecting anxiety-like behavior. The acute
mTOR downregulation in the IL cortex leads to reduced BDNF mRNA levels in mPFC,
together with impaired 5-HT and glutamate neurotransmission in the DRN, disturbances
linked to neuropathophysiology of depression, as reported in preclinical [31,36,48,49] and
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clinical [50] studies. Our findings highlight the importance of mTOR signaling in the IL
cortex for adequate mPFC-DRN circuit functioning.

In the present mouse model, a single unilateral mTOR-siRNA dose in the IL cortex
was sufficient to reduce mTOR expression (mRNA and protein), ultimately inducing a
depressive-phenotype, and this is in line with the lower mTOR protein levels found in the
mPFC of patients with MDD [39]. In addition, the overexpression of the mTOR negative
regulator REDD1 (regulated in development and DNA damage responses-1) in mPFC was
associated with depressive-like behavior in rats [41]. Moreover, the long-term oral admin-
istration of mTOR inhibitors (i.e., rapamycin) in rodents also induced a depressive-like
state characterized by behavioral despair [51,52] and anhedonia [51]. In line with these
observations, pilot studies in our lab using subchronic mTOR siRNA infusion showed
both behavioral despair and anhedonia in mice (data not shown). However, neither
the subchronic [51] nor the acute [51,53,54] systemic administration of rapamycin in rat
induced depressive-like effects. It is worth mentioning that some authors reported an
antidepressant-like effect of acute systemic rapamycin administration, but this effect was
observed in animal models of neurological pathologies as epilepsy [51,54], tuberous sclero-
sis complex [55], and Parkinson’s disease [56]. The behavioral discrepancies between our
study and others might be due to the use of a genetic approach (mTOR-siRNA) compared
with the pharmacological inhibition of mTOR (rapamycin), and/or the local (infralimbic
cortex) versus the systemic administration, respectively. This marked behavioral effect
following siRNAs unilateral infusion is in line with previous studies using this genetic
approach [31].

We also failed to find any effect of the acute mTOR silencing in the IL cortex when
preliminarily analyzing state anxiety using the open-field test. This finding contrasts with
the anxiety-like behavior elicited by the chronic administration of mTOR inhibitors [52] and
the overexpression of the mTOR inhibitor REDD1 in mPFC [41]. Besides, a single prenatal
administration of rapamycin in mice induced increased anxiety in the adult offspring [57].
The appearance of anxiety in these studies compared to the lack of effect observed in our
study could be due (1) to the systemic administration of mTOR inhibitors (compared to
our local knockdown), (2) to the use of a wider battery of behavioral tests (including the
elevated plus maze) [41,52], or (3) to the temporal appearance of this behavior, as some
authors study the long-term behavioral effect [41,52,57] (compared to our acute studies).
Overall, our data and those from previous reports reflect the complex and region-dependent
effects of mTOR inhibition in the behavioral readouts, opening a new field of study in the
treatment of depressive-related behaviors.

The importance of mTOR in the IL cortex in the neurobiology of depression could
be complemented with the fact that the infusion of drugs as ketamine [38] and (2R,6R)-
hydroxynorketamine [37] in this area in the rodent brain induce an antidepressant-like
effect mediated by mTOR pathway activation. Moreover, this antidepressant-like effect is
blocked by rapamycin infusion into the mPFC [14,37,58]. Ketamine administration in pa-
tients resistant to conventional antidepressant treatments induces a rapid improvement of
depressive symptoms 2 h after administration that is maintained for up to 2 weeks [59–61].
However, preclinical studies indicate a lack of effect of rapamycin on the inhibition of
the antidepressant-like effect of ketamine [62]. Moreover, a recent clinical study describes
that the administration of rapamycin prolongs the antidepressant effect of ketamine [63],
indicating that there is still a lot of work to be done to clarify the role of this signaling
pathway in the mechanism of action of fast-acting antidepressant drugs.

The depressive-like behavior present after the acute mTOR-siRNAs infusion into the
IL cortex correlates with the downregulation of BDNF expression in both ipsilateral IL and
PrL cortices, as well as in the contralateral IL cortex. The BDNF downregulation observed
in both the IL and PrL cortices may account for the neuronal network interaction of both
areas [64,65]. Interestingly, a recent study reported a similar reduction of BDNF expression
after the acute knockdown of the astrocytic glutamate transporter (GLAST/GLT-1) in the
IL cortex of mice [31], associated also with a depressive-like phenotype. Several clinical
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and preclinical reports point to an impairment in neurotrophic factors, mainly BDNF, as
the causal role of the atrophy observed in brain areas as PFC or hippocampus in patients
diagnosed with major depression [66]. In this regard, BDNF levels are decreased in the post-
mortem PFC samples from depressed patients [6,67,68], and in the PFC and hippocampus
of rodent models of depression exposed to different types of stress [3,69].

The mPFC exerts top-down control over several limbic regions and brainstem nuclei,
which, in turn, influence different aspects such as cognition and emotion, mental processes
compromised in major depressive disorder. The outputs to the DRN are important to
modulate the harmful effects of uncontrollable stress [70]. Therefore, the mPFC-DRN
connection was analyzed in the present study, determining the extracellular levels of
serotonin and glutamate in the DRN by in vivo microdialysis after acute mTOR-siRNAs
infusion into the IL cortex, in parallel to the depressive-like behavior. Recent studies in
depression-like mouse models reported an enhancement of the activity of the glutamatergic
output from the IL cortex, leading to the inhibition of the serotonergic neurons in the
DRN [31,71,72]. In contrast, our results did not show significant changes in serotonin or
glutamate basal levels, in line with previous reports in other animal models of depression
in relevant areas as the mPFC [49,73].

After the local infusion of the depolarizing agent veratridine, opposite changes were
detected in the serotonin and glutamate levels in DRN with a significant decrease or
increase, respectively, suggesting that the reduction of mTOR in the IL cortex may affect the
readily releasable pool (RRP) of perisomatic serotonin neurons and glutamatergic terminals
in the DRN. Rapamycin-mediated mTOR inhibition induces the depletion of synaptic
vesicles from monoamine presynaptic terminals in the striatum in a macroautophagy-
dependent manner [74]. In addition, a lower serotonin release promoted by veratridine in
the infralimbic mTOR knockdown animals is similar to previous reports in animal models of
depression as the olfactory bulbectomy [36], chronic corticosterone administration [49], and
genetic models of depression as the conditional β-catenin knockout in GLAST-expressing
cells [49]. This lower stimulation-induced neurotransmitter release [75] might be associated
with an impaired ability to cope with stressful situations [76].

The increased glutamate release following veratridine observed in the animals after
acute mTOR-siRNAs knockdown was also described after acute stress in the mPFC [77,78]
or the amygdala [79]. Furthermore, the inactivation of mTORC1 in cultured glutamater-
gic hippocampal neurons is associated with an increased rate of spontaneous and asyn-
chronous glutamate release [80]. In this sense, an enhancement of glutamatergic output
activity from the IL cortex, causing inhibition of the serotonergic neurons mediated by
GABAergic interneurons in the DRN, has been reported in mouse models of depres-
sion [31,71,72]. Moreover, the inactivation of the mPFC using muscimol is associated with
the impairment of information processing, resulting in altered serotonergic activity and its
behavioral consequences [70].

Regarding the effects of the local infusion of NBQX in DRN, the serotonin levels were
not modified as previously described [81]. The reduction of glutamate extracellular levels
following local AMPA inhibition does not have a straightforward explanation, since, to
date, AMPA receptors have not been described in presynaptic localization in glutamatergic
terminals. However, it has been reported an inhibitory role of AMPA receptors, leading
to the presynaptic inhibition of GABAergic transmission in cerebellar cells, which may be
mediated by G-protein-linked mechanisms [82].

Finally, some potential limitations could be considered. First, the use of only one
behavioral test to preliminarily analyze the state anxiety may hinder a wider effect on
anxiety of the acute infusion of mTOR-siRNA in the IL cortex. A second limitation is the
lack of knowledge regarding the duration of the depressive-like effect of a single infusion
of mTOR-siRNA into this cortical area. Finally, and associated with the latter, is the issue
of whether the silencing of mTOR in the IL cortex for a longer period would have been
able to induce other changes in the depressive-like behavior manifestations, such as the
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appearance of anhedonia. In this sense, further investigations will be needed to broaden
the current data.

4. Materials and Methods

4.1. Animals

Male C57BL/6J mice (2–3 months old, 25–30 g, Charles River, Lyon, France) were
housed under controlled conditions (22 ± 1 ◦C; 12 h light/dark cycle) with food and water
available ad libitum, unless otherwise stated. All procedures involving the use of mice
and their care followed the principles of the ARRIVE guidelines were carried out with the
previous approval of the Animal Care Committee of the Universidad de Cantabria and
according to the Spanish legislation and the European Communities Council Directive on
“Protection of Animals Used in Experimental and Other Scientific Purposes” (86/609/EEC)
(ref. No.: PI.05-17).

4.2. siRNAs

Two unmodified siRNAs against mTOR (mTOR-siRNAs) (GenBank accession
#NM_020009.2) which specific sequences are: mTOR-siRNA1 sense: gaaggucacugaggau-
uuaTT, antisense: uaaauccucagugaccuucTT; and mTOR-siRNA2 sense: acccgggcgugau-
caauaaTT, antisense: uuauugaucacgcccggguTT, were co-administered (Microsynth; Bal-
gach, Switzerland). A non-sense siRNA (NS-siRNAs, sense: aguacugcuuacgauacggTT,
antisense: ccguaucguaagcaguacuTT) with no homology to the mouse genome was used
as a negative control (nLife Therapeutics, S.L. (La Coruña, Spain) as described (Interna-
tional patent application PCT/EP2011/056270)). In the intracerebral infusion, 40 μg (20 μg
of each) of siRNAs were diluted in artificial cerebrospinal fluid (aCSF: 125 mM NaCl,
2.5 mM KCl, 1.18 mM MgCl2, 1.26 mM CaCl2, containing glucose 5%). aCSF was infused
to control animals.

4.3. Drugs and Reagents

Veratridine and 2,3-dihydroxy-6-nitro-7-sulfamoyl-benzo(f)quinoxaline (NBQX) were
purchased from Tocris Bioscience (UK). Veratridine (50μM) [31,83] and NBQX (100μM) [84,85],
were infused through the intracerebral probe into the DRN of the animals.

[33P]α-dATP (2′ deoxyadenosine 5′-(α-thio) triphosphate at a specific activity of
>2500 Ci/mmol was purchased from Perkin Elmer and GTPγS (10 μM) and used for
the mTOR and BDNF in situ hybridization studies.

4.4. Acute Intracerebral siRNA Infusion

Mice were anesthetized with pentobarbital (40 mg/kg; i.p.) [31,49,86] and a single
dose of the specific mTOR pool (40 μg/μL; 20 μg of each sequence) of siRNAs was stereo-
taxically and unilaterally infused [31], using a perfusion pump at 0.2μL/min, in the
infralimbic cortex (IL; coordinates in mm: anteroposterior-AP, +2.0; mediolateral-ML, –0.2
and dorsoventral-DV, –3.4), or the prelimbic cortex (PrL; AP, +2.0; ML, –0.2; DV, –2.0). The
local infusion of this siRNA dose does not induce off-target effects [31,86,87]. A different
set of animals was used for microdialysis studies. After siRNAs infusion, a microdialysis
probe was implanted in the dorsal raphe nucleus (DRN) (Figure 5).
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Figure 5. Experimental schedule of the different experimental procedures performed in this study.
mTOR-siRNA or vehicle (aCSF) was unilaterally infused in the IL or PrL cortices for the behavioral
experiments (sets 1 and 2), and in the IL cortex for the microdialysis studies (set 3). Samples were
collected 48 h post-infusion (2 h after the last behavioral test for set 1). aCSF: artificial cerebrospinal
fluid; siRNA: small interfering RNA; unil.: unilateral infusion; IL: infralimbic cortex; PrL: prelim-
bic cortex; DRN: dorsal raphe nucleus; FST: forced swimming test; TST: tail suspension test; OF:
open-field test; ISH: in situ hybridization; IHC: immunohistochemistry; MD: microdialysis; Verat.:
vetridine; NBQX: 2,3-dihydroxy-6-nitro-7-sulfamoyl-benzo(f)quinoxaline.

4.5. Behavioral Studies

All behavioral tests were performed between 10:00 a.m. and 3:00 p.m. by an experi-
menter blind to treatments. Mice were habituated for at least 1 h before testing. For the
acute siRNAs treatment, animals were evaluated in two behavioral paradigms including
the forced swimming test (FST) and the tail suspension test (TST), 24 and 48 h, respectively,
after the single unilateral intracerebral infusion of mTOR-siRNAs or aCSF. In another
animal cohort, the locomotor activity was assessed in the open-field test (OF) 24 h after the
siRNAs or aCSF infusion (Figure 5).

4.5.1. Forced Swimming Test (FST)

Mice were placed in cylinder tanks (30 × 20 cm) filled with water at 25 ◦C for a 6 min
session, and the last 4 min were recorded. The time spent immobile was scored. At the end
of the test, animals were immediately removed from the tank, dried off with a paper towel,
and returned to their home cages [88].
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4.5.2. Tail Suspension Test (TST)

Mice were suspended 30 cm above the bench using adhesive tape placed approxi-
mately 1 cm from the tip of the tail. The total duration of immobility during a 6 min test
was recorded using a video camera (Smart, Panlab) [87].

4.5.3. Open-Field Test (OF)

Motor activity was measured in four Plexiglas open-field boxes 35 × 35 × 40 cm
indirectly illuminated (25–40 luxes) to avoid reflection and shadows. The floor of the
open field was covered with an interchangeable opaque plastic base that was replaced
for each animal. Motor activity and the total time spent within the central area of the
arena, to evaluate anxiety, were recorded for 15 min by a camera connected to a computer
(Videotrack, View Point, Lyon, France) [87].

4.6. In situ Hybridization

Mice were killed by pentobarbital overdose and brains were rapidly removed, frozen
on dry ice, and stored at −80 ◦C. Coronal tissue sections containing mPFC (14 μm thick)
were cut using a microtome-cryostat (HM500-OM, Microm, Walldorf, Germany), thaw-
mounted onto 3-aminopropyltriethoxysilane (Sigma-Aldrich, St. Louis, MO, USA)-coated
slides, and kept at −80 ◦C until use. The oligoprobes used were: mTOR/4721-4766
(NM_020009) and BDNF/1188-1238 (NM_007540), respectively (Göttingen, Germany).
Oligoprobes (2 pmol) were 3′-end labeled with [33P]-dATP (>2500 Ci/mmol; DuPont-NEN,
Boston, MA, USA) using terminal deoxynucleotidyl transferase (TdT, Calbiochem, La Jolla,
CA, USA), and the sections were incubated overnight with the labeled probes. Sections
were then washed, air-dried, and exposed to films (Biomax MR, Kodak, Madrid, Spain)
together with 14C microscales (Amersham, Buckinghamshire, UK) at 4 ◦C for 3 weeks.
Films were analyzed and relative optical densities (ROD) were obtained using a computer-
assisted image analyzer (MCID, Mering, Germany), as previously described [87,89]. The
slide background and nonspecific densities were subtracted. ROD was evaluated in
2–3 duplicate adjacent sections from each mouse and averaged to obtain individual values
along the anteroposterior axis.

4.7. mTOR Immunofluorescence

Animals were deeply anesthetized with sodium pentobarbital (40 mg/kg, i.p.) and
transcardially perfused with 4% paraformaldehyde [90]. Brains were post-fixed for 4 h
at 4 ◦C and cryoprotected with 30% sucrose in PBS. Free-floating coronal brain sections
(40 μm thick) were processed for immunohistochemical experiments as follows. Sections
were washed in PBS, blocked with a blocking solution (PBS containing 0.3% Triton-X-100
and 2% normal donkey serum) for 1 h at room temperature, and incubated with the primary
antibody rabbit anti-mTOR (1:800, Cell Signaling Technology, Leiden, The Netherlands)
in PBS and 2% normal donkey serum, overnight at 4 ◦C. After, sections were washed and
incubated with the secondary donkey anti-rabbit Alexa Fluor 488 antibody (Invitrogen,
Waltham, MA, USA) for 2 h at room temperature. After washing, sections were incubated
with DAPI 1:1000 in PBS for 5 min and mounted using Vectashield. The fluorescent signal
was detected using a Zeiss Axio Imager M1 fluorescence microscope, 12 bits B&W camera
(AxioCam MRm). Cubes: GFP (Ex. 470/40–Em. 525/50). Objective: x40/NA 0.75. The
relative immunoreactivity was measured as the mean densitometric measurement of the IL
and PrL areas in silenced and control groups. The staining intensity was measured using
the software ImageJ 1.52S (NIH, Bethesda, MD, USA). The image density was obtained by
subtracting the density in the nonspecific condition (without primary antibody).

4.8. Intracerebral Microdialysis

Extracellular serotonin (5-HT) and glutamate (Glu) concentrations in DRN were
measured by in vivo microdialysis, as previously described [31]. Briefly, one concentric
dialysis probe (Cuprophan; 1.5-mm long) was implanted into the DRN (coordinates in mm:
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AP, −4.5; ML, 1.0; DV, −4.2, with a lateral angle of 20◦) of pentobarbital-anesthetized mice.
Microdialysis experiments were conducted 24 h (for intra-DRN infusion of veratridine;
day 1) and 48 h (for intra-DRN infusion of NBQX; day 2) after surgery in freely moving
mice by continuously perfusing probes with artificial cerebrospinal fluid (aCSF, containing
1 μM citalopram) at a rate of 1.64 μL/min. After a 180 min stabilization period, dialysate
samples of 30 μL were collected every 20 min, six 20 min fractions were collected to obtain
basal values (expressed as the concentration of neurotransmitter in the 30 μL sample),
and another six samples after the local infusion of 50 μM veratridine (day 1) and 100 μM
NBQX (day 2). 5-HT and Glu were determined by HPLC, as previously described [91]. The
neurotransmitter levels (% vs. basal) were determined for every time point for each animal
and the mean of the experimental groups was compared for 5-HT and Glu contents. The
absolute basal levels of 5-HT (fmol/sample) and Glu (μmol/sample) were also compared
among groups. After the experiments, mice were sacrificed, and brain tissue was processed
according to standard procedures (cresyl violet staining) to verify the correct placement of
the dialysis probe.

4.9. Statistical Analysis

Results are expressed as mean ± standard error of the mean (S.E.M.). The statistical
analysis of the results was performed using Student’s t-test or two-way ANOVA, followed
by the Bonferroni post hoc test. Graphs and statistical analyses were done using the
GraphPad Prism software, version 6.1 (GraphPad Software Inc., San Diego, CA, USA). The
level of significance was set at p < 0.05. The number of animals used in each experimental
group is indicated in the Results section and Figure legends.

5. Conclusions

The present study demonstrates the causal link between mTOR expression in the
infralimbic cortex and depressive-like state, with no clear implication in state anxiety-like
behavior, at least in the open-field test. Here we demonstrate how an acute unilateral
infusion of mTOR-siRNA into the infralimbic cortex, that induces a reduction of mTOR
mRNA and protein expression in this area, is able to promote pro-depressive behavioral
effects, accompanied with BDNF mRNA downregulation in the medial prefrontal cor-
tex and an impairment of the serotonergic and glutamatergic neurotransmission in the
ventromedial prefrontal cortex-dorsal raphe nucleus (vmPFC-DRN) pathway. These data
support the importance of the mTOR pathway in the infralimbic cortex in the control of
brainstem nuclei and the development of depressive-like behavioral despair. Our data are
in accordance with previous findings on the importance of the mTOR pathway in major
depression. Future experiments would be of interest to determine whether a sustained
elimination of mTOR in the infralimbic cortex is able to promote a more pronounced
behavioral phenotype (e.g., anhedonia).
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