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Abstract: As wireless local area networks grow in size to provide access to users, power consumption
becomes an important issue. Power savings in a large-scale Wi-Fi network, with low impact to user
service, is undoubtedly desired. In this work, we propose and evaluate the eSCIFI energy saving
mechanism for Wireless Local Area Networks (WLANs). eSCIFI is an energy saving mechanism
that uses machine learning algorithms as occupancy demand estimators. The eSCIFI mechanism
is designed to cope with a broader range of WLANs, which includes Wi-Fi networks such as the
Fluminense Federal University (UFF) SCIFI network. The eSCIFI can cope with WLANs that cannot
acquire data in a real time manner and/or possess a limited CPU power. The eSCIFI design also
includes two clustering algorithms, named cSCIFI and cSCIFI+, that help to guarantee the network’s
coverage. eSCIFI uses those network clusters and machine learning predictions as input features to an
energy state decision algorithm that then decides which Access Points (AP) can be switched off during
the day. To evaluate eSCIFI performance, we conducted several trace-driven simulations comparing
the eSCIFI mechanism using both clustering algorithms with other energy saving mechanisms found
in the literature using the UFF SCIFI network traces. The results showed that eSCIFI mechanism
using the cSCIFI+ clustering algorithm achieves the best performance and that it can save up to
64.32% of the UFF SCIFI network energy without affecting the user coverage.

Keywords: WLAN energy saving mechanism; machine learning; RoD strategy mechanisms; smart
buildings; Wi-Fi networks

1. Introduction

The presence of Wireless Local Area Networks (WLANs) on shopping centers, conven-
tion centers, and commercial and university buildings has been increasing daily [1]. To cope
with the increasing demand, new wireless Access Points (APs) are added to the network
infrastructure in order to supply user demand with good Internet connection [2]. However,
the deployment of new APs not only rises the network infrastructure maintenance cost,
but also its operation costs [3]. These higher operation costs are mostly caused by energy
consumption [4,5].

The energy consumption of large-scale wireless networks has raised concerns among
researchers [3,4,6–9]. There are several studies in the literature proposing Resource on
Demand (RoDs) strategies to improve the energy efficiency of those networks [7,10–14].
Wi-Fi RoD strategy management systems, or simply RoD strategy mechanisms, implement
algorithms and policies that decide which APs should be switched off to save energy and
which APs must stay switched on to cope with the traffic demands [1].

Some mechanisms use real time data acquisition or sophisticated RoD strategies that
require great processing requirements to create their energy saving solutions [4,15,16].

Energies 2022, 15, 462. https://doi.org/10.3390/en15020462 https://www.mdpi.com/journal/energies
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However, there are wireless network scenarios where the Central Processing Unit (CPU)
power is limited. This restriction makes the use of real-time occupancy’s measurement and
prediction impractical. Nevertheless, even those network scenarios could benefit from RoD
strategy mechanisms and few to no adjustments would be required.

The Fluminense Federal University (UFF) SCIFI wireless network is a large-scale
network developed by UFF, initially financed by RNP (Brazilian National Research and
Education Network) [17]. The SCIFI network is a low-cost solution for large-scale wireless
networks. Its implementation is open source and allows the control and management of
those networks. The SCIFI network has two main components: The SCIFI smart controller;
and the running APs, operating under the open source OpenWRT firmware [18].

It is possible to apply machine learning predictions to estimate APs occupancy demand
in the UFF SCIFI wireless network scenario [19]. The key idea behind that is to use machine
learning models predicted occupancy demand to control the power state of the APs during
the day. The responsible for switching off APs according to the estimated demand for each
time slot is the Wi-Fi network controller. The Wi-fi controller can do that by using RoD
strategy mechanisms based on machine learning estimated demand. Machine Learning
models are responsible for future occupancy demand estimations that our RoD mechanism
bases its decisions on. Consequently, we need to conduct an analysis on the performance of
machine learning models for our scenario.Some work use the Wi-Fi infrastructure to gather
information about the Wi-Fi network occupancy history and use different classification and
regression machine learning models to predict network usage [3,20–24]. However, to the
best of our knowledge, none of them have investigated the combination of regression and
classification predictions to improve the demand estimation accuracy or the combination
of two RoD strategy algorithms to ensure client’s association and the network minimum
coverage for Wi-Fi networks.

This work proposes eSCIFI, an energy saving mechanism for WLAN. eSCIFI uses
machine learning models to predict the wireless network future demand, therefore it can
work in wireless networks where the controller’s CPU power does not allow real time data
acquisition to estimate this demand. eSCIFI uses two RoD strategy algorithms to ensure
clienst’ association and the network minimum coverage: the AP clustering algorithm and
the double threshold algorithm. The eSCIFI mechanism can determine which AP should
be active or turned off during certain moments of the day in order to cope with the actual
network demand and also save energy.

The main contributions of this work are:

• An energy saving mechanism named eSCIFI for WLAN, which can work in scenarios
where real data acquisition is not possible;

• Analysis of how eSCIFI can cope with the network demand while saving energy
and the comparison of its results with other RoD strategy mechanisms found in the
literature. When compared to related work, eSCIFI achieved the highest energy saving
factor (64.32%) without affecting the user access coverage.

The remainder of this work is organized as follows. Section 2 presents the related
work to WLAN energy saving mechanisms. Section 3 describes the eSCIFI energy saving
mechanism solution proposed in our work. Section 4 covers the evaluation of the proposed
eSCIFI energy saving mechanism. Finally, Section 5 concludes this work, pointing out some
enhancements and applications that might be explored in future work.

2. Related Work

Based on the work of Budzisz et al. [25], Jardosh et al. [2] and Lorincz et al [26],
we developed an extended taxonomy that helped us to compare distinct RoD strategy
mechanisms for WLANs. Our taxonomy consists of seven non-overlapping categories,
corresponding to the main characteristics of related work: (1) network type, (2) WLAN
application scenario, (3) control scheme, (4) operation strategy, (5) metrics, (6) algorithm
type, and (7) evaluation method.
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Most related work have developed RoD strategy mechanisms for Wi-Fi (IEEE 802.11)
networks. However, there are great contributions in the literature that developed RoD
strategy mechanisms for mesh [27] and cellular networks [8,24,28,29]. Those wireless
network types have distinct characteristics, but the strategies and algorithms used on their
RoD strategy mechanisms are interchangeable and sometimes even overlapping. It is
important to notice that an RoD strategy mechanism developed and tested for a specific
wireless network can be used in other wireless network types. Therefore, the network type
category does not mean any sort of limitation to the RoD strategy mechanism applicability,
but only describes the type of network used as the motivation and experimental scenario.

Most of the RoD strategy mechanisms were developed for application scenarios where
they depend on homogeneous WLANs to operate, such as [2,7,11,12,14]. In those cases, the
RoD strategy mechanism is implemented to fully cope with the WLAN technology without
depending on any other wireless networks that might work in that area to help to imple-
ment their energy saving strategies. However, there are some RoD strategy mechanisms
that were designed to operate in heterogeneous WLAN scenarios such as [9,30,31]. In the
heterogeneous WLAN application scenarios, the WLAN can rely on other wireless tech-
nologies such as Bluetooth or in a separate wake-up radio transceiver to detect user activity
while the WLAN infrastructure is turned off. The RoD strategy mechanism developed for
heterogeneous WLAN application scenarios can usually achieve higher energy saving rates
without affecting their user Quality of Service (QoS), since there is always a supportive
wireless network to detect new users instantly. However homogeneous networks are
less complex in terms of deployment, control and management, due to their independent
WLAN nature.

The control scheme category expresses how the RoD strategy mechanism implements
its energy saving strategy. The control scheme can be centralized or distributed. RoD strat-
egy mechanisms with centralized control scheme uses a central controller to supervise the
network and send the commands to APs. Centralized control schemes are more common
for large wireless networks since most of them already have a central controller and their
APs usually are not powerful enough to implement the algorithms and calculations needed.
However, the centralized control scheme can be subdivided into two categories depending
whether the central controller is designed for a Software Defined Network (SDN) or not.

SDNs separate the control and data plane by introducing a centralized controller that
is responsible for resolving flows forwarding policies and assigning them to the switches’
forwarding tables [10]. Some related work [10,14–16] developed energy saving mechanisms
for SDN-based networks with a centralized SDN controller. The use of SDN controllers
allows those energy saving mechanisms to use some collected network information such as
network topology and traffic usage easily. However, not every large scale WLAN controller
is based on the SDN paradigm and therefore can not count on all its advantages.

There are some proposed energy saving mechanisms in our related work that do not
consider the controller to be SDN-based [3,8,27,32]. Those energy saving mechanisms also
work with a centralized control scheme, but with non-SDN controllers which make them
a feasible solution to WLANs where not all SDN advantages are present. On the other
hand, in a distributed network, the WLAN elements are all responsible for controlling their
energy state and deciding whether they can be turned off or not. However, it is important to
highlight that a distributed control scheme does not necessarily mean that each WLAN AP
works independently of the other. In [33,34], the Wi-Fi APs implement an energy saving
strategy without a central controller, but they use out-of-band communication between
them to decide which APs can be turned off.

RoD strategy mechanisms can be classified into two operation strategies: demand-
driven or schedule-driven. Demand-driven strategies collect real-time information from
the WLAN resources to estimate user demand [2]. The advantage of these strategies is
that they can generate an energy saving in the WLAN while satisfying the user demand.
However demand-driven strategies have a higher CPU power cost due to the overhead of
assessing user demands continuously [6]. Demand-driven strategies are more suitable in

3
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scenarios where the user demand may unpredictably vary over time such as in stadiums [7].
On the other hand, schedule-driven strategies use predefined schedules to produce its
energy saving. These schedules can be obtained with machine learning models trained with
WLAN historical usage data [3,12,29] or can be based on the administrator’s experience [14].
The advantage of using schedule-driven strategies is their low CPU power requirements.
Schedule-driven strategies are only suitable for scenarios where user demand is predictable,
such as university networks [3,12,14].

The RoD strategy mechanisms can be divided into 4 metrics subsets according to
the metrics they use to minimize the energy consumption. The most common and most
intuitive metrics are the traffic metrics subset. The traffic metrics subset comprises any
network traffic related metric such as number of associated users [3,12,32], throughput [8]
or more sophisticated ones such as channel utilization [2]. Traffic metrics are often used
and measured in a network, and therefore they are easily accessible, but they might not
be enough to guarantee the QoS or coverage alone. Coverage metrics are used to ensure
that the whole radio area network [2,6,14] and users [7,15,16] will be covered. Coverage
implies that the RoD energy saving strategies will guarantee that all users can connect to
at least one active radio. QoS metrics are often used in studies that try to minimize the
impact on the user’s service [13,28], but they also imply smaller savings or more complex
algorithms to work. Energy metrics [4,26] consider the reducing energy quantitative for the
analysis of switching on/off strategies. A clear implication is that the user’s traffic or QoS
constraints can not be met. One important thing to highlight is that every metric alone has
its advantages and weaknesses, therefore most related work uses a combination of metrics
to guarantee the user’s demand will be met.

RoD strategy mechanisms can also be divided by the type of algorithm used for mak-
ing the energy status decision for the WLAN resources based on the available metrics.
Heuristic algorithms can rapidly determine a solution within reasonable time using rea-
sonable resources [26]. As the name suggests, heuristic algorithms are based on heuristics
solutions that are easier to implement and usually based on thresholds [6,12,29] or other
metrics combination rules [30]. Heuristic algorithms are usually most suitable for WLAN
scenarios where the CPU power and/or computational time required are low. On the
other hand, optimization algorithms are based on different mathematical problems and
solvers that guarantee the best possible solution to a specified problem [4]. Optimization
algorithms require more time and resources to provide their solution and therefore are
suitable for WLAN scenarios where the CPU power and/or computational time required
are high. Related work show that optimization algorithms achieve better results when
compared to heuristic ones [15,16], however, Lorincz et al. [26] concluded in their work
that “heuristic algorithms can be valuable alternatives offering good solution in reasonable
amount of time”.

Lastly related work can be divided according to the experimental test made to evaluate
their RoD strategy mechanism performance. Simulation tests are those that make use of
simulation software such as Matlab [35], Scenargie [36] or NS-3 [14] to recreate their WLAN
scenarios and evaluate performance. Trace-driven tests are those that use network traces
to reproduce a real network scenario comparing how their network would respond to
the changes in that scenario using distinct energy saving mechanism [3,12,24,29]. Testbed
experiments are those where a real WLAN infrastructure is used, but a limited set of users
and their behavior are simulated [1,7,37]. There are related work that refer to their tests as
real network scenario tests [2,7], however, they do not analyze the real infrastructure in a
regular usage scenario with undefined users or behaviors and therefore we classified them
as testbed.

Table 1 compares related work to our proposed eSCIFI mechanism. It is important
to highlight that eSCIFI can be used in a wider range of WLAN networks than most of
the mechanisms presented in related work that have a centralized control scheme, since
eSCIFI can cope with non-SDN-based wireless networks, does not have a high-CPU-power
controller and cannot collect data in real time. Those characteristics make any energy saving
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mechanism that presents optimization algorithms or demand-driven strategies unpractical.
However, it is worth to mention that, in WLAN scenarios that present those characteristics,
eSCIFI can work normally, but it might not be the best practical solution since it might not
take advantage of those characteristics.

The eSCIFI characteristics make it a feasible solution for our motivation and evaluation
scenario once it allows the development of an energy saving mechanism that can cope with
the UFF SCIFI pure Wi-Fi network characteristics. eSCIFI presents a centralized controlling
scheme, a schedule-driven operation strategy based on machine learning, using heuristic
algorithms, traffic and coverage metrics.

Therefore, we can summarize the eSCIFI key contributions and advantages as:

• Introduces a centralized non-SDN-based control scheme;
• Proposes lightweight heuristic algorithms based on machine learning;
• Does not require real-time data acquisition;
• Does not require high-CPU-power controllers.

Table 1. RoD strategy mechanism related work comparison.

Related Work Network Type WLAN Scenario Control Scheme Operating Strategy Metrics Algorithm Type Evaluation Method

Capone et al. [27] Mesh Networks Homogeneous Centralized Demand-driven Coverage and QoS Optimization Simulation
Chen et al. [10] IEEE 802.11 Homogeneous Centralized Demand-driven QoS Optimization Testbed
Chin et al. [11] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic and Coverage Optimization Simulation

Dalmasso et al. [8] Cellular Networks Homogeneous Centralized Demand-driven Traffic Heuristic Trace-driven
Debele et al. [1] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic Heuristic Testbed

Donevski et al. [24] Cellular Networks Homogeneous Centralized Schedule-driven Traffic Heuristic Trace-driven
Fang et al. [12] IEEE 802.11 Homogeneous Centralized Schedule-driven Traffic Heuristic Trace-driven
Ganji et al. [35] IEEE 802.11 Homogeneous Centralized Demand-driven Coverage Optimization Simulation
Gomez et al. [7] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic and QoS Heuristic Testbed
Jardosh et al. [6] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic and Coverage Heuristic Simulation
Jardosh et al. [2] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic and Coverage Heuristic Testbed

Kumazoe et al. [33,34] IEEE 802.11 Homogeneous Distributed Demand-driven Traffic and QoS Heuristic Simulation
Lee et al. [13] IEEE 802.11 Homogeneous Centralized Demand-driven Coverage and QoS Optimization Simulation and Testbed
Liu et al. [28] Cellular Networks Homogeneous Centralized Demand-driven QoS Optimization Simulation

Lorincz et al. [4] IEEE 802.11 Homogeneous Centralized Demand-driven Energy and Traffic Optimization Simulation
Lorincz et al. [26] IEEE 802.11 Homogeneous Centralized Demand-driven Energy and Traffic Heuristic Simulation

Lyu et al. [3] IEEE 802.11 Homogeneous Centralized Schedule-driven Traffic Heuristic Trace-driven
Marsan et al. [32] IEEE 802.11 Homogeneous Centralized Schedule-driven Traffic Heuristic Trace-driven

Nagareda et al. [36] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic and Coverage Heuristic Simulation
Rossi et al. [9] IEEE 802.11 Heterogeneous Distributed Demand-driven Traffic and Coverage Heuristic Simulation and Testbed
Silva et al. [14] IEEE 802.11 Homogeneous Centralized Schedule-driven Traffic and Coverage Heuristic Simulation

Tanaka at al. [30] IEEE 802.11 Heterogeneous Centralized Demand-driven Traffic Heuristic Simulation
Vallero et al. [29] Cellular Networks Homogeneous Centralized Schedule-driven Traffic Heuristic Trace-driven

Wu et al. [38] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic Optimization Simulation
Xu et al. [15,16] IEEE 802.11 Homogeneous Centralized Demand-driven Traffic Optimization Simulation

Yaodong Zhang et al. [37] IEEE 802.11 Heterogeneous Centralized Demand-driven Traffic Optimization Testbed
Yomo et al. [31] IEEE 802.11 Heterogeneous Distributed Demand-driven Traffic Heuristic Simulation

eSCIFI IEEE 802.11 Homogeneous Centralized Schedule-driven Traffic and Coverage Heuristic Trace-driven

3. Proposed eSCIFI Mechanism

In our previous work [39], we created a dataset using real user data collected from a
subset of APs of the UFF SCIFI network located in a specific building of the engineering
campus (the H building). That dataset provides the occupancy estimations for the H
building during a period of 6 months (from April 2018 to September 2018). These features
makes our dataset one of the biggest, most recent [3,12,32], and the only publicly available
to the best of our knowledge. From the occupancy analysis [39], it was possible to observe
that most network APs at the H building are switched on despite being idle. That active
idleness causes an unnecessary waste of energy. Therefore, an energy saving WLAN
mechanism based on RoD strategies, or simply RoD strategy mechanisms, that effectively
controls WLAN resources can help to prevent those energy waste while coping with the
user demand.

This work proposes the eSCIFI energy saving mechanism for WLANs. eSCIFI uses
machine learning prediction models and other RoD strategies to create an energy saving
mechanism. eSCIFI can also work with non-SDN large wireless networks and/or large
wireless networks where real-time data acquisition is not possible. Those possibilities make
the eSCIFI a feasible solution for a greater number of wireless networks in use, especially
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university networks, such as the UFF SCIFI network, which was used for evaluating our
proposal.

3.1. eScifi Mechanism Overview

Figure 1 shows eSCIFI main architectural components and its major steps, which are
(i) the unified methodology; (ii) the hybrid model; (iii) heuristic algorithm.

The first step, shown in the left upper part of the figure, is to use our unified methodol-
ogy to create the datasets and select the best regression and classification model configura-
tion parameters. Later on, in the hybrid model, we combine the best trained regression and
classification models selected in our unified methodology to give the future AP occupancy
estimation. That occupancy estimation is used by our heuristic algorithm to define which
APs should be turned on or off.

In the heuristic mechanism, we first extract the AP statistics from the dataset. Later on,
the heuristic network clusters formation uses the AP neighborhood list and the AP statistics
to create the network clusters that can guarantee a minimum network coverage. Finally, the
energy state decision algorithm uses the defined network clusters and the AP occupancy
estimation to decide which APs should be switched on/off to cope with the user demand.
At the end of this process, our heuristic mechanism provides an energy scheduling of
all APs in the network for an entire day that can guarantee a minimum coverage to the
network while coping with the user demand. That way the eSCIFI mechanism needs to
run only once a day to generate the energy scheduling of all APs in the network. Therefore,
the eSCIFI mechanism can run at any moment of low activity in the network such as late
night hours after midnight in our case. This scheme guarantees that eSCIFI can run at any
network controller without burdening its processing capacity.

Figure 1. eSCIFI architecture.

3.2. Unified Methodology and Model Selection

The unified methodology proposed in [39] explains how the occupancy count (the
amount of devices connected to an AP) and occupancy detection (if the AP is occupied
or not) datasets were created. In summary, we have processed AP event logs to filter
information about the association status between mobile stations and APs. Each day was
divided into 144 time slots (10 min each), and for each time slot the number of associated
devices was processed. This was computed for all the APs involved. The datasets show
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occupancy count and detection of 28 APs in a classroom building at UFF’s Engineering
Campus over a period of 6 months, from April to September 2018. Those datasets were
crucial to extract the AP’s statistics that were necessary for the network clusters formation.
They were also crucial to the model selection process.

The model selection process in our unified methodology compares several model
configuration and hyperparameters in order to determine the best classification and re-
gression models for our evaluation scenario. The evaluation involved the use of multiple
classification (for occupancy detection) and regression (for occupancy count) models using
a variety of configurations and algorithms. The following algorithms were used as classifi-
cation models: Decision Tree (DT); K-NN; Random Forest (RF); and MultiLayer Perceptron
neural network. As regression models, we used DT, K-NN, RF, XG optimized gradient
boosting, support vector machine (SVM), stochastic gradient descent (SGD) algorithms and
MultiLayer Perceptron neural network.

To evaluate these models, we applied a train/test split on our data where the dataset’s
association data from April to August were used for training, and the dataset’s association
data for the month of September were used for testing. We used several metrics to evaluate
our classification (such as Accuracy and F-1 score) and regression (such as root mean square
error and mean average percentage error) models performance. From the results shown
in [39], it was possible to select the best classification and regression model for our scenario.

Results showed that the best classification and regression models were a single-label
regressor and classifier trained using the decision tree algorithm in a collective manner
where only one classifier and regressor were trained to predict the occupancy of all APs
based on the previous data of all APs. The output feature is the occupancy estimation for
the specific time slot. The models used the following attributes: Month, Day, Day of the
Week, Holiday, Access Point Id, Hour, and Minute.

Therefore only one classifier and one regressor is needed for our scenario. Those classi-
fication and regression models used the decision tree machine learning algorithm and three
input features (AP identification, day of the week and holiday). AP identification (APid)
carries the access point identification number, day of the week indicates the respective week
day and holiday indicates if the day is a day with lectures or not. Those are the machine
learning classification and regression models selected and they will be used on the hybrid
model to provide future usage predictions for the H building UFF SCIFI Wi-Fi network in
our evaluation.

3.3. Hybrid Model

The results in [39] showed that even the best regression model has significant Root
Mean Squared Percentage Error for a specific time slot tj (RMSPEtj) values during night
and morning time slots, but the RMSPEtj values for time slots after midday decrease. On
the other hand, the best classification model has relatively higher accuracy for a specific time
slot tj (Atj ) values for night and morning time slots than for the rest of the day. Therefore
we propose a hybrid model. The hybrid model combines the accuracy results given by the
classification models with the regression results given by the regression models in order to
create a better occupancy count estimation. Considering CMR as the classification results
matrix that shows the occupancy detection estimations provided by the classifier for the
APs and RMR as the regression results matrix that shows the occupancy count estimations
provided by the regressor, we can define that the hybrid model estimation HMR is the
Hadamard product result between both CMR and RMR matrices. Equation (1) shows
the Hadamard product that produces the hybrid model results matrix that is used as the
demand estimation by our mechanism.

HMR = CMR ◦ RMR (1)

Figure 2 shows how the hybrid model demand prediction results are closer to the
real demand than the regression model demand predictions for the month of September
2018. In fact, Figure 2 shows that the hybrid model results can reduce the over demand
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prediction that happened on the weekends (September 1, 2, 8, 9, 15, 16, 22, 23, 29, 30) and
on the Brazil’s Independence day public holiday (September 7).

Figure 2. Hybrid model results compared with the real demand and the demand given by the
regression results for the whole month of September.

The Hybrid model created only uses the APid, day of the week and holiday attributes
as input features. Consequently, there are only 14 possible demand estimations for a
specific AP (one for each regular day of the week and one for each holiday on these days).
Therefore, we decided to compare the results of our hybrid model with a mean estimator.
The occupancy count prediction provided by the mean estimator for a specific set of input
features (APid, day of the week and holiday) is the average occupancy count of that specific
set of input features in the association history. We compared the results of this mean
estimator with the results of our hybrid model. Table 2 shows that the hybrid model had
better Root Mean Squared Error (RMSE), overall Root Mean Percentage Error (RMSPE)
and overall Mean Absolute Percentage Error (MAPE) results when compared to the mean
estimator model. Those better results shown in Table 2 can be explained by the fact that
the hybrid model has reduced the error predictions that happened on weekends and on
public holidays when compared to the mean estimation results. Those reduced demands on
weekend and on public holidays were more significant than the errors caused in night time
slots by the hybrid model results, and therefore the overall RMSE, RMSPE and MAPE
results were better.

It is important to highlight that the difference between the results shown in Table 2 are
not significant enough to prove that the hybrid model is a better regression prediction model
than the pure regression model or mean estimator for all scenarios. The mean estimator
results in our case scenario are very close to those achieved by the hybrid model. However,
those results achieved by the mean estimator for our case scenario were only possible
due the H building occupancy characteristics. The H building has only classrooms, so its
occupation mainly occurs through lectures and exam applications. The lecture’s schedule
did not change drastically throughout the entire dataset which makes the occupancy
behavior periodical and well behaved in our case. This behavior might not be common for
other buildings in the university that have other room types, such as professor’s offices or
laboratories, or even other scenarios such as parks or malls. On other scenarios similar to
ours, the mean estimator can be a viable option due to its simplicity. The use of the mean
estimator does not impose any change to the eSCIFI operation. However, we decided to
use the hybrid model since it has shown better results in our case scenario, specifically on
weekends and holidays.
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Table 2. Mean Estimator and Hybrid models performance results.

Metrics Mean Hybrid

RMSE 8.4161 8.3996
RMSPE 0.2977 0.2968
MAPE 0.4189 0.4096

3.4. Heuristic Mechanism

The heuristic mechanism is responsible for providing the SCIFI APs energy state (on
or off) schedule for a date. It is important to highlight that we only control the APs wireless
interface energy state due to UFF SCIFI existing infrastructure that only allows us to control
its energy state. However, in WLANs where the APs are connected to Power over Ethernet
(PoE) switches, eSCIFI could normally control the energy state of the AP and not only its
wireless interface.

Our heuristic mechanism has two main components: the heuristic cluster formation
algorithm and the energy state decision algorithm. The clustering algorithm creates the
AP clusters based on their neighborhood in order to guarantee the network coverage area
to the clients. The energy state decision algorithm provides the energy state of all APs for
a specific time slot and date based on the machine learning occupancy predictions and
clusters. In the following sections, we detail the heuristic cluster formation algorithm and
the energy state decision algorithm and its challenges.

3.4.1. Heuristic Cluster Formation: cSCIFI and cSCIFI+

Jardsoh et al. [2] proposed a clustering algorithm called green clustering. The idea
behind the green clustering algorithm is to create clusters of APs that are in proximity of
each other. Several APs in a large wireless network have overlapping coverage areas in
order to cope with higher user demand. Those APs are in a spatially neighboring condition
that allows one of them to provide coverage to the users of all APs in its vicinity. Therefore it
is possible to create clusters of neighboring APs where any user within the cluster coverage
is able to connect to the network as long as at least one AP in the cluster is turned on. We
propose two heuristic cluster formation algorithms, cSCIFI (cluster SCIFI) and cSCIFI+
(cluster SCIFI+). Those clustering algorithms are based on the green clustering algorithm
of Jardsoh et al. [2]. However, we introduced some basic changes to improve the cSCIFI
and cSCIFI+ clustering formation process.

Our clustering algorithms need two input features to work: the neighborhood list and
the AP statistics. To create a neighborhood list, we need to define the vicinity criteria. Only
APs that are considered neighbors can belong to the same cluster. Jardsoh et al. [2,6] have
used the spatial distance between APs and the median number of beacon messages and
the median signal strength of the beacons as vicinity criteria. In our cSCIFI and cSCIFI+
algorithms, we are going to use the APs’ signal quality scan to define our vicinity criterion.
The SCIFI network periodically runs a signal quality scan that informs the different signal
quality values received from the other APs that a certain AP has scanned. The signal
quality is a measurement that goes from 0 to 100 and takes into consideration the Received
Signal Strength Indication (RSSI) and other network parameters. We considered APs with
a measured signal quality above 50 to be neighbors. Therefore, the neighbors of an AP
are: (i) the APs on the same side of the building and floor; (ii) the APs that are in rooms
directly above and below (e.g., neighbors to the AP in room 303 are the APs in rooms 403
and 203). With the established vicinity criteria, we can determine which APs are neighbors
and create a neighborhood set list for each AP.

We describe our cluster formation algorithms as follows. Consider Vi as the neighbor-
hood set of APi, C as our cluster set, and Ci as the cluster formed starting from APi. In our
cSCIFI clustering algorithm, we first start by selecting APs with the biggest neighborhood
set, forming a new cluster Cs and adding APs to its newly formed cluster Cs . When APs
is added to its cluster Cs, the cSCIFI algorithm also removes APs from all other AP neigh-
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borhood sets and update their number of neighbors. Then, the algorithm steps through all
the APs in APs neighborhood set Vs and adds APh that has the biggest neighborhood set,
as long as every new APh added to Cs is in the neighborhood set of all other APs already
included in Cs. We call this the neighboring condition. As long as APs has APs on its
neighborhood set Vs that satisfy the neighboring condition, those APs are added to cluster
Cs and removed from the other AP neighborhood sets.

When there are no more APs in the APs neighborhood set or there are no more APs
that satisfy the neighboring condition, the algorithm moves to the next AP with the biggest
neighbor set and continues the cluster formation until there are no more APs left and the
cluster set C is finished.

Algorithm 1 shows the cSCIFI cluster function code, where we can see that every AP
will only be in one cluster and that every AP is on the vicinity of all other APs inside its
cluster. The neighboring condition (line 5) allows any user in the cluster coverage area to
connect to any of the powered-on APs, since they are all each other’s neighbors.

Algorithm 1 cSCIFI

1: function Create_Cluster_cSCIFI (Cluster_Head, Cluster_head_list_of_neighbors):
2: Cluster_auxiliary_list = [Cluster_Head]
3: sort APs in Cluster_head_list_of_neighbors according with the number of
neighbors in their neighborhood list
4: for AP in Cluster_head_list_of_neighbors:
5: if AP in neighborhood list of all Cluster_auxiliary_list elements:
6: add AP to Cluster_auxiliary_list
7: remove AP from neighborhood list of all APs
8: return Cluster_auxiliary_list

cSCIFI+ is simpler and more aggressive than cSCIFI. The cSCIFI+ clustering algorithm
works like the cSCIFI, but now the APs added to a certain cluster Ci do not need to cope
with the neighboring condition. In cSCIFI+, all neighbors in the APA neighborhood AP set
VA are added to cluster CA.

cSCIFI+ guarantees that the size of cluster set C will be the smallest possible. However,
users from a switched-off AP in the cluster can only connect to APA that initiated that
cluster. Considering the clusters formed with cSCIFI, users from any AP can connect to
other APs in that cluster, which might balance the load between the switched-on APs.
Algorithm 2 shows the cSCIFI+ cluster function code, where we can see that only the AP
that initiated the cluster formation can assure connection to all users from switched-off
APs, which may sometimes cause congestion.

Algorithm 2 cSCIFI+

1: function Create_Cluster_cSCIFI+ (Cluster_Head, Cluster_head_list_of_neighbors):
2: Cluster_auxiliary_list = [Cluster_Head]
3: for AP in Cluster_head_list_of_neighbors:
4: add AP to Cluster_auxiliary_list
5: remove AP from neighborhood list of all APs
6: return Cluster_auxiliary_list

The cSCIFI and cSCIFI+ greedy algorithms alone cannot guarantee that the best cluster
set is formed in cases where there is a tie between APs. A solution would be creating all
cluster possibilities, choosing each one of the tied APs as the first choice. After creating all
possible sets C, we would select the one that has the minimum number of clusters. Those
multiple cluster sets creation can cause a exponential growth in the execution time. Trying
to minimize those problems, we simplified the cSCIFI and cSCIFI+ selection in cases of ties.
The cSCIFI and cSCIFI+ will only create multiple cluster sets when there are ties between
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APs that will be selected to initiate a cluster formation. This selection criteria will guarantee
that only different clusters initiation will be taken into relevance and not all possible cluster
internal formations, which will minimize the possible solution set.

In the cSCIFI algorithm, we also added another selection criterion for cases where there
are ties between APs to be added to cluster Ci where an APi has already initiated it. In those
cases, APj with the highest number of neighbors in the APi neighborhood set Vi is selected.
APs with the same number of neighbors in their sets can generate different clusters, since
some of their neighbors might not be in APi neighborhood set Vi. Therefore, in cases of
ties, it is the best option to select APj that has the biggest number of matching neighbors to
the APs in the neighborhood set Vi. This change in the internal cluster formation process
guarantees that the next APs to be added will be the ones that will contribute to a bigger
cluster size.

Those characteristics cited previously minimizes the execution time and guarantee
that a possible cluster set C will be selected independent of their appearances on the
cluster neighborhood list. This is an important advantage to our clustering algorithms
when compared to the green clustering algorithm proposed by Jardosh et al. [2], since
we do not need to worry about the AP order of appearance in the neighborhood list
construction process.

The last characteristic of our clustering algorithms is the cluster head election. The
cluster head is the AP that will be always switched on and will be responsible for guar-
anteeing the cluster coverage area. In cSCIFI+, the cluster head will always be the one
that initiated the cluster formation. This AP is the only AP that can be the cluster head,
since this is the only AP that has a guaranteed neighboring condition to all other APs in
the cluster. On the other hand, the election of the clusters head in the cSCIFI algorithm
can be more sophisticated since all APs in the clusters obey the neighboring condition. In
clusters formed with cSCIFI, the cluster head will change throughout the day using the
statistics of the APs. In those clusters, the average association of each AP is calculated for
the night (0 a.m.–7 a.m.), morning (7 a.m.–1 p.m.) and afternoon/evening (1 p.m.–11 p.m.
59′) periods. The AP with the highest night average association will be selected to be the
cluster head for the night period and so on.

3.4.2. Energy State Decision Algorithm

The energy state decision algorithm is responsible for providing the energy scheduling
of all APs for a date. It runs once a day and uses the traffic demand estimated by the hybrid
machine learning model (the user association number in our SCIFI network scenario) to
calculate the cluster demand for specific moments of a day and then decide which APs in
a cluster can be switched off. The energy state decision algorithm is the last step on the
eSCIFI energy saving mechanism, and it is responsible for actively deciding which APs
will be switched on or off and to provide the energy scheduling to the SCIFI controller.
The SCIFI controller, based on this energy scheduling, will then control the AP wireless
interface switching on and off for the specified periods.

Our energy state decision algorithm uses the RoD policy proposed in the work of
Dalmasso et al. [8]. However, our energy state decision algorithm works using machine
learning occupancy estimations instead of real traffic data and therefore presents some
modification in the RoD policy design. This RoD policy has two main components: the time
window and the double threshold criteria. The time window defines how long it will take
before the algorithm reconfigures the AP’s energy state. The time window size tw informs
on which frequency the network will be reconfigured and also the demand estimation
resolution. A small time window will allow the energy state decision algorithm to perceive
short bursts in the traffic demand variations. On the other hand, a large time window will
only perceive the average traffic where instant or momentarily bursts in the traffic demand
will fade. At first, a smaller time window size seems always the best choice, however a
smaller time window size means more rounds of energy state decisions will have to be
made by the algorithm and that the controller will have to reconfigure the network more
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frequently. Related work [3,8,12,14,24] state that small time window sizes are not necessary.
In fact, depending on the network traffic profile, those changes in the traffic demand can
take hours to happen. Therefore, the selection of the time window size is a parameter that
needs to be decided based on the network scenario. In Section 4.1, we will deeply discuss
the selection of the time window size.

The main concept behind our energy saving strategy is moving the traffic demand
from switched off APs to the cluster head AP or other switched on APs in the cluster that
can handle them. In the work of Damalso et al. [8], the APs in a cluster can be switched
off based on the actual traffic demand (real time traffic data) at the beginning of each
time window. However, the eSCIFI mechanism uses machine learning models to estimate
demand. Therefore, in our energy decision algorithm, the decisions made for each time
window will take into consideration the demand estimated for its whole duration and not
just the demand at the beginning of the time window.

All APs in the network have the same maximum user threshold Tmax for a time
window. This maximum user threshold Tmax defines how much traffic (or how much
associations in our case) the APs can handle for the duration of the time window. The
cluster head of every cluster will always be switched on guaranteeing a traffic capacity of
Tmax for the cluster. In our energy state decision algorithm, the double threshold criteria
defines which APs in a cluster can be switched off based on the traffic demand estimated
by the machine learning hybrid model for the assessed time window. However, this energy
state decision algorithm varies depending whether cSCIFI or cSCIFI+ algorithms are used.

In the cSCIFI algorithm, all APs in a cluster are neighbors between themselves. There-
fore, in the cSCIFI case, the double threshold criteria defines that APs with estimated traffic
demand below a minimum threshold Tmin for the whole time window are switched off as
long as the available traffic capacity provided by all APs that are switched on can handle
their estimated traffic. Considering DMi as the traffic demand of APi for a time window, d
as the number of switched on APs, o as the number of switched off APs, sumd

a=1DMa as
the traffic demand of all d switched on APs and sumo

a=1DMa as the traffic demand of all o
switched off APs, we can define how our energy state decision algorithm decides if an APi
will be switched off based on the double threshold criteria if the cSCIFI algorithm is used.
Equation (2) shows the double threshold criteria, where the first criterion defines if the
traffic demand is too low for the APi to be switched on and the second criterion defines if
the cluster switched-on APs can handle the APi traffic. If there are more d switched-on APs
in the cluster, the cluster maximum traffic capacity CCA increases to (d + 1)Tmax because
cSCIFI guarantees that all APs inside a cluster can provide connection to any mobile station
trying to connect to any AP in the cluster.⎧⎪⎪⎪⎨

⎪⎪⎪⎩
DMi < Tmin

CCA − (∑d
a=1 DMa + ∑o

b=1 DMb) � DMi, where
CCA =
(d + 1)Tmax

(2)

On the other hand, in cSCIFI+, all APs in a cluster are neighbors only of the cluster
head. Therefore, APs with estimated traffic demand below a minimum threshold Tmin for
the whole time window are switched off as long as the available traffic capacity provided by
the cluster head can handle their estimated traffic. Equation (3) shows the double threshold
criteria if cSCIFI+ is used, where the first criterion defines if the traffic demand is too low
for APi to be switched on and the second criterion defines if the cluster head can handle the
APi traffic. In cSCIFI+, the cluster maximum traffic capacity CCA is fixed to Tmax because
cSCIFI+ guarantees that only the cluster head can provide connection to any mobile station
trying to connect to any AP in the cluster, except the AP itself.

⎧⎨
⎩

DMi < Tmin

CCA − (∑d
a=1 DMa + ∑o

b=1 DMb) � DMi, where CCA
= Tmax

(3)
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eSCIFI has several parameters that must be configured and that may depend on the
network usage profile, such as the selection of the time window size and Tmin value. In the
next section, we evaluate how the different components in the eSCIFI architecture affect the
mechanism energy saving capacity and the network coverage to its users. We also compare
eSCIFI to other related work about energy saving mechanisms that are applicable in our
evaluation scenario.

4. eSCIFI Evaluation

To evaluate how eSCIFI impacts on the network performance, we performed trace-
driven simulations using the real association trace data collected from the UFF SCIFI
network. Our trace-driven tests use UFF SCIFI’s association traces to reproduce a real
network scenario. The idea is to compare how the network would respond to the changes in
that scenario using distinct energy saving mechanisms. A trace-driven test does not require
using a network simulator as NS-3 for example. It allows estimating the metrics by simply
inputting the real association traces to the eSCIFI mechanism and then evaluating if eSCIFI
can cope with user demand while saving energy. To perform our simulations, we are going
to use the association data collected for one week in September 2018 from the H building at
UFF. The week used in our collected data is formed by a weekend (1 and 2 September 2018)
and 5 weekdays from Monday to Friday (24–28 September 2018). The weekends used are
apart from the weekday dates because there were not complete association history traces
for the weekend before or after those weekdays. This might have happened for several
reasons such as energy outages or network failures for example. However, the weekend
(1 and 2 September 2018) contains the association data for all APs in the H building, and
therefore will be used to represent Saturday and Sunday in our trace-driven simulations.
We are also going to use the Brazil’s Independence day public holiday (September 7) to
compare and evaluate how eSCIFI impacts the network on holidays.

The work of [40] presents a mathematical formula, indicated in Equation (4), that
allows us to determine the energy saving factor ESF achieved with the AP wireless network
interface shut down during periods of time. The formula gives the saved energy percentage
when shutting down the AP wireless network interface compared to the total energy that
would be consumed if its interface works the whole time.

Terms Pext_on and Pext_o f f of Equation (4) represent the measured power values in
Watts, in the AP external power source, when the wireless network interface is powered
on and off, respectively. Terms ton and ttotal represent the amount of time the AP stayed
with its wireless interface switched on and the total analysis elapsed time, respectively.
Equation (4) provides the percentage of energy that could have been saved by switching
off the wireless interfaces of the AP during the idle time slots. This formula can be easily
extended to also provide the network’s energy saving factor. To do so, the terms ton and
ttotal must change in order to represent the sum of time that all APs on the network and the
total time multiplied by the number of APs in the network, respectively.

ESF =
Pext_on − Pext_o f f

Pext_on
(1 − ton

ttotal
) (4)

From Equation (4), it is possible to notice that ESF reaches its maximum power
saving factor value, ESFmax, when ton = 0. This condition represents the scenario where
the wireless interface of all APs in the network are switched off during the whole time.
However, it is also possible to notice that, depending on the scenario and switching off
scheme, ESFmax can assume several values. Therefore, the normalized energy saving
factor, ESF given by Equation (5), can better indicate the performance of the mechanism
in different scenarios. The normalized energy saving factor ESF is limited between 0%
and 100% and represents the percentage of the maximum energy saving factor that could
be saved.

ESF(%) =
ESF(%)

ESFmax(%)
(5)
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The work of [12] defines the coverage ratio loss CR formula, indicated in Equation (6).
The coverage ratio loss is the number of uncovered clients Ul by the energy saving mecha-
nism over the total clients in the network U within a certain period of time. The coverage
ratio loss gives the percentage of clients that could not successfully access the network
under the evaluated period.

CR(%) = (
Ul
U

× 100) (6)

The analysis in this section will evaluate the normalized energy saving factor (Equation (5))
and the coverage ratio loss (Equation (6)) to compare how the eSCIFI mechanism impacts
on the network performance. To calculate the coverage ratio loss, we must know the
parameter Tmax that indicates the maximum number of association an AP might support
in a time slot. We defined Tmax = 300, which is roughly the maximum number of APs
associated in a time slot registered plus 10%. In our experimental scenario, only the wireless
network interface will be switched off. Table 3 shows the consumed power measured for
the AP model present in the UFF SCIFI network when the wireless interface is switched
on and off (Pext_on and Pext_o f f ). Table 3 also shows what would be the maximum power
saving factor, ESFmax, which represents the power saving factor percentage if the wireless
interface of all APs were switched off the whole time. Therefore, in our evaluation scenario
the maximum energy saving factor percentage that could be reached by switching off the
wireless interface of the entire network during the whole evaluation period is 23,93%. That
information is required by the normalized energy saving factor calculations.

Table 3. AP’s consumed power and maximum power saving factor percentage.

Pext_on (W) Pext_of f (W) ESFmax (%)

1.111 0.845 23.93

We are going to evaluate how several components from the eSCIFI architecture impact
on the network performance. eSCFI using the cSCIFI and the cSCIFI+ clustering algorithms
will also be compared with other mechanisms proposed in the literature. The eSCIFI energy
saving mechanisms will be compared with SEAR, ACE and ECMA mechanisms proposed
by Jardosh et al. [2], Fang et al. [12] and Silva et al.[14], respectively. The SEAR mechanism
uses the green clustering algorithms and a single threshold where only the Tmin parameter
is used as the RoD strategy. In the SEAR mechanism, the network APs are grouped into
clusters, the cluster head is always switched on and the other APs in the clusters remain
switched off as long as their traffic demand is lower than Tmin. The ACE mechanism uses
an inactivity time window based on machine learning occupancy detection results as its
RoD strategy and does not have a coverage guarantee. APs that remain unused by a whole
time window size are switched off the whole time window duration period. The ECMA
mechanism uses the SEAR mechanism for night hours (between 0 a.m.–6:59 a.m.) and
keeps the whole network switched on the rest of the day. The Baseline mechanism where
all the APs in the network remain switched on between 7 a.m.–11:59 a.m. and switched off
between 0 a.m.–6:59 a.m. is also used for comparison.

We will evaluate how the time window size and the minimum threshold value affect
the network performance. After that, we will also compare the eSCIFI mechanism perfor-
mance on regular weekday with its performance on a public holiday. Our last analysis will
compare the SEAR green clustering, eSCIFI with cSCIFI and cSCIFI+ clustering algorithms
performances using different neighborhood lists. Our trace-driven simulation scripts were
developed in Python.

4.1. Time Window Size Analysis

In Section 3.4.2, we have seen that the time window tw defines how long it takes
before reconfiguring the network APs energy state. A bigger time window is desired since
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it will minimize the number of times the controller will need to change the APs working
status, which will minimize the controller tasks over a day. On the other side, a bigger time
window may not notice small traffic demand bursts, which may lead to network coverage
losses during these bursts due to unnoticed behaviors. Therefore, we need to evaluate how
the eSCIFI time window size may affect the network energy saving and coverage loss. We
tested the eSCIFI mechanisms using 5 different time window values (10 min, 30 min, 1 h,
1:30 h and 2 h). Those time window values were selected based on our time slots size and
correspond to 1, 3, 6, 9 and 12 time slots, respectively. Those time windows were selected
based on the lecture duration time at UFF, which usually takes 2 h. The real and predicted
association values for time windows bigger than one time slot (10 min) is the sum of the
devices connected during the corresponding amount of time slots. We evaluated eSCIFI
using the cSCIFI and cSCIFI+ clustering algorithms and Tmin = 72 with different time
windows to evaluate the normalized energy saving factor and coverage loss. Those fixed
parameters were used because they delivered the best normalized energy saving factor
percentage and coverage ratio loss to all possible time windows. We will also evaluate the
time window size effect in the SEAR, ACE, ECMA and Baseline mechanisms.

Figure 3. Normalized energy saving factor for different time window sizes.

As we can see in Figure 3, the selected time window sizes have not affected the
normalized energy saving factor ESF for SEAR and eSCIFI using the cSCIFI and the
CSCIFI+ clustering algorithms. Only ECMA and ACE had their normalized energy saving
factor negatively affected by the time window size. The baseline estimator does not depend
on the time window (its scheduling presents fixed switching on/off periods), and therefore
we can see that its normalized energy saving factor does not change. This result means
that for our evaluation scenario it is possible to use a 2-h time window resolution without
affecting the normalized energy saving factor for our eSCIFI mechanism. This would allow
the eSCIFI mechanism to compute less energy state changes in the APs and consequently
less tasks to be execute by the wireless network controller.

Figure 4 shows how the different time window sizes affects the coverage ratio. As we
can see only Baseline and ACE presented coverage ratio losses in this evaluation scenario.
The baseline estimator has a fixed coverage loss that does not depend on the time window
size. The Baseline loss occurs due to unattended users in the night hours where all APs are
switched off. However, the ACE mechanism shows a small decrease in the coverage loss as
the time window grows. That result was expected because ACE uses the time window size
as an inactivity criteria to switch off APs, and therefore a large time window would require
a longer period of inactivity, which would be harder to achieve and consequently would
lower the chances of mistakenly switching off APs.
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Figure 4. Coverage loss for different time window sizes.

4.2. Minimum Threshold Analysis

The last parameter on our eSCIFI mechanism that needs to be evaluated is the Tmin
value selection. Tmin defines the minimum number of associations that an AP must have
during the time window duration to be switched on. If the number of associations is below
Tmin, the AP will be evaluated to be switched off by the energy state decision algorithm. In
this section, we evaluate how the Tmin value affects the normalized energy saving factor
and the coverage ratio. To do so, we varied the value assumed by Tmin during one time
slot including all multiples of 9 ranging from 9 to 90. Therefore, the Tmin value will be
proportional to the time window size used. Therefore, if the time window has a size w of
time slots, the Tmin values assumed will be w × Tmin. We fixed the time window size to
12 time slots (2 h or 120 min).

Figure 5 shows the normalized energy saving factor achieved by eSCIFI using the
cSCFI and cSCIFI+ clustering algorithms, SEAR, ACE and ECMA. As it can be seen in
Figure 5, SEAR and eSCIFI using cSCIFI+ got the best energy saving percentages on
our evaluation scenario. eSCIFI using cSCIFI had a smaller energy saving percentage
because it has a different cluster set that is bigger than the ones formed by the SEAR
eSCIFI using cSCIFI+. From Figure 5, we can also see that the normalized energy factor
ESF grows as Tmin grows until it reaches Tmin = 54, after that, the energy factor stays the
same for all mechanisms. This result was expected and it is the same result achieved by
Dalmasso et al. [8]. This asymptotic characteristic in the normalized energy saving factor
curve happens because, for values of Tmin higher than 54, the cluster maximum capacity
CAA threshold is reached requiring those same APs to be turned on anyway.

Figure 5. Normalized Energy saving factor for different Tmin values.
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Higher Tmin values mean that APs will require a higher number of associations in a
time window to be switched on according to the first criteria, which means it will be harder
for them to be switched on. However, those APs will have their demand transferred to the
cluster head (or other switched on AP in the case where cSCIFI has been used). That will
mean that the cluster maximum capacity CAA threshold will be reached sooner and the
APs will have to be turned on anyway. Therefore the normalized energy saving factor is
limited and there is a Tmin value that reaches it. Increasing Tmin after its optimum value will
not change the normalized energy saving factor. The possible explanations behind that may
be that after Tmin = 54, SEAR already reaches the minimum required APs to guarantee
coverage (only the cluster heads may be switched on) or the switched on APs after that
value present traffic demands much higher than the maximum value of Tmin = 90. Figure 5
shows that ECMA has a steady normalized energy saving factor that does not depend
on the Tmin value. This might happen because ECMA applies the SEAR mechanism in
night hours (between 0 a.m–6:59 a.m) and keeps the whole network switched on the rest
of the day. The network has very little traffic demands in night hours, therefore few APs
are required to be turned on or will have enough traffic to trigger the cluster maximum
capacity threshold. That way, ECMA already reaches its highest energy saving factor with
a Tmin = 9. ACE and Baseline do not present a Tmin parameter for energy state decision
and therefore their normalized energy saving factors do not change.

We also evaluate how different Tmin values affect the coverage ratio. As we can
see in Figure 6, eSCIFI using both clustering algorithms (cSCIFI and cSCIFI+), SEAR
and ECMA strategy had no coverage ratio loss at all for any value of Tmin. This results
showed that none of the mechanisms had overpassed the maximum cluster capacity at any
moment. Only Baseline and ACE present coverage losses. However, as we have already
mentioned previously, those mechanisms do not change their energy state decisions based
on a minimum threshold Tmin parameter. Therefore, their coverage ratio results are the
same showed in Figure 4, where the time window size is tw = 120 min.

Figure 6. Coverage ratio loss for different Tmin values.

4.3. Weekday Versus Holiday Analysis

The eSCIFI uses machine learning prediction models to estimate traffic demands. In
our scenario, the hybrid model uses a holiday input feature that distinguishes normal
weekdays from public holidays and university student holidays. The hybrid model uses
this feature to differentiate the network demand variation that happens between regular
day and holidays. Here, we will evaluate if eSCIFI using the hybrid model can better cope
with the holiday demand than SEAR, ACE and ECMA. We compare Brazil’s Independence
Day public holiday (Friday, September 7) and the Friday used in our regular week. We
compared the mechanism using the parameters that gave the best normalized energy
saving factor and smallest coverage ratio loss (Tmin = 54 and tw = 120 min).
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Figure 7 shows the normalized energy saving factor achieved by the different mech-
anisms. As we can see, eSCIFI using both clustering algorithms and SEAR kept the
normalized energy saving factor stable. eSCIFI using cSCIFI+ has the biggest normalized
energy saving factor for holiday and weekdays. Baseline and ECMA also remain with
their normalized energy saving factor unchanged. For Baseline, this happens because
the decision is only based on time schedules and not on traffic demand estimations and
therefore is unaffected. For ECMA, this result happened because the traffic demand for
holiday or weekday remains unchanged, which did not change the SEAR APs switching
on/off schedule during night hours. Only ACE had a reduction on the normalized energy
saving factor in our holiday evaluation.

Figure 7. Normalized Energy saving factor comparison between a holiday and a weekday.

As we have seen in Figure 2, the demand on that holiday (Friday, September 7) was
much smaller than the demand presented for the regular weekday (Friday, September 28).
Figure 2 also shows that the holiday demand predicted by the hybrid model is much bigger
than the real one, differently from the regular Friday where the hybrid model prediction
was very close to the real traffic. Those results would first suggest that the normalized
energy saving factor achieved by eSCIFI and SEAR for the public holiday should have been
smaller as it happened with ACE. However, Figure 2 shows that the hybrid model wrong
estimations have not even reached 200 associated devices for the whole network in any
moment of the day on September 7. Figure 2 also shows that the regular Friday has not even
reached 500 associated devices for the whole network on September 28. Those association
values are very low considering that Tmax = 300. Therefore, we can presume that, for the
evaluated regular and holiday Friday, the network is working with the minimum set of
APs switched on (only the cluster heads) and that is the reason why SEAR and eSCIFI
using both clustering algorithms have their normalized energy saving factor unchanged.
In fact, we analyzed how the real data would affect the normalized energy saving factor
results in that analysis for the mechanisms and it showed that it would not have changed
much (less than 3.3% for all mechanisms) in the results.

Figure 8 shows the mechanisms’ coverage ratio loss for the regular weekday and
for the holiday. Only ACE and Baseline present some energy loss since they are the only
mechanisms that do not have a coverage guarantee. The Baseline coverage loss remains the
same, which shows that the traffic demand for night hours (0 a.m–6:59 a.m) on both our
holiday or weekday remains unchanged. The smaller coverage ratio loss for our holiday
when compared to our weekday on the ACE mechanism case can be explained by the
smaller traffic demand estimated for the whole day. Another explanation for the ACE
mechanism reduced coverage ratio can be on the fact that the ACE mechanism has a smaller
normalized energy saving factor on our holiday, which means it has a smaller number of
APs switched off or that they are switched off for a short period of time.
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Figure 8. Coverage ratio loss comparison between a holiday and a weekday.

The results shown in this section cannot give us a precise conclusion on whether or
not our algorithm could cope with the holiday demand without sacrificing the normalized
energy saving factor. A large number of holidays in distinct weekdays and with distinct
demand estimations would be necessary to understand it better. However, results indicated
that the mechanism performance on holidays is not related to any change on its function,
but it is in fact intimately related to the correct traffic estimations given by the hybrid model
when compared to the real traffic data.

4.4. SEAR vs. eSCIFI Clustering Algorithms

As we have seen in Section 4.1, SEAR had a better normalized energy saving factor
result than eSCIFI using the cSCIFI clustering algorithm. However, the clustering algorithm
developed by Jardosh et al. [2] does not have the same optimizations criterion we have
implemented on our both algorithms. Therefore, the work of Jardosh et al. [2] is susceptible
to the order of appearance of APs in the neighborhood list of other APs. This order affects
which will be the next APs selected by the Jardosh et al. [2] green clustering algorithm to fill
the cluster in case of ties between the number of neighbors. The order of appearance of APs
in the neighborhood list impacts its result since it does not have any tie breaker rule in the
selection of the next AP to be put in the cluster in case of a tie in the number of neighbors
between APs. cSCIFI and cSCIFI+ do not have this disadvantage, and therefore we can
guarantee that the clusters formed will not depend on the order of appearance. Here,
we will compare the normalized energy saving factor achieved by the SEAR and eSCIFI
mechanism using both clustering algorithm using 3 different orders of appearance of APs
in the neighborhood lists of the APs. The two first neighborhood lists present cases where
the APs position inside the neighborhood lists are randomized and the third represent the
neighborhood list we have used for all tests we have done before for the SEAR mechanism.
We will compare the SEAR and eSCIFI mechanism using both clustering algorithms with
the parameters that gave the best normalized energy saving factor and no coverage ratio
loss (Tmin = 54 and tw = 120).

As we can see in Figure 9, SEAR energy saving result is heavily affected by the order
of appearance of APs in the neighborhood list, while eSCIFI using cSCIFI and cSCIFI+ are
not affected at all. This result shows that the changes we have implemented on cSCIFI and
cSCIFI+ have turned our algorithm unaffected by the order of appearance of AP in the
neighborhood list. This is a clear advantage since it will not require an optimization on the
neighborhood list formation process that in a huge network topology might be unpractical
to be done.
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Figure 9. Normalized Energy saving factor comparison between SEAR and eSCIFI using both
clustering algorithm with different neighborhood lists.

4.5. Best Results Comparison

Table 4 shows the best energy saving factor and coverage ratio loss results that can
be achieved by the distinct mechanisms for our trace-driven test. Each mechanism uses
distinct algorithms with a set of parameters as we have seen in the previous sections. As
seen in Table 4, eSCIFI using cSCIFI+ achieved the highest energy saving factor among all
mechanisms (64.32%) while presenting 0% coverage ratio loss.

ECMA, SEAR and eSCIFI using cSCIFI also achieved 0% coverage ratio loss. However,
those mechanisms achieved lower energy saving factors when compared to the eSCIFI
mechanism using cSCIFI+. SEAR got similar results to cSCIFI+ and better results than
eSCIFI using cSCIFI. However, as explained previously and shown in Figure 9, SEAR
energy saving result is affected by the neighborhood list ordering, while eSCIFI proposals
using cSCIFI or cSCIFI+ are not affected at all. Therefore, our results show that eSCIFI
using the cSCIFI+ algorithm achieved the best energy saving and coverage ratio loss results
for our scenario.

Table 4. Mechanism’s best results comparison.

Metrics Baseline ECMA ACE SEAR cSCIFI cSCIFI+

Coverage Ratio Loss (CR %) 0.42 0 20.73 0 0 0

Energy Saving Factor (ESF) 6.98 17.72 43.27 60.75 53.60 64.32

5. Conclusions

We presented the eSCIFI energy saving mechanism and its main architecture. eSCIFI
uses traffic demand estimations given by machine learning models to manage the energy
state of APs and it was designed to cope with a broader variety of wireless networks,
specially those that cannot collect traffic data in a real time manner and/or have a limited
CPU power.

We evaluated the normalized energy saving factor and the coverage ratio loss of
our proposed mechanism. We also reproduced and compared eSCIFI results to the ones
achieved by ACE, ECMA and SEAR. Those results showed that, for the UFF SCIFI network
scenario, eSCIFI produced the best results. The best energy saving mechanism was the eS-
CIFI using the cSCIFI+ mechanism that can save up to 64.32% of the total energy consumed
in a week without affecting the network coverage and user’s association capacity.

eSCIFI has not been tested and implemented in real network scenarios yet. As future
work, we plan to implement eSCIFI on the UFF SCIFI controller and do some future
experiments using the real network infrastructure. The practical usage will give us some real
insights about how to properly tune eSCIFI parameters according to a real implementation.
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We also plan to use more sophisticated metrics as the average throughput and delay to
evaluate the network performance and user coverage on those real network tests. We hope
that those tests and new features will allow us to fully understand the eSCIFI possibilities
and overcome its limitations.
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Abstract: Global warming is expected to increase 1.5 ◦C between 2030 and 2052. This may lead to an
increase in building energy consumption. With the changing climate, university campuses need to
prepare to mitigate risks with building energy forecasting models. Although many scholars have
developed buildings energy models (BEMs), only a few have focused on the interpretation of the
meaning of BEM, including climate change and its impacts. Additionally, despite several review
papers on BEMs, there is no comprehensive guideline indicating which variables are appropriate to
use to explain building energy consumption. This study developed building energy prediction models
by using statistical analysis: multivariate regression models, multiple linear regression (MLR) models,
and relative importance analysis. The outputs are electricity (ELC) and steam (STM) consumption.
The independent variables used as inputs are building characteristics, temporal variables, and
meteorological variables. Results showed that categorizing the campus buildings by building type is
critical, and the equipment power density is the most important factor for ELC consumption, while
the heating degree is the most critical factor for STM consumption. The laboratory building type is
the most STM-consumed building type, so it needs to be monitored closely. The prediction models
give an insight into which building factors remain essential and applicable to campus building policy
and campus action plans. Increasing STM is to raise awareness of the severity of climate change
through future weather scenarios.

Keywords: building energy modelling; regression analysis; machine learning; climate change; uni-
versity campus; energy consumption prediction

1. Introduction

Even though accelerating issues on climate change are arousing people’s awareness,
many are still uninformed about how climate change affects building energy consumption.
Building operations are responsible for 28% of total emissions, while embodied carbon,
which is from building materials and construction, is responsible for an additional 11%
annually [1]. This is nearly 40% of CO2 emissions coming from the building and building
construction sector, which is responsible for over one-third of global energy consumption [2].
Global warming—a product of climate change—is also expected to significantly increase
building energy use for cooling. Climate change phenomena are not uniform across the
globe, so energy consumption direction or protocol can differ by climate zone. Therefore,
this study focuses on the energy use of a Philadelphia (PA)-based university’s campus
under climate zone 4A, comprised of a humid subtropical climate [3].

College and university campuses use an average of 18.9 kilowatt-hours (kWh) of
electricity (ELC) and 17 cubic feet (ft2) of natural gas per square foot annually [4]. Universi-
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ties have consumed a large portion of energy use and have updated their sustainability
plan to reduce greenhouse gas emissions and energy consumption. Universities serve as
pioneers for green societies and make immediate decisions and policies to address climate
change, compared to other national-level organizations. Since university campuses include
various building types, such as libraries, offices, laboratories, hospitals, and housing, these
installations remain uniquely positioned to analyze the energy consumption of “mixed-use”
group buildings. Essentially, a college or university campus serves as an independent
district. Thus, typical university campuses can offer informative representations of urban
energy consumption.

To minimize energy consumption, building energy consumption patterns need to be
monitored and analyzed. By doing so, universities identify ways to effectively manage
energy use and plan building renovation with an understanding about the relationship
between building characteristics and energy consumption. In addition, energy consumption
prediction can be beneficial for universities to forecast reliable energy budgets and identify
opportunities of energy conservation [5].

This study investigates global climate change’s influence on building energy con-
sumption, the building’s behavior, and other energy-related factors on campus. In this
case study, ELC and steam (STM) were considered. ELC was provided by Penn Power,
and the STM distribution system consisted of underground pipelines. Building charac-
teristics, meteorological variables, and temporal variables were used to develop BEMs
with a bottom-up approach for ELC and STM consumption. Among various bottom-up
approaches, a multivariate regression and multiple linear regression (MLR) were chosen.

Thanks to rapid technology development, electronic appliance efficiency is improving,
and construction materials are evolving for better insulation. In addition, smart homes and
intelligent cities are becoming more popular, and the number of electronic devices people
own is rising fast. To eliminate complex interventions, the impact of climate change on the
energy consumption of existing buildings is analyzed purely by excluding technological
advances. Furthermore, occupancy behavior was not considered in the focus on weather
features and building characteristics. Consequently, operation features such as set point
temperature, fan schedules, HVAC schedule (heating and cooling), lighting schedule,
class schedule, building-operation hours, and building use schedule (occupancy schedule)
were excluded.

2. Literature Review

To determine the method for this research, the statistical analysis used in BEMs were
examined. Additionally, research on the BEMs of university campuses were analyzed
to narrow the target. Then, the status of climate change and how global warming will
affect building energy consumption were investigated. Finally, based on previous literature
reviews, variable selections from other research allowed us to decide how to structure the
data frame. Additionally, via literature reviews, this study intends to investigate factors
that affect energy consumption the through interpretation of statistical models, with the
following research questions (RQ):

RQ1. What are the appropriate building- and weather-related variables to be included
in the predictive model?

RQ2. What is the relationship between input variables and energy consumption
(output) by energy types considered by relative importance?

RQ3. How will each energy type change with the effects of global warming?

2.1. BEMs Focused on Statistical Analysis

Several review articles have summarized and defined Urban Building Energy Model-
ing (UBEM) [6,7]. The prevailing UBEM has two opposite modeling approaches: top-down
or bottom-up. The top-down approach works at an aggregated level, typically aimed at
fitting historical timelines based on national energy consumption while the bottom-up
approach is built up from data as disaggregated components.
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Since this study is focused on the bottom-up approach, this paper specifically discusses
regression modeling approaches. Baker and Rylatt used clustering, simple regression, and
MLR [8]. Kavousian et al. used stepwise selection to choose predictors in a MLR model
because all input variables are numeric, not categorical [9]. Hsu used a Bayesian multilevel
regression model to analyze the value of different measurements for predicting energy use
and found that benchmarking data alone explains energy use as well as benchmarking and
auditing data together [10]. Zeng et al. considered the multivariate regression model to be
the best method in the case study with simplified inputs related to building energy [11].
Walter and Sohn also developed a multivariate regression model to predict Energy Unit
Intensity (EUI) by using numerical predictors and categorical indicator variables [12]. For
example, numerical predictors were operating hours, occupant density, etc., and categorical
indicator variables were climate zone, heating system type, etc. This model measured
the contribution of building characteristics and systems-to-energy use based on the cross-
validation (CV) approach.

Most previous research in BEMs has failed to interpret the BEM, used insufficient
samples, or missed some important variables that are equipment power density (EPD) or
meteorological variables. Most research has focused on maximizing performance accuracy
of machine learning (ML) models and finding the best model by comparing different
ML techniques. This research has shown the improvement of the ML models’ accuracy.
According to Kikumoto et al., as a result of increasing temperature, energy simulation
showed a 15% increase in the heat load of two residential buildings [13]. A small sample
size for application made it difficult to generalize future energy consumption. However,
protocol or interpretations of the final ML models were frequently missing, so this study
aims to interpret the regression models with a larger sample size.

2.2. BEMs Focused on University Campuses

Owing to the trend of growing energy consumption, Hong et al. investigated the
energy waste in universities and suggested optimization options of campus buildings in
South Korea [14]. The amount of ELC had risen about 19.7% over three years because the
equipment used for heat had increased. Hong et al. also found that higher monthly average
temperatures led to more A/C use on campus [15]. They developed several energy saving
scenarios to suggest possible solutions. Chung and Rhee observed that equipment loads
and occupancy schedules of university buildings for education and research are difficult
to control [16]. However, they found that universities have a high potential to reduce
energy losses caused by unnecessary energy consumption, low thermal performance, and
airtightness. Because of the many random users rather than the operators themselves in
the university buildings, retrofitting the existing buildings into low-energy buildings is
crucial [14].

Guan et al. analyzed the ELC, heating, and water usage of campus buildings in
Norway, which has a similar climate with climate zone category 5A [17]. They said that
UBEM plays a critical role in learning about the efficient energy planning of future urban
energy systems and smart systems. Several Chinese universities and colleges have initiated
sustainable education and developed incentive policies to encourage students and faculty
members to save energy [15]. Universities in the U.S. have taken actions on energy policies
and movement for green campus development.

2.3. Climate Change

Recently, more studies have aimed at the future impact on energy consumption ow-
ing to climate change. Examples include energy use over long-term climate change for
use in life cycle assessment applications with nine typical Florida residential houses [18].
Additionally, Fathi et al. and Fathi and Srinivasan expanded the sample size and tar-
geted a university campus instead of residential buildings, wherein Principal Component
Analysis (PCA) and Autoregressive Integrated Moving Average (ARIMA) techniques
were selected for energy prediction with climate change [19,20]. Another example is
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that Godoy-Shimizu et al. estimated urban-scale energy consumption using physics-based
models for future weather [21].

Fumo and Rafe Biswas (2015) predicted total ELC using only outdoor dry-bulb tem-
perature and added the global horizontal radiation to produce MLR models without
considering building characteristics [22]. Higher resolution for the time interval, which
was hourly data, leads to models with a lower quality than regression models using daily
data. All three regression models (simple linear, simple quadratic, and MLR) with daily
resolution had better R-square values but lower accuracies based on root mean square error
(RMSE) than with hourly resolution.

Mohammadiziazi and Bilec used RF to analyze office buildings’ EUI due to climate
change [23]. They found that energy consumption will increase between 8.9% and 63.1%
compared to the 2012 baseline for different geographic regions between 2030 and 2080.
Campagna and Fiorito found that 65% of studies on climate change impacts on building
energy consumption focused on climate zone C [24]. Therefore, studying climate zone A in
this study can contribute to mitigating biased sample selection.

3. Methods

In this study, the hourly energy consumption data were obtained, which consist of
ELC and STM. To answer the research questions, the BEMs’ development process follows
six-steps, namely: (1) set data frame with processing, (2) conduct descriptive statistical
analysis, (3) select variables including relative importance analysis, (4) develop multivariate
regression models, (5) develop multiple linear regression (MLR) models, (6) estimate energy
use of a university campus with future weather data, and (7) analyze university campus’
action plans (Figure 1).

Figure 1. Conceptual framework.

Step 1 is setting data frame with processing. Four separate datasets (energy consump-
tion variables, building variables, meteorological variables, and temporal variables) were
merged to form one complete dataset. After collecting and cleaning all the data, the merged
data was divided into a training and a testing dataset. The training dataset is from 1 July
2015 to 30 June 2016. For validation, a 10-fold cross-validation was conducted. The testing
dataset is from 1 July 2016 to 14 August 2016.

Step 2 is conducting a descriptive statistical analysis. To observe the distribution,
density plots, boxplots, histogram, skewness, and kurtosis were used. To understand the
data and to detect outliers, scatter plots, three-dimensional (3D) plots, relative importance,
correlation coefficient (CC), partial CC, and CC matrix plots are used. Additionally, central
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tendency (mean, mode, and median), measures of variability (range and interquartile
range), variance, and standard deviation were measured.

Step 3 is selecting variables, including importance analysis. The multivariate regres-
sion method was used to determine independent variables because all buildings share the
same independent variables. Based on other literatures and experts in machine learnings
and statistics, different variables for multivariate regression models were used and com-
pared to each other based on R2 and RMSE. Four sets of multivariate regression models
were developed, consisting of two linear regression models for ELC and STM. For reli-
able predictions, a large amount of historical data is required. Thus, the hourly data of
18 buildings with 22 input (independent) variables and 2 (dependent) variables were each
observed and used to meet the requirement to develop the multivariate regression models.

The variables were analyzed based on CC, partial CC, and relative importance. To
check correlations between variables, three CC measuring methods were used: (1) Pearson
CC with the linear dependence between two numeric variables, (2) Spearman for polyno-
mial relationship, and (3) Kendall between categorical input variables and numeric output
variables. Kendall’s tau and Spearman’s rho were used to estimate a rank-based measure
of association. To examine the categorical variables, we referred to relative importance
as well. For relative importance, rank bootstrap confidence intervals were obtained by
using the percentile method. Bootstraps were replicated 100 times in order to calculate
confidence intervals. Metrics for relative importance are normalized to sum to 100%. This
was used for all numeric variables and meteorological variables alone to examine the
influence of variables on energy consumption. Lastly, partial CCs were measured to select
meaningful variables.

Step 4 is developing multivariate regression models. From MLR development, vari-
ables were selected to finalize the multivariate regression model. As shown in Equation (1),
independent numeric variables were standardized with a mean (μ) of 0 and standard
deviation (σ) of 1 (unit variance):

X′ = (X − μ)/σ (1)

Step 5 is developing MLR Models BEMs. As a feature selection method, stepwise
selection methods were used. The performance was measured through Mean Absolute
Error (MAE), RMSE, and adjusted R square (R2). MAE is a key performance indicator (KPI)
for measuring forecast accuracy. These measures are used to check the regression model’s
accuracy to validate and test and can be calculated using Equations (2)–(4):

MAE =
1
n ∑n

i=1

∣∣∣∣ypredict,i − ydata,i

∣∣∣∣ (2)

RMSE =

√√√√∑n
i=1

(
ypredict,i − ydata,i

)2

n
(3)

R2 = 1 −
∑n

i=1

(
ypredict,i − ydata,i

)2

∑n
i=1(ydata,i − ydata,i)

2 (4)

According to Hoff and Perez, MAE is commonly accepted as a measure of dispersion
because of its lesser sensitivity to distant outliers and lesser subjection to interpretation
when expressed in relative (percentage) terms [25]. A 10-fold CV was used to validate
BEMs and, to test the models, regression models’ accuracies were checked with a validation
dataset. Based on MLR models, significant variables for each energy consumption type
are revealed.

The sixth step is to estimate the energy use of university campuses with future weather
data. As the last step, to estimate the operational energy consumption under long-term
climate change, the average values from the hottest scenario representing 2054 were used
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as inputs into the MLR models. Likewise, the average values of building characteristics
were used to predict energy consumption in 2054. Lastly, Step 7 is to analyze university
campus’ action plans to learn lessons explained in Section 5.6. Specifically, in my research,
energy action plans of 18 universities were analyzed to show how a leading energy group
deals with climate change.

4. Variable Selection

From Step 1 to Step 3, potential independent variables were scrutinized to build BEMs
to explain energy consumptions. This section demonstrates details about the variable
selection process, which includes a literature review and the analysis of results.

It should be noted that Kikumoto et al. did not include the building characteristics in
predicting heat loads [13]. Whereas Im et al. concentrated on interpreting the regression
models to explain the relationships among building characteristics, energy consumption,
and weather [26,27], Im et al. (2019) developed polynomial regression models on chilled
water (CHW) and ELC consumption of campus buildings by comparing BEMs with hourly
and daily data [24]. Additionally, Im et al. (2020) attempted to predict CHW with lasso
regression models using future weather data [25]. However, both studies did not use solar
radiation data, which is considered a significant factor in BEM [28]. In conclusion, this
study focused on variable selection and the interpretation of BEMs with larger sample
sizes, as well as additional building characteristics and weather data, including solar
radiation. Considering ELC and STM allows us to grasp campus energy consumption
comprehensively.

Out of 194 buildings, 48 buildings had one year of two energy consumption infor-
mation: ELC and STM. Out of 48 buildings, 18 buildings’ data were used after excluding
buildings missing building characteristics data to develop building energy modeling (BEM)
by adopting multivariate regression models with a 14.5-month period. Developing mul-
tivariate regression models is to achieve a comprehensive understanding of energy use
depending on the energy type by comparing the variables’ impact. The sample size could
be larger when final regression models were developed separately, like 43 buildings for
ELC and 32 buildings for STM (Table 1). From these separate data frames, building types
with less than three buildings were eliminated because of the small size in the number of
buildings. As a result, all food and health-related buildings were eliminated. Eventually,
39 buildings for ELC and 30 buildings for STM were secured for multiple regression model
analysis with the same time frame.

Table 1. Building number by energy types and building types.

Building Type ELC STM

Education
Laboratory

Lodge

7 4
8 7
6 7

Office
Public Assembly

10 6
8 6

Food 3 1
Health 1 1

Sub-total number of buildings 43 32

Total number of buildings 39 30

4.1. Energy Consumption Variables

Energy consumption variables were comprised of electricity consumption (ELC, kilo-
British Thermal Unit (kBTU)/Gross Square Feet (GSF)) and steam consumption (STM,
kBTU/GSF). Gross square feet (GSF) is highly related to several variables that have a value
per unit square feet, such as U-values, EPD, and LPD. Therefore, GSF was included as a
denominator of the dependent variable by dividing energy consumption data in kBTU

30



Buildings 2022, 12, 108

with GSF. Equipment, lighting, and plug loads are three main categories contributing to
the energy consumptions in the buildings. Equipment, such as heating, ventilation, and air
conditioning (HVAC) systems and water heaters, is the other main internal load, which
contributes to STM in this case study. Lighting and plug loads contribute to ELC. Plug
loads are growing as electronics become more pervasive with the ever-accelerating progress
of technology, even in construction, which used to be known as a conservative field.

4.2. Building Variables

Building variables comprised of building thermo-physical properties and other power
densities. Building variables included the U-value of Wall (U-Wall, Btu/h ◦F.ft2), U-value
of Windows (U-Windows, Btu/h ◦F.ft2), U-value of Roof (U-Roof, Btu/h ◦F.ft2), Window-
Wall Ratio (WWR), building height (feet), construction year (year), Building Age (year),
Renovation Age (year), equipment power density (EPD, W/ft2), and Lighting Power
Density (LPD, W/ft2).

Based on the regression and the plot, the beta coefficient (β: slope of the regression
models) shows that ELC consumption and Building Age are statistically, negatively related
(Figure 2). The initial plot with Building Age could lead to the misinterpretation of en-
ergy consumption, which indicates that buildings consume less energy as time goes by,
regardless of the deterioration of the building. Thus, it is important to use construction year
instead of building age. As shown in Figure 3, ELC consumption is higher in newer build-
ings than in older buildings. This may be because buildings are evolving with advanced
technology and more outlets. Newer buildings have more opportunity (more outlets or
electronic appliances) of energy use compared to older buildings.

Figure 2. Scatter plot of electricity consumption and Building Age.
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Figure 3. Scatter plot of electricity consumption and construction year.

Gao et al. selected four variables (wall area, building height, building orientation, and
glazing area) through the feature reduction process to improve the performance of models
out of eight independent variables (relative compactness, surface area, wall area, roof area,
building height, orientation, glazing area, and glazing area distribution of a residential
building) [29]. Compared to the study by Gao et al., in this study, window wall ratios
(WWR) were used, which is a combination of wall area and glazing. Building orientation
was not used.

Godoy-Shimizu (2018) mentioned that several studies considered building height to
estimate the building energy performance [18]. Additionally, a survey of the literature
showed no previous studies used building height and the number of floors at the same
time. Even though Capozzoli et al. considered both building height and the number of
floors to predict heating energy consumption in schools, they a had too-low Pearson CC to
include them in the MLR model [30]. Therefore, they excluded both variables in the MLR
model because of the low CC.

Im et al. (2019) used the number of floors, the building height, and their interaction
term in previous research and found that they are significant considering the p-value [21].
However, the number of floors was removed from the regression model due to high
multicollinearity (Pearson CC: 0.9). The building height improved the regression models
better than the number of floors. Using both building height and the number of floors might
be worthy to research in commercial building because of its variety of space and height.
Lastly, the year of building renovation was never used for building energy prediction.
Furthermore, Construction Year was used to be the input of the BEM.

4.3. Meteorological Variables

Meteorological variables included solar radiation, outdoor air temperature, heating
degree (HD), cooling degree (CD), relative humidity, pressure, and wind speed. The future
meteorological data was obtained through the open source from the nonprofit energy
weather research organization the Slipstream Group [25]. They developed the weather
scenarios as a representative location for each ASHRAE climate zone with their proprietary
algorithm. The mentioned algorithm uses raw climate data for future weather from the
NARCCAP (North American Regional Climate Change Assessment Program). Future
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weather scenarios for Pennsylvania (PA) were unavailable; however, those scenarios for
Baltimore, Maryland (MD) were available, which is in the same climate zone 4 and moist
(A) category as PA. Predicted Maryland weather data has three future weather scenarios—
coldest (2047), average, and hottest (2054). The hottest weather scenario of MD was chosen
to consider the biggest impact on global warming.

The preliminary studies by Im et al. used two independent meteorological variables:
(1) outdoor air temperature and (2) relative humidity, representing years 2015, 2016, and
2054 [26,27]. Common factors were selected among 15 historical meteorological variables
and 11 future meteorological variables. There were four climate variables in common:
temperature, humidity, pressure, and wind speed. Fathi and Srinivasan (2019) used temper-
ature, solar radiation, and humidity as meteorological factors [20]. Daut et al. (2012) also
revealed a strong linear relationship between solar radiation and surface temperature [26].
Therefore, solar radiation was added to the four climate variables as a final list in this study.
HD and CD were generated from temperature with the setpoint standard 18.33 ◦C (65 ◦F).
Because of the high multicollinearity, temperature and HD/CD cannot be used together.

4.4. Temporal Variables

Temporal variables included the number of the week throughout the year (week’s
mumber), type of day (weekday, Saturday, or Sunday), numeric hour, categorical hour
(0–23), hour type (working, evening, or night), business day type (business day or non-
business day), and season type (spring, summer, fall, or winter).

According to Wang and Srinivasan, some researchers utilized occupancy indicators
such as the time of day and day type [31]. For example, Dong et al. used the time of the
day as a categorical variable to predict building energy consumption [28]. Dong et al. and
Kotchen used the month of the year as a categorical variable [32,33]. Based on literature
review and an expert’s opinion in Information Systems and Operations Management, in
this study, temporal variables used as occupancy indicators are type of day, numeric hour,
categorical hour, hour type, and business day type. These temporal variables allow for
observation of the occupancy condition and pattern by remedying the missing occupancy
information. Boiron et al. used the month, day of the week, and hour to develop a
regression model [34]. This can be effective for observing behavior patterns at residential
buildings, but it does not reflect change over time despite slight improvements in R2 of
campus data. Additionally, there is less of an opportunity to change human behavior
in the campus setting than to change the technology and machinery being used by the
buildings. Season type was used instead of the month of the year in this study to consider
the campus’s characteristics. As a result, data were grouped into four seasons based on the
academic calendar.

Both ELC and STM are consumed by occupants, so the presence of the users makes
the difference in energy consumption. Therefore, holiday and non-holiday were separated
as categorical variables. In addition, electricity consumption is for other uses rather than
cooling and heating such as appliances, electronics, and lab equipment.

5. Results

5.1. Process of Variable Selection (Multivariate Regression Model Development)

Multivariate regression models were developed with 177,408 observations to estimate
the ELC and STM consumption (Table 2). All numeric predictors were normalized to
compare the β coefficient regardless of the unit of the variables. These models were
developed with four sets of different variables. Variables in Test 1 consist of 15 numeric
variables and one nominal variable. Variables in Test 2 consist of 15 numeric variables,
a nominal variable, and one ordinal variable. Variables in Test 3 consist of 15 numeric
variables and one nominal variable. Variables in Test 4 consist of 18 numeric variables
including three interaction terms, two nominal variables, and two ordinal variables. R2 and
RMSE in Table 2 are averaged values of two models for ELC and STM. Detailed information
with β coefficients is shown in Appendix A.
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Table 2. Different Variables Sets Input in Multivariate regression models.

Input Variables Data Type Test 1 Test 2 Test 3 Test 4

X1U-Wall Numeric
X2U-Window Numeric

X3U-Roof Numeric
X4WWR Numeric

X5Bldg.Height Numeric
X6-1Const.Year Numeric
X6-2Bldg.Age Numeric
X6-3Renov. Numeric

X7Date Numeric
X8EPD Numeric
X9LPD Numeric

X10Solar Numeric
X11-1Temp. Numeric
X11-2HD Numeric
X11-3CD Numeric

X12Humid. Numeric
X13Pressure Numeric

X14WindSpeed Numeric
X15Weeknum Numeric

X16Type of day Nominal
X17-0Numeric Hour Numeric

X17Categorical Hour 1–23 Ordinal
X18Hour Type 1–2 Ordinal

X19Business day Type Nominal
X20Bldg Type 1–4 Nominal

X21Season Type 1–3 Ordinal
X22: X2 × X4 Numeric

X23: X6-1 × X6-3 Numeric
X24: X1 × X4 Numeric

Average RMSE 2.78 2.71 2.6 2.12
Average R2 0.66 0.66 0.68 0.81

There was an overlap between time variables and weather information, which reflects
seasonal changes. Meteorological variables’ change, construction year, and Renovation
Age are reflected by time. Therefore, year, month of the year, and day were excluded for
regression analysis. Adding Categorical Hour and Week’s Number to Test 2, instead of
only the Date as in relative importance with bootstrap confidence interval were analyzed
with a one-year train dataset.

Test 1 improved the ELC and STM models’ accuracy based on RMSE. Week’s number
was used in Test 2 and Test 3 to observe the chronological order. Because of the continuous
cyclical feature of the hour, the numeric hour was used in Test 3 and transformed with sine
and cosine. Then, in both cases (ELC and STM), the models’ accuracy and R2 improved.
As a final step, new variables were added based on expert feedback in statistics, and some
variables were eliminated. On top of three interaction terms (X22: X1U-Window × X4WWR,
X23: X6-1Construction Year × X6-3Renov., X24: X1U-Wall × X4 WWR), four new variables are
construction year instead of building age, hour type, building types, and business day type.
Business day type was used to consider holidays instead of the type of day. The temperature
was used initially in Test 1 through Test 3, but the R2 and RMSE showed improvement in
terms of the statistical model’s accuracy and explanation of energy consumption when HD
and CD were considered instead of temperature. The last change in variables enhances all
two models significantly. Inaccuracy of ELC MLR were increased based on higher RMSE,
but R2 was improved.

Based on the result of Test 2, among temporal variables, the hour variable was analyzed
as a categorical variable. The MLR model for ELC, 6 am–10 pm, showed a significant p-
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value while 11 pm–5 am was insignificant, which was the nighttime, when people were
asleep. For STM, the days of the week and 4 am–8 pm were significant. The rest of the
hour variables were not. Descriptive data analysis is performed to capture the behavior of
energy consumption over time. The hour variable is insignificant for STM, but a predictable
pattern was observed in ELC (continuous increase from 3 am to 2 pm and continuous
decrease during the rest of the time). Therefore, the hour variable was required by adopting
sine and cosine as a periodical factor.

In conclusion, ELC usage had the longest hour timeframe that showed a meaningful
difference with other times. STM was the next. According to the 2D plots, only ELC had an
hourly consumption pattern as a cycle of the day, particularly owing to occupancy behavior
rather than weather. Therefore, the hour variable for the ELC model, rather than STM,
needed to be considered based on the findings in the multivariate regression model and
descriptive analysis. Additionally, week number were insignificant for ELC. Thus, this
study used multivariate analysis to compare the impact of variables for each type of energy
consumption in order to grasp campus energy consumption comprehensively.

A lower U-value is better insulation for energy consumption. This applies to WWR
because a high window rate compared to the wall can increase the chance of infiltration,
leading to more cooling in the summer or heating in the winter season. Therefore, posi-
tive relationships are expected between the U-value of wall, the U-value of window, and
the U-value of roof and energy consumption as well as between WWR and energy con-
sumption. Final multivariate regression models were developed with 177,408 observations
and 19 predictors with 3 interaction terms, consisting of 3 MLR models for ELC and STM
(Table 3).

Table 3. Building number by energy types and building types.

Building Type ELC STM

X1U-Wall
X2U-Window

X3U-Roof

0.084 −0.131
−0.137 −0.001
0.358 ** 0.103

X4WWR
X5Bldg.Height

−0.279 * −0.086
0.056 0.130

X6-1Const.Year −0.267 * −0.115
X6-3Renov.Age −0.257 * 0.139

X8EPD 0.458 ** 0.157
X9LPD 0.070 0.070

X10Solar 0.124 0.123
X11-2HD 0.008 0.392 *
X11-3CD 0.0315 −0.059

X12Humid. −0.034 −0.033
X13pressure −0.007 0.021

X14WindSpeed 0.042 0.045
Notes: Correlation is significant at different levels (2-tailed) as follows: ** 0.001 level and * 0.01 level.

5.2. Comparison of Multivariate Regression Model by Energy Type

Among building variables, there were three outstanding β coefficients in the multi-
variate regression model (Table 4). ELC had a high β coefficient with EPD (1.58), compared
with STM (1.24). STM had a positive β coefficient with a U-Window (0.61), opposite to ELC
(−0.81). STM had a higher beta with building height (0.751), compared with meteorological
ELC (0.349).
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Table 4. Multivariate regression model (18 buildings) without standardization.

Building Type (Unit: kBtu/GSF) ELC STM

Intercept
X1U-Wall

X2U-Window

588.71 120.81
53.48 35.20
22.05 −12.53

X3U-Roof
X4WWR

−10.53 −3.27
160.66 24.36

X5Height 0.15 −0.01
X6-1Construction Year −0.30 −0.07

X6-3Renov. −15.33 −0.41
X8EPD 1.00 0.79
X9LPD −3.71 2.80

X10Solar −0.01 0.00
X11-2HD −0.43 0.23
X11-3CD 1.29 −0.06

X12Humid 0.03 0.00
X13Pressure −0.04 0.01

X14WindSpeed −0.13 0.06
X15bldg Type_Lab 7.98 10.87

X15bldg Type_office −2.83 −2.08
X15bldg Type_public 7.99 4.18

X18-1Hour Type_night hour −0.51 −0.11
X18-2Hour Type_working hour −1.52 0.39

X19Business Day Type_business day −0.55 −0.04
X21-1Season Type_spring −1.20 −0.17

X21-2Season Type_summer 1.77 −0.16
X21-3Season Type_winter −0.31 0.04

X22: X2 × X4 −155.71 −98.53
X23: X6-1 × X6-3 −145.48 7.73

X24: X1 × X4 0.01 0.00

Adjusted R2 (%) 94.71 66.17

Among variables, solar radiation and wind speed were insignificant for ELC, consid-
ering the 0.05 level of p-values. Additionally, the week (Monday to Friday) was significant,
but differentiating Saturday and Sunday was meaningless. Therefore, for ELC, categorizing
the day of the week into business day or non-business day is better than the type of week.
Both ELC and STM have negative β coefficients with temperature, which are −0.049 and
−1.729, respectively.

5.3. Result of MLR

Cross-validation was conducted for the validation, and Table 5 shows the MLR models’
results. The MLR model could explain 76.74% of the ELC consumption and 56.59% of STM
based on R2. The R2 of ELC was the highest among the three energy consumption types
for validation. Additionally, MAE, RMSE, and R2 were measured to check the regression
model’s accuracy to test as shown in Table 6. ELC and STM had similar values in MAE
(0.00 and 0.01) and RMSE (2.62 and 1.62). The R2s of model accuracy were ELC (88.28) and
STM (74.47), respectively.
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Table 5. Multiple linear regression.

Building Type ELC STM

Intercept
X1U-Wall

X2U-Window

7.33 4.37
1.39 −0.09
−0.81 0.61

X3U-Roof
X4WWR

1.31 0.99
2.18 1.34

X5Height 0.31 0.52
X6-1Construction Year 3.33 2.37

X6-3Renov.Age 29.04 60.51
X8EPD 1.58 1.24
X9LPD −0.51 -

X10Solar −0.04 0.08
X11HD 0.03 1.55
X11CD 0.46 −0.20

X12Humid. 0.02 0.03
X13Pressure −0.05 0.05

X14WindSpeed −0.03 0.11
X18-1Hour Type_night −0.17 −0.08

X18-2Hour Type_working 0.18 0.18
X19Bizday_business day −0.24 −0.02
X20-1bldg Type_Office 1.78 0.90
X20-2bldg Type_Lab 1.07 −0.47

X20-3bldg Type_Lodge −1.25 −0.15
X20-4bldg Type_Public 0.63 0.16

X21-1Season Type_Spring −0.01 0.03
X21-2Season Type_Summer −0.57 −0.02
X21-3Season Type_Winter −0.70 −0.01

X22: X2 × X4 −1.17 −1.07
X23: X6-1 × X6-3 −29.54 −61.06

X24: X1 × X4 −2.20 −0.81

Adjusted R2 (%) 76.74 56.59

Table 6. BEMs’ accuracy test result of MLR.

ELC STM

Length
X Mean
Y Mean

39,072 29,568
7.33 2.54
7.33 2.54

MAE
RMSE

0.00 0.01
2.62 1.62

Adjusted R2 (%) 88.28 74.47

5.4. Relative Importance Analytics

Relative importances with bootstrap confidence intervals (%) were analyzed with a
one-year train dataset (177,408 observations), and metrics were normalized to sum to 100%
(Figure 4).

37



Buildings 2022, 12, 108

Figure 4. Relative importance of all independent variables with 95% bootstrap confidence intervals:
(a) electricity (ELC) and (b) steam (STM).

Meteorological variables explained 0.06% (relative importance: 0.36%) for ELC and
4.36% (relative importance: 20.51%) for STM as revealed from R2 of multivariate regression
models. The relative contribution of solar radiation for ELC is 0.19% despite the low rel-
ative contribution rate as a most-related variable among weather variables. The relative
contribution of temperature for ELC is 0.12%, which consists of CD: 0.11% and HD: 0.01%.
The relationship between outdoor temperature and heating/cooling is obvious, but the
relative importance analysis confirms the contribution of temperature to energy consump-
tion. Based on relative importance analysis, HD is the most crucial predictor to predict
STM. CD is the next crucial variable among meteorological variables, but other variables
come prior to CD. When only weather variables were considered, relative contributions
with 95% confidence intervals for HD are between 82.64% and 85.16% for STM. Relative
contributions with 95% confidence intervals for CD are between 82.64% and 85.16% for
STM. With other all variables, relative contributions for HD are 15.26% for STM. Relative
contributions for CD are 3.07% for STM. Universities need to be aware of climate change
because temperature-related variables are the top variable for STM. According to CD’s
rank for STM, only HD was a significantly important variable for STM consumption, and a
temperature below 65 ◦F did not affect the heating significantly.

Proportions of variance explained by the models were the same as adjusted R2 of
multivariate regression models. To answer RQ1, the top four variables that accounted for
more than 50% of the relative importance were as follows: EPD, building type, building
height, and construction year for ELC; HD, EPD, building height, and building type for
STM. building height are common for both energy type. EPD, construction year and
building type are common for ELC and STM. Therefore, universities should choose energy
efficient EPD and decide on reasonable building height in the design phase to save ELC
and STM consumption. Additionally, building energy should be analyzed by building type
because the laboratory building type showed totally different patterns compared to other
building types.

To be specific, energy consumption patterns by building type are analyzed as follows:
through descriptive statistical analysis, the rapid increase of ELC consumption in the
laboratory and the office was observed. One of them may be the increasing demand of com-
puting work in laboratory and office buildings, because this trend is not present in lodging,
education, and public assembly. Laboratories are the most energy consuming building type.
The laboratory building type has a larger variance in STM consumption compared to other
building types, and the laboratory requires much higher STM consumption, as a regression
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model shows (Figure 5). This finding aligns with the findings by Ferguson et al., saying
that priority should be given to buildings with high energy demands, such as research
in university settings [35]. Therefore, the university needs to track the cause of energy
consumption and replace it with energy efficient equipment (better EPD) or improve the
insulation of building components for laboratory buildings. According to the regression
model with temperature and STM consumption, laboratory buildings had the steepest
slope, and office buildings had the second steepest slope. The steep slope means that
more STM is consumed when the temperature is higher. Evaluating laboratory hoods
is suggested to universities to improve energy efficiency, user operations, or to arrange
for removing unneeded equipment [35]. Washington University St. Louis implemented
low-flow fume hoods with hood occupancy controls, which led to a 40% reduction in
energy use [36]. Purchasing Energy Star equipment for its offices and laboratories can be
challenging for individual faculty, so universities may promote it financially or provide an
endorsement of the products.

 
Figure 5. Scatter plot of STM consumption by temperature.

The education building type consumes STM with the smallest variance compared to
other building types with the least outliers. The small variance means that estimating STM
of the lodge building type is easier than other building types because it is clustered, which
causes less error in prediction models.

5.5. Result of Correlation Coefficient (CC) and the Partial CC

Both CC and the partial CC were considered for analysis. A partial CC was run to
determine the relationship between an individual variable and each energy consumption
while controlling for the rest of numeric variables. For ELC, EPD has CC (0.505) and partial
CC (0.458). U-Roof has CC (0.438) and partial CC (0.358), respectively. The relationships
between EPD and ELC and between U-Roof and ELC show a direct relationship with little
difference when comparing the CC and the partial CC.

For STM, the CC and partial CC of building height (0.521; 0.130), construction year
(−0.429; −0.115), and EPD (0.546; 0.157) indicate that the rest of the variables had a very
large influence in controlling for the relationship between these three variables and STM. In
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other words, these three variables are related with other variables closely, so direct relation
with STM is relatively weak. There was a moderate, positive CC between HD and STM.
All the results of CC, partial CC, and relative importance indicated that temperature is a
significant variable for STM and has a direct relation with STM.

Bruan et al. (2014) found that temperature has the highest influence on building
energy consumption with R2 being equal to 0.92 for ELC and R2 being equal to 0.85 for gas
consumption [37]. Unlike Bruan et al.’s study, temperature was insignificant for ELC, while
solar radiation was the most critical weather factor for ELC among meteorological variables.
The end use needs to be compared for the appropriate comparison. Based on analyzing
the relative importance of MLR models, the most effective key variables to answer for
RQ1 about the appropriate building- and weather-related variables to be included in the
predictive model are as follows: EPD, building type, building height, and construction year
for ELC and HD, EPD, building height, and building type for STM.

Regression diagnostics plots were created to check the linearity, normality of residuals,
homogeneity or residuals variance, and independence of residuals error terms. The null
hypothesis of the studentized Breusch–Pagan test (BPtest) was that the residuals have
constant variance. So, a p-value less than 0.05 would mean that the homoscedasticity
assumption would have to be rejected. Both final models passed the BPtest. Furthermore,
an increase in the STM consumption was observed because it is influenced by temperature
(Figures 4–6).

Figure 6. Boxplots for STM prediction by building type in 2047 with coldest scenario and 2054 with
hottest scenario.

As observed in β coefficient analysis, the weather variable does not influence ELC
consumption when STM and CHW are used as another energy source. Based on Figure 6,
STM consumption will increase with the humid subtropical climate in both the hottest and
coldest scenarios. Climate change will contribute to increasing STM for heating as well as
countering the effect of global warming, which can easily be neglected.

5.6. Retro-Commissioning of University Campuses

Universities tend to respond to the challenge of global climate change more effectively
as educational institutions compared to other building types. Other building types try to
meet the requirements of building energy standards passively and inexpensively when
energy policies change. Therefore, checking how universities respond to climate change
can be meaningful to glimpse the trajectory for the overall building sector.

When prioritizing and implementing the deferred maintenance program, building
operating efficiency and optimization should be fully considered [38]. The monitoring

40



Buildings 2022, 12, 108

results lead to selecting energy-intensive buildings, which consume more campus energy
than other buildings [39]. Based on this selection of the buildings, one should conduct
energy audits and retro-commission them. The potential to save energy can be different
from the amount of energy consumption. Thus, during the selecting process and retro-
commissioning, potential factors that can bring significant change in energy saving need to
be examined.

Most energy saving-related information was a prediction, and not actual energy saving
results in the energy action plans. These plans tend to be unevaluated, especially when
they do not achieve their goal. Universities need to pay attention to actual results by their
action plans to use as a reference to evolve energy saving strategies.

Virginia Tech found that 35 percent of all buildings (50 buildings) on campus accounted
for over 70 percent of overall university energy costs. Thus, they chose the top ten buildings
to focus on energy saving [40]. Boston University reduced its energy consumption by
4% through its energy saving plan after eight years from 2006 while growing in size by
14% [41]. University of Pennsylvania (UPenn) also upgraded lighting in 45 buildings [42].
At UPenn, carbon dioxide equivalent has reduced 32% from STM and 9% from ELC since
2014. Nonetheless, CHW increased 17%, but emitted the lowest carbon dioxide among
these three energy types [42].

To save energy, many universities have established energy action plans. Commonly
observed action items from 18 universities are shown in Table 7: (1) replacing lights with
energy-efficient lights; (2) installing occupancy sensor; (3) equipment reinforcement; (4)
upgrading windows; (5) implementing renewable energy system (e.g., solar panels); (6)
renovating roofs as green roofs or insulating roofs; and (7) managing building automation
(monitoring system).

Table 7. Summary of universities’ energy efficiency strategies.

University
The number of
LEED Certified

Buildings

Energy
Efficient
Lights

Motion
Sensor

Equipment Window
Geothermal

System
Solar
Panel

Roof

University of California Irvine 30 Yes Yes
University of Wisconsin at

Oshkosh
6 Yes Yes Yes Yes

Columbia University 7 Yes Yes Yes Yes
Stanford University 4 Yes Yes Yes

Washington University St.
Louis

21 Yes Yes Yes Yes

UPenn 40 Yes
New York University 11 Yes Yes
Vanderbilt University 21 Yes Yes
Quinnipiac University 11 Yes Yes

Colby College 17 Yes
American University 4 #

Cornell University 26 Yes Yes
Bentley University 5 * Yes
Pomona College 10 Yes Yes Yes

Iowa State University 22 Yes Yes
University of

Colorado–Boulder
28 Yes

Harvard University 134
University of North Carolina at

Chapel Hill
4 # Yes

Average (Rank) 22 39% 11% 17% 28% 22% 44% 33%

# means that LEED certifications for new construction are required; * means Energy Star certified buildings.

Table 7 showed that installing solar panels, photovoltaic panels, or solar thermal
panels was the most approachable practice, and replacing lights followed next. Improving
exterior building shell envelopes was also common practice. This included renovating the
roof with a green roof or adding insulation (3rd place) and replacing windows (4th place).

Boston University reduced energy consumption by 2.4 million kWh per year with
8000 LED replacements [41]. Washington University St. Louis upgraded lights with low
wattage bulbs, which saved an average of 376,394 kWh per year in energy. Its overall
lighting plan has saved more than 20.6 million kWh in total.
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Equipment reinforcement includes equipment installation and replacement. Monitor-
ing occupancy behavior is crucial for energy analysis, and installing occupancy sensors
can advance operation management. A/C is handled by a centralized chilled water plant
system, allowing greater efficiencies [43]. The chiller plant has free cooling capacity that
enables universities to reduce energy cost by using the cool ambient air to cool the chilled
water. An ice storage system is used for cooling during peak electrical demands. Another
method is converting the chiller plant to variable primary flow [39]. It is also beneficial to
use economizer ventilation for heat removal [35].

Renovating windows and roofs is one of the most practical renovating methods. Uni-
versities can replace single-paned windows with double-paned or triple-paned, thermally
efficient glass [35]. Adding insulation during roof replacements or renovating roofs as
green roofs is another practical renovation solution.

Implementing a renewable energy system to campus buildings is another energy
saving method [41]. The University of Wisconsin at Oshkosh installed solar or photovoltaic
panels, which produce 3 million BTUs per day. They provide 70% of the hot water needs
for that building with the rate at a total of 47.1 kW, or enough to power four homes. UPenn
analyzed its buildings and building systems and determined nine buildings for HVAC and
systems replacement.

Leveraging campus building automation systems (BAS) achieves an optimal balance
of occupant comfort and energy efficiency through effective building automation and
control. A BAS is an integrating component for supply and exhaust fans, pumps, and
air handling units, together with components such as flow control valves, air dampers,
mixing boxes, instrumentation, thermostats, and humidity control. As a comprehensive
monitoring and optimizing system, temperature, pressure, humidity, air balance, and flow
rates (both air and water) are controlled to perform effective building occupant safety
and comfort and efficient building operation [44]. Additionally, evaluating the feasibility
of additional metering during each building renovation project can be implemented [40].
Increasing metering to monitor electricity, steam, and chilled water across campus is
beneficial to supervising and managing electrical consumption [35,39,43]. For example,
Power Monitoring Expert (PME) software can be used to predict and achieve optimum
efficiency [45]. Through BA management, universities can prioritize and identify ways to
optimize energy efficiency.

Monitoring temperature control and energy usage throughout the campus saved more
than $5 million per year in electricity costs. For example, UPenn used a steam trap testing
program over five years and reduced lost steam costs by over 1.2 million dollars [43].
Overall, closely coordinating with facilities services to request and accomplish the prompt
repair of building mechanical, electrical, and plumbing systems can bring a difference in
energy saving.

6. Discussion

One of the main findings of this research is that there are various perspectives, such as
numeric and categorical, to use the same data by forming the data differently. Variables can
be in multiple formats depending on research questions, model accuracy, or data availability.
For example, when hourly data with date is used, it can be used as (1) timestamp (numeric
time with the same interval), (2) categorical variable: periods (categorized by year, month,
day, hour, season), type of day, or day of week (3) numeric variable: transformed time
considered a periodical feature or time of the day. Another example is that building material
that can be used as categorical, binomial, or numeric data. The material itself can be used
as categorical data itself, and binomial data can be used when the research focuses on the
existence of the material. The other way is quantifying building characteristics, such as
the thickness of the wall, density of wall, the thermal conductivity of wall, R-value of the
wall, and U-value of the wall. However, since these building characteristics share common
elements in their calculation, multicollinearity issues should be handled properly.

42



Buildings 2022, 12, 108

Except for the season type for STM, temporal variables are insignificant to estimate
energy consumption. Among meteorological variables, the temperature is the solely
key variable and expected to increase as evident in STM increase; temperature increase
is because of global warming. The developed BEMs showed that the EPD is the most
important factor for ELC and the second most important factor for STM consumption.
The prediction models give an insight of which factors remain essential and applicable to
campus building policy to prevent wasting energy in buildings because of climate change.
Therefore, universities need to focus on making action plans accordingly by energy type.
For ELC, in order of importance, the vital building variables are EPD, building height,
construction year, and U-value of roof. For STM, the vital building variable does not exist.

To predict the future energy use of university campus buildings, derived MLR mod-
els were used to estimate energy consumption in 2047 and 2054. In the campus setting,
ELC is mainly used for lighting and other appliances, which are barely influenced by the
weather. There is significant impact of global warming on building-energy use for heating
in the university campus according to prediction result of STM consumption. According
to Fan et al. (2014), some independent weather variables, such as the maximum dry-bulb
temperature of the prediction day, were used regardless of the BEM methodology [30].
Fan et al. removed these weather variables from all seven different ML methods, although
some researchers found that the relative humidity and wind speed are significant [22,23].
Based on CC, partial CC, and relative important inspection, this study’s findings on me-
teorological variables were aligned with Fan et al.’s findings. On one hand, temperature
was the only meteorological predictor, showing significant relevant results with energy
consumption for cooling and heating. Meteorological variables except for solar radiation
are insignificant to measure ELC. This is because “electricity is used for many more end-
uses other than space heating and cooling [46]”. In other words, people use light or other
appliances regardless of the weather. On the other hand, temperature above 65 ◦F is an
important variable for STM. It is because STM is used for heating, and CHW is used for
cooling in the university campus, unlike residential buildings.

The more variables that are added, the better the explanation that can be made.
Therefore, a polynomial regression model with reduced variables was not used, as it had an
overfitting problem with variables having a higher power than two. However, a polynomial
regression method has merit because it uses only selected variables without the intervention
of other minor influential variables.

The developed BEMs showed that the EPD is the second most important factor for STM
consumption. However, a low partial CC between EPD and STM was observed, indicating
that there is a high indirect impact by other variables related with EPD. Additionally, EPDs of
individual buildings are not related to the central controlled boiler for STM. More investigation
is necessary for the better explanation of multivariate regression and MLR models.

Universities have saved energy consumption through the renovation of buildings,
but building-related variables were not critical based on the developed MLR. This could
be because mean WWR was used in this study instead of eastern WWR, western WWR,
southern WWR, and northern WWR. Likewise, other building characteristics are averaged
values. Additionally, occupancy features and operating variables were inaccessible. This
includes building use schedule, heat gain through lights and people, and number of
occupants [47]. For more accurate prediction of energy consumption, more variables need
to be evaluated.

7. Conclusions

To fight global warming, we need to be aware of the importance of energy saving. In
building construction, there are a variety of strategies to reduce building energy consump-
tion. This study used historical data to raise the awareness of people who are linked to this
university on the impact of climate change and how to deal with it from a building aspect.
The findings can help universities to reduce energy consumption and cost. To answer RQ2,
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the relationship between input variables and energy consumption by energy types was
examined, considering descriptive statistics, relative importance analysis, and BEMs.

This study examined the crucial variables for ELC and STM consumption via statistical
analysis methods. In order to explain relationships between variables and energy consump-
tion as well as interpretations of the MLR models, this study analyzed various descriptive
statistics. The developed multivariate regression models with different variable sets were
analyzed, and stepwise feature selection was used to derive MLR models. For ELC, both
multivariate regression models and MLR models suggest that the meteorological variables
are insignificant, unlike for STM. The most important four variables out of 22 variables are
EPD, building type, building height, and construction year for ELC. These are HD, EPD,
building height, and building type for STM.

Among meteorological variables, only the temperature was the outstanding weather
variable to estimate STM. EPD was the critical variable for ELC, so universities should
focus on EPD when they devise campus energy action plans. Building height was another
crucial factor contributing to ELC, so building energy must be considered in the design
phase to decide the appropriate building height. The U-value of the roof was critical for
ELC. Upgrading windows is regarded as an easy and widespread implementation to boost
building energy efficiency. However, the roof needs to be considered as well in order to
create an energy-efficient building.

This study observed significant increases in STM consumption in the future (2047 and
2054) in humid subtropical climate zones. The future energy use of university campus
buildings needs to be closely monitored as temperature increases due to global warm-
ing. Therefore, continuous efforts are required to combat climate change through retro-
commissioning by observing and implementing energy retrofit projects based on previous
audits. There are many ways that universities can save energy by adopting an energy
policy for the campus. For example, they can upgrade chiller programming and investi-
gate the effects of scheduling building fans, increasing set-points, and reducing areas of
dehumidification to reduce ELC use. For STM, continuing a steam maintenance program
such as replacing steam traps and repairing steam and condensation leaks is the key to
energy saving.

One of the limitations of this work was that the sample data was insufficient to
categorize by building type. According to Zhai and Helman, a campus-wide analysis of
energy use and building characteristics differentiates by building type [31]. That research
classified the University of Michigan buildings into laboratories, clinics, service buildings,
campus buildings, and residential buildings. Additionally, Amber et al. categorized the
campus buildings into administrative buildings or academic buildings [4]. This seems too
general to categorize building types, but having two building types can provide a larger
sample size for each category. For further research, the sample size should be enlarged
to categorize the buildings by building types for a more in-depth analysis. Lastly, more
detailed information is required to investigate building renovations because aesthetic
improvements or interior renovations do not affect energy consumption.
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Appendix A. Multiple Linear Regression Models

Table A1. Multivariate Regression Models.

Test Number 1 2 3 4 1 2 3 4

Energy Type ELC ELC ELC ELC STM STM STM STM

Intercept 1.49 7.35 7.01 7.33 −5.67 3.99 3.01 4.37
X1U-Wall 7.08 0.31 1.18 1.39 −0.97 −0.47 −1.71 −0.09

X2U-Window −1.68 −0.51 −1.61 −0.81 −3.18 −0.78 −2.44 0.61
X3U-Roof 9.05 1.27 4.78 1.31 2.39 0.32 1.20 0.99
X4WWR −13.18 −1.01 −3.72 2.18 −3.88 −0.28 −1.04 1.34
X5Height 0.02 0.35 1.34 0.31 0.02 0.75 2.95 0.52

X6-1construction year 3.33 2.37
X6-2Bldg.Age −0.04 −1.30 −4.23 −0.01 −0.51 −1.64
X6-3Renov. −0.07 −1.09 −4.69 29.04 0.04 0.53 2.37 60.51

X7Date 0.00 0.00
X8EPD 1.28 3.35 11.18 1.58 0.42 0.97 3.21 1.24
X9LPD 2.22 0.27 1.20 −0.51 1.05 0.25 1.11 -

X10Solar 0.00 0.03 −0.02 −0.04 0.00 0.08 −0.34 0.08
X11-1Temp. 0.00 −0.05 −0.05 −0.19 −1.73 −1.73
X11-2HD 0.03 1.55
X11-3CD 0.46 −0.20

X12Humid. −0.01 −0.03 −0.05 0.02 0.00 −0.11 −0.19 0.03
X13pressure - −0.05 −0.30 −0.05 0.01 0.03 0.23 0.05

X14WindSpeed 0.06 0.01 0.11 −0.03 0.06 0.07 0.61 0.11
X15Weeknum 0.00 0.00 0.00 −0.03

X16-1Type of Day_Weekday 0.75 0.72 0.74 0.09 0.03 0.07
X16-2Type of Day_Sunday −0.02 −0.02 −0.01 0.04 0.01 0.03

X17Numeric Hour −0.04 −0.08
X17-1Hour −0.06 −0.01
X17-2Hour −0.06 −0.03
X17-3Hour −0.11 0.03
X17-4Hour −0.09 0.15
X17-5Hour −0.07 0.27
X17-6Hour 0.19 0.51
X17-7Hour 0.49 0.77
X17-8Hour 0.84 1.01
X17-9Hour 1.26 1.10
X17-10Hour 1.60 1.07
X17-11Hour 1.72 1.10
X17-12Hour 1.73 0.98
X17-13Hour 1.79 0.96
X17-14Hour 1.79 0.94
X17-15Hour 1.75 0.80
X17-16Hour 1.66 0.66
X17-17Hour 1.42 0.58
X17-18Hour 1.13 0.46
X17-19Hour 0.89 0.37
X17-20Hour 0.58 0.21
X17-21Hour 0.43 0.14
X17-22Hour 0.28 0.06
X17-23Hour 0.11 0.03

X18-1Hour Type_night −0.17 −0.08
X18-2Hour Type_working 0.18 0.18

X19Business day Type −0.24 −0.02
X20-1bldg Type_office 1.78 0.90
X20-2bldg Type_Lab 1.07 −0.47

X20-3bldg Type_Lodge −1.25 −0.15
X20-4bldg Type_public 0.63 0.16

X21-1Season Type_spring −1.20 −0.17
X21-2Season Type_summer 1.77 −0.16
X21-3Season Type_winter −0.31 0.04

X22: X2 × X4 −1.17 −1.07
X23: X6-1 × X6-3 −29.54 −61.06

X24: X1 × X4 −2.20 −0.81

RMSE 2.82 2.77 2.57 2.62 2.74 2.65 2.63 1.62
R2 0.76 0.76 0.80 0.88 0.56 0.55 0.56 0.74
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Abstract: Designing waterfront redevelopment generally focuses on attractiveness, leisure, and
beauty, resulting in various types of building and block shapes with limited considerations on
environmental aspects. However, increasing climate change impacts necessitate these buildings to be
sustainable, resilient, and zero CO2 emissions. By producing five scenarios (plus existing buildings)
with constant floor areas, we investigated how buildings and district forms with building integrated
photovoltaics (BIPV) affect energy consumption and production, self-sufficiency, CO2 emission, and
energy costs in the context of waterfront redevelopment in Tokyo. From estimated hourly electricity
demands of the buildings, techno-economic analyses were conducted for rooftop PV systems for 2018
and 2030 with declining costs of rooftop PV systems. We found that environmental building designs
with rooftop PV system are increasingly economical in Tokyo with CO2 emission reduction of 2–9%
that depends on rooftop sizes. Payback periods drop from 14 years in 2018 to 6 years in 2030. Toward
net-zero CO2 emissions by 2050, immediate actions are necessary to install rooftop PVs on existing
and new buildings with energy efficiency improvements by construction industry and building
owners. To facilitate such actions, national and local governments need to adopt appropriate policies.

Keywords: building; electricity demand; photovoltaics; techno-economic analysis; urban
decarbonization; CO2 emission

1. Introduction

About 75% of global power consumption and 60–70% of greenhouse gas emissions
originate from cities [1,2]. However, as the center of economic competitiveness and in-
novation, cities are also the sources of solutions [2,3]. Smart city is one of the necessary
ingredients to urban sustainability contributing on recent urban challenges such as rapid
expansion of urban population and decarbonization. Increasing digitization, development
of Information and Communication Technology (ICT) and artificial intelligence (AI) is ex-
pected to play substantial roles on the development of decentralized urban power systems.
In addition, declining costs of PV systems and EVs with increasingly tighter regulations
are rapidly introducing these technologies into urban energy systems, which are integrated
by the smart city technologies as distributed energy resources (DER) [4]. Studies indicated
that rooftop PVs plus EVs as batteries can play substantial roles on urban decarbonization
supplying up to 95% of affordable CO2-free electricity to urban dwellers in nine Japanese
cities known as the SolarEV City concept [5,6].

The Government of Japan announced that Japan aims to reach net-zero emission by
2050. Therefore, it is critical that all urban planning processes are to be assessed for future
zero-emission. As Japan is constituted in four main islands with long coastlines, waterfront
redevelopments are one of the higher priority policy options for many local governments
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to increase life quality of citizens and to attract tourists. As a consequence, many redevel-
opments of river or coastal sides are taking place [7–9] with benefits to improve economic
values, environmental conditions, transport and social services, economic investment op-
portunities on currently degraded areas. At the time of rapid energy transition toward
net-zero CO2 emission, this waterfront redevelopment planning must also integrate energy
efficient building, block design, renewable energies such as tidal power, hydroelectric
power, and solar power for their energy demands.

Energy demands for office buildings are created for various services such as lighting,
space cooling and heating, office appliances, elevator, etc. Space heating and cooling
demands (e.g., about 28% of the total office building energy demand in Japan [10]) are
controlled by various factors such as building wall materials, efficiency of heating, ven-
tilation, and air conditioning (HVAC) system, building shapes, and influence of shades
by neighboring buildings. Therefore, to achieve efficient building energy systems, it is
necessary to conduct energy assessments in the early planning phase of redevelopment
with proper tools and methods [11–14]. In addition, retrofitting existing buildings needs
to be considered for a rapid reduction of CO2 emission to reach net-zero emission by
2050 [15,16]. Expected rapid developments of PV technologies for the coming decades in
terms of costs, efficiency, weights, and design, will provide unprecedented opportunities
for these measures to be effective and beneficial to building owners.

Urban building energy modeling (UBEM) with three-dimensional (3D) representation
are rapidly developing, and more and more applied to assess sustainable urban building
forms [13,17–19]. For example, “Rhinoceros 3D” is a computer 3D graphics for computer-
aided design (CAD), and its plug-in Grasshopper is a visual programming environment.
“Grasshopper” hosts various energy modeling tools such as Ladybugs and Honeybee,
which further connect with a well-known building energy modeling tool such as “Energy-
Plus”. The analysis can be made for a building or building blocks in various resolution in
time and space. As often hourly building energy demand is not publicly available owing to
privacy, etc., these models are important for the assessments on the viability of variable
renewable energies (VREs) such as BIPV in urban environments.

The tools have been utilized for various applications. Natanian et al. [12] analyzed
various nearly zero energy building and district types between courtyard, scatter, slab, high-
rise, and courtyard in the hot/dry climate of Mediterranean. They found the courtyard
typology performs to be the best option in terms of energy balance, but with less optimal
performance in daylight utilization. Then, also Natanian et al. [20] introduced an energy and
environmental quality evaluation workflow. Zhang et al. [21] compared energy demand
and solar potentials of different block types in the hot and humid climate of Singapore.
They found solar energy harvesting amount can increase up to 200% depending on block
types with other variables constant except morphology. Chang et al. [14] investigated
relationship between design parameters and urban performance parameters such as energy
demands, solar harvesting potential, and sky view factor for university campus design
in Shenzhen, China. They applied statistical approaches and identified optimal building
coverage ratio and sky view factor.

Actual implementation of renewable energy projects such as BIPVs depends on finan-
cial merits in comparison to existing energy systems such as grid electricity [22]. Techno-
economic analyses can assess if a renewable energy project is viable considering the costs
of technologies, discount rate, project period, degradation, electricity tariff, insolation
changes, etc. [23]. As the cost of PV systems is expected to drop further [24], the viability
of PV projects also improves significantly in the coming decades, increasing potentials
of rooftops PVs [25]. Many studies have been conducted to test viability of rooftop PV
systems coupled with battery and EV as battery for households [26–28]. For example, Lang
et al. investigated residential and commercial buildings for viability using techno-economic
analyses for Germany, Switzerland, and Austria [29]. They found that the rooftop PVs
are already attractive to many buildings without subsidies. However, few studies have
investigated impacts of building and block design for waterfront office redevelopment on
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energy demand, rooftop PV generation, CO2 emissions, considering declining costs of PV
systems from 2018 to 2030.

In this study, we conducted environmental and energy analyses for waterfront office
building redevelopment in Shinagawa, Tokyo, Japan as a test site (Figure 1). We produced
five scenarios with different building and district forms (scenario 1–5) in comparison to
existing buildings (scenario 0), which include nine buildings on average. Energy demands
of buildings and rooftop PV generation in an hourly resolution are estimated for all the
scenarios using “Rhinoceros 3D” and its plug-ins Grasshopper, etc., considering energy
balance between in- and out-side of buildings with a weather file for 2018 as an input. Total
floor areas of buildings and site area in all the scenarios are set constant for comparison
purposes. Then, techno-economic analyses were conducted using System Advisor Model
(SAM) [30] to assess the viability of rooftop PV systems for 2018 and 2030 to evaluate
impacts of increasingly cheaper rooftop PV systems. Finally, environmental and energy
indicators such as CO2 emission, self-sufficiency, self-consumption, and energy sufficiency
were evaluated for each scenario as well as financial indicators (net present values (NPV),
payback periods, and levelized costs of electricity (LCOE)).

Figure 1. Evaluation workflow for waterfront building environmental energy analyses.

In the following Section 2, methodologies of the analyses were presented using
Rhinoceros 3D, Grasshopper, and SAM. In the Section 3, estimated hourly energy de-
mands for scenarios were presented, and various indicators were calculated and compared
between scenarios. The implications of the results were discussed in the Section 4. Finally,
we summarize and conclude our findings in the Section 5.

2. Materials and Methods

The test site, Shinagawa area (35.6◦ N, 139.7◦ W) is located near Shinagawa Railway
Station in Minato Wards, Tokyo, Japan. The Shinagawa Station is one of the busiest railway
stations in Japan with annually 380,000 users. Land use of Shinagawa is divided by the
Shinagawa Station. West side of the station is mainly for residential-oriented mixed-use
area, and east side is office/industry-oriented mixed-use area where the test site is located.
The test site (Figure 2) is near harbor along Tokyo Bay with canals going through the middle
of the district. Currently, this waterfront area is not actively utilized as a recreation area
considering their potentials. Shinagawa experiences maximum daily average temperature
of 30 ◦C in summer and minimum temperature of 0 ◦C (Figure 3) with snow fall only
occurring a few times a year. Coastal regions of Japan along Pacific Ocean including
Shinagawa have generally fine weather in winter, as reflected in high quality PV generation
but with shorter daytime (Figure 3).
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Figure 2. “Existing buildings” with surrounding buildings in Shinagawa area, Tokyo. Red colored
buildings were analyzed as exiting buildings (scenario zero). It is noted that there is a canal in front
of the existing buildings.

Figure 3. PV generation, daily outside temperature, and estimated demands of existing buildings for
the test site in Shinagawa for 2018. Blue bands represent hot days with heightened cooling demand.

Environmental energy analyses were conducted as in a workflow chart in Figure 1.
“ArcGIS”, a Geographic Information System (GIS) program, was utilized to create GIS
database and mapping [31]. Footprint and height data of buildings were obtained from
publicly available dataset [32], and 3D polygons of buildings were produced by extruding
foot-print areas with the corresponding heights of buildings (Figure 2). Then, the data
was saved as a shapefile by “ArcGIS”. “Rhinoceros 3D (version 6)” is a 3-dimensional
computer aided design (3D CAD) software developed by Robert McNeel & Associates
(Seattle, WA, USA). “Rhinoceros 3D” and its plugin, “Grasshopper”, provide various analy-
sis tools (e.g., Ladybug and Honeybee for energy analyses) for building designers, allowing
them to work with independently developed software such as “EnergyPlus”, “Radiance”,
and “Daysim” [33]. “EnergyPlus” is a well-known program for whole building energy
analyses developed by US Department of Energy (DOE) [34]. We used these programs
to estimate hourly energy demand and PV generation potentials for buildings [14], con-
sidering building usage patterns, materials of walls, windows and rooftops, weather, and
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urban context such as shades of nearby buildings. All the specification is available in
https://doi.org/10.17632/wfpkdc6rd7.1 (accessed on 5 January 2022) for Grasshopper. Ac-
curacy of EnergyPlus has been tested and validated during its on-going development [35].

The shapefile was loaded into “Rhinceros 3D” (Figure 1). “Grasshopper” provides
a platform to build sequences of energy analyses. A weather file (epw) is necessary
to estimate hourly load and PV electricity generation. We used “SIREN” to produce a
weather file for Shinagawa, Tokyo for 2018 [36]. “EnergyPlus”, integrated within Ladybug,
analyzes building hourly energy demands (heating, cooling, lighting, and appliances)
considering the influences of shading from neighboring building. PV electricity generation
was also calculated on the surface of buildings (kWh·m−2) in hourly resolution (Figure 3),
also considering shading (Figure 4). Annual radiation amounts on the surface of the
buildings were calculated for each mesh with an average area of 8 m2 (Figure 4) Maximum
annual radiation amount was calculated as 1383 kWh·m−2 (Figure 4). Above-ground-
window/wall ratio for north, west, south, and east faced walls were set as 0.4, 0.35, 0.2,
0.15, respectively (Figure 5). Floor heights were set to 3 m. Space heating and cooling
demands were converted to electricity demand by coefficient of performance (COP) with
the values of 2.27 and 2.51, respectively [37]. Owing to the rapid development of the
building energy analyses tools, the analyses between the program are smoothly linked, and
results can be readily projected as 3D building representation in Rhinoceros 3D (Figure 5).
Grasshopper files for energy and radiation analyses with weather files are available as
https://doi.org/10.17632/wfpkdc6rd7.1 (accessed on 5 January 2022).

Figure 4. Annual radiation amount (kWh·m−2) on the surfaces of the existing buildings calculated
by Grasshopper. The direction of increasing radiation in the colorbar represents north.

Figure 5. Existing buildings (yellow) with windows for the analyses.
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Techno-economic analyses evaluate the viability of renewable energy projects such as
rooftop PV systems [25,28], comparing with existing energy systems. The analyses consider
project periods, discount rates, costs of PV systems, degradation, various energy losses,
tariffs, etc. [23]. To investigate the impacts of declining PV system costs, we conducted
techno-economic analyses on rooftop PV systems on large office buildings for 2018 and
2030 (Table 1). The methods generally follow those of our earlier studies [5,6]. System
Advisor Model (SAM) was used for our analyses. The software is publicly available and
developed by National Renewable Energy Laboratory (NREL) of the U.S. DOE [30]. PV
degradation rate is set to annually 0.5% and soiling on the surface of PV reduce generation
by 5% [30]. Hourly energy demands of buildings were estimated using the aforementioned
“Rhinoceros 3D”. A weather file for 2018 was applied to SAM analyses. We used a project
period of 25 years with a discount rate of 3% for the rooftop PV systems. Currency exchange
rate of 110 yen/$ was used. Other parameters used for the analyses are listed in Table 1. An
electricity tariff price for high-voltage users was utilized for the analysis, which is cheaper
than that for low voltage users (households, etc.) in Japan. SAM files with a weather file
for the analyses were made available as https://doi.org/10.17632/wfpkdc6rd7.1 (accessed
on 5 January 2022).

Table 1. Parameters used for techno-economic analyses [5]. Small-scale PV system costs are for 2018
(2030), respectively. Maintenance costs for PV system include inverter replacements.

Items 2018 (2030)

Small-scale PV system cost ($ kW−1) 2.15 (0.88)
PV system maintenance cost ($ kW−1·yr−1) 31.4

Electricity to buy ($ kWh−1) 0.15
Electricity to sell ($ kWh−1) 0.08

PV tilt angle (degree) 30
Grid emission factor (kgCO2·kWh−1) 0.455

We used net present values (NPVs) as a primary financial indicator and identified
optimal PV capacity for each scenario using a function of SAM, “Parametrics”. NPV of a
PV project is a sum of discounted annual net saving over the project period including all
the costs incurred (e.g., capital, and annual maintenance costs) [30,38].

Therefore, NPV is defined as:

NPV(p, t) =
N

∑
n=1

Cash Flow(p, n, t)
(1 + Rd)

n − System Cost(p, t) (1)

where,
p = PV capacity (kW)
t = Project first year (yr)
N = Project period (yr)
Rd = Discount rate
And

Cash Flow (p, n, t) = Electricity CostBase (n, t) − Electricity CostSystem (p, n, t) (2)

Electricity Costbase and Electricity CostSystem are the costs of purchased grid electricity
without and with PV systems, respectively. System Cost is the initial investment cost of PV
systems [6].
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Simple payback period (hereafter, payback period) is the time to recover the project
cost of an investment, and can be expressed as the duration (e.g., years) from the initial
investment to the time when the following condition is satisfied [38].

t

∑
n=1

ΔIn ≤
t

∑
n=1

ΔSn (3)

where ΔI is non discounted incremental investment costs ($) and ΔS is non discounted
sum value of the annual cash flows net annual costs ($). t represents the time when the
condition is satisfied for the first time, payback period.

Levelized cost of electricity (LCOE) is a measure of the average net present cost of
PV electricity generation for its lifetime. It is useful to compare various sources of energy.
LCOE ($ kWh−1) can be expressed as a following equation [30]:

LCOE =
−C0 − ∑N

n=1
Cn

(1+Rd)
n

∑N
n=1

Qn
(1+Rd)

n

(4)

where C0 is the initial investment cost ($), Cn is the annual project costs ($) in year n, and
Qn is electricity (kWh) generated by the PV system in year n.

Analyzed results are also evaluated with following five environmental and energy
indicators [6]. 1. Energy Sufficiency (ES) is how total PV generation can be compared to
total annual demand. 2. Self-Sufficiency (SS) is how much PV generation can supply to
local building demand considering hourly demand-supply balance. 3. Self-Consumption
(SC) is how much PV generation can be consumed locally. 4. Cost Saving (CS) is how much
energy costs can be saved by installing PV systems including capital and maintenance costs.
5. CO2 emission reduction by PV systems is calculated by comparing CO2 emission from
gird electricity consumption before and after the system installation. All the indicators are
expressed in percentage. Equations of the indicators can be expressed as:

ES = Total annual PV generation (kWh)/total annual demand (kWh) × 100 (%) (5)

SS = Total PV electricity amount locally consumed/total annual demand (kWh) × 100 (%) (6)

SC = Total PV electricity amount locally consumed/total annual PV generation (kWh) × 100 (%) (7)

Cost saving = (NPV/25)/(grid electricity cost)base × 100 (%) (8)

CO2 emission reduction = {1 − (CO2 emission from grid electricity consumption)system/(CO2 emission
from grid electricity consumption)base} × 100 (%)

(9)

where CO2 emission from grid electricity consumption = total imported grid electricity
(kWh) × emission factor (kgCO2·kWh−1). Subscripts, “system” and “base” indicate build-
ing energy systems “with PV system” and “without PV system”, respectively.

To evaluate various building shapes in a block for energy demand and PV generation,
we produced five scenarios (scenario 1–5) in comparison to existing buildings (scenario 0)
(Figure 6 and Table 2). Five scenarios are characterized by “Low-rise”, “High-rise”, “Center
corridor”, “Courtyard”, and “Korean style”. We set building widths in a range from 15 m to
50 m following general building shapes in the area. The “Low-rise” buildings (scenario 1)
give pedestrian continuity along the front street. Therefore, they have advantages for small
shops. “High-rise” buildings (scenario 2) are more independent to other buildings, which
tends to foster unique identity to represent one company or residential buildings. Buildings
with the “center corridor” (scenario 3) have a common open space between buildings. The
open spaces around the buildings offer places for many community activities to workers,
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shops, and offices. “Courtyard” style (scenario 4) has similar shape as Scenario 3, but it is
a typical courtyard type in Europe. Korean style (scenario 5) was adopted from building
arrangements from Cheongye river, Seoul, South Korea, which is a well-known redeveloped
waterfront area.

Figure 6. Existing buildings and five scenarios. (a) Scenario 0: existing buildings, (b) Scenario 1,
(c) Scenario 2, (d) Scenario 3, (e) Scenario 4, and (f) Scenario 5. All the scenarios have the same FAR.
Numbers next to buildings are building identification numbers.

Table 2. Characteristics of district scenarios. For the calculation of “surface area/volume”, “above-
ground surface area” was used. Numbers in parentheses were calculated by standard deviations
divided by averages. See also Figure 5 for 3D building representation of the scenarios. Bldg. is an
abbreviation for building.

Scenario Number 0 1 2 3 4 5

Average Standard
DeviationCharacter Existing Low-Rise High-Rise

Center
Corridor

Courtyard
Korean

Style

Number of bldgs. 14 6 6 13 6 10 9 4 (40%)
Average bldg. height 27 18 66 33 33 54 39 18 (46%)

Average number of floors 9 6 22 11 11 18 13 6 (46%)
Floor area (m2) 185,000 185,000 185,000 185,000 185,000 185,000 185,000 0 (0%)

FAR (%) 400 400 400 400 400 400 400 0 (0%)
BCR (%) 44 67 18 36 36 22 37 17 (46%)

Total bldg. volume (m3) 555,000 555,000 555,000 555,000 555,000 555,000 555,000 0 (0%)
Total surface area (m2) 106,000 94,000 85,000 121,000 128,000 94,000 105,000 17,000 (16%)

Above-ground surface area (m2) 86,000 64,000 77,000 104,000 111,000 84,000 87,000 17,000 (20%)
Surface area/volume (m−1) 0.15 0.11 0.14 0.19 0.20 0.15 0.16 0.03 (20%)

Total rooftop area (m2) 20,200 30,800 8400 16,800 16,800 10,300 17,200 8000 (46%)
Total rooftop PV capacity (kW) 2890 4400 1200 2400 2400 1470 2460 1140 (46%)

In the following energy modeling, it is assumed that all the buildings in the scenarios
are set to be used as “office” for EnergyPlus. The analyses were conducted in an hourly
resolution with weather information in 2018 for Shinagawa (Figure 3). To compare various
building morphology in comparison to existing buildings, floor area ratio (FAR) is set as a
control variable. FAR is used to regulate building volumes and thus number of people in
the districts or cities, which is inherently relate to necessary sizes of public services and
goods such as water-sewer, road services, sun light availability, openness, and noises in the
cities [39]. FAR is defined as:

FAR (%) = total floor area/site area × 100 (10)

As the site area (46,250 m2) is common for all the scenarios, the total floor areas of
buildings in the scenarios are also constant (Table 2). This results in total building volumes
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to be the same for all the scenarios (Table 2). Another important building indicator to
regulate building forms, “building coverage ratio (BCR)” is defined as:

BCR (%) = building area/site area × 100 (11)

Along with the FAR, BCR controls the shape and heights of buildings as well as
occupied area by buildings in the site [40]. It is known that controlling BCR is an important
policy measure to prevent spreading of fire. BCR varies between the scenarios from 18%
to 67% (Table 2). Total surface areas above ground varies between the scenarios by 20%.
Surface area to volume ratio of buildings, which is an important indicator for energy
balance of buildings, also varies by 20% among the scenarios (Table 2). Total rooftop areas
vary by 46% between the scenarios (Table 2). 70% of the total rooftop area is considered to
be available for PV installation as a PV panel with 20% efficiency needs areas of about 5 m2

plus an additional 2 m2 for management or shaded areas, etc. Thus, 7 m2·kW−1 is used as
a coefficient to calculate maximum rooftop PV capacity for each scenario (Table 2).

3. Results

3.1. Building Energy Demands

Estimated energy demands for buildings include interior lighting, interior electric
equipment, space heating, and space cooling with typical office use activity in an hourly
resolution. Interior equipment consumes the largest amount of electricity by 68% of the
total, and lighting is 12% (Table 3). In addition, space heating and cooling are 2% and 18%,
respectively. Demands for lighting and interior equipment are constant among the scenarios
(Table 3) as they are generally functions of floor area. Space heating, which shows the largest
variability (13% of average) between the scenarios, has significant correlation with surface
area/volume ratio, explaining 97% of variance (Figure 7). Space cooling, although much
smaller variability (0.8% of average), has significant correction with building height or
number of floors (Table 3, Figure 7). Little variability of space cooling among the scenarios
indicate that floor space or volume of building (set constant in this study) is the most
important factor, and surface area-volume ratio has little impacts on space cooling. Unit
floor electricity consumptions (kWh·m−2) are generally consistent with available observed
data of 290 kWh·m−2 for office building electricity consumption for 2019–2020 [41]. Slightly
older data of 2014 shows a larger average value of 389 kWh·m−2 for office buildings in
Kanto area [42].

Table 3. Calculated building energy demands for the scenarios. Parentheses at average section
represent percentages of demand components to the total demand. Parentheses at standard deviation
section represent percentages of standard deviation divided by averages.

Scenario Number 0 1 2 3 4 5

Average Standard
DeviationName Existing Low-Rise High-Rise

Center-
Corridor

Courtyard
Korean

Style

Lighting (GWh) 7.7 7.7 7.7 7.7 7.7 7.7 7.7 (12%) 0 (0%)
Interior Equipment (GWh) 42.2 42.1 42.2 42.2 42.2 42.2 42.2 (68%) 0 (0%)

Space heating (GWh) 1.2 0.9 1.1 1.3 1.4 1.2 1.2 (2%) 0.2 (13%)
Space cooling (GWh) 11.3 11.2 11.5 11.3 11.3 11.4 11.3 (18%) 0.1 (0.8%)

Total consumption
electricity (GWh) 62.4 62.0 62.5 62.6 62.6 62.5 62.4 0.2 (0.3%)

Unit floor electricity
consumption (kWh·m−1) 337 336 338 338 338 338 337 1.0 (0.3%)
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Figure 7. Influences of surface area/volume ratios and building heights on space heating (left) and
cooling (right), respectively.

Space cooling is the second largest demand and shows clear relationship with outside
temperatures from April to November (Figure 3). On the other hand, demand for space
heating is so small that its correlation with out-side temperature in winter is not clear
(Figure 3). Total energy demands show clear weekly cycles (national holidays are not
considered) (Figure 3). Lighting and interior equipment do not have seasonal changes.
Estimated hourly total demands for all the scenarios are highly correlated (r > 0.99) with that
of the existing buildings (scenarios 0) as high demand components (i.e., interior equipment,
lighting, and space cooling) do not show differences between the scenarios.

To investigate the impacts of shading, we conducted a test “with shades” and “without
shades” for the building # 8 in the existing buildings (scenario 0; Figure 6). The shades were
produced by the building # 9, which is the tallest building in all the buildings considered
and located south of the building # 8 (Figure 6). The analysis was conducted in the same
way for the scenario analyses for one year in an hourly resolution. Results show that the
influence of shades are negligible in terms of the total annual energy demand (Table 4).
However, the demand for space heating increases by shades by 5.7%, but the demand for
space cooling reduces by 0.5% (Table 4). As absolute numbers are similar between demands
for space heating and cooling but with opposite signs, they cancel each other with little
change in the total (Table 4). Therefore, we conclude that shading has little influence on the
total building energy demands in the settings we considered.

Table 4. Influences of shades on building energy demand of building # 8 of scenario 0. Parentheses
for “shaded” and “no shade” are ratios to the total. Parentheses for “difference” are ratios with “no
shade”. “Difference” is calculated as “Shaded”–“No shade”.

Shaded (%) No Shade (%) Difference (%)

Space heating (MWh) 104.3 (1.8) 98.7 (1.7) 5.6 (5.7%)
Space cooling (MWh) 1065.4 (18.2) 1071.2 (18.3) −5.8 (−0.5%)

Interior lighting (MWh) 725.7 (12.4) 725.7 (12.4) 0 (0.0%)
Interior equipment (MWh) 3955.3 (67.6) 3955.3 (67.6) 0 (0.0%)

Total (MWh) 5850.7 (100.0) 5850.9 (100.0) −0.2 (0.0%)

3.2. Technoeconomic Analysis with Rooftop PV Systems

Building integrated PV (BIPV) are increasingly important for urban decarbonization
when costs of PV systems are declining and land areas for PV are limited such as for Japan.
However, BIPV potential for buildings in urban environment are affected by building forms
and relationships between neighboring buildings for available sunlight (Figure 4). Analyses
on existing buildings show that 81% of the rooftop area can receive more than 90% of the
maximum solar radiation (Table 5). On the other hand, southern faced façade with no
shades receives only 60–70% of the maximum solar radiation. As the cost of installation of
rooftop PV systems are lower than that for facades [43], the first priority should be given to
the rooftop, but newly developing PV materials with light weight such as perovskite PV
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could allow future application on façade more economic and easier than at present. All
other scenarios have constant heights for all the buildings such that the rooftops of these
buildings receive the maximum solar radiation.

Table 5. Radiation analysis on the existing buildings (scenario 0; Figure 4). Top and bottom represent
ranges of annual radiation received on meshes. “% of max radiation” indicates percentage of the
maximum annual radiation (1383 kWh·m−2). Rooftop and façade areas are percentages of the total
areas. For example, 81% of the rooftop area received more than 90% of the maximum annual radiation.

Top (kWh·m−2)
Bottom

(kWh·m−2)
% of Max
Radiation

Rooftop Area
(%)

Façade Area (%)

1383 1244 90 81 0
1383 1106 80 91 0
1383 968 70 96 0
1383 830 60 98 10
1383 691 50 100 19
1383 553 40 100 51
1383 415 30 100 56
1383 277 20 100 60
1383 138 10 100 78
1383 0 0 100 100

As total rooftop areas are variable between the scenarios, amounts of PV generation is
highly variable (Table 2). “Low-rise” buildings (scenario 1) have the largest rooftop area
and PV capacity (4.4 MW) installed. Annual PV generation is 5.53 GWh, which supplies
8.9% of demand (Table 5). As the PV generation is small compared with the building
demands, all PV generated electricity is consumed on-site (100% self-consumption) for
all the scenarios (Table 6). Thus, self-sufficiency and energy sufficiency are equal. In
addition, as CO2 emission reduction is equal to the amount of grid electricity replaced by
PV electricity, the values for CO2 emission reduction are the same with self-sufficiency and
energy-sufficiency (Table 6). The situation is highly different when it is compared with
residential houses where rooftop PV generation often exceed household demands [25].

Table 6. Energy indicators for 2018 and 2030. Results are the same for both years as optimal PV
capacities are the same for both years. 70% of the rooftop area is used for the maximum PV installation.

2018 and 2030 S0 S1 S2 S3 S4 S5

Rooftop PV generation
(GWh·yr−1) 3.63 5.53 1.51 3.02 3.02 1.85

Self-sufficiency (%) 5.8 8.9 2.4 4.8 4.8 3.0
Self-consumption (%) 100 100 100 100 100 100
Energy sufficiency (%) 5.8 8.9 2.4 4.8 4.8 3.0

CO2 emission reduction 5.8 8.9 2.4 4.8 4.8 3.0

If PV are installed on the façade receiving greater than 50% (691 kWh·m−2) of the
maximum solar insolation for the existing buildings, the corresponding façade area is
12,425 m2 (19% of the total façade area including windows) and the façade PV is expected
to generate annually 2.1 GWh of electricity, which is about the same amount with the annual
rooftop PV generation, emphasizing the need to utilize the façade to further increase on-site
PV generation.

Rapidly declining cost of PV system creates increasing opportunities for affordable
decarbonization of buildings with BIPV. For 2018, LCOE of 0.13 $·kWh−1 is slightly lower
than high-voltage electricity price of 0.15 $·kWh−1, indicating that rooftop PV is already
economic in 2018. As self-consumption is 100% for all the scenarios, simple payback period
are the same values for all the scenarios. Payback period is 14 years in 2018, which is
still longer than generally considered promising investment opportunities of less than
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10 years [44]. Cost saving is less than 1%, which indicates difficulty to motivate building
owners to invest on on-site PV systems in 2018. By 2030, economic situations of rooftop PV
for these buildings improve significantly. LCOE becomes 0.07 $·kWh−1, which is half of
the tariff price. Payback period of 6 years is less than half of that of 2018. However, cost
saving for energy expense is only 1–3% owing smaller PV generation in comparison to the
demand. NPVs in 2030 become nearly four times larger than that in 2018. The maximum
NPV reaches $7.0 million for the low-rise buildings (scenario 1), which is 3.7 times larger
than that for the high-rise building (Table 7).

Table 7. Financial indicators of rooftop PV systems for 2018 and 2030.

2018 S0 S1 S2 S3 S4 S5

LCOE ($·kWh−1) 0.13 0.13 0.13 0.13 0.13 0.13
NPV (million $) 1.21 1.85 0.50 1.00 1.00 0.62

Payback period (yr) 14 14 14 14 14 14
Cost saving (%) 0.5 0.8 0.2 0.4 0.4 0.3

2030 S0 S1 S2 S3 S4 S5

LCOE ($·kWh−1) 0.07 0.07 0.07 0.07 0.07 0.07
NPV (million $) 4.60 7.00 1.91 3.82 3.82 2.33

Payback period (yr) 6 6 6 6 6 6
Cost saving (%) 2.0 3.% 0.8 1.6 1.6 1.0

4. Discussion

In fall 2020, Japanese government declared a goal to reach carbon neutral by 2050,
which substantially changed social atmosphere toward carbon neutrality. Primary sources
of carbon-free energy will be renewable energies, in particular, “solar power” [45]. As
available lands for PV installation are limited in Japan and for the sake of saving natural
lands [46], it is critical to maximize the rooftop uses for PV generation in a physically maxi-
mum extent. Although feed-in-tariffs (FITs) helped successfully expand PV in Japan [47],
rooftop PVs of large buildings have received little attention as rooftop PV generation is
rather small compared to large building demands. As our analyses indicated, declining cost
of PV systems for the next decades will create large economic benefits to install PV on the
rooftops of large buildings. In addition, total rooftop areas of large buildings in cities are
not negligible and difficult to be replaced on the ground. Therefore, it is important to place
adequate policy measures to facilitate expansion of rooftop PV systems on large buildings.

A few relevant policies can be recommended in this regard. First, current building form
regulations mainly through FAR and BCR could be upgraded to promote the installation of
rooftop PV on new buildings. One measure is to introduce a performance-based regulation
under the designated FAR where energy efficiency is set as one of the core performances
mandated to buildings. Another measure is to craft a form-based regulation designating
wall setbacks, maximum height, minimum “Roof Area Ratio”, etc. to facilitate building
forms that allow effective rooftop PV installation. Second, in Japan where population
and economy are shrinking in many cities, it is possible to reduce the designated FAR in
existing urban area, which will prevent the construction of high-rise buildings that have less
opportunities to install rooftop PV. However, this measure should be carefully discussed in
relation to the compact city-plus-network concept that promotes high density urban area to
reduce energy consumption in transport sector.

Toward carbon neutrality, critical measure for buildings are energy efficiency improve-
ments including electrification [48]. Lighting, electric equipment, space cooling and heating
have large potentials to reduce energy consumption but providing the same or better
services by switching to more efficient and smart apparatus [49]. Passive solutions also
play important roles particularly during building design phases, which are, for example,
building materials for thermal insulation, building forms, window-to-wall ratio leading to
reduced energy consumption. However, building design should be considered not solely
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from the energy efficiency requirement but also from other perspectives including the liv-
ability inside the building and the quality of environment outside building [12]. Buildings
also need to prepare for adaptation to increasing climate change by enhancing resilience,
etc., which often overlaps with mitigation measures such as developing decentralized
energy systems [50].

In a city scale, rooftop PVs coupled with electric vehicles (EV) are possibly highly
effective tools to decarbonize urban energy systems [5,6]. EVs are important means to
decarbonize transport sector by replacing internal combustion of fossil fuels with electricity,
but also play roles as energy storage for VRE such as rooftop PVs [25] or wind power [51].
It has been shown that rooftop PVs combined with EVs in a city scale can supply up to
95% of electricity to cities in Japan [6]. In the case of the special districts of Tokyo including
Shinagawa, the PV plus EV systems can supply 53% of the annual demands. As large
buildings of the central urban area such as this study consumes all the on-site PV generation,
EVs or batteries have no roles to play as energy storage. However, Tokyo has various types
of districts with independent houses and small buildings with smaller demands. Rooftop
PVs of these buildings produce excess electricity, which supplies part of the demands of the
large buildings by coupling with EVs. To fully understand the supply and demand balance
of urban power systems, it is necessary to analyze disaggregated rooftop PV generation
coupled with EVs within cities considering grid constrains.

5. Conclusions

This study established a workflow of assessing waterfront office building redevelop-
ment plans with rooftop photovoltaics (PV), different building shapes and arrangements.
We produced five scenarios in comparison to existing buildings with the same floor area
ratio (FAR) and total floor areas. Demands for space heating are found to strongly correlate
with surface area to volume ratio, although space heating demand for buildings are small
in comparison to the total demand of buildings for the cases we considered. Shades by
neighboring buildings affect space heating and cooling demands in opposite signs and
cancel each other. Therefore, shades have little influence on the total energy demand for the
buildings. Rooftop PV is already economic in 2018, and by 2030 it improves substantially
with payback periods reaching 6 years. However, the rooftop PV contribution on the total
demands of buildings or CO2 emission reduction is small (2–9%), as rooftop areas are
limited on the large buildings. It is noted that places such as Japan where lands are limited
for PV installation, should implement mandatory regulation of installing rooftop PVs on
buildings as such investments should not be issues for building owners. In addition, it is
recommended to upgrade building form regulation to promote the installation of rooftop
PV on new buildings.
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Abstract: In response to extreme climate change, China has set a goal of reaching emission peak
by 2030 and achieving carbon neutrality by 2050. Energy conservation and emission reduction of
building heating in northern China are key to achieving this goal. Based on building area prediction
and energy consumption intensity, this paper establishes a model for calculating heating energy
consumption and carbon emissions in northern residential buildings at the macro level, which
provides a basis for formulating policies related to heating and emission reduction in northern
buildings. Based on the research method of scenario projection, combining the carbon emission
subsets and future heating energy mix projections in northern China, the heating energy consumption
in northern China decreases to 175, 149 and 135 Mtce in 2050 under the baseline, medium control and
strict control scenarios, respectively. The heating energy consumption in the northern region should
be controlled at least under the medium control scheme. Under this scenario, building heating carbon
emissions in the north could be reduced to 450 MtCO2 by 2050, or 280 MtCO2 if more stringent
abatement technologies are adopted. In order to achieve this goal, a combination of energy-saving
technologies must be used. The use of biomass and solar technologies should be emphasized in rural
heating, while envelope renovation makes the greatest contribution to heating energy savings, with
envelope renovation contributing up to 92 Mtce to urban heating.

Keywords: heating; northern China; energy saving; carbon emission; model forecasting

1. Introduction

In response to extreme climate change, in 2018 the Intergovernmental Panel on Climate
Change released a report showing that the world must limit global warming to 1.5 ◦C [1].
Countries can only achieve this goal if they achieve zero carbon emissions by the mid-
century. To this end, China announced at the 75th session of the United Nations General
Assembly that it would take stronger policy measures to peak CO2 emissions by 2030 and
achieve carbon neutrality by 2060 [2].

The 2030 and 2060 carbon emission targets provide a concrete timeline for the transfor-
mation of China’s energy mix. In view of the current situation in China, China’s energy
reform and building energy efficiency work must start from the national situation and find
a way to meet its own characteristics. The northern region of China is located to the north
of the Qinling–Huaihe line, covering two climatic regions of severe cold and cold regions.
Due to the low temperature in winter, the heating in northern towns is mainly concentrated
heating. Fifteen provinces and municipalities with a large coverage rate of central heating
in northern China are Beijing, Tianjin, Hebei, Shanxi, Inner Mongolia, Heilongjiang, Jilin,
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Liaoning, Shandong, Henan, Shaanxi, Gansu, Qinghai, Ningxia and Xinjiang. In the north-
ern part of China, due to the winter heating demand, the adjustment of its heating energy
use structure and carbon emission reduction is the key to achieving the national carbon
emission target. The statistics and prediction of heating energy consumption and the carbon
emission data of northern buildings are important for a comprehensive understanding
of the current situation of building energy consumption in northern China, discovering
the problematic aspects of building energy use, controlling building carbon emissions and
guiding the development of building energy conservation work, and the research results
can provide strong data support for this.

The current domestic and international energy consumption calculation methods
can be divided into two categories: one is the building energy consumption obtained by
statistical analysis using survey data, and the other is the building energy consumption
obtained by using calculation models based on macroscopic data [3]. Microscopic data
statistics usually adopt the method of sampling survey to conduct statistics on various
energy consumption data of various buildings, and the United States, Japan, Denmark
and other developed countries have set up special building energy consumption statistics
institutions to investigate building energy consumption. The U.S. Energy Information
Administration (EIA) divides buildings into two categories, residential buildings and com-
mercial buildings, and conducts surveys and statistics every four years, and then processes
the data through regression analysis, engineering models and adjusted estimates to de-
compose energy consumption into different energy-using terminals [4]. The U.S. housing
metering energy model uses the National Energy Modeling System (NEMS) to analyze and
calculate building energy [5]. The model includes both a top-down macroeconomic model
and a bottom-up energy supply and demand model.

The econometric model LEAP [6], jointly developed by the Stockholm Environment As-
sociation and Boston University, USA, can be used as a scenario-based energy-environment
modeling tool for energy demand analysis and its corresponding environmental impact
analysis and cost-benefit analysis. Based on the LEAP model, Liu, J.L. et al. [7] devel-
oped a building sector energy system model (PECE-Building) by setting three scenarios—
baseline scenario (BAU), autonomous contribution scenario (NDC) and enhanced low
carbon (ELC)—and analyzed the energy demand and CO2 emission trends of the building
sector under different development paths from 2013 to 2050, concluding that heating is the
most important area of emission reduction in northern cities and towns. Li Xinyi [8] from
Chongqing University used cluster analysis and statistical data-based definitions to select
residential building prototypes to construct community- and city-scale residential building
area energy consumption models around community-scale and urban-scale residential
buildings, while using machine learning methods to construct a residential building energy
demand prediction tool that took into account the behavioral characteristics of people and
future meteorological corrections. Xueling Liu et al. [9] considered climate and population
changes, proposed an evaluation method for per capita energy consumption per unit area
and simulated and calculated the cooling and heating energy consumption of various types
of buildings in the Tianjin area for the next 30 years according to the different building
functions. Sascha Leiber et al. [10] proposed a novel visual appearance only based heating
energy prediction method for single-family houses using powerful image analysis and
computer vision techniques that can be used in widely distributed rural buildings in the
north of China. The Tsinghua Building Energy Efficiency Research Center has established
the China Building Energy Consumption Model (CBEM) that is based on energy intensity
and macro-validated by statistical data [11], yielding a heating energy consumption of
201 Mtce for northern cities and towns in China in 2017, accounting for 21% of building
energy consumption.

However, some of these models are from a macro perspective, mainly aimed at fitting
the historical data of national energy consumption and carbon emissions, to facilitate the
study of the relationship between the energy sector and the overall economy. In addition,
the economic development in northern China is not balanced, and the rural area is large.
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Some models do not separate the rural areas but focus on urban areas. It is impossible to cal-
culate the heating energy consumption and carbon emissions in rural areas more accurately.
At the same time, for different building types, accurate division is also very important.

2. Method

Based on the research on macro building energy consumption at home and abroad,
this paper calculates the living and public building area by analyzing factors such as popu-
lation, per capita living area and economic indicators. Starting from the terminal energy
consumption, based on the characteristics of China’s energy structure system and building
energy consumption, combined with the design and actual operation characteristics of
urban central heating and rural heating, this paper establishes a macro prediction calcula-
tion model of heating energy consumption of northern civil buildings based on the energy
consumption intensity of per capita building area and unit building area. Combined with
carbon emissions and future heating energy structure prediction in northern China, the
model calculates the total amount of heating carbon emissions in the future, which pro-
vides data support for controlling building carbon emissions and guiding building energy
efficiency. In the calculation process, considering the heating difference between urban
and rural areas, the northern civil buildings are divided into urban buildings and rural
residential buildings from the area. Urban buildings include urban residential buildings
and public buildings. The total heating energy consumption of urban buildings, including
residential buildings and public buildings, and rural residential buildings are calculated
respectively, which realizes the attention to urban areas, rural areas and different types
of buildings.

The calculation model constructed in this paper is based on the calculation method of
building area and unit energy intensity, and after deriving the heating energy consumption,
the corresponding carbon emission intensity is then calculated according to the energy
structure and carbon emission coefficient. Firstly, the northern civil buildings are divided
into urban buildings and rural residential buildings, among which urban buildings are
further divided into residential buildings and public buildings. In calculating the building
area, a more accurate calculation forecast is made for each type of building area by consid-
ering the influence of factors such as housing demand, economic and social development,
land resource constraints and urbanization rate. Similarly, when calculating energy con-
sumption intensity, it is necessary to combine factors such as heating methods, heat source
efficiency, losses, etc., while taking into account changes in energy policies and changes in
heating energy structures, in order to arrive at relatively accurate results. After calculating
the floor area and energy consumption intensity, the total heating energy consumption in
northern regions can be easily obtained; finally, the heating carbon emissions are calculated
based on the energy structure and carbon emission coefficient. The calculation method is
shown in Figure 1.

Figure 1. Heating energy consumption and carbon emission research method.
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The research flow of the article is shown in Figure 2, and the conclusion is in Section 7.

Figure 2. Article Research Flow Chart.

3. Forecasting of Heating Area in Northern China

Building area data are the working basis of building energy efficiency. Whether it is to
calculate the total amount of building energy consumption, analyze energy-saving potential
or formulate energy-saving goals, it must be based on building area data. However, because
China’s construction field only gathers statistics on the amount of new construction over the
years and does not count the corresponding amount of demolition management, the current
various types of building stock cannot be given directly by statistical data. Therefore, we
can only calculate the floor area by other means and cannot give precise data. The current
functional characteristics of civil buildings in China are divided into two categories for
statistical analysis: residential buildings and public buildings.

3.1. Residential Buildings
3.1.1. Residential Area Status

Residential buildings can be divided into urban and rural residential buildings ac-
cording to their geographical distribution and living habits. Different organizations have
given different values of residential area per capita in China by sampling research or
estimation methods. As shown in Figure 3, the data released by the National Bureau
of Statistics [12,13] are the result of a sample survey of residential building area, based
on the per capita residential area converted from the registered population. The Build-
ing Energy Efficiency Association [14] and the Building Energy Conservation Research
Center of Tsinghua University [15] use the relevant data in the Statistical Yearbook to calcu-
late the residential building area by using the ‘fuzzy neural network’ and ‘existing + new
construction–demolition’ methods and then calculate the corresponding per capita residen-
tial building area according to the number of urban and rural residents.

There are three main reasons for the differences in the data of each agency: one is
the data source—the per capita area data of each agency are mostly the result of sample
surveys or different methods based on historical data; the second is the statistical caliber
of the population—the number of permanent residents and the registered population will
lead to large differences in the per capita area; the third is about the scope of the residential
area—the three concepts of building area, usable area and floor area are quite different.
The residential area discussed in this article is the building area, which is analyzed and
calculated according to the per capita residential area index of the permanent population.
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Figure 3. Comparison of calculated values of per capita residential area by different institutions.

With reference to the research data on residential building area by various institutions,
using the number of permanent residents and the urbanization rate in the China Statistical
Yearbook [16] over the years, the existing building area of urban and rural residential
buildings can be calculated, as shown in Figure 4.

Figure 4. Urban and rural residential construction area and per capita residential area over the years.

3.1.2. Per Capita Residential Space Needs and Constraints

(1) GDP per capita. Foreign experience in housing development shows that the demand
for housing area per capita gradually increases with urbanization. The global housing
floor area per capita in each region is related to the degree of development, which
is about 54 m2 in OECD member countries (about 45 m2 on average in Europe and
Central Asia), about 30 m2 in Asia (except the Middle East) and about 20 m2 in sub-
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Saharan Africa, and databases of agencies such as Eurostat, the International Energy
Agency and Japan’s Ministry of Land, Infrastructure, Transport and Tourism show
that the GDP per capita (PPP) in medium-sized developed countries is $20,000 to
$40,000 when the housing floor area per capita is 32~45 m2.

(2) Resident income. With the development of the social economy, the increase in resi-
dents’ income gradually increases the demand for housing. The China General Social
Survey (CGSS) [17] conducted a questionnaire survey on the annual income and
residential area of residents in China. The sample covered all provinces and cities in
China except Hong Kong, Macao, Taiwan and Tibet. The sample selected in this paper
is housing property owners with an annual income between ¥0.5 and ¥250,000 yuan
in urban areas, and, after excluding missing values and outliers, the valid sample
data are 1761 groups to analyze the demand for residential area per capita in urban
areas in China. The relationship between the annual income of residents and housing
floor area is shown in Figure 5. From the figure, it can be seen that the overall housing
floor area increases with the increase in annual income. When the annual income
of residents reaches ¥180,000 (corresponding to a GDP per capita of about $40,000),
the household housing floor area is around 130 m2.

(3) Household size. The number of households has a significant positive effect on the
housing demand of Chinese residents, and the explanatory power of the number of
households on housing demand is significantly better than that of the total population
indicator [18]. The survey results of the National Health Planning Commission’s
China Family Development Report show that the average size of urban households
was 2.84 persons in 2015 [19], and two-person and three-person households accounted
for 21.9% and 31.7% of the total number of surveyed households, respectively. Ac-
cordingly, it is deduced that when the income of residents grows to a certain extent,
the expected value of future urban residential area per capita to meet the needs of
families should be around 45 m2.

(4) Land resource constraints. According to China’s territorial spatial planning, China’s
urban spatial index will be at 116,700 square kilometers in 2030 [20]. At present,
the proportion of residential land in China accounts for about 31% of the urban
construction land area [21], of which the ratio of residential to residential land is
about 95%. The proportion of residential land in China is too low, which is generally
around 50% internationally, assuming that the proportion of residential land reaches
35% in 2030 and the proportion of residential remains unchanged. Research studies
show that the average volume ratio of urban residential land is about 0.995 when the
per capita energy consumption of residents is the lowest. Under the land resource
constraint, a reasonable residential area per capita can be calculated by using the
area and proportion of urban residential land and the population size, combined
with the housing floor area ratio. The specific measurement method is shown in
Equation (1). From this, it can be estimated that under the constraints of land resources
and urbanization development, the housing floor area per capita should be controlled
between 36 and 39 m2 in 2020–2030.

a = A·ρre·ρre,1·θ ÷ P (1)

where, a is the per capita residential area in town, m2/person; A is the spatial control
index of town, billion m2; ρre is the proportion of residential land; ρre,1 is the proportion of
residential to residential land; θ is the volume ratio of residential land in town; and P is the
number of resident population in town, billion.

Compared with urban residential area, the rural residential area constraint is more
relaxed. Data from the China Statistical Yearbook show that the rural residential area per
capita increased from 26.5 to 37.1 m2/person between 2002 and 2012, an increase of 40.0%,
with an average annual increase of 3.4%; the rural residential area per capita converted by
the Standard Determination Institute [22] using the cumulative method of area over the
years increased from 24.6 to 40.9 m2/person between 2002 and 2010, an increase of 66.3%,
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with an average annual growth rate of 5.2%. With the development of urbanization and
urban–rural integration, the growth rate of rural residential area per capita is expected to
decrease in the future.

Figure 5. Residential annual income and housing construction area scatter plot.

3.2. Public Buildings

Because of the economic development of rural areas, there are fewer public buildings,
so they are neglected, and all public buildings referred to in this paper refer to urban
buildings. There are many types of public buildings, and the energy consumption of
different types of public buildings varies greatly, so classifying public buildings is beneficial
for the subsequent energy consumption research. Based on the consideration of building
energy consumption and building quantity, combined with the data of various types of
public buildings indexes in the China Statistical Yearbook, this paper will focus on the
area calculation of medical buildings, office buildings, educational buildings, commercial
buildings, cultural buildings and transportation buildings. Based on the current situation
research and the existing data collected, this paper analyzes and refines the calculation
methods of various types of public building area and the indexes that need to be predicted,
as shown in Figure 6.

For all kinds of infrastructure and commercial public building area calculations, this
paper refers to the model proposed by Gong et al. [23] to calculate and predict; the cal-
culation method is shown in Figure 6. Other categories include public buildings such as
gardens, communication buildings and religious buildings. The results of the census of
large public buildings in Beijing [24] show that the public building area of 11 categories in
2005 was about 34 million m2. Using the data in the Statistical Yearbook [25], the estimated
public building area in Beijing in the same year was 46.8 million m2, so the other categories
of public buildings in Beijing that were not counted were about 25% of the total. In this
paper, we will make reference to this ratio to estimate other types of public buildings.

3.3. Civil Building Area Forecast

With a population of only 1.4 billion in 2020 and a relatively low fertility rate, China
has entered the era of negative population growth [26]. Famous population forecasters
at home and abroad tend to forecast the peak year of China’s population to be shifted
forward, around 2023–2029. According to the results of a study by Professors Xianling
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Zhang and Zhenwu Zhai on negative population growth in China [27], if the total fertility
rate is maintained at 1.6% in the future, negative population growth might occur in 2027.
In this scenario, the total population of China will not exceed 1.41 billion in 2030.

Figure 6. Classification of public buildings in China and calculation methods.

International experience shows that high economic growth is accompanied by rapid
urbanization, and the urbanization process gradually slows down after the economic
growth rate steps down. The ‘saturation value’ of the urbanization rate varies significantly
from country to country. According to the research results of the Development Research
Center of the State Council, the urbanization rate is about 65~75% when the per capita GDP
is US$10,000~20,000. From 2014 to 2020, China’s urbanization rate will keep an average
annual growth rate of about 1 percentage point, and the urbanization rate of the resident
population will exceed 60% by 2020 [28].

The China Statistical Yearbook shows that in 2019 the urbanization rate of the perma-
nent population in the country reached 60.6%. Assuming that China’s urbanization rate will
continue to grow by 1% per year in the next 10 years, it will reach 70% in 2030 and a plateau
of 75% in 2040 (referring to the experience of international urbanization rates, combined
with the age structure of China’s population, rural arable land and food, the constraints of
production, rural labor and other aspects, we assume that the peak urbanization rate in
China is 75%). The future development trend of China’s population and urbanization rate
is shown in Figure 7. The total population will reach a peak of 1.412 billion in 2027, and the
urbanization rate will enter a plateau of 75% in 2040. At this time, the urban population
will reach a peak of 1.03 billion, and the rural population will continue to decrease.

For urban dwellings, taking into account household housing demand, economic and
social development and land resource constraints, this paper assumes that the future per
capita dwelling area in China’s urban areas will be between 32 and 42 m2. For rural
dwellings, considering further urbanization development in the future, the growth rate
of rural dwellings per capita will be reduced, and the rural dwelling area per capita is
expected to reach a peak of 55 m2/person in 2035. In summary, the prediction of residential
area per capita in China in this paper is shown in Figure 7.

Based on historical data, with reference to the development trend of developed coun-
tries and combined with China’s national conditions, this paper makes predictions for each
type of public building area index in China in the future, as shown in Table 1.
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Figure 7. Forecast of future urbanization rate, corresponding population and residential area per
capita in China.

Table 1. Forecast of future indicators for various types of public buildings in China.

Building Type Indicator 2020 2030 2040 2050

Medical Building Number of beds (beds per 1000 people) 6.0 8.5 9.0 7.5
Average bed area (m2) 107 137 146 151

Party and
Government Building

Number of employees (million) 91.13 91.52 89.57 85.37
Area per capita (m2) 33.0 37.6 39.9 40.0

Office Building Value added of tertiary industry (trillion) 60 132 227 332

Education Building Number of students (million) 308.44 348.01 367.05 364.54
Average student area (m2/person) 13.5 14.3 14.8 15.0

Business—
Accommodation

Number of employees (million) 5.17 8.23 8.86 8.91
Area per capita (m2/person) 32 62 70 75

Business—Restaurant
Number of employees (million) 6.31 7.01 7.04 6.81

Area per capita (m2/person) 35 56 62 65

Business—Wholesale
Number of employees (million) 21.13 23.47 24.54 25.32

Area per capita (m2/person) 36 39 40 40

Business—Retail
Number of employees (million) 21.03 23.43 24.36 23.79

Area per capita (m2/person) 65 73 78 80
Cultural Building Owned per 10,000 people (m2) 480 593 648 801

Transportation—Passenger Terminal Annual passenger volume (billion) 17.1 15 13.5 12.8
Transportation—Terminal Annual passenger volume (billion) 0.63 0.75 0.85 0.92

According to the forecasts of population, urbanization rate and various civil building
related index parameters, the forecast results of the total scale of urban residential, rural
residential and public buildings in China in the future are shown in Table 2.
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Table 2. Various types of construction area in China in the future (billion m2).

Building Type 2020 2030 2040 2050

Urban residence 27.6 39.9 43.4 41.4
Rural residence 25.3 22.4 18.9 18.1
Public building 15.2 19.7 21.8 21.9

Total area 68.1 82.1 84.2 81.3

Based on the historical population data of each province in the China Statistical
Yearbook, combined with the forecast of the future population of each province in the
report of the calibration institute, the proportion of the population of each province to the
total population can be obtained. The civil building area in China is split according to the
proportion of population, and the various types of civil building area in the northern region
are shown in Table 3.

Table 3. Future projections of various types of floor space in northern China (billion m2).

Building Type 2020 2030 2040 2050

Urban residence 11.6 16.7 18.0 16.9
Rural residence 10.6 9.4 7.8 7.4
Public building 6.4 8.2 9.0 8.9

Total area 28.6 34.3 34.8 33.2

3.4. Heating Area in Northern Towns

The building area in urban areas is the sum of residential area and public building
area in towns and cities, and the total number of public buildings in rural areas is smaller
and ignored for the time being. Heating in northern towns includes the centralized heating
area and a part of the decentralized heating area that is not covered by the centralized
heating pipeline network. According to the table of centralized heating in cities in various
regions in the China Statistical Yearbook, it was calculated that the centralized heating
rate in northern urban areas of China was about 65% in 2018. However, the non-operating
centralized heating data are not counted in the Statistical Yearbook, and, referring to the
status of the centralized heating area in the special planning of heating in each region [29,30],
the comparison reveals that the planned heating area is about 1.2 times the area in the
Statistical Yearbook. This leads to a correction of the centralized heating area in northern
towns and cities, which yielded a centralized heating rate of about 85% and a centralized
heating area of 13.6 billion m2 in 2018. According to the current heating situation and
heating plan in northern China, it is assumed that the centralized heating rate in northern
urban areas will reach 90% in 2035 and 95% in 2050. The prediction of heating area in
northern urban areas of China in the future in this paper is shown in Table 4.

Table 4. Future heating area forecast in northern urban areas of China (billion m2).

2020 2030 2040 2050

Heating area in
northern towns 18.0 24.9 27.0 25.8

Central heating area 15.4 22.1 24.8 24.5

4. Northern Civil Building Heating Energy Consumption

4.1. Energy Consumption in Northern Towns

The heat consumed by building heating is included in the building heating energy
consumption according to the actual heat source and the type of energy consumed by
the transmission and distribution system, as well as the electricity, gas or standard coal
converted according to the heat provided and the actual energy efficiency of the system [31].
The energy conversion in China is mainly based on the conversion of low-level calories of
various types of energy into the standard coal equivalent, and, according to the appendix of
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the China Energy Statistical Yearbook, the conversion coefficients of various types of energy
into standard coal are shown in Table 5. The coal consumption method for electricity supply
refers to the amount of standard coal consumed by thermal power plants for every 1 kWh
of electricity supplied to the outside, which will be used as the standard coal equivalent
coefficient for electricity conversion in this paper.

Table 5. Standard coal coefficients of various energy conversions.

Energy Type Raw Coal Liquefied Petroleum Gas Natural Gas
Thermal Power (Standard

Coal Equivalent)
Electricity (Coal Consumption

for Power Supply)

Conversion factor to
standard coal 0.7143 kgce/kg 1.7143 kgce/kg 1.3 kgce/m3 0.03412 kgce/MJ 0.31 kgce/kWh

4.1.1. Heat Source

The heat source of heating in northern cities and towns in China presents a pattern of
combined heat and power, with coal-fired boilers as the leading source, and a combination
of multiple energy sources and multiple heat sources, mainly divided into centralized
heating and decentralized heating. At present, centralized heating can be divided into
cogeneration, regional boilers, heat pumps, etc. According to the heating method, decen-
tralized heating is mainly gas wall-hung furnaces, household coal-fired furnaces and direct
electric heating. Clean heating uses clean energy such as natural gas, electricity, geothermal,
biomass, solar energy, industrial waste heat, clean coal (ultra-low emissions) and nuclear
energy to achieve low emissions and low energy consumption through high-efficiency
energy-use systems. The heating energy used in northern areas of China is mainly coal-
fired, and, at the end of 2016, the coal-fired heating area accounted for about 83% of the total
heating area, while natural gas, electricity, geothermal energy, biomass, solar energy and
industrial waste heat together accounted for about 17%, with renewable energy reaching
4% [32]. The current heating methods in northern cities and towns are mainly cogeneration,
boilers, wall-hung furnaces and auxiliary electric-driven heat pumps. The efficiency of heat
sources for different heating methods in northern China was calculated using the available
energy apportionment method [32], and the calculation results and the proportion of heat
sources used are shown in Table 6.

Table 6. Efficiency and proportion of heat sources for different heating methods in 2018.

Heating Method

Centralized Heating Decentralized Heating
Renewable

EnergyCoal-Fired
Cogeneration

Gas-Fired
Cogeneration

Coal-Fired
Boiler

Gas Boiler
Centralized
Heat Pump

Gas Wall-Mounted
Furnace

Electric

Heat source
efficiency
(kgce/GJ)

21 23 40 35 28 32 84 -

Proportion (%) 45 3 30 2.5 1 10 4.5 4

4.1.2. Energy Consumption for Transmission and Distribution

(1) Transmission and distribution consumption. The electricity consumption of the
heating system pipe network pumps during the heating period includes the electricity
consumption of the circulating pumps at the heat source, the circulating pumps at the
heat station and the circulating pumps on the heat consumer side of the heat pump
heating. Research shows that the current electricity consumption of the secondary
network of heat stations in northern areas is between 1 and 4 kWh/m2, which has a
large potential for energy saving [33]. Unreasonable water pump selection, inlet and
outlet pressure losses and excessive secondary network flow are the causes of high
transmission and distribution power consumption.

(2) Heat loss of pipe network. The delivery efficiency of China’s heating pipe network
is between 70% and 80%, while the delivery efficiency of foreign countries reaches
92–95% [34]. The reason for such a large gap is that the heat loss of the pipe network
abroad is only insulation loss, while China has insulation loss, imbalance loss and leak-
age loss, of which imbalance loss is more serious. The heat loss of the primary network
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of urban heating is about 10%, while the secondary network has serious running and
leaking phenomena due to the early construction age and insufficient maintenance,
and the average heat loss is about 20% [35]. According to the Technical Specification
for Energy Conservation and Renovation of Heating Systems, the transmission effi-
ciency of the primary heating network shall not be less than 95%, and the transmission
efficiency of the secondary heating network shall not be less than 92% [36]. The clean
heating plan also puts forward energy-saving renovation requirements for heating
pipe networks, with 84,000 km of new heating pipe networks in northern areas and
50,000 km of heating pipe network renovation completed—16,000 km of primary
networks and 34,000 km of secondary networks renovated.

4.1.3. Building Heating Consumption

JGJ 26-2010 gives the specific calculation formula of the heat consumption index of
buildings, which is very detailed, but the amount of data is too much. In order to facilitate
the calculation, this study simplifies the calculation method of the heat consumption index
of buildings in this standard, see Equation (2). Multiplying by the heating hours results in
the building heat consumption, see Equation (3).

qH =
(
K + Cp·ρ·N·I·ε)(tn − te)− qI.H (2)

QH = qH ·TH (3)

where qH is the heat consumption index of the building, W/m2; K is the integrated heat
transfer coefficient of the building envelope (obtained by converting the average heat
transfer coefficient of windows, walls, doors and roofs), W/(m2-K); Cp is the specific heat
capacity of air, taken as 0.28 Wh/(kg-K); ρ is the density of air (taken as the value under the
temperature te), kg/m3; N is the number of air changes, taken as 0.5 1/h; I is the building
floor height, taken as 3 m; ε is the ventilation volume correction coefficient, taken as 0.6; tn is
the calculated indoor temperature, taken as 18 ◦C; te is the average outdoor temperature
during the heating period (◦C); qI.H is the unit building area and unit time—the internal
heat gain of the building is taken as 3.8 W/m2; QH is the heat consumption of the building,
kWh/m2; and TH is the complete heating time in a heating period, h.

The northern region of China includes two climatic zones of severe cold and cold areas,
where the outdoor temperature, heating hours and thermal performance of the envelope
differ greatly. According to JGJ 26-2010, the average outdoor temperature during the
heating period in the cold region (Inner Mongolia, Liaoning, Jilin, Heilongjiang, Qinghai
and Xinjiang) is −5.6 ◦C and the average heating duration is 174.1 days; the average
outdoor temperature during the heating period in the cold region (Beijing, Tianjin, Hebei,
Shanxi, Shandong, Henan, Shaanxi, Gansu and Ningxia) is −0.76 ◦C and the average
heating duration is 121.7 days [37]. The area ratio of the two climatic zones, harsh and
cold, is estimated to be 2.8:7.2 by population ratio. Due to the geographical location of the
severe cold regions, the heat transfer coefficient of their building envelopes is lower than
that of the cold regions by 0.1–0.3 W/(m2-K) [38]. According to the current rate of building
energy renovation, the proportion of energy-efficient buildings to urban civil construction
area exceeded 50% in 2016 [32], and the proportion of energy-efficient buildings would
have been about 60% in 2018. The comprehensive relevant data above, according to
Equations (2) and (3), can achieve the current building heat consumption in the cold and
severe cold areas of northern towns in China, as shown in Table 7.

Table 7. Heat consumption of buildings in severe cold and cold areas of northern towns in China, 2018.

Climate Zone Building Type
Average Heat Transfer
Coefficient (W/(m2·K))

Building Heat
Consumption (kWh/m2)

Average Heat
Consumption (kWh/m2)

Severe cold area
Non-Energy-Efficient Building 1.1 125.4

78.3Energy-Efficient Building 0.75 89.5

Cold area
Non-Energy-Efficient Building 1.3 78.0

Energy-Efficient Building 0.95 58.1
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4.1.4. Calculation Method of Heating Energy Consumption in Northern Towns

The heating energy consumption (excluding renewable) in northern towns is calcu-
lated as shown in Equations (4)–(6).

ec =

(
QH

η1·η2

)
× ∑

i
(pc,i·kc,i) (4)

ed = QH × ∑
j

(
pd,j·kd,j

)
(5)

EH = (ec·Ac + ed·Ad)× (1 − αre) (6)

where ec is the energy intensity of central heating, kgce/(m2-a); η1 is the primary net-
work efficiency; η2 is the secondary network efficiency; QL is the transmission and dis-
tribution consumption loss, kWh/m2; p is the heat source efficiency of different heating
methods, kgce/GJ; k is the proportion of different heating methods used; i is the differ-
ent central heating methods (coal-fired cogeneration, gas-fired cogeneration, coal-fired
boiler, gas boiler, centralized heat pump); j is the different decentralized heating meth-
ods (gas wall-hung stove, electric heating); ed is the energy intensity of decentralized
heating, kgce/(m2-a); EH is the total energy consumption of heating in northern towns,
billion kgce; Ac is the centralized heating area, billion m2; Ad is the decentralized heating
area, billion m2; and αre is the proportion of renewable energy for heating. When the
national average coal consumption for electricity supply is 310 kgce/kWh, the above for-
mula can be used to calculate that the current energy consumption intensity of centralized
heating in China is 11.0 kgce/(m2-a), the energy consumption intensity of decentralized
heating is 13.3 kgce/(m2-a), the average energy consumption intensity of urban heating is
11.4 kgce/(m2-a) and the total energy consumption of urban heating in northern areas is
180 Mtce.

4.2. Northern Rural Heating Energy Consumption

The type of energy in China’s rural areas is mainly coal-fired and biomass (straw,
fuel wood, biogas), and, with the promotion of clean energy, the proportion of electricity,
natural gas and other energy sources is gradually increasing. Most of the rural areas in the
north are decentralized for heating, with a large number of earth beds, stoves and earth
heaters, and energy use is mainly coal and biomass. The cost of clean energy is high, and
only a few rural houses use natural gas, electric energy and renewable energy for heating.
The thermal performance of the envelope structure is poor, and only 20% of rural heating
buildings have taken energy-saving measures. At present, the ratio of coal to biomass
energy use in rural winter heating energy consumption in northern areas is about 3:1, and
the average heating energy intensity is about 5 kgce/(m2-a) except for biomass [39,40].

The calculation of energy consumption for heating rural dwellings is shown below:

Er = er × Ar (7)

where Er is the total energy consumption of rural residential heating, billion kgce; er is the
energy consumption intensity of heating, kgce/(m2-a); and Ar is the area of rural residential
houses in northern areas, billion m2. By analyzing the various rural energy uses, using
Equation (7), we can calculate the residential heating energy intensity of 5.3 kgce/(m2-a)
and the total energy consumption of 57.54 Mtce in 2018 in rural areas in northern China.

5. Scenario-Based Analysis for Predicting Building Heating Energy Consumption in
Northern Regions

5.1. Scenario Construction

Using the 2018 energy intensity data as a benchmark, the future energy intensity
for heating buildings in the north is set under three scenarios: (1) baseline control, i.e.,
development according to the current control measures; (2) medium control, i.e., adopting
slightly stricter control measures than the benchmark scenario; (3) strict control, i.e., stricter
measures are taken to control energy consumption intensity.
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The energy intensity settings for the three future scenarios are shown in Table 8, and
the settings are described below.

(1) Prediction of energy consumption intensity of heating in northern towns. China is
currently continuing to promote heating reform in northern cities and towns, and
energy-saving efforts are being promoted in three areas: heat sources, heat networks
and heat users. In terms of heating heat source, the proportion of centralized heating
will be further increased, expanding from cities to urban and rural areas. Considering
the requirements of the clean heating policy, centralized heating will be dominated
by high-efficiency cogeneration, and small- and medium-sized coal-fired boilers will
be gradually replaced. Decentralized heating will be dominated by gas wall-hung
boilers, and electric energy will be mainly used for all kinds of electric-driven heat
pump heating. In addition, the proportion of renewable energy for heating will
continue to increase, and the demand for primary energy such as coal and natural
gas will decline. For the transmission and distribution network, with the energy-
saving transformation of old primary and secondary pipeline networks and heat
exchange stations, the efficiency of the pipeline network will gradually improve, and
the heat loss and electricity consumption of transmission and distribution will be
reduced. For building terminals, energy-saving renovation of existing buildings will
be accelerated, and for new buildings 65% or even 75% energy-saving standards will
be strictly enforced to reduce the heat demand for heating at the user end. Referring
to the requirements of the Energy Consumption Standard for Civil Buildings (GB/T
51161-2016) for the design value of heating energy intensity, the constrained value
of centralized heating energy intensity is 6.8 kgce/(m2-a) and the guide value is
3.6 kgce/(m2-a) in Shijiazhuang City, Hebei Province, for example. In this paper, it is
assumed that the heating energy intensity will reach the standard constraint level in
2030 under the baseline control and will decrease to 5.3 kgce/(m2-a) in 2050; under the
medium control, it is controlled at about 4.3 kgce/(m2-a) in 2050; and under the strict
control, it approaches the standard guideline level and decreases to 3.9 kgce/(m2-a)
in 2050.

(2) Prediction of energy consumption intensity of rural residential heating. With the con-
tinuous development of the rural economy and the improvement of the urbanization
level, the demand for rural heating is increasing, and, when urbanization reaches a
high level, the standard of living in rural areas should not be much different from that
in cities and towns, but, due to the larger residential area per capita in rural areas,
the building energy efficiency is backward and contains energy consumption for split
heating, thus the intensity of energy consumption for heating in rural buildings will
gradually rise. If our government can strengthen the regulation and guidance of rural
energy use in the future, focus on promoting the use of renewable energy sources
such as biomass, biogas and the development of photovoltaic and solar thermal tech-
nologies to replace some of the energy consumption increased by the improvement in
the living standards of rural residents, the energy intensity of rural residential heating
is expected to be controlled. In this paper, we assume that under the baseline control,
the energy intensity of rural residential heating will increase rapidly, increasing by
19% to 6.3 kgce/(m2-a) in 2030 and 7.1 kgce/(m2-a) in 2050; under the medium control
scenario, the energy intensity will increase slowly, reaching 6.6 kgce/(m2-a) in 2050;
and under the strict control, the energy intensity of rural houses will increase slowly
by 19% by 2030 and will be controlled at about 6.1 kgce/(m2-a) in 2050.

5.2. Prediction Results of Building Heating Energy Consumption under Different Scenarios

(1) Baseline control scenario. Although the intensity of heating energy consumption in
rural dwellings is increasing, due to the decreasing residential area, heating energy
consumption in rural dwellings will peak at about 59.92 Mtce in 2026 and is expected
to be controlled to 52.3 Mtce in 2050. Heating energy consumption in northern towns
is decreasing year by year with the implementation of heating energy conservation
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policies and may be reduced to 122 Mtce in 2050. The total heating energy consump-
tion in the north will peak in 2025 at about 237 Mtce.

(2) Medium control scenario. The energy consumption for heating in northern towns
will be about 153 Mtce in 2030 and may decrease to 100 Mtce in 2050, a 45% reduction
from 2018. Heating energy consumption in rural dwellings will peak at 58.57 Mtce
in 2022 and then decline continuously under various energy efficiency measures to
56.59 Mtce in 2030 and 48.39 Mtce in 2050. The total heating energy consumption in
the whole northern region will decrease to 210 Mtce in 2030 and to about 148 Mtce
in 2050.

(3) Strict control scenario. The energy consumption for future heating in northern areas
under strict control scenarios is decreasing. Heating energy consumption in northern
cities and towns may reach 141 Mtce in 2030 and be as low as 0.90 Mtce in 2050, with
significant energy savings. Rural heating energy consumption will drop to 54.76 Mtce
in 2030 and 44.92 Mtce in 2050.

Table 8. Future energy intensity scenarios for building heating in northern areas of China (kgce/(m2-a)).

2018 2030 2050

Current Baseline Medium Strict Baseline Medium Strict

Heating of northern towns 11.4
7.3 6.6 6.0 5.3 4.3 3.9

−35% −42% −47% −54% −62% −66%

Heating of rural residences 5.3
6.3 6.0 5.8 7.1 6.6 6.1

19% 13% 9% 34% 25% 15%

The China Building Energy Conservation Association calculated the urban building
energy consumption of each province (city) in China, in which the urban building energy
consumption of 15 provinces (cities) in the northern region accounted for 41% of the
total building energy consumption in the country [41]. Tsinghua University’s research
on national rural energy use showed that the rural residential energy consumption in
15 provinces (cities) in the northern region accounted for 62% of national rural energy
consumption [15]. A comprehensive estimate shows that building energy consumption in
northern China accounts for about 55% of the total building energy consumption in the
country. In addition, heating energy has always been an important part of building energy
consumption in the north. Figure 8 gives the heating energy consumption of residential
buildings in northern regions under different scenarios. With low carbon requirements,
building heating energy consumption in northern regions should be kept under at least a
medium control scheme if we want to achieve peak carbon as early as possible.

Figure 8. Total heating energy consumption in northern buildings under different scenarios.
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5.3. Carbon Emissions from Building Heating in Northern Regions

(1) Carbon emission factors. The most widely used carbon emission calculation method
internationally is the carbon emission factor method proposed by IPCC, whose basic
idea is to use the activity data of various emission sources and the product of emission
factors as the carbon emission estimation value according to the carbon emission
inventory list. The emission factors are more regional, and the carbon emission cal-
culation standards for buildings in China are shown in Table 9 [42]. The electricity
consumed for building energy consumption mainly comes from thermal power gen-
eration and renewable energy generation, and renewable energy generation is mainly
clean energy such as wind, water, photovoltaic and nuclear energy, which can be
regarded as zero carbon emission, so the electricity carbon emission factor can be
obtained by dividing the carbon emissions from thermal power generation by the
total national electricity generation. According to the data published by the State
Grid, thermal power generation accounted for 70% of the total power generation in
China in 2018, and the national electricity carbon emission factor was estimated to
be 0.5 kgCO2/kWh with reference to the electricity carbon emission factor of each
region. According to the National Energy Board’s forecast of China’s medium- and
long-term power generation capacity [43], the share of renewable energy generation
will reach 40% in 2030 and about 50% in 2050, then the power carbon emission factor
may drop to 0.52 kgCO2/kWh in 2030 and about 0.38 kgCO2/kWh in 2050.

(2) Forecast of the energy structure. In terms of heating, for a long time to come, the
main energy source for heating in northern towns will still be coal, and rural areas
should continue to develop renewable energy sources such as photovoltaic, wind
power and biomass to reduce the proportion of coal and other energy consumption in
residential heating. In order to achieve the goal of carbon neutrality, coal should be
gradually phased out from the heating energy system in the future and the proportion
of renewable energy and clean energy should be increased. With reference to the
proportion of energy use in the current energy balance sheet, the energy structure of
urban and rural heating under the medium control scenario is projected as shown in
Figure 9, and a new energy structure is projected after strengthening carbon emission
control measures and increasing the utilization of new and clean energy sources such
as rural biomass, nuclear energy and urban industrial waste heat under the medium
control scenario.

(3) Prediction of carbon emissions from building heating under the medium control
scenario. Figure 10 shows the future trend of building heating carbon emissions in
the northern region of China under the medium control scenario. Under the medium
control scenario, the carbon emissions from building heating in the northern region
can be reduced to 450 MtCO2 in 2050, and to 280 MtCO2 with the adoption of more
stringent energy-saving and emission reduction technologies.

Table 9. Carbon emission factors of various energy sources in China in 2018.

Energy Type Coal Liquefied Petroleum Gas Natural Gas Biomass Electricity

Carbon emission factor 94.44 kgCO2/GJ 61.81 kgCO2/GJ 55.54 kgCO2/GJ 76.5 kgCO2/GJ 0.58 kgCO2/kWh

As can be seen from the Figure 10, building heating carbon emissions in the northern
region are dominated by urban heating, accounting for about 75% of the total building heat-
ing carbon emissions in the north. In the medium scenario, urban heating carbon emissions
reduce from 579 MtCO2 in 2021 to 376 MtCO2 in 2050, a reduction of 203 MtCO2, account-
ing for 78% of the total emission reductions. In the medium control scenario to strengthen
the reduction of carbon emissions, urban heating carbon emissions reduce from 572 MtCO2
in 2021 to 209.8 MtCO2 in 2050, a reduction of 363 MtCO2. Therefore, urban building
energy-saving and emission reduction should be the main goals of northern heating.
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Figure 9. Heating energy structure forecast for northern region.

Figure 10. Future projection of heat carbon emissions from building heating in northern China.

81



Energies 2022, 15, 1153

6. Analysis of the Implementation Path of Heating Energy Saving in
Northern Buildings

Based on the existing northern clean heating policies, the energy intensity of urban
heating in northern regions under the three scenarios set in this paper has a decreasing
trend. In order to facilitate the analysis of energy savings from heating energy efficiency
technologies, this part sets a non-energy-efficient heating energy scenario for heating energy
consumption in northern towns, i.e., at the current heating energy intensity, the heating
energy consumption in future heating of northern towns without any additional measures
is compared with the heating energy consumption in a medium control scenario as shown
in Figure 11. The implementation of 65% energy-saving standards for new civil buildings
began in 2010, before which the stock of existing buildings in northern towns was about
10.5 billion m2. Although the total energy consumption of existing buildings and the
proportion they account for is gradually decreasing due to their demolition or collapse
year by year, due to their huge stock, without energy-saving renovation and operation and
maintenance, the heating energy consumption in northern cities and towns will still reach
235 Mtce in 2050. Thus, the energy-saving potential of building heating energy-saving
renovation and operation and maintenance is huge.

(1) Energy-saving renovation of envelope structure. The building envelope is the part
that has the greatest impact on heating energy consumption. At present, the com-
prehensive heat transfer coefficient of the non-energy-saving building envelope in
China is around 1.1~1.3 W/(m2-K), while the comprehensive heat transfer coeffi-
cient of the building envelope that reaches the 65% energy-saving standard is about
0.8~1.0 W/(m2-K). Currently, some northern regions have started to implement
75% energy efficiency standards, and the integrated heat transfer coefficient of new
buildings has been reduced to 0.4~0.6 W/(m2-K) [44,45]. As of 2018, about 60% of
urban buildings in northern China had completed an energy-saving renovation, and
assuming that all northern urban areas under the medium control scenario complete
an energy-saving renovation of existing building envelopes in 2030 and the integrated
heat transfer coefficient reaches 0.55–0.75 W/(m2-K), heating energy consumption will
drop to 193 Mtce in 2030. With the update of energy-saving standards, the heat transfer
coefficient of the building envelope will be further reduced in the future, and, if the en-
ergy efficiency level of 75% is fully achieved in 2050, the heating energy consumption
may reach 144 Mtce, which is 92 Mtce lower than the non-energy-saving scenario.

(2) Heat source restructuring. From the perspective of heating the heat source structure,
heating in northern cities and towns in China is still mainly coal-fired, mainly through
coal-fired cogeneration and coal-fired boilers for centralized heating, accounting for
about 45% and 30% of heating methods, respectively. According to the requirements
of clean heating planning, the scope of centralized heating should be expanded in
the future, the proportion of gas heating should be increased, the use of loose coal
should be reduced and heat sources such as electric heat pumps, industrial waste heat
and renewable energy should be developed for heating. The future adjustment of the
heat source structure in northern areas is shown in Figure 12; energy consumption
for heating will reach 233 Mtce in 2030, decreasing to 224 Mtce in 2050, a reduction of
0.12 Mtce over the non-energy-efficient scenario.

(3) Heating source efficiency. At present, the heating capacity of cogeneration units
has not been fully developed, and the waste heat of spent steam has not been fully
utilized; most of the units have a heat-to-electricity ratio below 1.5. While the actual
operation can be up to about three times, the heat-to-electricity ratio still needs to
be improved. Compared with cogeneration, the boiler efficiency is obviously low.
The thermal efficiency of large coal-fired boilers is around 70%, and the efficiency
of gas-fired boilers is above 85%, so energy-saving renovation of boiler rooms can
effectively improve the heating efficiency of boilers. With the development of science
and technology, the efficiency of various heat pumps for heating is also improving.
The ground source heat pump COP is usually between 3 and 5, while the heat pump
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efficiency can be increased to about 8 through the inverter centrifugal technology.
Assuming that the heating coal consumption of various heating methods can reach
the level of Table 10 in the future through new energy-saving technologies for heating,
the heating energy consumption can be reduced to 213 Mtce in 2050, and the energy
saving is about 0.23 billion tce compared with the non-energy-saving scenario.

(4) Energy-saving renovation of transmission and distribution pipeline network. At present,
the heat loss of China’s urban centralized heating pipe network is more serious, and
GB/T 51161 limits the heat loss rate of the pipe network and the index of transmission
and distribution consumption, as shown in Table 11. If the heat loss rate of the pipe
network in 2050 under the medium control scenario can be controlled within the
district heating constraint value, the pipe network efficiency will reach 95% and the
transmission and distribution consumption will drop from 3 to 2 kWh/(m2-a), then
heating energy consumption can reach 219 Mtce in 2030 and be controlled to 192 Mtce
in 2050, which is a 44 Mtce reduction compared to non-energy-saving scenarios.

(5) Heat metering. Heat metering buildings set temperature control valves indoors.
When the indoor temperature is higher than the temperature set by the temperature
control valve, the heating system temperature control valve will reduce the opening
or close the valve to provide less heat to the room and vice versa to increase the
heat supply. However, since its introduction, the heat metering policy has not been
popularized due to uneven heat supply, lax monitoring and unreasonable charges.
However, heat metering has an important role for heating energy saving. Actual cases
show that the annual heat consumption of a centrally heated building has decreased
from 87 to 63 kWh/(m2-a) since the implementation of heat metering retrofit, which
is a 28% reduction [46]. This article assumes that under the medium scenario full
heat metering charges will be reached in 2050, the annual heat consumption of urban
heating buildings in northern regions will be reduced from 74 to 53 kWh/(m2-a),
and the heating energy consumption will be about 170 Mtce. Compared with the
non-energy-saving scenario, the energy saving will be about 65 Mtce.

Table 10. Future coal consumption for heating from various heating sources.

2018 2030 2050

Coal-fired cogeneration 21 20 19
Gas cogeneration 23 21 20
Coal-fired boiler 39 37 35

Gas boiler 35 33 32
Centralized heat pump 28 26 25

Gas wall-mounted furnace 32 31 30
Electricity 84 79 75

Table 11. Heat loss of pipe network and limit of transmission and distribution consumption index.

Constraint Value Guide Value

Index of heat loss rate of pipe
network (%)

District central heating 5.0 3.0
Centralized heating in community 2.0 1.0

Water pump power consumption
index of pipe network (kWh/(m2-a))

Heating for 4 months 1.7 1.0
Heating for 5 months 2.1 1.3
Heating for 6 months 2.5 1.5
Heating for 7 months 2.9 1.8

The heating energy consumption and energy savings in 2050 after adopting the above
energy-saving technologies, compared to the non-energy-saving scenario, are shown in
Table 12. However, different energy-saving technologies are interrelated; for example, the
improvement of the maintenance structure will at the same time enhance the effect of
heat metering and the change in the heat source structure will also affect the heat source
efficiency. Therefore, the energy consumption and energy saving in the table are the results
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of a single action relative to the non-energy-saving scenarios, and the baseline, medium
and strict control scenarios in the previous section are a comprehensive consideration
of various technology development policy changes, which are reflected in the energy
consumption intensity.

Figure 11. Comparison of heating energy consumption in the non-energy-saving scenario and the
medium control scenario.

Figure 12. Comparison of heating heat source structures.
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Table 12. Heating energy consumption and energy savings with energy efficiency measures compared
to non-energy-efficient scenario (Mtce).

Energy-Saving Heating Technology Energy Consumption in 2050 Energy Saving

Renovation of envelope structure (75% energy saving) 144 92
Heat source restructuring 224 12

Heating source efficiency improvement 213 23
Renovation of pipeline 192 44

Heat metering 170 65

Figure 13 compares the energy savings of various energy-efficient technologies for
heating in northern towns and cities and clearly shows the difference in energy consumption
between the non-energy-efficient scenario and the medium control scenario. It can be seen
that building envelope renovation contributes the most to heating energy saving, and
building energy saving should focus on this. Heat source structure adjustment has the
least effect on heating energy consumption, but, from the perspective of carbon emissions,
improving the heat source structure can effectively reduce carbon emissions and promote
carbon peaking. The analysis of energy savings of each type of technology in the figure
is the result of its single action. In order to achieve the target of urban heating energy
consumption under the medium control scenario, all types of energy-saving technologies
should also be used in combination with China’s national conditions.

Figure 13. Comparison of energy savings of heating energy-saving technologies in northern towns.

According to the above analysis of various building energy efficiency technologies,
combined with China’s building energy efficiency policy measures, in order to achieve the
energy consumption target of the medium control scenario, the development path of civil
building heating energy efficiency in northern China is shown in Figure 14.

For the vast rural areas in northern China, the different climatic conditions, geography
and economic development should perhaps prompt us to shift our focus from simply
reducing the energy intensity of rural heating as a way to reduce carbon emissions to
reducing the energy intensity of heating and developing the use of clean energy for heating
to reduce carbon emissions. Biomass and solar energy are widely distributed and accessible
in rural areas with very different natural and energy conditions. Improving the use of
biomass and thus reducing carbon emissions has already been described. Solar energy
for rural heating can be divided into active and passive types, according to whether
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mechanical power is required to drive the elements [47]. However, due to the low energy
flow density, instability and mismatch between the heating characteristics of solar energy
and the building load, solar energy is often used in combination with multiple energy
sources for complementary heating to enhance the contribution of solar energy in renewable
energy and system energy efficiency [48].

Figure 14. Development path of civil building energy efficiency in northern towns.

An example is the common coupled solar–air source heat pump system. Chengyang
Jiang [49] et al. proposed a ribbed collector for DXSASHPWH, where the collector can
absorb heat in the air and also in the solar radiation, and the average COP of the system
can reach 6, which is much higher than the conventional-type system. Shan Ming [10] et al.
selected a demonstration household located in the rural Pinggu District, Beijing; the heating
system was a solar hot water collector system plus 4 kW flow inverter low-temperature air
source heat pump hot water machine, the end unit used geothermal radiant heating, with
the whole heating season solar hot water circulation pump power consumption of about
151 kWh, a low-temperature air source heat pump hot water system power consumption
of 6104 kWh and carbon emissions of 2790 kg, much lower than the carbon emissions of
traditional heating methods [50]. Meysam, Huide Fu [51,52] et al. designed a PV/T system
based on heat pipes by combining cylindrical heat pipes with photovoltaic modules and
combined it with a heat pump to design a solar heat pump system based on cylindrical
heat pipes, where the average COP of the heat pump system could reach 4.87 and the
photovoltaic efficiency was above 11%. The green electricity generated by the PV system
can also be used for heat pump heating, thus reducing the carbon emissions from heating.
This is promising in provinces such as Tibet, Inner Mongolia and Qinghai, where solar
energy resources are abundant. In addition, a solar–geothermal source heat pump coupling
system, solar–water source heat pump coupling system, etc. can achieve the same energy-
saving and emission reduction effect, which needs to be determined according to the actual
local climate, geography and economic situation. Due to the instability of solar energy
and the various conditions in different regions, such systems are more complex, and the
specific form is difficult to determine, so no further detailed calculations will be made, but
rather they will be grouped with other green energy sources under the category of rural
renewable energy.

7. Conclusions

By analyzing the historical data of civil buildings and relevant energy consumption
models, this paper classifies and predicts the civil building area in the north by considering
various factors, calculates and predicts the building energy consumption of different
types of buildings, and establishes a macro-level calculation model of heating energy
consumption of civil buildings in the north to obtain detailed data of heating energy
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consumption of buildings in the north of China. By analyzing the year-to-year changes
in energy consumption and future development trends, the control target of building
heating energy consumption in northern China under the carbon emission constraint is
determined. Through the analysis of building energy-saving technologies, the key points
of heating energy saving and emission reduction are clarified, providing a relevant basis
for the formulation of heating energy consumption and carbon emission control policies in
northern China. The main conclusions are as follows:

(1) Population, urbanization rate and the economic development level are the main
influencing factors of building area. As urbanization accelerates, urban residential and
public building area will increase, reaching a peak around 2040, while rural residential
building area will continue to decline. Among public buildings, medical, education,
office and commercial buildings account for 73% of the total public buildings, and
area control should focus on these buildings.

(2) Under the total energy and carbon emission constraints, total energy consumption in
the northern region should be controlled at least below the medium control scenario in
the future. Under this target, China’s total population will peak at 1.412 billion in 2027;
the urbanization rate will enter a plateau after reaching 75% in 2040; the residential
building area in the northern region will peak at 35.2 billion m2 in 2035; the heating
energy consumption in northern towns will decrease, falling to 6.6 kgce/(m2-a) in
2030 and to 4.3 kgce/(m2-a) in 2050; and rural residential heating energy consumption
will increase with economic development, growing to 6.0 kgce/(m2-a) in 2030 and
possibly to 6.6 kgce/(m2-a) in 2050.

(3) To achieve the medium control target, it is necessary to make comprehensive use of
various energy-saving technologies. In rural areas, attention should be paid to the
effective use of biomass energy, local use of solar, geothermal and other green renew-
able energy. In terms of urban heating energy-saving technology, the transformation
of the building envelope contributes the most to heating energy saving, reaching
92 Mtce. Building energy saving should focus on this, supplemented by technical
means such as pipe network and heat source transformation to control heating energy
consumption. At the same time, the development and utilization of clean heating
technology should be strengthened to replace coal consumption in urban heating.
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Abstract: The instability of solar energy and its resource distribution characteristics make it difficult to
judge its suitability in practical engineering applications, which hinders its promotion and application.
In order to better promote the effective use of solar energy and promote the solar heating system, it is
necessary to put forward a simple method of judging the suitability of the solar heating system for
engineering application. This study puts forward “F, Q” as the basis for judging the suitability of solar
heating systems built on the roof. Two types of public buildings, office buildings and three-star hotels,
are taken as the research objects. DeST software is used to change the heating area of the building
by superimposing floors to simulate the heat load of the building when the heating area changes. A
dynamic simulation coupling model of solar heating system is established in the TRNSYS software to
analyze the operating status of the system under all working conditions. The functional relationship
between “F, Q” and solar energy guarantee rate is established, and the solar energy contribution rate
is divided into three regions of F < 30%, 30% ≤ F ≤ 50%, and F > 50%. The evaluation standard of
the building suitability of the solar energy heating system is established according to the scope of “F,
Q” in different regions (An office building for, e.g., if the contribution rate of solar heating system is
required to be greater than 50%, the “F” of these four areas should be greater than 0.11388, 0.15543,
0.10572, and 0.04511.), and the effectiveness of “F” is verified through actual cases verified by other
scholars in the research. The method proposed in this paper is helpful to judge the suitability of solar
heating systems in different regions and different types of conventional buildings, so as to better
promote solar heating systems.

Keywords: solar heating; building suitability; dynamic simulation; solar contribution rate; fitting regression

1. Introduction

With the population growth and economic development, the global energy consump-
tion is rapidly growing in recent decades. As one of the most energy-consuming areas,
building energy consumption accounts for about 28% of China’s energy consumption [1,2],
nearly 40% of which is related to heating, ventilation, and air-conditioning systems [3].
At present, the energy structure of is still dominated by fossil energy in China. The fossil
energy not only brings great progress to industrial development, but also brings more and
more serious environmental and climate problems [4]. In the context of low carbon, energy
has become an issue of global consensus, how to ensure energy security and achieve the
goal of “carbon peak, carbon neutralization” is the main problem the world faces. Energy
saving and emission reduction in the field of buildings is the key to achieve the goal of
carbon peak and carbon neutralization. Therefore, more and more attention has been paid
to how to develop and utilize renewable energy in the field of architecture. Renewable
energy includes solar energy, wind energy, geothermal energy, etc., among which solar
energy is recognized as an important renewable energy because of its uniform distribution
and cleanness. As a well-known form of solar thermal application, solar water-heating
system accounts for 80% of the world’s solar thermal utilization [5]. Martinopoulos et al. [6]
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showed that although solar heating system is a mature technology, its market penetration
and public acceptance are relatively low. Obviously, the instability of solar energy and the
characteristics of its resource distribution make it difficult to judge its suitability in practical
engineering applications, which hinder its promotion and application. Therefore, many
scholars have studied and improved the solar energy collecting device and the heat storage
device of the solar energy heating system [7–9].

In terms of suitability evaluation, Wang et al. [10] established the suitability assessment
model of solar thermal system for residential buildings based on energy efficiency, eco-
nomic, social, and environmental factors, according to the multi-attribute decision analysis
method and GIS technology, and conducted a comprehensive evaluation of the suitability of
solar thermal system for 31 provincial capital cities in China. Gassawd et al. [11] analyzed
the regional, technical, and economic performance of solar hot-water systems throughout
the United States. Hansen et al. [12] evaluated the potential of solar photothermal utiliza-
tion and its impact on the energy systems of Germany, Austria, Italy, and Denmark by
analyzing the existing energy system. Zhou et al. [13] studied the applicability of daily total
solar radiation calculation models for different climate regions in China, and determined
the most suitable model form for each climate region. Based on this model, a general
calculation model of the daily total solar radiation applicable to different climatic regions
in China was established.

In addition, there are many studies that evaluate the suitability of a particular solar
water-heating system. Chen et al. [14] proposed a comprehensive evaluation method for
regional adaptability of solar hot-water systems in college bathrooms, and evaluated the
regional adaptability of 33 provincial capitals in China. Raisul et al. [15] analyzed the
performance characteristics of different types of solar hot-water systems, and analyzed
their economy. Stefano et al. [16] studied the economic benefits and main performance
indicators for evaluating solar heating systems, and proposed an economic comparison
based on deterministic systems for optimization. The results show that with the decrease
in heating dates and the increase in solar energy resources, the benefits generated by solar
heating have been significantly improved.

Comprehensive analysis of existing studies shows that most of the current studies
on the suitability of solar heating systems focus on regional suitability analysis and the
analysis and evaluation of the suitability of a specific solar hot water system [17–20]. In
practical engineering, the judgment of the suitability of solar heating systems often involves
multiple factors, such as local meteorological conditions, building types, heating area, and
system characteristics, which brings certain difficulties to engineering applications. In
order to solve the above problems, a simple index F for evaluating suitability is proposed,
and the research method is as follows: take two types of public buildings, an office building
and a three-star hotel, as the research object; maintain the same heating area; change the
floor number to change the heating area; analyze the solar energy contribution rate of the
building when the heating area changes; and evaluate the building suitability.

2. Proposal of Simple Evaluation Index

Two types of public buildings, an office building and a three-star hotel, as the research
object, in order to analyze the change rule of solar energy contribution rate when the
heating area changes. Modeling in the DeST software, the simulation building is gradually
superimposed from one layer to ten layers by stacking the floor, and the heating area also
increases regularly. In the process of overlaying the floor, the area of the top floor of the
building remains unchanged, and the area of the solar collector laid on the top floor of the
building remains unchanged. This paper analyzes the solar energy contribution rate of the
building when its heating area changes, and evaluates the SHS suitability.
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2.1. Ratio of Solar Collecting Heat to Building Heating Load

According to the Technical Standards for Solar Heating Engineering [21], the total area
of solar collectors of a direct solar heating system with short-term heat storage shall be
calculated according to Formula (1):

Ac =
86400QJf

JTηcd(1 − ηL)
(1)

In the formula:
Ac—short-term direct thermal storage system collector total area, m2;
QJ—Design load of solar collector system, W;
JT—Average daily solar irradiation in December on the lighting surface of the local

collector, [J/(m2·d)];
f Solar energy guarantee rate, %;
ηcd—Average collector efficiency based on total area, %;
ηL—Heat loss rate of pipelines and heat storage devices, %.
According to the above formula, the contribution rate of solar system is proportional

to the heat collected by solar collector and inversely proportional to the building heat load.
Additionally, “Solar Heating Engineering Technical Standards” determines the richness of
solar energy resources by solar energy contribution rate, as shown in Table 1 [21].

Table 1. Range of recommended values for solar guarantee rate of solar heating systems in differ-
ent areas.

Resource Regionalization
Solar Guarantee Rate of

Short-Term Heat Storage System
Solar Guarantee Rate of Seasonal

Heat Storage System

I Resource-richer area ≥50% ≥60%
II Resource-rich area 30~50% 40~60%

III Resource-general area 10~30% 20~40%
IV Resource-poor area 5~10% 10~20%

Based on the above, the ratio of heat collection to building heat load can be used as
the basis to judge the building suitability of solar heating system. The collector heat load
ratio “Q” is proposed as (2).

Q =
Sj

Hj
(2)

In the formula:
Q—the ratio of the total heat collected by the Q-solar collector to the cumulative heat

load of the building;
Sj—Total heat collected by solar collector in heating season, kW·h;
Hj—Building heat load, namely cumulative heat load of building in heating season, kW·h.
When the “Q” increases or decreases, the change also presents certain correlation and

regularity with the change of solar energy contribution rate of the building. Therefore, “Q”
can be used as a variable to analyze and evaluate the building suitability of solar heating
system by analyzing the relationship between “Q” and solar energy contribution rate.

2.2. Ratio of Solar Collector Effective Area to Building Heating Area

Since the calculation of “Q” requires the heat collected by the solar collector and the
building heat load, the calculation of these two parameters is more complicated when
achieving the accurate results. For most conventional buildings, the building heat load will
change regularly when the heating area is changed without considering the effect of the
shape coefficient. When the solar collector area changes, it will affect the heat collected by
the solar system. Both of the changes will ultimately change the contribution of the overall
solar heating system.
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Based on the above, the index of “F” is proposed,

F =
Aj

St
(3)

In the formula:
F—the ratio of solar collector effective area to building heating area;
Aj—total effective area of solar collector on top floor of building, m2;
St—building heating area, m2.
The building suitability of SHS could be evaluated by the relationship between “F”

and solar contribution rate.

3. Research Methods and Purposes

In this paper, two index of “F” and “Q” are proposed to evaluate the suitability of
solar heating system in different regions and different types of conventional buildings. The
specific research process is as follows:

(1) Building model is established in DeST software, and two types of public buildings, an
office building and a three-star hotel, are taken as the research objects. The specific
parameter settings are shown in Table 2.

Table 2. Indoor parameters.

Indoor Parameter Office Building Three-Star Hotel

Date of heating From 15 November to 15 March of the following year, a total of 120 days
Heating time 07:00~20:00 24 h continuous heating

Personnel density 0.1/m2 0.07/m2

Lighting power 18 W/m2 15 W/m2

Equipment power 13/m2 13 W/m2

Indoor temperature 25 ◦C 26 ◦C

Changing the heating area by overlaying it from one floor to ten floors, ten groups
of incremental data are obtained. Four cities with different abundance of solar energy
resources (Hanzhong, Xi’an, Xining, and Lhasa) are selected to simulate the heat load of
the two types of buildings by DeST software, and the hourly heat load, hourly unit area
heat load index, and the maximum heat load in heating season under different conditions
are obtained.

(2) According to the requirements of this research, the corresponding solar heating system
is designed, as shown in Figure 1a, which is mainly composed of solar collector array,
plate heat exchanger, heat pump, heat exchange pump, heat storage water tank,
auxiliary heat source, heat pump, and indoor heating terminal. The solar energy
heating system converts solar energy into heat energy by solar collector, and stores
solar radiation energy by regenerative water tank, when the regenerative water tank
reaches the heating temperature, the indoor heat shall be supplied, and when the
regenerative temperature of the regenerative water tank does not meet the heating
requirements, the supplementary heat shall be supplied by the auxiliary heat source;
when the temperature of the water tank is less than the temperature of the backwater,
the heating backwater shall be directly reheated by the auxiliary heat source, and the
regenerative water tank shall not participate in the heating process.

According to the designed solar heating system, the dynamic simulation coupling
model is established in TRNSYS software, as shown in Figure 1b. The operation state of
the solar heating system is analyzed when the heating area changes, and the parameters
characterizing the performance of the system, such as fluid temperature, flow rate, and
auxiliary heat source heating, are obtained.

94



Energies 2022, 15, 1164

(3) By processing and calculating the data obtained in the first and second steps, ten
groups of “F, Q” and their corresponding solar contribution rates are obtained, respec-
tively; the functional relationship between “F, Q” and solar energy contribution rate
is established by fitting regression.

The mathematical models used in the regression analysis of this study are mainly
as follows:

(1) Logarithmic regression formula model:

y = a ln(x) + b (4)

(2) Unitary linear regression formula model:

y = ax + b (5)

According to the Technical Standard of Solar Heating Engineering, the contribution
rate of solar energy is divided into three regions, and the range of “F, Q” is determined by
the established function relationship [21].

Figure 1. (a) TRNSYS dynamic simulation flow chart; (b) Structure diagram of solar heating system.

4. System Operation Status and Suitability

4.1. Solar Energy Contribution Rate in Xi’an

Taking Xi’an as an example, an architectural model is established in DeST software,
and two types of public buildings, an office building and a three-star hotel, are the research
objects. According to the preliminary design conditions, the heating end is selected as the
hot water floor radiation, and the inlet water temperature is 40 ◦C. The layout of the solar
collectors should consider the placement of the roof area, and, finally, 120 collectors were
arranged. The effective heat collection area is 1.92 m2, and every 4 blocks are connected
in series. According to the “Technical Specification for Solar Heating Engineering”, the
hot water storage tank is selected as a 100 L/square meter heat collector, and the total hot
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water storage tank is 25 m3. The operation status of the same solar heating system in two
different types of buildings is analyzed [21].

The area of each floor remains the same, and when the heating area gradually increases
from one floor to ten floors by superimposing floors, the “F” keeps shrinking and keeps
approaching zero.

Figure 2a,b show the variation trend of building thermal load, auxiliary heating,
and solar heat collection when “F” is taken as an independent variable for two types of
buildings, and office building and a three-star hotel. It can be seen that the three kinds of
heat are gradually increasing, but with the decrease in “F”, the building heat load, and the
auxiliary heat increase rapidly, while the change of solar heat collection is small. This is
mainly because the volume of the building increases in the process of stacking floors but
the area of the top floor does not change, that is, the total area of solar collectors laid on the
top floor remains the same, so the growth of solar heat collection is limited and the change
is small.

Figure 2. When F is the independent variable: the analysis of the three kinds of heat of office building
and three-star hotel is shown in graph (a) and graph (b); the analysis of solar energy guarantee rate is
shown in graph (c) and graph (d).

Figure 2c,d show the changing trend of the solar energy contribution rate of two
types of buildings, an office building and a three-star hotel, with the decrease in “F”.
The mathematical model is established by fitting regression to the data of ten coordinate
points in the figure, and the corresponding regression equation and R2 (coefficient of
determination) are obtained.
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Among them, the solar energy contribution rate of an office building when “F” is the
independent variable, the change trend is determined by regression analysis as shown in
Figure 2c, and the corresponding regression equation and R2 are as follows:

y = 0.1914ln(x) + 0.8563

R2 = 0.9746

The solar energy guarantee rate of three-star hotel with “F” as the independent variable,
through regression analysis to determine the trend as shown in Figure 2d, the corresponding
regression equation and R2 are as follows:

y = 0.1562ln(x) + 0.6344

R2 = 0.9716

Figure 3a,b show the change trend of the solar energy contribution rate of the two
types of buildings as “Q” decreases. By fitting regression to the data of ten coordinate
points in the figure, the corresponding linear regression equation and R2 are established
and obtained.

Figure 3. When Q is the independent variable, the analysis of solar guarantee rate of office building
and three-star hotel is shown in graph (a) and graph (b).

Among them, the solar energy contribution rate of an office building when “Q” is
used as the independent variable, the change trend is determined by regression analysis as
shown in Figure 3a, and the corresponding regression equation and R2 are as follows:

y = 0.9247x + 0.1012R2 = 0.9995

R2 = 0.9995

The solar energy contribution rate of a three-star hotel with “Q” as the independent
variable, through regression analysis to determine the trend as shown in Figure 3b, the
corresponding regression equation and R2 are as follows:

y = 0.9349x + 0.0117

R2 = 0.9999

From Figures 2 and 3, it can be seen that with the decrease in “F/Q”, the solar energy
contribution rate of the two buildings shows a downward trend. However, the difference
is that the mathematical model established when fitting regression to the change of solar
energy contribution rate with “F” as the independent variable is the logarithmic regression
equation; the mathematical model established with “Q” as the independent variable is

97



Energies 2022, 15, 1164

the unary linear regression equation. That is, under the condition of “F” and “Q” as
independent variables, the solar energy contribution rate presents two different trends. As
the calculation of solar energy contribution rate is more complicated, the calculation of
“F/Q” is relatively simple. Therefore, after establishing the functional relationship between
“F, Q” and solar energy contribution rate, the range of solar energy contribution rate can be
determined by calculating “F” or “Q”, so as to make a simple evaluation of the building
suitability of solar heating system.

4.2. Analysis of Building Suitability of Solar Heating System

Based on the above conclusions, this study selected four cities: Hanzhong, Xi’an,
Xining, and Lhasa, and evaluated and judged the suitability of solar heating systems in the
local buildings using “F” and “Q” methods, and analyzed and compared the pros and cons
of the two methods.

Figure 4a,b, respectively show the analysis results of the solar energy contribution
rate of office buildings and three-star hotels in the four regions when “F” is used as
the independent variable. According to the “Technical Specification for Solar Heating
Engineering”, the contribution rate of solar energy can be divided into three regions [21],

(1) The area where the value of solar energy contribution rate is less than 0.3;
(2) The area where the value of solar contribution rate is between 0.3 and 0.5;
(3) It is the area where the value of solar energy contribution rate is greater than 0.5.

Figure 4. When F is the independent variable, in the four regions, the solar guarantee rate of office
buildings and three-star hotels is shown in graph (a) and graph (b).

The greater the value of the solar energy contribution rate, the better the suitability of
the building for the solar heating system.

Regression analysis was performed on the solar energy contribution rate of the four
regions when “F” was used as the independent variable, and the fitted curve is shown in
Figure 4. The established mathematical model, and the regression equation and R2 obtained
are shown in Table A1 in Appendix A.

When the solar energy contribution rate is divided into the three regions of “(1) (2) (3)”,
the value of “F” can be inversely deduced through the established functional relationship
to determine the range of “F” in the three regions. According to the mathematical model
established in Table A1 in the Appendix A, the “F” range of each region is derived, and the
results are shown in Table A2 in the Appendix A.

Table A2 divides the “F” of the two types of buildings in the four regions, that is, the
ratio of the area of the collector to the heating area. Take the office building in Xi’an as
an example, when F < 0.05467, it can be judged that the solar energy contribution rate of
the building is less than 30%; when 0.05467 ≤ F ≤ 0.15543, it can be judged that the solar
energy contribution rate of the building is within the range of 30~50%; when F > 0.15543, it
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can be judged that the solar energy contribution rate of the building is greater than 50%.
Therefore, in actual engineering, a preliminary judgment can be made on the suitability of
the building’s solar heating system by calculating the “F” of the building.

When “Q” is used as the independent variable, and the relationship between “Q” and
solar energy contribution rate is analyzed, the suitability of the building for solar heating
system can also be judged accordingly.

Figures 5 and 6, respectively show the analysis results of the solar energy contribution
rate of office building and three-star hotels in the four regions when “Q” is used as the
independent variable. Divide the solar energy contribution rate into the same three regions
as above, and perform regression analysis on the solar energy contribution rate of the four
regions when “Q” is used as the independent variable. The fitted curves are shown in
Figures 5 and 6. Additionally, the mathematical model was established and the regression
equation and R2 were obtained as shown in Table A3 in Appendix A.

Figure 5. When Q is the independent variable, the solar energy contribution rate of office building in
the four regions.

From the above, the contribution rate of solar energy is divided into three areas
“(1)(2)(3)”, and the value of “Q” can be deduced through the established functional relation-
ship to determine “Q” in the three areas. Range from the mathematical model established
in Table A3, the range of “Q” in each area is deduced, and the results are shown in Table A4
in the Appendix A.

Table A4 divides the “Q” of the two types of buildings in the four regions, that is, the
“ratio of solar heat collection to building heat load”. Take the office building in Xi’an as
an example. When Q < 0.21499, it can be judged that the solar energy contribution rate of
the building is less than 30%; when 0.21499 ≤ Q ≤ 0.43128, it can be judged that the solar
energy contribution rate of the building is within the range of 30–50%; When Q > 0.43128,
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it can be judged that the solar energy contribution rate of the building is greater than 50%.
Therefore, in actual engineering, a preliminary judgment can be made on the suitability of
the building’s solar heating system by calculating the “Q” of the building.

Figure 6. When Q is the independent variable, the solar energy contribution rate of three-star hotels
in the four regions.

4.3. Case Validation

In this study, the effectiveness of the proposed method is verified by referring to the
case of solar heating system in the research results of other scholars, and according to the
functional relationship established in the proposed method.

According to Li Yue, Long T, and other scholars’ research on solar heating systems, the
research objects are all office buildings in the Lhasa area [22–24]. As can be seen from the
above, when “F” is used as the basis for judging office buildings in Lhasa, the established
regression equation is as follows:

y = 0.2127ln(x) + 1.1591

R2 = 0.9838

The results obtained according to the regression equation established in this study and
the solar contribution rates obtained by other scholars in the case studies verified by actual
measurements are shown in Table 3:
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Table 3. Model Validation.

Parameter Case 1 Case 2 Case 3

Solar collector area 580.7m2 198.47 m2 –

Heating area 4750 m2 7500 m2 –

“F” 0.12225 0.02646 0.49

Contribution rate of Solar energy
(In the case of other scholars) 70% 42.79% 99.8%

Contribution rate of Solar energy
(Obtained in this study) 71.2% 38.65% 100.7%

It can be seen that there are some errors between the solar contribution rate calculated
by the method based on “F” proposed in this study and the research results verified by
other scholars through actual measurement, but they are basically consistent. It can be
seen that the evaluation criteria based on the method proposed in this study have certain
reference value.

The deviations may be caused by the following problems: (1) The main work of this
study is simulation calculation. Due to the limitations of simulation software, there may
be deviations from the experimental results in reality; (2) The indoor parameters of the
building model used in this study are set according to the specifications, but in actual cases,
the interior design parameters of the same type and different buildings, such as personnel,
equipment, and lighting, may not be exactly the same, which will affect the calculation of
the building thermal load; (3) There may be some differences between the solar heating
system used in the actual case and the solar heating system designed in this study.

4.4. Discussion

Through the above research results, the pros and cons of the two methods “F” and
“Q” for evaluating the suitability of solar heating systems are compared, and the following
conclusions are obtained:

(1) Compared with “F”, the calculation of “Q” is more complicated. This is mainly
because “F” is the ratio of the area of the solar collector to the heating area, and “Q” is
the ratio of the solar heat collection to the heat load of the building. The calculation
of the area of the solar collector and the heating area is relatively simple, while the
calculation of the solar heat collection and the heat load of the building in the actual
project is more cumbersome;

(2) By comparing the R2 value (coefficient of determination) of the regression equations
in Tables A1 and A3, it can be found that the regression equation fitted is better when
analyzing the contribution rate of solar energy with “Q” as the independent variable.
That is, compared with “F”, the regression equation with “Q” as the independent
variable is more accurate in judging the solar energy contribution rate;

(3) Compared with “Q”, “F” is more limited. This is mainly because “F” is used as an
independent variable to judge the suitability of solar heating systems, at present, it
can only be temporarily applied to conventional buildings with similar body shape
coefficients. The difference between the shape coefficients of buildings with the same
volume will affect the judgment of the building’s heat load, which will increase the
error of the solar energy contribution rate and make the accuracy of the regression
equation obtained with “F” as the independent variable worse.

5. Conclusions

In this paper, the building model is established by DeST software, and the dynamic
simulation model of solar heating system is established by TRNSYS software. In the
process of analyzing the architectural suitability of solar heating systems in the four cities
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of Hanzhong, Xi’an, Xining, and Lhasa based on simulation data, the following research
results have been mainly achieved:

(1) The indexes of “F/Q” are proposed as a basis for judging the suitability of solar
heating systems;

(2) In the DeST simulation software, the heating area is changed by superimposing the
floors, and the simulated building is superimposed from one to ten to make the
“F/Q” change regularly, and the TRNSYS software is used to analyze and obtain the
corresponding solar energy contribution rate. Establish the functional relationship
between “F/Q” and solar energy contribution rate by fitting regression, and the results
are shown in Tables A1 and A3;

(3) The solar energy contribution rate is divided into three regions of F < 30%, 30% ≤ F ≤ 50%,
and F > 50%. The value of “F,Q” is inversely deduced through the functional relationship
between “F/Q” and solar energy contribution rate, and the range of “F/Q” in the three
divided regions is determined. The results are shown in Tables A2 and A4. (Take an
office building, for example, when the contribution rate of solar heating system is less than
30%, “F” of Hanzhong, Xi ‘an, Xining and Lhasa is less than 0.00919, 0.01166, 0.00932, and
0.00361, respectively. If the contribution rate of solar heating system is required to be greater
than 50%, the “F” of these four areas should be greater than 0.11388, 0.15543, 0.10572, and
0.04511. Additionally, for a three-star hotel, the “Q” should be, respectively, greater than
0.52302, 0.52230, 0.51001, and 0.52379 when it is required to be greater than 50%).

(4) The validity of the “F” proposed in this study is verified by comparison with the
actual cases verified by other scholars in their studies. It can be seen that the method
proposed in this study has certain reference value and provides a new idea for the
suitability evaluation of solar heating system.

This paper puts forward “F” and “Q” as the simple method for judging the contri-
bution rate of roof solar heating system built. It is helpful to better analyze and evaluate
the suitability of solar heating system in different types of conventional buildings in ac-
tual projects, so as to better promote solar heating system and promote its application in
winter heating.
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Appendix A

Table A1. The mathematical model established when F is the independent variable.

Building Type City
Regression Equation

y = a*ln(x) +b
Standard Error R2 (Decision Coefficient)

Office building

Hanzhong y = 0.2074ln(x) + 0.9506 a ± 0.00841
b ± 0.02412

R2 = 0.987

Xi’an y = 0.1914ln(x) + 0.8563 a ± 0.01093
b ± 0.03138

R2 = 0.9746

Xining y = 0.228ln(x) + 1.0123 a ± 0.01291
b ± 0.03707

R2 = 0.975

Lhasa y = 0.2127ln(x) + 1.1591 a ± 0.00964
b ± 0.02766

R2 = 0.9838
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Table A1. Cont.

Building Type City
Regression Equation

y = a*ln(x) +b
Standard Error R2 (Decision Coefficient)

Three-star hotel

Hanzhong y = 0.1781ln(x) + 0.7391 a ± 0.00918
b ± 0.02634

R2 = 0.9792

Xi’an y = 0.1562ln(x) + 0.6344 a ± 0.00945
b ± 0.02712

R2 = 0.9716

Xining y = 0.1872ln(x) + 0.7559 a ± 0.012
b ± 0.03443

R2 = 0.9682

Lhasa y = 0.2147ln(x) + 1.0818 a ± 0.00729
b ± 0.02091

R2 = 0.9909

Table A2. Results of regional division using F for two types of buildings.

Building Type City (1) (2) (3)

Office building

Hanzhong F < 0.00919 0.04342 ≤ F ≤ 0.11388 F > 0.11388
Xi’an F < 0.01166 0.05467 ≤ F ≤ 0.15543 F > 0.15543

Xining F < 0.00932 0.04398 ≤ F ≤ 0.10572 F > 0.10572
Lhasa F < 0.00361 0.01761 ≤ F ≤ 0.04511 F > 0.04511

Three-star hotel

Hanzhong F < 0.01842 0.08497 ≤ F ≤ 0.26119 F > 0.26119
Xi’an F < 0.02574 0.11756 ≤ F ≤ 0.42298 F > 0.42298

Xining F < 0.01897 0.08757 ≤ F ≤ 0.25487 F > 0.25487
Lhasa F < 0.00546 0.02622 ≤ F ≤ 0.06655 F > 0.06655

Table A3. The mathematical model established when Q is the independent variable.

Building Type City
Regression Equation

y = a*x + b
Standard Error R2 (Decision Coefficient)

Office building

Hanzhong y = 0.8942x + 0.1115 a ± 0.00321
b ± 0.0097

R2 = 0.9991

Xi’an y = 0.9247x + 0.1012 a ± 0.00195
b ± 0.00702

R2 = 0.9995

Xining y = 0.9459x + 0.1073 a ± 0.00169
b ± 0.00516

R2 = 0.9998

Lhasa y = 0.8131x + 0.1583 a ± 0.01145
b ± 0.02156

R2 = 0.9944

Three-star hotel

Hanzhong y = 0.9233x + 0.0171 a ± 0.00143
b ± 0.00478

R2 = 0.9999

Xi’an y = 0.9349x + 0.0117 a ± 0.00068
b ± 0.00296

R2 = 0.9999

Xining y = 0.9639x + 0.0084 a ± 0.00036
b ± 0.00136

R2 = 1

Lhasa y = 0.8534x + 0.053 a ± 0.00917
b ± 0.01623

R2 = 0.998

Table A4. Results of regional division of two types of buildings using Q.

Building Type City (1) (2) (3)

Office building

Hanzhong Q < 0.21080 0.21080 ≤ Q ≤ 0.43447 Q > 0.43447
Xi’an Q < 0.21499 0.21499 ≤ Q ≤ 0.43128 Q > 0.43128

Xining Q < 0.20372 0.20372 ≤ Q ≤ 0.41516 Q > 0.41516
Lhasa Q < 0.17427 0.17427 ≤ Q ≤ 0.42024 Q > 0.42024

Three-star hotel

Hanzhong Q < 0.30640 0.30640 ≤ Q ≤ 0.52302 Q > 0.52302
Xi’an Q < 0.30838 0.30838 ≤ Q ≤ 0.52230 Q > 0.52230

Xining Q < 0.30252 0.30252 ≤ Q ≤ 0.51001 Q > 0.51001
Lhasa Q < 0.28943 0.28943 ≤ Q ≤ 0.52379 Q > 0.52379
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Abstract: The aim of this work is to develop a model of heat supply to buildings with almost
zero energy consumption, indicating the significant importance of heat losses and gains in heating
installations. The prepared model is to indicate the need for changes in the structure and topology
of heating installations, resulting from the changing heat demand of buildings. The need to create
a new model is heightened by changes that relate to tightening legal regulations related to energy
consumption and demand, which must meet the standards of buildings in Poland from 2021. The
article presents the assumptions and results of analyses of the use of energy installations in residential
buildings that use renewable energy sources to balance energy consumption in various areas of
its use. To achieve this goal, calculations were made using simulations of the impact of the use of
installations using renewable energy sources on the energy performance of a building with different
quality of partitions and improvement of energy efficiency in accordance with the Polish standard
PN-EN 12831. The test results allow to choose the most advantageous, from the point of view of
economic profitability, option of replacing installations in residential buildings, and they also allow
to determine the possibilities of meeting national obligations in the field of final energy reduction
and increasing the share of renewable energy sources in meeting its demand in accordance with the
EU obligations imposed on Poland. Thermomodernization of buildings in the temperate climate
zone allows for a reduction of 38% of energy demand over the entire life cycle of a building and a
reduction of CO2 emissions by 99%.

Keywords: energy-efficient construction; renewable energy; thermal modernization; external
partitions

1. Introduction

The electrification of heating systems in construction is becoming a necessity and an
obligation under Polish law. This is the best way to reduce greenhouse gas emissions. One
of the basic challenges of the modern world is to reduce energy consumption in residential
construction. This is due to economic and ecological reasons. The higher the consumption,
the higher the emission of pollutants into the atmosphere. Reducing consumption also
contributes to increasing the world’s energy security. In countries with cool and temperate
climates, construction is one of the largest energy consumers. A certain amount of energy
is used to produce materials and build buildings, but much more energy is used to heat
them. The value of the energy used for heating over the life of an average building is
about twice the cost of constructing it. Building warm buildings is in the interest of all
countries, as experience so far has shown that reducing energy consumption to space
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heating is one of the cheapest ways to reduce its deficit. Therefore, innovative design and
construction solutions are constantly being developed to increase the thermal insulation
requirements of buildings, which will contribute to reducing energy consumption for their
heating. In recent years, the concept of energy-saving and passive construction has gained
in popularity. One of the goals of building a building is to reduce the operating costs
of a building, which can be achieved thanks to the proper design of the building. The
development of the construction sector requires the introduction of low-energy solutions
to the market. Currently, buildings erected in traditional technology consume about 40%
of the total energy consumption. The trend of low-energy construction in the European
Union, regarding the energy performance of buildings, assumes that buildings should be
nearly zero-energy buildings [1]. The prerequisite for the creation of the above-mentioned
directive was the need for actions aimed at a significant reduction in energy consumption,
reducing the Union’s energy dependence and the need to reduce energy consumption from
non-renewable sources aimed at reducing greenhouse gas emissions by at least 20%. The
current construction law in Poland regulates the energy requirements for newly constructed
buildings through the selection of appropriate building materials and compliance with
construction requirements. Thanks to these regulations, the construction industry meets
both legal, energy, and environmental requirements. While research on the reduction of
CO2 emissions in transport has been widely conducted, and researchers propose a number
of remedial solutions [2–8], buildings built before 2010 that do not meet energy efficiency
requirements and that must undergo transformation remain a problem.

With this in mind, the article presents various variants of thermal modernization of
these buildings, including research on the quality parameters of external partitions and the
selection of an appropriate source of renewable energy heating installations. The results
presented in the paper will allow future investors to make an informed decision in selecting
the appropriate thermomodernization variant to meet the legal requirements for their
building. The presented variants take into account various degrees of the achieved energy
efficiency and aspects of the economic assessment of the incurred expenditure.

2. Review of the Literature

The building’s energy needs depend on the scope of its equipment with heating,
ventilation and air-conditioning systems, hot water, and internal lighting. The preparation
of the energy balance for the steady states allows to present the dependencies of the flow
of individual energy levels in all separate aspects of its consumption in the building. The
annual unit demand for non-renewable primary energy determines the total efficiency
of the building and includes, apart from the final energy demand, additional inputs of
non-renewable primary energy for supplying each used energy carrier to the building
boundary [9]. The demand for utility energy contains important information about the
energy quality of the building. It gives an image of the state of thermal insulation of external
partitions, the degree of elimination of thermal bridges and their impact on heat losses and
determines the type of ventilation used. From the amount of usable energy demand, it
can additionally be deduced how the body of the building was designed and the benefits
from solar radiation through transparent partitions that were used. The most important
parameter for the user of the building is the final energy demand [10,11]. Activities
rationalizing the demand for final energy in a building result from the optimization of the
utility energy demand in a given field and the structure of its coverage by the installed
energy systems. The annual amount of saved energy resources from non-renewable primary
sources in a given area of its demand in a building is proportional to the amount of final
energy used from renewable energy sources and supplied through an installation based on
these resources, and to the difference in inputs of non-renewable primary energy resources
for producing and providing a given type of carrier for that equivalent final energy that
is consumed in a conventional or alternative installation [12,13]. Building energy quality,
determined by the parameters thermal insulation of building partitions and the quality of
energy systems, determined by the partial efficiency of carrier production, accumulation,
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transport, and regulation, has a significant impact on the size of devices and installations
using renewable energy sources. The analysis of the profitability of using various renewable
energy installations in single-family housing is presented in the works [14,15].

Greenhouse gas emissions in the construction sector are mainly related to the produc-
tion of heat for heating and domestic hot water preparation based on fossil fuels, mainly
hard coal. This applies to both system heat sources (boiler rooms, combined heat, and
power plants) and local building heat sources. The key challenge in the process of achieving
climate neutrality of the construction industry in Poland is so there is a shift away from
coal in local heat sources in the first place. This process should be carried out by the end of
2030 at the latest. At the same time, the process of decarbonizing the heating sector and the
electric power sector should be carried out, as electrification of heating will play a key role
in the process of achieving climate neutrality. Therefore, the key challenge is to conduct
an economically effective thermal modernization of the existing resources and to meet
the energy needs of modernized renewable energy sources buildings. Achieving climate
neutrality in Polish construction requires the government to link in practice the country’s
energy policy with the policy of increasing energy efficiency and the use of renewable
energy sources in construction, including ambitious goals for improving energy efficiency
in documents such as the National Energy and Climate Plan and Poland’s Energy Policy
until 2040. Therefore, both NECP, PEP2040, and similar documents require modification
by the government so that they take into account the goals for zero-emission construction.
Adopting a policy of maximum use of the renewable energy potential in construction,
e.g., by the obligation to install a PV or solar heating installation in each building using
an individual heat source, will also strengthen the achievement of the climate neutrality
goal in 2050. It is necessary to combine the strategy of the “Clean Air” program with the
energy efficiency policy and other related initiatives (including, in particular, those related
to the support of renewable energy sources). It requires coordination of various support
programs (renewable energy, thermal modernization, smog elimination, etc.) in order to
effectively use funds for zero-emission construction. First of all, innovative technologies
and solutions as well as additional activities, unprofitable from the investor’s point of view,
but leading to the creation of low-emission buildings, should be subsidized.

In an energy-efficient building, the proper design and construction of all external parti-
tions has a fundamental influence on obtaining the proper thermal comfort of rooms [16,17].
The energy efficiency of a house is determined, among other things, by the heat transfer
coefficient of each of its elements, such as the floor on the ground, walls, roof, windows,
and doors. The lower the value of the heat transfer coefficient, the better the insulation
properties the partition exhibits. According to the currently binding construction law, the
heat transfer coefficient (U) cannot exceed 0.3 W/(m2·K) in the case of floors on the ground
and ceilings above unheated cellars; 0.2 W/(m2·K) for external walls; 0.15 W/(m2·K) for
roofs, flat roofs, and ceilings under unheated attics. The U value of the entire partition
depends on the lambda thermal conductivity coefficient (λ) and the thickness of all its
layers. The lower the value of this coefficient, the better the thermal insulation of the
external partition by specific thickness. In construction, thermal insulation materials should
be used that have λ within 0.03–0.05 W/(m·K) [18–20]. Walls are one of the most important
elements of a home. They are exposed to unfavorable weather conditions such as rain,
snow, wind, frost, and UV rays [21]. Therefore, they must be durable and, at the same time,
provide good thermal insulation, tightness and soundproofing, be non-absorbent, and
resistant to frost and color fading caused by the action of the sun [22–25]. Single-layer walls
in an energy-saving house are rarely planned, although there are technologies that allow
them to achieve the required thermal parameters, there are often construction problems
that result in the lack of proper airtightness of partitions and the formation of thermal
bridges. Three-layer walls (Figure 1) are the best type of partitions that ensure durability,
tightness, thermal accumulation, and very good acoustic insulation of the house [26,27].
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Figure 1. Construction of a three-layer wall. Source: own study.

The calculation of the energy performance of a building is only accurate if the
tightness of the building is measured [28,29]. It can be measured by various methods:
theoretically [30,31], empirically [32–36], or by single-component models [37]. Relander
et al. tested the tightness of connections between the basement wall and the wall with a
wooden structure. They presented the results of their work in [38]. Hallik et al. conducted
research on air leaks through various wooden joints filled with three different polyurethane
foams [39]. Kalamees et al. measured air leakage levels for eight joints that were used
for various sealing solutions in a prefabricated timber envelope structure [40]. Pinto et al.
measured the air permeability through a set of window frames [41]. Langmans et al. inves-
tigated the influence of climatic conditions on the tightness of typical tape connections [42].
Research on air permeability in various types of structures carried out by the authors [43–45]
allows to obtain information on how air passes through the various parts of the envelope.
Usually 20–25% of the heat supplied to the building is lost through windows and external
doors. In order to maintain an appropriate level of annual energy consumption in build-
ings and to enable the economically viable use of renewable energy sources, the building,
depending on the construction technology, must meet the criteria presented in Table 1.

Table 1. Criteria and standards for residential buildings—a list of parameters.

Requirements
Standard
Building

Low-Energy
Building

Building
Passive

The maximum heat transfer
coefficient of the building

partition, W/m2·K:
- external wall 0.30 0.18 0.15

- roof / flat roof 0.25 0.20 0.10
- windows 1.80/1.70 1.70 0.80

Energy demand for heating
purposes, W/m2 ≤100 25–35 ≤10

Annual energy demand for
heating purposes, kWh/(m2·a) ≤100 30–40 ≤15

Building tightness n50 (h−1) ≤3.0 0.2–0.6
Source: own study.

The energy balance is an important element in the design of low-energy and passive
buildings. The purpose of this construction industry is to reduce the demand for heat
from the central heating system or to eliminate it completely. The energy balance shows
that losses in a traditional house are very large. In Polish climatic conditions, the largest
component of the total energy consumption is the heating demand of buildings, therefore
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an energy-saving object is a building with low energy demand for heating purposes [46].
Table 2 presents the energy classification of buildings. In order to make a preliminary
profitability analysis of the choice of renewable energy sources technology, it is therefore
necessary to estimate the amount of energy necessary for a given facility to cover, among
others, heat losses generated by external walls, roof, ceiling, floors on the ground or ceiling
above an unheated basement, windows, and external doors. However, it is also necessary
to take into account such systems as: lighting, hot water preparation utility, ventilation, air
conditioning, etc.

Table 2. Energy classification of buildings according to Association for Sustainable Development.

Energy Class Energy Rating
Indicator EA,

[kWh/m2/Year]

A+ Passive ≥20
A Low energy 20–45
B Energy saving 45–80
C Moderately energy efficient 80–100
D Moderately energy-consuming 100–150
E Energy-consuming 150–250
F Highly energy-consuming ≤250

Source: own study.

Thanks to the use of renewable energy sources, including solar panels, solar collectors,
heat pumps, or the use of three-layer glazing in windows with a low heat transfer coefficient
caused the intense development of construction with zero energy consumption in the
world [47]. Research on low-energy buildings due to the ongoing climate change in the
world and the desire to reduce the sources of emissions are still of interest to many scientists.
Not only the tropical and hot climate is conducive to the development of low-emission
and zero-emission construction technologies, but also more and more research works
are taking up the topic of using this technology also in moderate climates. For example,
Szejnwald et al. [48] stated during their research that thermal modernization of buildings
is one of the best available techniques in economic terms, enabling the reduction of a
significant amount of energy demand for the examined buildings. Researchers Yi et al. [49]
in their research found that the impact of climate and the change of seasons has a significant
impact on the energy demand of buildings. In turn, the results of the research carried out by
Szalay and Zold [50] prove that the appropriate location of buildings in the area in terms of
the shape of the structure has a significant impact on obtaining low heat transfer coefficients
through the walls of buildings. Srinivasan et al. [51] presented the results on how energy
produced from renewable sources in hot climates reduces the energy demand in buildings
throughout their lifetime. Research by Robert and Kummert [52] using the “Morphing”
method has shown how global warming has a significant impact on zero-energy buildings.
Many researchers, including Zhou et al. [53], in their works indicate the advantages related
to the selection of appropriate HVAC systems and related technologies for energy buildings.
In turn, Pikas et al. [54] studied the energy costs of buildings energetic.

Despite these earlier works, while the issues related to new low-energy construction
have been legally regulated and widely described in scientific studies, buildings built before
2010 remain a problem, which should be thermomodernized, preferably in such a way that
they can use renewable energy sources to the maximum. Problems with the selection of an
appropriate renewable heat source in Poland, its profitability and technical conditions of
the building are still the subject of research and analysis. There is no work on the principles
of selecting the appropriate renewable energy sources technology as part of the thermal
modernization of buildings located in the temperate climate zone. In Poland, there is
a small number of buildings that meet the concepts of low- and zero-energy buildings
and zero-emission buildings. In a building where the energy demand for domestic hot
water preparation constitutes 60% of the energy balance, it becomes necessary to look for
solutions in innovative heat sources, taking into account renewable energy technologies.
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Therefore, the aim of this study is to evaluate and analyze the costs and energy consumption
of thermomodernization of zero-energy, low-carbon residential buildings in temperate
zones. This work, through the analyses and results obtained, allows investors to choose
the most advantageous option in terms of economic profitability of the solution for the
replacement of installations for residential buildings located in the temperate climate zone.
The results showed that the thermal modernization of the building requires additional
expenses estimated at 38% of the initial cost of the building. This will result in annual
savings of €550 and an approximately 99% reduction in carbon dioxide emissions.

3. Materials and Methods

The article aims to show the methodology of selecting heat supplies to residential
buildings located in the temperate climate zone, taking into account the economic appli-
cation of various renewable energy technologies. The prepared model is to indicate a
different alternative to the choice of renewable energy related to the mandatory thermal
modernization of buildings, taking into account the construction parameters of buildings
and their topology. The need to create a new model is intensified by changes that relate
to tightening legal regulations related to energy consumption and demand, which must
meet the standards of buildings in Poland from 2021. In order to achieve the goal, the
article presents the assumptions and results of analyses of the use of energy installations in
residential buildings that use renewable energy sources to balance energy consumption in
various areas of its use, taking into account the location of the construction industry in mod-
erate climate conditions. The impact of the use of the installation has been calculated using
renewable energy sources for the energy performance of a building with different quality
of partitions and improving energy efficiency. The research used weather data, simulations
to determine energy consumption, and economic profitability of the investment.

3.1. Location and Climatic Data

This study was carried out in the south of Poland in Kraków, located in the temperate
climate zone. The city has a very high social potential, which favors the development
of renewable energy technologies. However, due to climatic conditions and low winter
sun content, the country has less favorable conditions for the development of zero-energy
targets in low-energy construction. However, Poland is undergoing important reforms to
achieve zero energy and low carbon emissions by 2050. This study is intended to support
this approach. According to the Köppen classification, Kraków is located in the oceanic
climate zone (Cfb) with some features of a humid subtropical climate (Cfa). According to
Wincenty Okołowicz’s classification, the city lies in the warm temperate climate zone. In
the reference period 1991–2019, the annual mean temperature was 9.9 ◦C, the annual mean
maximum temperature was 14.4 ◦C and the yearly mean minimum temperature was 5.4 ◦C.
The highest recorded temperature is 38.8 ◦C and the lowest −26.8 ◦C. The hottest month
is July with Wed. tmax 26 ◦C, avg. tavg 20.4 ◦C, and avg. tmin 14.9 ◦C, and the coldest
January with an Wed. tmax 2.2 ◦C, avg. tavg −0.7 ◦C, and avg. tmin −3.6 ◦C. Wed tavg is
above 10 ◦C for 7 months from April to October and above 0 ◦C for 11 months (only January
has a slightly negative tavg). Maximum temperatures exceeding 20 ◦C may occur from
mid-February to mid-December (the earliest was recorded on 23 February, at the latest on
December 5), and temperatures exceeding 10 ◦C are common throughout year. A 24-h frost
may occur from December to February (sporadically in November and March), but usually
it occurs only a dozen or so days a year and is within the limits of moderate frost (e.g., in
2019 the lowest tmax was −5 ◦C). The meridional circulation, intensified by the fen effect
(mountain wind), plays an important role, raising the temperature in winter to a dozen
or so degrees above zero. The annual rainfall is 670 mm. The highest amounts of rainfall
occur in June and May, and the lowest in December. The amount of rainfall in summer
decreases with the change of climate, and it increases in spring and autumn. Snowfall is
less and less frequent. Usually there are 30–40 days with snowfall, but only a dozen or
so days with accumulation above 1 cm. Due to the small number of days with 24-h frost,
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snow usually falls at a mild plus temperature (0–2 ◦C) and melts quickly. The insolation in
the latest available data ranged from 203 h in July to 32 h in December (ref. 1961–1990), but
it has increased significantly recently. It is related to the approaching border of a humid
subtropical climate and more and more often reaching the city’s regions of sunny southern
European highlands. Krakow’s climate is one of the warmest in Poland, especially when it
comes to maximum temperatures. In terms of average monthly temperatures, however, it
loses in the winter to western Poland, which results from lower minimum temperatures
than in western Poland (western Poland, closer to the ocean, has more clouds, so at night
the temperature does not drop so much).

3.2. Case Study: Building Energy Parameters
Building characteristics:

Type and purpose Residential building, single-family house
Standard According to the regulations of 2002–2009
Number of stories 1
The height of the story, m 2.7
Heated area, m2 120
Roof gable
Total area of the facade, m2 104
Insulated facade surface, m2 104
Total area of windows, m2 34
Cubature, m3 247.07
Location Kraków, Poland
Insolation, kWh/m2 1080
Airing, m/s 17
Climate zone, ◦C I–7.7

Heating system:
Building heating system Solid fuel boiler
Type Old type (soot)
Heat distributor Heater
Efficiency of the device, % 60
Efficiency of distribution and regulation, % 62
The temperature in the house, ◦C 20
Fuel Coal
Calorific value, MJ/kg 26
Price 1 t, EUR 197.8
Cost 1 kWh, EUR 0.12
Max. power of the heating device, kW 13.2
Efficiency, % 60
Annual energy demand, kWh 2900

Building insulation parameters-roof:
Material, λ = 0.042 Mineral wool
Thickness, cm 30
U-factor, W/m2·K 0.13

Insulating parameters of the building–walls:
U-factor of a wall without additional

insulation
1.25

Material, λ = 0.045 standard Styrofoam
Thickness, cm 15
U-factor, W/m2·K 0.24
Exterior doors, U 1.3

Insulating parameters of the building–floors:
Material, λ = 0.045 Styrofoam XPS
Thickness, cm 10
U-factor, W/m2·K 0.19
Foundations Traditional insulated
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Insulating parameters of the
building–ventilation:

Tightness Airtight without recuperation
Trial n50 3
Ventilation Gravitational
Patency, % 100

3.3. Simulation Tools

The single-family house used for the research was designed for the needs of the Engi-
neering Project based on the study concerning the energy house (Figure 2). The object was
spatially modeled in the Termocadia program by Intersoft, and then thermal calculations
were carried out in the compatible ArCADia TERMOCAD 7.1 program in accordance with
the PN-EN 12831 standard. This software is commonly used in simulation, optimization,
and modeling and served as the basis for thousands of research works. For calculation
purposes, in accordance with the requirements of energy construction, the building’s par-
titions were selected: windows, doors, flat roof, internal partitions, floor on the ground,
and three variants of external walls were analyzed in detail. Subsequently, the renewable
energy source devices necessary to determine the primary and final energy demand of the
facility were selected, and the energy characteristics of the building were made.

  
(a) (b) 

 
(c) 

Figure 2. Analyzed building. (a) Building plan in 3D; (b) southern facade of the building; (c) 3D top
view of the object. Source: own study.
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3.4. Requirements for the Heat Transfer Coefficient Uc

The method of calculating the Uc heat transfer coefficient for external partitions in the
tested facility was made in accordance with the standard PN-EN 12831-1:2017 [54]:

• Heat transfer coefficient Uc:

Uc =
1

RT
,
[

W
m2·K

]
(1)

where:

RT—resistance to heat transfer of the partition,
[

m2·K
W

]
.

• Heat transfer coefficient resistance (thermal insulation) RT:

RT = Rsi + ∑ Ri + Rse,
[

m2·K
W

]
(2)

where:

Rsi—resistance to heat transfer on the inner surface of the partition,
[

m2·K
W

]
;

Ri—design thermal resistance for the i-th layer of the partition,
[

m2·K
W

]
;

Rse—resistance to heat transfer on the outer surface of the partition,
[

m2·K
W

]
.

For internal partitions, the resistance Rse assumes the values Rsi. Computational
thermal resistance for i-th layer of the partition Ri:

Ri =
di
λi

,
[

m2·K
W

]
(3)

where:

di—thickness of the i-th layer of the partition, [m];

λi—heat conduction coefficient,
[

W
m·K

]
.

3.5. The Use of Renewable Energy Sources in Buildings and Their Impact on Energy and Ecological Efficiency
In this part of the research, the impact of the use of selected renewable energy sources

(i.e., heat pump, photovoltaic installation, induction boiler, mini wind farm) on the energy
performance of the building was analyzed by making variant calculations of the demand
for non-renewable primary energy for various options of equipping the building with
heating installations using resources. In this part of the research, the impact of the use of
selected renewable energy sources. The value of the EP index of the annual demand for
non-renewable primary energy for a building is influenced by [55]:

• The amount of energy demand in individual areas of use;
• The amount of auxiliary energy demand;
• Efficiency of systems in individual areas of use;
• Values of the coefficients of input of non-renewable primary energy in and for the

delivery of an energy carrier or a given type of energy to the building.

The use of renewable energy sources to supply buildings with heat allows, in most
cases, to significantly reduce their EP indicators of the demand for non-renewable primary
energy. For the analyzed building, the following variants of the application of renewable
energy sources for energy supply for central heating were analyzed, and domestic hot water
preparation was analyzed as well. In the calculations of energy characteristics, the values of
heat transfer coefficients for external partitions and separating heated and unheated spaces
were assumed, equal to the maximum values in force in the standards. The calculations
were carried out for various values of heat transfer coefficients for external partitions,
applicable in a given period of their construction.
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4. Results and Discussion

Currently, dynamic simulation methods are gaining more and more popularity, sup-
plementing or replacing the static calculations used so far. This paper presents the results of
dynamic simulations adapted to typical single-family houses. The data analysis technique
was based on the simulation methods of an example residential building located in a
temperate climate zone. The analyses were based on simulation studies in which actual
data and parameters of buildings built in Poland in the years 1950–2021 were applied.
Information has been collected on the basis of data contained in the provisions of the
construction law, technical standards, and energy certificates of buildings. Due to the
changing climatic conditions, energy requirements, and EU regulations, buildings built in
Poland in 1950–2021 are responsible for 38% of greenhouse gas emissions. Therefore, they
should be thoroughly modernized to meet the applicable EU regulations and directives.

Simulation studies on the basis of an example building with a standard usable area
became the authors’ motivation to analyze the technologies used in construction, taking
into account building partition coefficients since 1950, in terms of the possibility of using
renewable energy sources in them. The simulation tests were supported by a computational
methodology with the use of simulations of the impact of the use of installations using
renewable energy sources on the energy performance of a building with different quality
of partitions and the improvement of energy efficiency in accordance with the PN-EN
12831 standard. Correct planning and design of installations based on the use of renewable
sources is of key importance to ensure their correct and effective operation [56]. The
calculations of various variants of the thermomodernization project in the field of building
partitions consisted of introducing an additional layer of external insulation of the building
walls, additional insulation of the roof, and replacement of window and door joinery
in accordance with the requirements of the standards. During the simulation tests, all
possible cases were given, taking into account real data, the parameters of which were used
for the final thermal calculations. For each of them, appropriate materials were selected,
which enabled the calculation and achievement of the correct value of the heat transfer
coefficient Uc for all three variants of possible partitions used in single-family housing
in the years 1950–2021. In the research, due to the location of Poland in the zone of the
temperate climate, the most common sources of renewable energy technologies to be used
for this climate zone, which will make it possible to achieve the required final energy
demand, were analyzed. These studies give a picture of the state of thermal insulation
of external partitions, the degree of elimination of thermal bridges and their impact on
heat losses, and the use of the best renewable energy source for the analyzed building in
technical and economic terms. The analysis of the obtained results allows to conclude that
the use of dynamic simulations at the design stage of renewable energy installations can
significantly help in the selection of the appropriate technology for residential buildings
and the elimination of many potential operational problems.

4.1. Building Energy Parameters–Calculations

The aim of this part of the work was to analyze and compare the installation costs
of individual solutions using renewable energy sources along with their impact on the
environment. Then, those that were both cheap and relatively easily available were selected.

• Usable energy demand during the year [56]:

EU = QP,H + QP,W,

[
kWh
year

]
(4)

where:

QP,H—annual demand for primary energy by the heating and ventilation system;
QP,W—the annual primary energy requirement of the hot water system.

Four people live in the building, and if each of them consumes 35 dm3 of water at a
temperature of 45 ◦C per day = 140 dm3 per day for four people. We assume that there are
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no residents at home for 14 days during the year (trips, holidays). So, they use hot water
351 days a year.

4 × 35 dm3 = 140

[
dm3

days

]
(5)

Heat the water to 45 ◦C. The water delivered to the house is at a temperature of 10 ◦C.
Thus, the difference is 35 ◦C.

45 °C − 10 °C = 35 °C (6)

• Energy necessary to heat 1 dm3 of water by 1 ◦C = 4.2
[

kJ
kg·K

]
:

140
[

kg
days

]
× 35 K × 4.2

[
kJ

kg·K
]
= 20, 580

[
kJ

days

]
20, 580

[
kJ

days

]
÷ 3600 = 5.72

[
kWh
days

]
5.72

[
kWh
day

]
× 351 days = 2007.72

[
kWh
year

] (7)

Annual primary energy demand for the heating and ventilation system QP,H. The

house has an area of 120 m2. Its heat energy requirement is 150
[

kWh
m2·year

]
(an older, insu-

lated house).

120 m2 × 150
[

kWh
m2·year

]
= 18, 000

[
kWh
year

]
(8)

Thus, the demand for primary energy during the year is:

EU = 18, 000
[

kWh
year

]
+ 2007.72

[
kWh
year

]
= 20, 007.72

[
kWh
year

]
(9)

EK =
EU
η

,
[

kWh
year

]
(10)

where:

EU—usable energy;
η—efficiency of the heating system.

Thus, the final energy demand is:

EK =
20, 007.72

60%

[
kWh
year

]
= 33, 346.20

[
kWh
year

]
(11)

In order to determine the value of the primary energy, the amount of final energy
should be multiplied by a factor appropriate for the given energy carrier. For hard coal, the
coefficient is 1.1.

EP = 1.1 × 33, 346.20
[

kWh
year

]
= 36, 680.82

[
kWh
year

]
(12)

A coal-fired boiler with a capacity of B = 13.2 kW and a calorific value Qi = 26 MJ/kg
has the following chemical composition: C = 65%; H = 4%; S = 1%; O = 1%; ash = 12%; total
humidity = 8%.

ECO2 = VCO2 × Gpal × ρCO2[
kg·CO2

h

]
=
[

m3·CO2
kg

]
×
[

kg fuel
m3·CO2

]
×
[

m3·CO2
kg

]
65% C

100% w·k = 0.65
[

kg C
kg fuel

]
C + O2 → CO2 1 kmol C + 1 kmol O2 → 1 kmol CO2

12 kg C + 22.4m3O2 → 22.4m3CO2

(13)
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0.65
[

kgC
kg fuel

]

VCO2 = 0.65×22.4
12 = 1.21·

kgC
kg fuel ·m3CO2

kgC =
[

m3·CO2
kg

]

Fuel stream : Gpal =
B
Qi = 13.2

26,000 ·
kgJ

s
kgJ

kg fuel

=
kg fuel

s =
[ 3600s

h

]
Gfuel =

13.2
26,000 × 3600 = 1.83

[
kg
h

]
ρCO2

=
[

m·CO2
V

]
= 12+2×16

22.4 = 44
22.4 = 1.96

[
kgCO2
m3·CO2

]
ECO2 = 1.21 × 1.83 × 1.96 = 4.34

[
kgCO2

h

]
4.34

[
kg·CO2

h

]
× 24 h × 270 days heating period = 28, 123.20

[
kg·CO2

year

]

(14)

During the 270-day heating period (1 September–31 May), the boiler will release to
the atmosphere 28,123.20 kg CO2.

Ek = 33, 346.20
[

kWh
year

]
=

33, 346.20
120 m2

[
kWh

m2·year

]
= 277.89

[
kWh

m2·year

]
(15)

The final energy of Ek is 277.89 kWh/m2 per year. This value exceeds the maximum
EA index given in the reference range (Table 2). Therefore, the analyzed building is highly
energy-consuming and has an F energy class of over 250 kWh/m2. The planned energy pur-
chase is: 33,346.20 [kWh/year], while the cost of energy purchase is 33,346.20 [kWh/year]
0.12 [EUR/ kWh] = 4001.55 [EUR/year].

4.2. Requirements for the Heat Transfer Coefficient Uc

The coefficients Rse, Rsi, and Uc,max were calculated based on the standard PN-EN
12831-1:2017 and presented in the Tables 3 and 4.

Table 3. Values of the coefficients Rse and Rsi.

Heat Flux Direction
Resistance to Heat Transfer

on the Outer Surface Rse,
[

m2·K
W

] Resistance to Heat Transfer
on the Inner Surface Rsi,

[
m2·K

W

]
Up 0.04 0.10

Down 0.04 0.17
Horizontal 0.04 0.13

Source: own study.

Table 4. Maximum values of the permeation coefficient warm Uc,max.

Partition from 1 January 2017 r. from 1 January 2021 r.

Exterior walls 0.23 0.20
Interior walls 1.00 1.00

Roofs, flat roofs, and ceilings under unheated
attics or over crossings 0.18 0.15

Floors on the ground 0.30 0.30
Ceilings over heated underground spaces

and inter-story ceilings 1.00 1.00

Windows (except roof windows), balcony
doors, and unopened transparent surfaces 1.1 0.9

Doors in external partitions or partitions
between heated and unheated rooms 1.5 1.3

Source: own study.

Figure 3 shows the measured dependencies of air permeability on the pressure differ-
ence with the use of different variants of insulation used in construction.
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Figure 3. The dependence of air permeability on the pressure difference when using different variants
of insulation used in construction. Source: own study based on [28].

As can be seen from Figure 3, the thicker rock wool thermal insulation layer used
without wind protection boards had a greater impact on the reduction of air permeability. A
thicker rock wool thermal insulation layer and a lower air permeability of wind protection
layer shows the lowest air permeability results for the whole structure. For the analyzed
building, the values of thermomodernization parameters and material characteristics of all
partitions were calculated, which will be used in the further part of the research to select
the appropriate renewable energy source technology.

Ceiling: the design uses a flat roof, i.e., the ceiling above the last floor of the building,
which also fulfills the role of a roof with the material characteristics presented in Table 5.

Table 5. Characteristics of the partition-flat roof.

Material
The Thickness of the

Partition Layer d,
[m]

Thermal Conductivity λ,
[W/m·K]

Layer Resistance R,[
m2·K

W

]
Corrugated sheet 0.024 58.000 0.000

Plates URSA XPS-DRAIN 140 mm 0.280 0.040 7.000
Reinforced concrete with 1% steel 0.150 2.300 0.065

Plaster or cement-lime finish 0.000 0.820 0.000

Source: own study.

Calculation results of the coefficient values:
Insulation thickness d, m 0.45
Total resistance RT, m2·K

W 7.21
Total permeation coefficient Uc, m2·K

W 0.14
Ground on the ground: the design uses a multi-layer ground floor with the material

characteristics presented in Table 6.
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Table 6. Characteristics of the partition-floor on the ground.

Material
The Thickness of the

Partition Layer d,
[m]

Thermal Conductivity λ,
[W/m·K]

Layer Resistance R,[
m2·K

W

]
Sand 0.400 2.000 0.200

Concrete of medium density 1800 0.200 1.150 0.174
Styrofoam 40 0.160 0.040 4.000

Steel reinforced concrete 1% 0.200 2.300 0.087
Styrofoam 40 0.070 0.040 1.750

Concrete of medium density 2000 0.050 1.350 0.037

Source: own study.

On the ground floor:
Insulation thickness d, m 1.08
Total resistance RT,

m2·K
W 6.42

Total permeation coefficient Uc, m2·K
W 0.16

Exterior doors:
Total resistance RT, m2·K

W 6.42
Total permeation coefficient Uc, m2·K

W 0.16
Interior doors:

Total resistance RT, m2·K
W 0.83

Total permeation coefficient Uc, m2·K
W 1.20

Windows:
Permeability coefficient b, % 0.14
Total resistance RT, m2·K

W 0.83
Total permeation coefficient Uc, m2·K

W 1.20
External walls: the material characteristics of the walls are shown in Table 7.

Table 7. Characteristics of the partition-external walls.

Material
The Thickness of the

Partition layer d,
[m]

Thermal
Conductivity λ,

[W/m·K]

Layer Resistance R,[
m2·K

W

]
POROTHERM 25P +

ordinary mortar 0.250 0.300 0.833

Source: own study.

Calculation results of the coefficient values:
Insulation thickness d, m 1.08
Total resistance RT, m2·K

W 1.09
Total permeation coefficient Uc, m2·K

W 0.91

4.3. The Use of Renewable Energy Sources in Buildings and Their Impact on Energy and
Ecological Efficiency

Reducing energy consumption and the use of renewable energy in the residential
building sector is a priority action in the Member States of the European Union. These
activities allow for the effective and sustainable use of the potential of fossil fuels and for the
reduction of gaseous and dust emissions resulting from the process of energy combustion
of fuel. The constantly growing prices of energy carriers also force the necessity to improve
the energy performance of a given building, in particular a newly erected building. The
aim of this part of the research is to compare the energy needs of a single-family residential
building with a specific cubature and heating area. The building’s energy consumption
depends not only on the thermal insulation of building partitions, but also on the efficiency
of the building’s technical systems. Therefore, in the calculations, several variants of heating
systems were introduced, including those supported by energy from renewable sources.
For those under consideration in cases, the total costs of energy supplied to the building
were estimated, that is, the cost of heating, domestic hot water, and electricity.
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(a) Air Source Heat Pump

One of the solutions adopted for the research analysis is the use of the HEWALEX
PCCO MONO 11 kW heat pump with a 3-kW heater with the technical parameters shown
in Table 8. The data applies to the A7/W35 heating mode (temperature of the lower source
7 ◦C; temperature of the upper source 35 ◦C).

Table 8. Heating system air-to-water heat pump.

Heating System

Source of heat Heat pump
Type Air-water

The efficiency of the device, % 490
Efficiency of distribution and regulation, % 98

The temperature in the house, ◦C 20
Fuel Electricity

Cost 1 kWh, EUR 0.14
Maximum power of the heating device, kW 11.6

Water heating Heat pump to CWU
Heating mode A7/W35

Tray Modern tray
Source: own study.

EK = EU
η = 20,007.72

490%

[
kWh
year

]
= 4083.21

[
kWh
year

]
EP = 3 × 4083.21

[
kWh
year

]
= 12, 249.62

[
kWh
year

]
The calculated rates of CO2 emissions in [kg/MWh] for end consumers of electricity

are presented in Table 9.

Table 9. Heating system air-to-water heat pump.

Indicators Measuring Unit, [kg/MWh]

Carbon dioxide (CO2) 719
Sulfur oxide (SOx/SO2) 0.511
Nitric oxide (NOx/NO2) 0.576
Carbon monoxide (CO) 0.233

Total dust 0.029
Source: own study.

The CO2 emission is 0.719 kg CO2 /kWh

Emission CO2 = 0.719
[

kg CO2
kWh

]
× 4083.21

[
kWh
year

]
= 2935.83

[
kg CO2

year

]
Ek = 4083.21

[
kWh
year

]
= 4083.21

120 m2

[
kWh

m2 year

]
= 34.02

[
kWh

m2 year

]
The energy parameters of the building after the application of the air-to-water heat

pump are presented in Table 10.
Purchase of energy to central heating and domestic hot water are: 4083.21 [kWh/year]. Energy

purchase cost up to central heating and domestic hot water: 4083.21 [kWh/year]·0.14 [EUR/kWh]
= 571.65 [EUR/year]. Purchase of energy to power household appliances and lighting
the building: 2900 [kWh/year]. The cost of purchasing energy to power household ap-
pliances and lighting the building: 2900 [kWh/year] 0.14 [EUR/kWh] = 406 [EUR/year].
It is necessary to purchase energy for central heating, domestic hot water, and to power
household appliances and building lighting: 4083.21 [kWh/year] +2900 [kWh/year] =
6983.21 [kWh/year]. Energy purchase cost up to central heating, domestic hot water, and to
power household appliances and building lighting: 571.65 [EUR/year] + 406 [EUR/year] =
977.65 [EUR/year].
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Table 10. Energy parameters of the building after using the air-to-water heat pump.

Building Type Single-Family House

Heated area, m2 120
Energy performance index Low energy A

The amount of the annual demand for
usable energy, kWh/year 20,007.72

The volume of the annual demand for
final energy, kWh/year 4083.21

Annual primary energy demand, kWh/year 12,249.62
Value of the issue CO2, kg CO2/year 2935.83

Power, kW 11.6
Source: own study.

(b) Ground Source Heat Pump

Similar calculations were made for the applicability of the ground heat pump for the
analyzed building. The results are presented in Table 11.

Table 11. Energy parameters of the building after using the brine-water heat pump.

Building Type Single-Family House

Heated area, m2 120
Energy performance index Low energy A

The amount of the annual demand for
usable energy, kWh/year 20,007.72

The volume of the annual demand for
final energy, kWh/year 4446.16

Annual primary energy demand, kWh/year 13,338.48
Value of the issue CO2, kg CO2/year 3196.79

Power, kW 12.5
Source: own study.

Purchase of energy to central heating, domestic hot water: 4446.16 [kWh/year]. Energy
purchase cost up to central heating: 4446.16 [kWh/year]·0.14 [EUR/kWh] = 622.47 [EUR/year].
Purchase of energy to power household appliances and lighting the building: 2900 [kWh/year].
The cost of purchasing energy to power household appliances and lighting the building:
2900 [kWh/year]·0.14 [EUR/kWh] = 406 [EUR/year]. Purchase of energy to central heating, do-
mestic hot water, and to power household appliances and building lighting: 4446.16 [kWh/year]
+ 2900 [kWh/year] = 7346.16 [kWh/year]. Energy purchase cost up to central heating, domes-
tic hot water, and to power household appliances and building lighting: 622.47 [EUR/year] +
406 [EUR/year] = 1028.47 [EUR/year].

(c) Air Source Heat Pump and Solar Panels

A HEWALEX PCCO MONO 11kW heat pump with a 3-kW heater was used. Data
refer to A7/W35 heating mode (heat source temperature 7 ◦C, heat source temperature
35 ◦C).

The annual electricity consumption of the heat pump is Ek = 4083.21
[

kWh
year

]
. It is

assumed that by consuming 1000 kWh annually, a photovoltaic installation with a total
capacity is needed 1 kWp.

Power o f the photovoltaic installation =
Ek

[
kWh
year

]
× 1.2 kWp

1000 kW
[kWp] (16)
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In addition, devices that use electricity in the house (washing machine, dishwasher, etc.)
and lighting should be supplied with electricity obtained from the photovoltaic installation.
During the year, electricity consumption for these purposes is 2900 kWh/year.

Power o f the photovoltaic installation=

(
4083.21

[
kWh
year

]
+ 2900

[
kWh
year

])
× 1.2 kWp

1000 kW
= 8.4[kWp]

Additionally, we install monocrystalline photovoltaic panels on the roof (SUNTECH
STP370S-B60/WNH-370 Wp). The power of one module is 0.33 kWp. How many panels
need to be installed to be produced is calculated below 5 kWp.

8.4 [kWp]
0.33 [kWp]

= 25.5 pieces ≈ 26 pieces

The efficiency of the photovoltaic installation is 20.3%. Dimensions of one module are
175 × 1039 × 35 mm3. The area required for the installation is 47.3 m2. The CO2 emission
of the photovoltaic installation is 0.

Ek =

(
4083.21

[
kWh
year

]
+ 2900

[
kWh
year

])
= 6983.21

[
kWh
year

]
=

6983.21
120 m2

[
kWh

m2year

]
= 58.2

[
kWh

m2year

]

The energy parameters of the building after the use of an air source heat pump an
photovoltaic panels are shown in Table 12.

Table 12. Building energy parameters after using an air heat pump and photovoltaic panels.

Building Type Single-Family House

Heated area, m2 120
Energy performance index Energy-saving B

The amount of the annual demand for
usable energy, kWh/year 20,007.72

The volume of the annual demand for
final energy, kWh/year 0

Annual primary energy demand, kWh/year 0
Value of the issue CO2, kg CO2/year 2935.83

Power, kW 8.4
Source: own study.

(d) Induction Boiler and Solar Panels

Boiler power = Surface
[
m2]·The height of the rooms [m]·60 W

Boiler power = 120
[
m2]× 2.7 [m]·60 [W] = 19, 400 [W] = 19.44 [kW]

(17)

The technical parameters of the heating boiler are presented in Table 13.

Table 13. Heating system: induction boiler.

Heating System

Source of heat Induction boiler
The efficiency of the device 0.986

Temperature in the house, ◦C 20
Fuel Electricity

Cost 1 kWh, EUR 0.14
Heating device power, kW 21

Water heating Electricity
Adjustable outlet temperature, ◦C >80
Permissible outlet temperature, ◦C 90

Source: own study.
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Power o f the photovoltaic installation =
E
[

kWh
year

]
× 1.2 kWp

1000 kW
[kWp] (18)

We supply electricity obtained from the photovoltaic installation to devices that use
electricity at home (washing machine, dishwasher, etc.) and lighting. During the year,
electricity consumption for these purposes is 2900 kWh/year. Electricity consumption is
20,007 kWh/year.

Power o f the photovoltaic installation =

(
21, 000

[
kWh
year

]
+ 2900

[
kWh
year

])
× 1.2 kWp

1000 kW
= 28.7 [kWp]

The power of one module is 0.33 kWp. How many panels need to be installed to be
produced is calculated below 5 kWp.

28.7 [kWp]
0.33 [kWp]

= 87 pieces

To supply household appliances, lighting, and the energy demand of an induction
boiler with electricity, you need a photovoltaic installation with a capacity of 28.7 kWp.

The efficiency of the photovoltaic installation is 20.3%. Dimensions of one module are
1756 × 1039 × 35 mm. The area required for the installation is 158.7 m2. The roof area of
the building is 172 m2, and there are no roof windows, so the solar panels will fit on the
roof. CO2 emission = 0. The energy parameters of the building with the use of an induction
boiler are shown in Table 14.

Purchase of energy: 0 [kWh/year]

Energy purchase cost: 0 [kWh/year] × 0.14 [EUR/kWh] = 0 [EUR/year]

Table 14. Building energy parameters after using an induction boiler.

Building Type Single-Family House

Heated area, m2 120
Energy performance index Passive A+

The amount of the annual demand for
usable energy, kWh/rok 20,007.72

The volume of the annual demand for
final energy, kWh/rok 0

Annual primary energy demand, kWh/rok 0
Value of the issue CO2, kg CO2/year 0
Computational power demand, kW 21,000

Source: own study.

(e) Use of an Air Source Heat Pump and a Vertical swing wind turbine

Due to the location of the analyzed building in an area with good ventilation, the use
of an air heat pump and a vertical line wind turbine were further analyzed. The technical
parameters of the turbine are presented in Table 15. In order to supply the building with
electricity needed for central heating and domestic hot water, the heat pump requires
4083.21 kWh.

Pel—rated power of the wind farm: 2 kW,
hn—height of the turbine mast: 9 m,
V0—wind speed at height h0 = 30 m: 7 m/s.
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Table 15. Technical parameters of the turbine FLTXNY FH-2000.

Technical Parameters of the Wind Turbine

Rated power, kW 2
Rated voltage, V 24/48

Take-off wind speed, m/s 2.5
Rated wind speed, m/s 12

Maximum wind speed, m/s 40
Rotor diameter, m 2

Number of rotor blades, pcs. 3
Propeller material Aluminum

Source: own study.

If the turbine is to be installed at a height other than that at which the wind speed is
known, the wind speed should be determined for the installation height of the turbine.

Vn = V0

(
hn

h0

)α

= 7
m
s

(
9 m
30 m

)0.165
= 5.7

[m
s

]
(19)

Reading from the standards, the power plant utilization factor for the rated wind
speed adopted for the determination of the turbine power is equal to 7 m/s, and the wind
speed at the height of 9 m is equal to 5.7 m/s; the factor amounts to 36%.

Eel = 36% × Pel × t = 36% × 2 kW × 8760 h = 6307.20
[

kWh
year

]
(20)

To supply the building with the electricity needed for central heating and domestic
hot water, the heat pump requires 4083.21 kWh. The wind farm will produce 6307.20 kWh
per year.

6307.20
[

kWh
year

]
− 4083.21

[
kWh
year

]
= 2224

[
kWh
year

]

There is an overproduction of 2224 kWh/year. It can be used to supply electricity to
domestic appliances and building lighting 2900 kWh/year.

2224
[

kWh
year

]
− 2900

[
kWh
year

]
= −676

[
kWh
year

]

After the building is supplied with electricity for purposes, central heating, domestic
hot water, lighting, and electrical demand are lacking 676 kWh annually. The cost of
purchasing the missing electricity is EUR 94.75 per year.

676
[

kWh
year

]
× 0.14 EUR = 94.75

[
EUR
year

]

(f) The use of an Induction Boiler and a Wind Turbine with a Vertical Rotation Line

In order to supply the building with electricity needed for central heating and domestic
hot water, the induction boiler requires 21,000 kWh. The technical parameters of the turbine
are shown in Table 16.

Pel—rated power of the wind farm: 6 kW,
hn—turbine rotor height: 12 m,
V0—wind speed at height h0 = 30 m: 7 m/s.

The technical parameters of the Spine + ARC 1500 turbine are shown in Table 16.
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Table 16. Technical parameters of the Spine + ARC 1500 turbine.

Technical Parameters of the Wind Turbine

Rated power, kW 6
Rated voltage, V 48

Take-off wind speed, m/s 2
Rated wind speed, m/s 11

Maximum wind speed, m/s 40
Rotor diameter, m 3

Number of rotor blades, pcs 3
Propeller material Fiberglass reinforced with polyester resin

Weight, kg 156
Source: own study.

If the turbine is to be installed at a height other than that at which the wind speed is
known, the wind speed should be determined for the installation height of the turbine.

Vn = V0

(
hn

h0

)α

= 7
m
s

(
12 m
30 m

)0.165
= 6

[m
s

]

Reading from the standards, the power plant utilization factor for the rated wind
speed adopted for the determination of the turbine power is equal to 7 m/s, and the wind
speed at the height of 12 m is equal to 6 m/s; the factor amounts to 39%.

Eel = 39% × Pel × t = 39% × 6 kW × 8760 h = 20, 498.40
[

kWh
year

]

To supply the building with electricity needed for central heating and domestic hot water,
the heat pump needs 20,007.72 kWh. The wind farm will produce 20,498.40 kWh annually.

20, 498.40
[

kWh
year

]
× 20, 007.72

[
kWh
year

]
= 490.70

[
kWh
year

]

There is an overproduction of 490.70 kWh/year. We can use it to supply electricity to
domestic appliances and building lighting 2900 kWh/year.

490.70
[

kWh
year

]
− 2900

[
kWh
year

]
= −2409.32

[
kWh
year

]

After supplying the building with electricity for central heating, domestic hot water,
lighting, and electrical appliances, it is necessary to buy an additional 2409.32 kWh per
year. The purchase cost is:

2409.32
[

kWh
year

]
× 0.14 EUR = 337.31 EUR

Table 17 shows the total purchase costs of the analyzed solutions. On the other hand,
Figure 3 presents a summary of the quantity and costs of purchasing the missing electricity
during the year.
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Figure 4 shows the amount of electricity that was insufficient to meet the needs of
the analyzed building and the costs that must be incurred for this purpose. Ensuring
the independence of the house from the power grid means that the selected solution will
cover the household’s demand for electricity necessary to power household appliances,
lighting rooms, central heating, and hot water. The largest amount of electricity must
be additionally purchased in the case of using a ground heat pump (7346.16 kWh/year;
1028.47 EUR/year). Similar values were observed for the installation of the air heat pump
(6983.21 kWh/year; 977.65 EUR/year). The use of an air heat pump in the building
in conjunction with a photovoltaic installation and an induction boiler in conjunction
with a photovoltaic installation ensured that the total electricity demand was met and
there was no need to purchase additional energy. There was also no overproduction
of energy. Using a heat pump air-water in combination with a wind turbine with a
vertical or horizontal axis of rotation, one should take into account the necessity to pay
EUR 87–260 per year for the missing amount of electricity. A 2.2-kW horizontal swing
turbine generates 20% less energy compared to a 2-kW vertical rotation turbine. This
translates into almost EUR 152 higher costs of purchasing the missing energy. However,
when using an induction boiler in combination with a wind turbine with a horizontal axis
of rotation, after ensuring the self-sufficiency of the building from electricity, there was
an overproduction of 4023.30 kWh/year. Additional energy can be used to power other
devices that, for example, will appear on the farm after some time and have not been
included in the demand. Then, you can save EUR 565.72 per year at the electricity price of
EUR 0.14/kWh. Then, the research compared the total expenses that must be incurred in
the first 12 months from the installation and purchase of a new one energy sources. These
costs are shown in Figure 5.

 

Figure 4. Summary of the quantity and costs of purchasing the missing electricity during the year:
(1) 11.6 kW air-to-water heat pump; (2) ground source heat pump 12.5 kW; (3) 11.6 kW air-to-water
heat pump + 8.4 kWp monocrystalline photovoltaic panels; (4) induction boiler 21 kW + 28.7 kWp
monocrystalline photovoltaic panels; (5) 11.6 kW air-to-water heat pump + 2.2 kW wind turbine with
a horizontal axis of rotation; (6) 11.6 kW air-to-water heat pump + 2 kW wind turbine with a vertical
axis of rotation; (7) induction boiler 21 kW + wind turbine with a horizontal axis of rotation of 7.5 kW;
(8) induction boiler 21 kW + wind turbine with a vertical axis of rotation 6 kW. Source: own study.
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Figure 5. The sum of the costs of applying individual solutions in the first year of installation:
(1) 11.6 kW air-to-water heat pump; (2) ground source heat pump 12.5 kW; (3) 11.6 kW air-to-water
heat pump + 8.4 kWp monocrystalline photovoltaic panels; (4) induction boiler 21 kW + 28.7 kWp
monocrystalline photovoltaic panels; (5) 11.6 kW air-to-water heat pump + 2.2 kW wind turbine with
a horizontal axis of rotation; (6) 11.6 kW air-to-water heat pump + 2 kW wind turbine with a vertical
axis of rotation; (7) induction boiler 21 kW + wind turbine with a horizontal axis of rotation of 7.5 kW;
(8) induction boiler 21 kW + wind turbine with a vertical axis of rotation 6 kW. Source: own study.

Figure 3 shows the total installation costs of a given device in the building (the cost
of purchasing the device, the cost of assembly, the cost of purchasing additional elements
necessary for the installation, and the cost of purchasing energy, which may have been
insufficient to cover the household’s electricity demand). The highest costs (EUR 20,368.25)
occurred with the use of a 21 kW induction boiler and 28.7 kWp monocrystalline pho-
tovoltaic panels. Such a high price is mainly due to the high power of the photovoltaic
installation, and thus the need for more individual modules. In addition, the purchase of
an induction boiler, which is not currently a popular solution, also involves a high cost.
All three options with the use of an induction boiler are at the forefront of the presented
options in terms of costs. The cheapest option is to choose one heat source: a heat pump.
The costs for an air source heat pump or a ground source heat pump are similar level and
amount to 7774–8206 EUR within the first year of installation. The solutions where only the
purchase cost of the device itself and additional elements should be covered are:

- 11.6 kW air source heat pump + 8.4 kWp monocrystalline photovoltaic panels;
- 21 kW induction boiler + 28.7 kWp monocrystalline photovoltaic panels;
- 21 kW induction boiler + 7.5 kW wind turbine with a horizontal axis of rotation.

The power of these devices has been selected so that there is no need to buy the
missing energy and thus expose the consumer to additional costs.
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Lowering the energy needs of a building by increasing the requirements for thermal
insulation of its housing and introducing high-performance modern heating devices and
energy-saving electrical devices translates into measurable ecological and economic ben-
efits. Characteristics of energy demand in the analyzed residential building, in which
the domestic hot water demand plays a dominant role, amounting to almost 60% of the
energy balance, makes it practically impossible to achieve the required EP level without
modifying the heat source. As can be seen on the basis of the analysis, the use of alternative
energy sources may be more advantageous than conventional solutions, both in terms of
the amount of investment outlays and costs in the life cycle. It therefore confirms that the
level of requirements specified in the technical requirements for buildings can promote the
widespread use of alternative energy sources.

5. Conclusions

Promoting and recommending the use of installations based on renewable energy
resources in construction, in addition to improving the thermal insulation of building
partitions, has a significant impact on increasing energy security and achieving the required
standards inside buildings at a lower operating cost. Such a procedure gives optimal
and economically profitable effects in the long-term effects of respecting the resources of
non-renewable primary energy. Targeted and well-thought-out measures to rationalize the
use of final energy for the needs of buildings should no longer pose a challenge but should
be a necessary task in a sustainable low-carbon economy.

At the initial heat source (old-type solid fuel boiler), CO2 emissions to the atmosphere
amounted to 28,123.2 kg during the 270-day heating period from 1 September to 31 May.
This is a significant amount, considering that only one household releases so many harmful
substances per year. It is also worth noting that the solid fuel boiler heated the rooms and
hot water. Powering household appliances such as a washing machine or refrigerator as
well as room lighting was associated with additional costs of about 410 EUR/year. The
household’s demand for electricity necessary to power household appliances, lighting
rooms, central heating, and hot water is 22,907.72 kWh/year. The presented solutions have
been adjusted so as to fully or partially cover the building’s electricity needs. On the basis
of the performed tests, the following conclusions were drawn:

1. Even using traditional technologies, that is, two-layer walls of constructing external
partitions, it is possible to obtain a heat transfer coefficient U through the partition,
appropriate for an energy-saving building. The availability of materials on the market
is not a problem.

2. A three-layer wall is the most optimal solution for a single-family house built in
energy-saving technology. Despite the higher investment costs, with such a solution
the coefficient of demand for primary energy for heating is the lowest. Due to the
cover layer, this solution is also the most durable and easy to maintain.

3. When using a heat pump instead of a solid fuel boiler, the amount of CO2 re-
leased into the atmosphere is reduced by almost 90% per year and amounts to
2935.83 kg CO2/year with an air source heat pump and 3196.79 kg CO2/year with a
ground source heat pump.

4. “Zero emission” occurs in solutions where the consumer himself produces the electric-
ity needed to power the heat pump or induction boiler. Variants with the generation
of electricity by means of a turbine with a vertical and a horizontal axis of rotation, as
well as with the use of a photovoltaic installation, were presented.

5. The combination of two solutions using renewable energy sources is characterized by
higher costs than that with one source of energy, but then the household becomes en-
ergy self-sufficient and is not affected by increases in electricity prices and power cuts.

6. Taking into account the co-financing programs, the most cost-effective solution for
the analyzed single-family building is to install a heat pump in combination with
photovoltaic panels. Then, it is possible to obtain funding of up to EUR 6480 under
a government program called the “Clean Air Program” [57] for the replacement of
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the current high-emission furnace with an environmentally friendly device and for
the installation of photovoltaic panels. In the event that the consumer decides not
to introduce photovoltaics, the surcharge may amount to a maximum of EUR 5400.
Currently, there is a huge selection of photovoltaic panels on the market. The pop-
ularity of this solution is constantly growing, and the programs of subsidies or tax
deductions for purchase costs encourage more people to install photovoltaics in their
home. The aforementioned heat pump is also relatively popular.

7. By using two solutions using renewable energy sources from a highly energy-consuming
building with energy class F, a house has become passive with energy class A+. The
household is then energy self-sufficient and is not affected by possible increases in
energy prices or power outages.

In order to encourage building owners to use renewable energy sources, it is necessary
for the state to create a broader support system and to modify the existing regulations
enabling them to conduct prosumer activity on the electricity and heat market. Renewable
energy installations, as an alternative to conventional systems, should become a standard
in the design of nearly zero-energy buildings.

This type of research is necessary to generate more detailed scientific information
that architectural engineers can use to design these types of buildings. Additional studies
should be carried out to develop more complex models with external weather data as
input data and to explore the benefits of passive technologies in different climatic regions.
In addition, the algorithms for assessing the impact of thermomodernization of heating
installations with the use of systems based on RES resources on the energy performance of
the building and its certificate should be examined.
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25. Gabryś, H. Elektroenergetyka w Polsce 2020. Energetyka 2020, 8, 365–373.
26. Robaina, M.; Neves, A. Complete decomposition analysis of CO2 emissions intensity in the transport sector in Europe. Res.

Transp. Econ. 2021, 87, 101074. [CrossRef]
27. Polski Sektor Energetyczny 2050. 4 Scenariusze; Forum Energii: Warsaw, Poland, 2018.
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Ceiplnego. Poradnik. Warszawa. 2009. Available online: https://www.purmo.com/docs/Poradnik-Purmo-nowa-metoda-
obliczania_12831_01_2012.pdf (accessed on 8 December 2021).

57. Ministerstwo Klimatu i Środowiska, Program Czyste Powietrze, Warsaw, Poland. 2022. Available online: https://czystepowietrze.
gov.pl (accessed on 10 January 2022).

131





Citation: Yu, S.; Hao, S.; Mu, J.; Tian,

D.; Zhao, M. Research on

Optimization of the Thermal

Performance of Composite Rammed

Earth Construction. Energies 2022, 15,

1519. https://doi.org/10.3390/

en15041519

Academic Editor: Fabrizio Ascione

Received: 10 January 2022

Accepted: 16 February 2022

Published: 18 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Research on Optimization of the Thermal Performance of
Composite Rammed Earth Construction

Shenwei Yu 1, Shimeng Hao 1,2, Jun Mu 1,*, Dongwei Tian 1 and Mosha Zhao 3

1 School of Architecture and Urban Planning, Beijing University of Civil Engineering and Architecture,
Beijing 100044, China; 1108130420001@stu.bucea.edu.cn (S.Y.); haoshimeng@bucea.edu.cn (S.H.);
1108130420002@stu.bucea.edu.cn (D.T.)

2 State Key Laboratory of Subtropical Building Science, South China University of Technology,
Guangzhou 510006, China

3 Institute for Acoustics and Building Physics, University of Stuttgart, Pfaffenwaldring 7,
70569 Stuttgart, Germany; zhaoms_53@hotmail.com

* Correspondence: mujun@bucea.edu.cn

Abstract: Rammed earth (RE) is a low-tech recyclable building material with good heat storage and
moisture absorption performance that can better maintain the stability of the indoor thermal envi-
ronment and improve indoor comfort. With innovations in and the development of new technology,
the field of rammed earth construction technology is gradually expanding. However, deficiencies in
the thermal insulation of traditional rammed earth structures make it impossible for them to meet
China’s building energy codes in cold regions. This study constructs a comprehensive evaluation
index of the thermal performance of rammed earth walls that is based on the heat transfer mechanism,
optimizing the thickness of the boundary conditions of the building interior’s design temperature, as
well as the energy demand and economic efficiency. This research also offers a new design for the
thermal insulation of rammed earth construction by combining the building energy savings design
code with WUFI Pro software. This study demonstrates that the optimum thickness of rammed earth
construction in Beijing is about 360 mm, the thickness of extruded polystyrene board (XPS) is 50 mm
(for public buildings) and 70 mm (for residential buildings), and the structural form of external
insulation offers the highest performance benefit. In addition, this work also evaluates the risk of
condensation inside composite rammed earth construction, finding that there is a risk of condensation
on the exterior side of the wall and at the interface between the insulation panels and rammed earth
wall, thus requiring an additional moisture-proof layer. In this study, thermal mass and insulation are
fully considered and a design strategy for rammed earth construction given quantitatively, providing
a theoretical basis for the application of rammed earth materials in cold regions.

Keywords: rammed earth construction; thermal insulation; thermal mass; comprehensive evaluation
index; optimization

1. Introduction

With the development of modern rammed earth (RE) technology, earthen buildings
have returned to being a topic of active interest. RE is perceived as sustainable due to its
recyclability and low embodied energy, which is 15% to 25% of the cost of the same volume
of burnt clay brickwork [1]. Moreover, the production of RE materials can effectively reduce
the amount of energy consumed for manufacturing and transportation, which accounts for
about 35% of the embedded energy for building materials [2,3]. RE buildings are warm
in winter and cool in summer, maintaining the thermal stability of the building’s internal
environment and reducing energy consumption for cooling and heating [4]. This is because
RE constructions are typically 300 mm to 600 mm thick [5] and can provide a large thermal
mass compared to ordinary concrete blocks [4], leading to a time lag between the indoor
temperature wave peak on hot summer days and reducing the impact of periodic outdoor
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temperature waves on the indoor environment [6,7]. Furthermore, with their high thermal
capacity and density, RE constructions absorb and retain heat from the environment during
the day and release that heat back into the internal space during cool nights [8].

Although many benefits could be gained through the use of RE construction, the
process has its shortcomings. Surveys conducted by Paul and Taylor found that RE con-
struction alone cannot guarantee thermal comfort or energy conservation in cold areas
because RE buildings do not necessarily provide better thermal performance than do
conventional buildings unless the external walls are sufficiently thick and properly insu-
lated [9–12]. In previous research, Adams and Jones [13] tested the thermal conductivity of
stabilized RE bricks and found that thermal conductivity increased exponentially with dry
density. Goodhew and Griffiths [14] made measurements of different types of RE construc-
tions using an innovative thermal probe technique. Soebarto [4] conducted temperature
tests on uninsulated raw earth dwellings and found that the indoor ambient temperature
was only 8–12.5 ◦C during the cold season, making indoor thermal comfort undesirable.
Some researchers used slag, water glass, and plant fibers to optimize the thermal perfor-
mance of RE materials [15–21], but the range of thermal conductivity of RE materials was
0.3634 to 0.7838 W/(m K) [18,22,23], which does not meet the regulatory requirements in
China for cold areas. Though some other scholars have improved the thermal performance
of RE buildings by combining them with passive designs such as glazing, shading, and
ventilation, yielding positive effects on building energy consumption [24,25], the poor
thermal insulation of RE materials is a problem yet to be solved. Researchers such as
Taylor, Hall, and others have studied the heat transfer of insulated RE constructions [13],
effectively solving the problem of poor thermal performance. However, their research
conclusions were not given in terms of specific design strategies for composite RE walls in
particular climates.

The advantages in terms of heat storage offered by RE construction are well studied,
but the disadvantages of insulation have to date been relatively ignored. The current
state of research on insulation can be broadly divided into two groups. On the one hand,
some scholars have used additives to improve the thermal performance of RE, though it
is still unable to meet the requirements of national codes. On the other hand, researchers
have adopted passive technology and composite insulation earth walls, but there is as
yet no quantitative design strategy. The review studies show that few scholars have
carried out thermal performance optimization studies on RE constructions based on the
relationship between thermal mass and thermal insulation. Therefore, in this research,
a design strategy for composite RE construction was studied and optimized. To find a
balance between thermal mass and insulation in RE construction, this study proposes
a comprehensive evaluation method. The thickness of the construction layers is also
described herein, in combination with the code and simulation tools. Finally, the newly
proposed design strategy was assessed for risk and specific strategies applicable to Beijing;
both are described below.

This research optimized the structural layers of composite RE walls and developed
quantitative design strategies for the thicknesses of different layers most suitable to the
Beijing area. The authors hope that the research findings will provide a basis and reference
for the future design application of RE construction in cold climate zones.

2. Research Methodology

To seek a balance between thermal performance and energy efficiency in RE construc-
tion, in the present research, the particle size distribution, density, specific heat capacity,
thermal conductivity, and thermal storage coefficients of the soil were evaluated. ln con-
junction with WUFI Pro and WUFI Plus, the connection between the thermal performance
indexes of new raw soil materials was also analyzed, a comprehensive multi-index evalua-
tion method was established, and appropriate thickness and construction forms for new
RE walls in Beijing were derived (see Figure 1) [26].
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Figure 1. Technical route of the paper.

2.1. Research Region

In this work, Beijing was selected as a typical city in the cold region of China. It is
the nation’s capital and is located in the northern part of the North China Plain, backed
by Yanshan Mountain and adjacent to Tianjin city and Hebei Province. According to an
analysis of certain weather tools (see Figure 2), the summer in Beijing is hot and the winter
cold and dry. The annual average temperature is about 12.9 ◦C, requiring indoor heating
for up to four months. Thus, in this region, building insulation is an important component
of building energy savings.

Figure 2. Annual temperatures in Beijing.

2.2. Research Materials

Earthen materials taken from Erlitou, Luoyang, and Henan were screened according
to the engineering classifications outlined in the “Test Methods of Soils for Highway
Engineering” JTG 3430—2020 [27]. Particle size was determined as shown in Table 1.
The experimental results showed that 90% of the earthen particles were less than 8 mm
in diameter.

Table 1. Granulometric Analysis: Sieving.

Diameter (mm) 1 0.4 0.2 0.08 <0.08 Waste Total

Dry Weight with
tare dwt (g) 1.44 1.44 5.44 33.93 390.46 1.35 436.02

Percentage (%) 0.33 0.33 1.25 7.78 90 0.31 100
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2.3. Parameter Testing

The ratio of the test blocks of soil, sand, and gravel was 5:3:2, and the size was
300 mm × 300 mm × 30 mm. A model DRCD-3030 flat thermal conductivity tester was
used to test the thermal conductivity of the blocks according to the method specified in
the “Thermal insulation—Determination of steady-state thermal resistance and related
properties—heat flow meter apparatus” GB/T10295-2008 [28]. The physical parameters of
the text blocks were tested sequentially. The results are outlined below (see Table 2).

Table 2. Physical Parameters of the Test Blocks.

Name
Dry Density

ρ (kg/m3)

Specific Heat
Capacity

c KJ/(kg·K)

Thermal
Conductivity
λ (W/mK)

Thermal Storage
Conductivity
S (W/(m2·K))

RE 2034 1.28 0.74 11.85

Aerated Concrete 700 1.05 0.18 3.10

Concrete 2500 0.92 1.74 17.20

2.4. Building Prototype

The scale of RE buildings in China is small, and the building shape coefficient generally
does not exceed 0.3. This research used a demonstration project in Datong County, Qinghai
Province, as a research prototype. An energy consumption model was established, and the
impacts of different structural forms of composite RE walls on building energy demand
were analyzed.

As seen in Figure 3, the length, width, and height of the building were 12.9 m, 7.7 m,
and 6.3 m, respectively. The height of the ground floor was 3.6 m and the first floor was
3.3 m. The exterior walls of the building were made of RE, and the interior walls were
brick. In addition, structural columns were used to increase the seismic performance of
the building.

Figure 3. Metric of the building prototype.
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2.5. Settings of WUFI Plus/Pro Models

The specifications of the base case model are seen in Table 3 [29].

Table 3. The specifications of the base case model.

Residential Houses

Window-to-wall ratio (%) South: 28.0 North: 10.8 East: 0.0 West: 0.0

People density (people/m2) 0.025
Wall U-value (W/m2·K) Value varies with thickness

Window U-value (W/m2·K) 2.0
Floor U-value (W/m2·K) 0.2
Roof U-value (W/m2·K) 0.25

Heating setpoint (◦C) 18
Cooling setpoint (◦C) 26

HVAC schedule Mon.–Fri.: 17:00–9:00; weekend: 0:00–24:00
Ventilation (1/h) 0.8

3. Numerical Analysis

As a porous material, the internal heat transfer of RE construction comes in three
types: heat conduction, convection heat transfer, and radiation heat transfer. Among these,
radiation heat transfer is only obvious when the temperature difference between solids is
substantial and the pores are occupied by gas. In the present research, the earthen material
was regarded as isotropic porous, and the effect of moisture migration on heat transfer was
neglected. The formulation is only presented as a factor correlation analysis.

3.1. Heat Transfer

According to the Fourier formula, the heat flow qcond for heat conduction and transfer
within an RE construction can be written as:

qcond = −λ(W, T)ΔT (1)

where λ is the thermal conductivity of raw earth materials, (W/mK); W is the relative
humidity; and T is the temperature, ◦C. From Equation (1), it can be seen that the thermal
conductivity of the material was related to the moisture content and temperature. Since the
effect of temperature on the thermal conductivity of the material was very small, it was
ignored here.

The convective heat flow qconv within the RE construction includes both sensible and
latent heat flows, expressed as follows:

qconv = vρaircairT + JV(LV + cV T) (2)

where v is the airflow rate inside the wall, m/s; ρair is the density of dry air, kg/m3; cair is
the specific heat capacity of dry air, KJ/(kg·K); JV is the water vapor flow rate, m3/s; Lv is
the evaporation/condensation enthalpy, kJ/kg; and cv is the specific heat capacity of water
vapor, KJ/(kg·K). As the airflow rate inside the earthen wall was very low, the water vapor
sensible heat was neglected here, and Equation (2) can be simplified as:

qconv = JV LV = −δV∇PV LV (3)

where δV is the water vapor penetration coefficient, kg/(m·s·Pa); and ∇PV is the water
vapor pressure, Pa. Combined with Equation (1), the heat transfer equation of the RE walls
can then be described as in Equation (4):

q = qcond + qconv = −δV LV Ps∇ϕ −
(

λ + δV LV ϕ
dPs

dT

)
∇T (4)
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Processing Equation (4) led to the following results:

q = −δV LV(Ps∇ϕ + ϕ
dPs

dT
∇T)− λ∇T (5)

From Equation (5), it was determined that the heat transfer of RE walls could be
divided into two main parts, one caused by the parameters related to thermal insulation
(λ) and the other related to thermal mass (LV). This led to the conclusion that it would
be unscientific not to consider thermal mass when measuring the thermal performance of
the walls.

3.2. Subfactors

As is commonly understood, thermal conductivity and the heat storage coefficient
are used to evaluate the thermal insulation and mass of walls, where thermal conductivity
affects the steady-state heat transfer of the wall as affected by the difference between indoor
and outdoor temperatures, and the larger the thermal conductivity, the more unfavorable
it is for the RE walls. The thermal storage coefficient positively affects the additional
heat transfer caused by fluctuations of the outdoor environment. For the same material,
the thermal conductivity thermal storage coefficients are constant. Thus, in the present
research, it was necessary to convert the above two evaluation indicators into more detailed
parameters to analyze how thermal insulation and mass affect building performance.

3.2.1. Thermal Insulation

This section reviews the related parameters of thermal insulation and mass in terms
of their influence on the thermal performance of buildings. The relationship between
the two was constructed in the form of the flow chart shown in Figure 4. The thermal
insulation performance of walls mainly depends on the resistance of the material; the
greater the thermal resistance, the better the insulation performance. Wall insulation
performance is also affected by environmental humidity, wind speed, and solar radiation,
so the measurement parameters of wall insulation performance require the heat transfer
coefficient, which takes into account both the physical properties of the material and impact
of the climate on the thermal performance of building walls.

Figure 4. Relevance of the material’s thermal parameters.
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3.2.2. Thermal Mass

The factor most affecting thermal mass performance is the thermal storage coefficient.
For the same wall materials, differences in thermal storage performance can be distin-
guished by the thermal inertia index, attenuation degree, and phase detention time. The
greater the thermal inertia index and attenuation of the outdoor temperature wave, the
longer the phase detention time and the better the thermal mass performance.

Therefore, using the wall thickness as the only variable, a comprehensive evaluation
index was established to analyze the thermal performance of RE walls. Four parameters
were employed: heat transfer coefficient, thermal inertia index, attenuation degree, and
phase detention time.

3.3. Nondimensionalized Subfactors

To ensure the validity of the comprehensive evaluation index, it was necessary to
reverse the value of a certain type of index through steered inversion, unifying the forms of
all subfactors. In this research, we adopted the “quotient” transformation method to deal
with the inverse indexes (U). After the transformation, all subfactors were isotropic, which
was conducive to analyzing the composite index values. In addition, this section of the
research adopted the mean value method for dimensionless evaluation indexes of RE walls
to eliminate the adverse effects of the differences in physical meaning and scale units on
the accuracy of evaluation results and to ensure comparability between subfactors.

4. Calculation and Analysis

As the thickness of the wall increases, the thermal insulation and mass increase.
However, an increase in wall thickness seriously reduces the usable space and seismic
performance of a building, especially since RE walls are heavy-weight structures. In real-
world projects, it would be impractical to blindly increase the thickness of the exterior wall
to improve the level of indoor thermal comfort. In the present research, WUFI Pro was
used to dynamically simulate the heat and moisture transfer process of RE walls. Then, the
variation tendency of the parameters (i.e., heat transfer coefficient, thermal inertia index,
attenuation degree, and phase detention time) were fitted to the wall thickness to analyze
the optimum effective thickness of the RE walls.

4.1. Thickness and Heat Transfer Coefficient

By analyzing the influential mechanism of wall heat transfer (as shown in Figure 5), it
can be seen that heat transfer in RE walls can be described according to two aspects. From
the macroscopic perspective, heat conduction and transfer occurring inside the wall are
influenced by the temperature and humidity of the environment within which the internal
and external surfaces of the wall are located. From the microscopic perspective, there is
convective heat transfer occurring inside the RE wall under the action of air and vapor
pressure. These two wall heat transfer processes are also influenced by solar radiation, as
well as radiative heat transfer between objects. Therefore, measuring the thermal insulation
performance of walls only from the perspective of thermal resistance would not be rigorous
enough to accurately quantify the heat transfer mechanism of real-world RE walls. WUFI
Pro software (Department Hygrothermics at the Fraunhofer IBP, Holzkirchen, Germany)
was used to simulate and calculate the heat transfer coefficients of different thicknesses of
RE walls, based on the climatic parameters of the Beijing area.

The heat transfer coefficient was calculated as outlined above. The results are shown
in Table 4, which numerically illustrates the inverse function with thermal resistance.

The internal surface heat transfer resistance was taken to be Ri = 0.11 (m2·K)/W, and
the external surface heat transfer resistance (Re) was about 0.04 (m2·K)/W [30].
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Figure 5. Analysis of heat transfer forms.

Table 4. Relationship between Thickness and the Heat Transfer Coefficient.

d
mm

100 200 300 400 500 600 700 800 900 1000

U
W/(m2·K)

3.507 2.379 1.8 1.448 1.211 1.041 0.912 0.812 0.732 0.666

1/U 0.285 0.420 0.556 0.691 0.826 0.961 1.096 1.232 1.366 1.502

With an increase in thickness, the heat transfer coefficient decreases and the insulation
performance of the wall improves. Based on these data, U = 112.9 × dˆ(−0.735) was
obtained by fitting the heat transfer coefficient to the wall thickness. The influence factor
of the heat transfer coefficient in the comprehensive evaluation index was about 0.7354.
Moreover, to ensure the isotropy of the index, the heat transfer coefficient was converted
using the quotient. The rotation parameters are shown in Table 4.

4.2. Thickness and Heat Storage Coefficient

As illustrated in Equation (6), the magnitude of the thermal storage coefficient depends
on the specific heat capacity, density, and thermal conductivity of the material. For the
same material, the effect of wall thickness on the thermal storage performance cannot be
accurately interpreted through the study of S alone. Thus, in this research, indicators related
to the thermal storage performance of walls were derived to assist with measurement.

S =
√

cρλ (6)

As shown in Figure 6 (“-” here are minus signs), the indicator most directly related
to the thermal storage coefficient is thermal inertia, which becomes larger with increases
in wall thickness. Indirectly related to the thermal storage coefficient are the attenuation
degree and delay time. Frequently, the larger the thermal inertia of the wall, the more
remarkable the performance of the two indirect indicators. In addition, thermal inertia,
temperature wave attenuation degree, and phase detention time can each be used to
establish a direct relationship with wall thickness, and all showed a positive correlation.
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Figure 6. Relationships among the parameters of thermal storage performance.

4.2.1. Thickness and Thermal Inertia

The thermal inertia index (D) is a dimensionless index that reflects the decay rate of
the fluctuating heat transfer process of the external wall. The larger the D value, the faster
the surface temperature wave attenuates in the wall and the better the thermal stability of
the wall. The thermal inertia index of an RE wall is numerically equal to the product of the
material’s heat storage coefficient and thermal resistance.

A thermal inertia index of earthen walls of different thicknesses could thus be calcu-
lated. The fitting function is shown in Figure 7. From the correlation of the functions, it can
be seen that the thermal inertia index of earthen walls was directly proportional to wall
thickness, and the influence factor of thermal inertia in the comprehensive evaluation index
was 0.016.

Figure 7. Thickness and thermal lag.

4.2.2. Thickness and Attenuation Degree

WUFI Pro was used to simulate the heat and moisture transfer process of the walls
under different thicknesses. The external climate conditions set by the software were
obtained from the weather tool (Beijing-hour.epw, Meteotest AG, Bern, Switzerland), Indoor
ambient temperature was set at 18–26 ◦C, and relative humidity was 50%. The annual
variation range of the internal and external surface temperatures of the walls were obtained
by simulation (see Table 5, “-” in this table are minus signs). Here, the ratio of the harmonic
amplitudes of the internal and external surface temperatures was used to measure the
attenuation effect of the earthen walls of different thicknesses on the temperature wave.
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The value was defined as the average annual attenuation of the temperature wave V0 (see
Equation (7)).

V0 = A0/Ad (7)

where A0 is the annual temperature amplitude of the external surface of the wall, A0 = 41.8 ◦C,
and Ad represents the annual temperature amplitude of the internal surface of the wall.

Table 5. Thickness and Attenuation Degree.

D (mm) Section Temperature Fluctuation A0 Ad V0

100

41.8

19.7 2.12

200 12.8 3.27

300 9.9 4.22

400 8.7 4.80

500 7.5 5.57

600 7.0 5.97

700 5.8 7.20

800 5.2 8.04

900 4.8 8.71
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Table 5. Cont.

D (mm) Section Temperature Fluctuation A0 Ad V0

1000 4.6 9.09

The values were fitted, and the results are shown in Figure 8. The correlation coefficient
(R2) between the attenuation and wall thickness was about 0.9932. It can be concluded
that as the wall thickness increased, the attenuation degree increased, and the indoor
environment fluctuation and temperature fluctuation range inside the wall became smaller.
However, the growth trend of V0 became slower, meaning that V0 tended to stabilize
regardless of the increase in thickness. The increase in wall thickness gradually reached
saturation for the attenuation gain. According to the fitting function, the influence factor of
V0 was about 0.6332.

Figure 8. Fitting of the decay degree function.

4.2.3. Thickness and Time Lag

The time lag (ξ) refers to the interval between the appearance of the peak outdoor
temperature wave and appearance of the peak temperature of the inner surface of the
external wall. The larger the delay time, the smaller the impact of the outdoor temperature
on the building’s indoor environment. The delay times for the RE walls of different
thicknesses were calculated, and a linear fit was performed, as shown in Figure 9 (“-” in
here are minus signs).

The calculation period of the delay time was chosen to be 24 h. The image shows that
the thicker the wall, the greater the delay time. However, when the delay time was greater
than 24 h, it became meaningless to continue enhancing the delay time for building indoor
environmental stability. The sensitivity factor of the delay time in the comprehensive
evaluation index was calculated as 0.0434.
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Figure 9. Fitting of the time lag.

4.2.4. Thickness and Comprehensive Evaluation Index

The comprehensive evaluation index was established according to the four-parameter
influence factor fitted above, as shown in Equation (8). The comprehensive evaluation
index under each wall thickness was then calculated and is shown in Figure 10.

M = 0.7354β1/U + 0.016βD + 0.6332V0 + 0.0434βξ (8)

From the data distribution pattern of the comprehensive evaluation index, it can be
seen that the comprehensive thermal performance continued to increase with the increase
in wall thickness. As the thickness increased, the thermal performance gain of the wall
gradually decreased. Further, the calculation of the comprehensive index improvement rate
revealed that it tended to be stable when the thickness of the rammed earth wall reached
600 mm. Increasing the wall thickness was not found to be significant for improving
thermal performance.

Figure 10. The relationship between thickness and M.
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4.3. Defining Boundaries

This section describes the relationship between the wall thickness and thermal perfor-
mance from the perspective of interior design temperature, building energy demand, and
economic efficiency; it was used as a qualification for the wall thickness interval.

4.3.1. Design Temperature

Article 3.0.1 of the Code for Design of Heating, Ventilation, and Air Conditioning of
Civil Buildings: GB 50736-2012 stipulates that the main room in cold and severely cold areas
(e.g., in Beijing) should be 18–24 ◦C [31]. Here, the lower limit of the thickness interval of
the RE wall was defined as the thickness that could meet the minimum heating temperature
requirement in winter considering economic factors.

The effects of different thicknesses of RE walls on the lowest temperatures of the inner
surface were simulated. The results are outlined in Table 6. As the wall thickness increased
from 100 mm to 600 mm, the minimum temperatures on the inner surface of the RE walls
were 11 ◦C, 15.5 ◦C, 17.6 ◦C, 19.7 ◦C, 20.3 ◦C, and 21.0 ◦C, respectively. From the data rules,
it can be seen that as the thickness increased, the thermal performance improvement gain
gradually decreased. In addition, when 18 ◦C was used as the thickness filter standard, the
thickness of the RE wall needed to be between 300 mm and 400 mm.

Table 6. Minimum Temperatures of Inner Surfaces of Rammed Earth Walls of Different Thicknesses.

d (mm) 100 200 300 400 500 600

Minimum inner surface
temperature (◦C) 11.0 15.5 17.6 19.7 20.3 21.0

To further study the optimum thickness of RE walls for the Beijing area, the tempera-
ture variation range of the inner surfaces of walls of different thicknesses was simulated
and the minimum temperature was numerically fitted (see Figure 11, “-” are minus signs).
According to the restrictions put forth by local regulations and the fitting formula, the
lower limit of the optimized wall thickness in Beijing was calculated to be about 325 mm,
which is similar to Chen Mang’s experimental tests of heavy clay walls in the cold region
of China, with an error of 3.69% [32].

Figure 11. Relationship between the thickness and interior surface temperature.

In summary, the thickness interval of RE walls with a density of 2000 kg/m3 in
the Beijing area was determined to be approximately 325 mm to 600 mm, meeting the
requirement of minimum heat transfer resistance for enclosures.
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4.3.2. Energy Consumption

The thermal performance of RE walls can be visualized by the energy demand of the
building. Therefore, the thickness of the RE wall was used as the only variable for studying
the building energy demand under different conditions. Then, the effects of different
thicknesses of RE walls (ranging from 100 mm to 1000 mm) on the energy demand of the
building were simulated using WUFI Plus software (Department Hygrothermics at the
Fraunhofer IBP, Holzkirchen, Germany). The results are shown in Figure 12. The energy
consumption data were processed to derive energy savings rates for different thicknesses of
walls and were compared with the index performance improvement rates. The following
conclusions were drawn.

Figure 12. Energy demands of different wall thicknesses.

1. As the comprehensive performance of the RE wall improved, the rate of energy
savings and energy consumption returns gradually decreased.

2. The performance improvement rate of the RE wall was defined as the investment and
the energy savings rate as the benefit. It can be seen from the value change law that
the investment benefit reached a balance when the wall thickness reached 360 mm;
this was also when the wall performance benefit was the best.

3. Combined with the above research on the lower limits of wall thickness, the optimiza-
tion interval of RE wall thickness in Beijing was found to be 325 mm to 360 mm.

4. The building energy consumption and construction economy were analyzed; the
results are shown in Table 7. With an increase in wall thickness, the initial investment
in construction increased, but the energy consumption demand of the building de-
creased under the gradient change of thickness. The payback period was about eight
years, regardless of the increase in thickness (as compared to 325 mm), so the optimal
wall thickness of RE walls in Beijing was determined to be about 360 mm.

Table 7. Economic Analysis of Energy Consumption and Construction.

Thickness
(mm)

Energy
Demand

(kWh/m2)

Electricity
Consumption
(¥0.72/ kWh)

Construction
Cost

(¥800/m3)

Total Cost
(¥/m2)

Gain
Payback
(Years)

325 131.3 94.5 260 354.5 -
335 129.8 93.5 268 361.5 8
345 128.4 92.4 276 368.4 8
360 126.4 91.0 288 379.0 8
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5. Optimization and Development

As described above, the optimum thickness of an RE wall was about 360 mm, but
the heat transfer coefficient did not meet the requirements of local energy conservation
regulations in Beijing. Therefore, it was necessary to improve the traditional RE wall by
adding an insulation layer.

5.1. Basis for Insulation Improvement

This research used XPS to improve the insulation performance of RE walls. The
structural layers of a standard composite RE wall is XPS insulation board and RE. The
construction form of composite RE walls is mainly divided into three forms: external,
internal, and sandwich insulation. The most economical thickness of insulation panels
for energy savings was calculated according to the Beijing area specification standard (see
Table 8).

Table 8. Thickness of XPS Insulation Board.

Normative Standard U [W/m2·K] Building Shape Coefficient Thickness

Design Standard for Energy Efficiency of
Public Buildings: DB11/687-2015 0.45 ≤0.3 50 mm

Design Standard for Energy Efficiency of
Residential Buildings: DB11/891-2012 0.35 ≤0.3 70 mm

5.2. Energy Demand Simulations

WUFI Plus was used to simulate the building energy demand under different working
conditions. The simulation was divided into three categories: external, sandwich, and
internal insulation. Commonly used aerated concrete was also simulated for comparison
under the same heat transfer coefficient.

Modeling and Simulations

The model was built according to the architectural prototype. Next, the gbXML format
file was exported, and the parameters of each part of the building construction were set
in the WUFI Plus software (For parameters see Table 3). Then, more than five cases were
simulated, with the construction of the composite RE wall being the only variable for
energy demand. The results are shown in Table 9.

Table 9. Energy Demands of Different Constructions.

Types Structural Forms
Construction Details

(U Is the Same)

Energy Demand (kWh)

Heating Cooling All

RE-1 External insulated
rammed earth wall

50 mm + 360 mm 14,291.9 5512.0 19,803.9

70 mm + 360 mm 13,306.4 5332.7 18,639.1

RE-2 Internal insulated
rammed earth wall

360 mm + 50 mm 14,407.0 5466.1 19,873.0

360 mm + 70 mm 13,402.1 5310.2 18,712.3

RE-3 Sandwich insulated
rammed earth wall

180 mm + 50 mm + 180 mm 14,340.0 5492.0 19,832.0

180 mm + 70 mm + 180 mm 13,339.2 5315.1 18,654.3

Aerated concrete External insulated
aerated concrete wall

15 mm + 200 mm 14,982.5 5698.6 20,681.1

35 mm + 200 mm 13,709.9 5446.8 19,156.7

RE Rammed earth wall 360 mm 24,247.7 7329.5 31,577.2

Concrete Concrete wall 850 mm 31,045.7 3739.4 34,785.1

Aerated concrete Aerated concrete wall 90 mm 29,676.0 4674.1 34,350.1

147



Energies 2022, 15, 1519

The following conclusions can be drawn from the simulation results:

1. When the heat transfer coefficient of the external building envelope was the same, RE
buildings were found to be more energy efficient than concrete buildings.

2. By adding a certain thickness of XPS insulation board, the rate of energy savings of
public buildings reached 37.3%, and that of residential buildings reached about 41.0%.
This shows that the thermal performance of composite RE walls was greatly improved
and can be adapted to cold climates.

3. When the thickness of the RE wall was 360 mm, the effects of different XPS thick-
nesses on building energy consumption were calculated, and the results are shown in
Figure 13. From the data distribution pattern, it can be concluded that when the form
of construction was external insulation, the energy demands of the building were the
lowest and those of the internal insulation the highest. Thus, it would be appropriate
to adopt the structural form of external insulation for composite RE walls in Beijing.

4. From the perspective of cooling and heating energy demands, it can be seen that
external insulation had a greater impact on building heating energy demand, while
internal insulation was more sensitive to building cooling energy consumption.

Figure 13. Energy demands of different XPS thicknesses.

5.3. Heat Flow Analysis

The results of the energy demand simulations showed that despite the same thermal
design parameters of the wall, the influence of different constructions on the energy demand
of the building was significantly different. This section focuses on an analysis of the causes
of energy consumption variability. It is well known that the main form of energy exchange
between a building and its surroundings is heat transfer through walls, expressed in terms
of heat flow (kWh).

WUFI Pro was used to simulate the annual cumulative heat flow inside the three
composite RE walls described above. The results are shown in Figure 14 (“-” are minus
signs). Building heat loss was defined as a negative value and building heat gain as a
positive value. During the period from May to October, the building was in a heat gain
state. The rest of the year, the building was in a heat loss state. The annual average building
heat loss in Beijing is about 1.85 times that of building heat gain. According to the energy
demand simulation results, the following conclusions could be drawn. There was a positive
correlation between heat flow size and energy demand. The external insulation wall had a
low level of heat flow in winter and a substantial amount of heat flow in summer, while
the internal insulation had a sizeable heat flow in winter and less heat flow in summer.
This matched the simulation results for cooling and heating loads listed above. Thus, it
was concluded that the structural form of internal insulation would be more suitable for
areas where cooling is the dominant energy consumption and external insulation is more
suitable for cold areas.
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Figure 14. Average monthly heat flow for walls of different construction forms.

5.4. Condensation Risk Assessments

Through the above analysis, the best composite RE wall construction for the Beijing
area was determined to be external insulation. For houses in areas with central heat,
preventing condensation inside the walls is a priority. In this section, the condensation
temperature of the longitudinal section of external insulated composite RE walls was
analyzed in combination with WUFI Pro software. The model construction layers are
described in Figure 15 (“-” here are hyphen). Monitoring points such as 1, 2, 3, and 4 were
set to determine whether there was a risk of condensation inside the structure.

Figure 15. Schematic of the wall construction.

The dynamic moisture heat transfer process inside the wall was simulated, and the
dewpoint and temperature were simulated for each monitoring point. When the temper-
ature of the monitoring point is close to the condensation temperature, condensation is
highly prone to occur and erode the building envelope, forming a safety hazard. In addition,
wall condensation can also seriously affect the environmental quality of a building interior
and thus adversely impact health.

5.4.1. Monitoring Point 1

Monitoring point 1 was placed on the outside of the wall; the simulation results are
shown in Figure 16 (“-” are minus signs). It can be seen from the figure that the condensation
temperature was close to the outdoor ambient temperature throughout the year, and the
condensation phenomenon very easily occurred on the outside surface of the composite RE
wall. This situation was more serious in summer. Therefore, the exterior wall surface needs
some waterproofing treatment.
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Figure 16. Dewpoint and temperature of monitoring point 1.

5.4.2. Monitoring Point 2

Monitoring point 2 was placed between the cement mortar and the XPS insulation
board. As shown in Figure 17 (“-” are minus signs), there is a risk of condensation at this
point, so a water-proof layer must be placed there.

Figure 17. Dewpoint and temperature of monitoring point 2.

5.4.3. Monitoring Point 3

Monitoring point 3 was placed at the boundary between the insulation board and RE
wall. The simulation results are shown in Figure 18 (“-” are minus signs). From the data
distribution pattern of the intersection of winter (when there was no risk of condensation)
and summer (when the ambient humidity was high), it can be seen that there was a certain
risk of condensation (temperature and dewpoint differences of 3–5 ◦C), but given the high
moisture adjustment capacity of the RE materials, no water-proofing measures are required
at monitoring point 3.
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Figure 18. Dewpoint and temperature of monitoring point 3.

5.4.4. Monitoring Point 4

Monitoring point 4 was placed on the inside of the wall; the simulation results are
shown in Figure 19. The statistics show that there was no risk of condensation on the inner
surface of the composite RE wall.

Figure 19. Dewpoint and temperature of monitoring point 4.

5.4.5. Condensation Optimization

According to the results of the above analysis, to prevent condensation in the wall,
a waterproof layer would need to be added at monitoring point 2. The risk of condensa-
tion was analyzed. The results show that with the damp-proofing treatment, the risk of
condensation has been removed at monitoring point 2 (see Figure 20, “-” are minus signs).
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Figure 20. Optimized wall dewpoint and temperature of monitoring point 2.

5.5. Strategy and Discussion

Following the above study, the optimized wall construction layers are 5 mm coat-ing,
water-proof layer, 20 mm cement plaster, bonding course, XPS insulation layer, bonding
course, and RE construction in order (see Figure 21).

Figure 21. Schematic diagram of the composite RE wall construction.

The optimization solutions are also argued. The thickness for only RE walls is generally
in the range of 400 mm–600 mm, and here 400 and 600 mm RE walls were selected for
comparison to analyze their effects on building energy demands, and the simulation data
are shown in Table 10.

Table 10. Comparative analysis of optimization strategies.

Types
Heating
(kWh)

Cooling
(kWh)

Energy Demand
(kWh)

Energy
Efficiency

RE-400 25,243.7 7470.3 32,714.0 -

RE-600 21,762.2 6812.1 28,574.3 12.66%

Optimization strategies
(50 mm XPS) 14,291.9 5512.0 19,803.9 30.69%
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From the data distribution rule, the energy saving rate of the optimized scheme
reached 30.69%, and the optimized scheme can save a large amount of energy consumption
for cooling and heating loads. Therefore, the optimization method adopted in this paper
possesses certain scientificity and feasibility. However, the research in this paper is a
preliminary exploration of the applicability of RE materials in the northern region of China,
and the final evaluation of the optimized solution is still needed later in conjunction with
actual construction and environmental measurements.

5.6. Applications

The research presented above suggests an optimized solution for the application of RE
materials in the Beijing area. It also provides a reference for related applications in other
cold regions. The overall application approach is designed with the regional climate in
the context of the material’s self thermal performance and the green building standards
as the boundary conditions in order to find the optimal design strategy for RE materials
under specific climate zones and working conditions. As shown in Figure 22 (“-” here are
hyphen), the design of the application of RE materials is optimized on two main levels, one
of which is the comprehensive thermal performance of the material itself and the other is
the national and local design codes.

Figure 22. Applications ideas for RE materials.

6. Conclusions

This research used the mathematical model of heat transfer in porous material en-
velopes as a theoretical basis to study the influence of thermal insulation on the indoor
thermal environment. This work also composed and derived the relationships among
parameters affecting the thermal performance of buildings and constructed a comprehen-
sive evaluation index for the thermal performance of RE walls. The findings suggest that
after the thickness of an RE wall in Beijing exceeds 600 mm, the thermal performance
improvement gradually decreases. The interior design temperature, energy consumption
demand, and economic factors were used as boundary conditions to confine the thickness
of the RE wall. It was found that the optimal thickness in Beijing would be about 360 mm.
In addition, to meet China’s building energy codes, an energy savings design for RE walls
was presented in which XPS insulation board was added. Per the calculations, the final
thickness of the insulation board for a public building with a building shape coefficient
≤0.3 was about 50 mm; for residential buildings, it was about 70 mm.

This study also found that external building insulation is conducive to reducing the
winter heat flow in the envelope structure and plays a positive role in saving building
heating energy. Internal building insulation has a greater impact on cooling energy con-
sumption. Therefore, the external insulation composite RE wall was determined to be more
suitable for the Beijing area. Moreover, this research evaluated the risk of condensation on
composite RE walls, and a structural scheme applicable to the Beijing area was derived.
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Abstract: It has been identified that improving building energy efficiency is an effective method to
reduce greenhouse gas (GHG) emissions. Although standards have been established to satisfy a
building’s minimum energy demand while ensuring the comfort of its residents, they are difficult
to implement in mixed-humid regions. This study proposes a hybrid ventilation strategy that can
comprehensively reduce cooling, heating, and ventilation energy in mixed-humid climate regions
to significantly decrease the primary energy demand and reduce the impact of buildings on the
environment. This study evaluated the changes in energy saving potential and thermal comfort ac-
cording to the extension of the natural ventilation period and passive strategies, such as decentralized
ventilation. Changes in indoor air temperature, operative temperature, and PMV for each strategy
were analyzed. As a result, extending the natural ventilation and the decentralized ventilation
strategies can save 32% and 34% of the building’s energy, respectively. Considering that electricity
is the main energy source for cooling in Korea, the extension of the natural ventilation period was
judged to be the best approach from the perspective of primary energy demand. The results can be
used to predict changes in building energy demand and thermal comfort and select an appropriate
ventilation strategy based on occupant information obtained using Internet of Things.

Keywords: mixed-humid climate; hybrid ventilation; heat recovery ventilator; adaptive thermal com-
fort

1. Introduction

Various efforts to reduce greenhouse gas (GHG) emissions in response to the global
climate crisis have been made worldwide. South Korea has further declared its target of re-
ducing GHG emissions by 37% compared to business as usual (BAU) by 2030 [1]. Building
energy consumption can be reduced by improving building performance, which can lead
to a significant reduction in GHG emissions from the building energy sector. Improving
building performance is thus an effective method to reduce overall GHG emissions. In this
regard, many countries have reinforced building design standards, such as building enve-
lope performance. The European Union (EU) approved EPBD to promote improvements in
building energy performance [2,3]. In Korea, a strong building envelope design standard
was presented by benchmarking the passive house standards of Germany.

The passive house standard is the most widely used high-performance building
standard in the world that satisfies the minimum building energy demand and indoor air
quality (IAQ), without impacting the thermal comfort of the occupants [4]. The standard
differs slightly depending on the climate zone, but the following requirements must be met
universally:

1. The energy demand of the space must be under 15 kWh/m2 of net living space
(conditioned floor area) of 10 W/m2year peak energy demand.
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2. The renewable primary energy demand (PER, according to PHI method), all of do-
mestic energy, such as heating, hot water, and domestic electricity, must be under
60 kWh/m2year of conditioned floor area for Passive House Classic.

3. In terms of airtightness, only under 0.6 air change per hour (ACH) is allowed at 50 Pa
pressure (ACH50), in both pressurized and depressurized states for pressure tests.

4. During winter as well as in summer, thermal comfort in all living areas must be met,
with under 10% of the hours being over 25 ◦C [5,6].

In a mixed-humid climate zone, however, it is difficult to satisfy the passive house
standard due to high humidity. High humidity causes discomfort due to various reasons.
First, under high-humidity conditions, a lower indoor air temperature is required to
satisfy thermal comfort because the latent heat loss from the surface of the human body
is relatively small [7]. Second, dampness due to high humidity may give rise to mold,
which can cause health problems, such as allergies and respiratory diseases [8]. Third, in
terms of energy, a large amount of energy is required for the dehumidification process,
as the conventional dehumidification process lowers the temperature of wet air to the
dew point and increases it back to the setpoint temperature. As is generally known, the
traditional dehumidification process requires a large amount of energy due to the cooling,
dehumidification, and reheating processes.

Natural ventilation is one of the best passive strategies to improve IAQ and the thermal
comfort level, while avoiding the use of mechanical devices. Natural ventilation, however,
is difficult to adopt in a mixed-humid climate zone because it is applicable only when
outdoor air conditions fall within comfort ranges. To overcome this limitation, Gail S.
Brager et al. proposed an adaptive thermal comfort model that makes it possible to use
natural ventilation even in humid climate through an improvement in air velocity [9]. The
main concept of the model is to allow comfort under a higher temperature and humidity
through an improvement in air velocity. Improving air velocity may slightly increase
building energy consumption but can reduce total energy consumption by reducing the
use of mechanical dehumidification, which requires a considerable portion of energy
consumption.

Several studies used natural ventilation to allow occupants to live comfortably under a
wider range of humidity conditions in a humid climate zone [10–13]. Lee et al. [10] analyzed
the effect of natural ventilation using parallel double-windows in Korea. They proved
that approximately 60% of cooling energy can be reduced by adopting an appropriate
ventilation model. Pingel et al. [11] compared the thermal comfort in six buildings where
natural ventilation was applied in a warm and humid climate zone. Several passive
strategies were adopted in these buildings, and it was confirmed that exposed cavity wall,
night ventilation, and optimized building forms are the most effective strategies. Hesaraki
et al. [12] compared IAQ and energy saving according to the natural ventilation level. They
found that sufficient air was provided even at low ventilation levels. Schulze et al. [13]
calculated the energy saving effect of selecting an appropriate ventilation strategy through
energy simulation. They showed that well-designed natural ventilation systems, such as
those in Stuttgart, Turin, and Istanbul, could save cooling energy by 13–44 kWh/m2 per
year. These studies showed that natural ventilation is effective at reducing building cooling
energy. In addition, well-designed ventilation strategies and an increase in air velocity
increased the effect of natural ventilation in humid climate zones.

In addition to cooling energy, heating and ventilation loads in winter are one of the
factors that make it difficult to satisfy the passive house standard in humid climate zones.
Heating and ventilation losses mostly occur through openings and infiltration between
conditioned indoor air and unconditioned outdoor air. In this case, however, it is difficult
for occupants to control the airflow. Therefore, minimizing the supply air volume is an
effective method to save energy.

For the traditional control method, however, the adjustment of the air volume is ineffi-
cient because the indoor environment is air conditioned even in the absence of occupants in
the same way as when it is occupied [14]. In addition, since the building design standards
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of Korea already require a sufficiently high insulation envelope performance, residential
buildings do not require a large-scale HVAC system. Therefore, IAQ can be satisfied just
by adding a small cooling and heating unit to HRV, and energy can be saved through heat
exchange between exhaust and returning air through the continuous supply of outdoor
air. It was generally difficult, however, to apply HRV to residential buildings because
of the high installation cost and operator expertise required. In addition, HRV has been
overdesigned due to the conventional operation method of centralized control. Therefore,
the installation of a small HRV in each room makes it possible to supply fresh air through
DV, simultaneously saving heating and ventilation energy, even in winter.

Therefore, demand-based ventilation was used in several studies to find the optimal
air supply volume. Nguyen et al. [15] divided demand-based control into distributed
control and decentralized control. They mentioned that the primary difference between the
two methods is whether the agents communicate with each other. Decentralized control
adjusts local controllers without communication. More specifically, Kim et al. [16] described
fan-assisted natural ventilation as one of the DV strategies. Kim compared the energy
saving potentials of buildings with decentralized ventilation located in European climate
zones. Among various distributed systems, radiant panel distributed ventilation (RPDV)
was found to require the lowest initial and operating costs. Silva et al. [17] performed
POE through surveys and measurements in residential buildings with centralized and
decentralized ventilation systems. A total of 80% of the occupants responded that they were
satisfied with the building environment after remodeling to a decentralized ventilation
system. Based on these studies, heating and ventilation losses are expected to be reduced
through DV, one of the demand control methods.

In recent years, many studies have been conducted on hybrid ventilation, a concept
that combines passive ventilation and mechanical ventilation. These studies, however,
proposed energy saving and comfort improvement in individual areas, such as cooling
energy, heating energy, and ventilation energy, but suggested no specific strategy, protocol,
or standard [18]. In addition, the effect of the existing hybrid ventilation strategy was
proven in hot and dry climate zones, but a different ventilation strategy is required in
climate zones where it is hot and humid in summer and cold and dry in winter as in Korea.
Therefore, this study proposes a ventilation strategy that can comprehensively reduce
cooling, heating, and ventilation energy in mixed-humid climate regions. Figure 1 shows a
concept diagram of the proposed ventilation strategy in this study.

 

Figure 1. Concept diagram of proposed ventilation strategy.

In Korea, most HVAC systems are packaged air conditioners or split-unit systems, and
electricity is used as the main energy source. Since electricity undergoes several conversion
processes, the proportion of the primary energy demand is larger compared to other energy
sources, such as thermal energy. Therefore, in this study, a hybrid ventilation strategy was
proposed to significantly decrease the primary energy demand and reduce the impact of
buildings on the environment.
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2. Simulation Strategies

2.1. Natural Ventilation

Natural ventilation is a passive strategy traditionally used to reduce the cooling loads
of buildings and secure IAQ [10]. Natural ventilation, however, is significantly affected by
outdoor air conditions, and its effect is insignificant in a humid climate zone because it is
applicable only when outdoor air conditions fall within the comfort ranges for temperature
and humidity [12]. As a matter of fact, it is difficult to define the comfort ranges of outdoor
air due to non-quantitative factors. Nevertheless, many studies have followed the criteria of
ASHRAE Standard 55, which considers the PMV model [19]. The natural ventilation criteria
of ASHRAE consider the temperature and absolute humidity of the outdoor air. Figure 2
shows the specific natural ventilation criteria suggested by ASHRAE Standard 55. When
the period that allows natural ventilation was calculated using the climate data of Seoul, it
was found that 2092 h makes up 22.4% of the year. Thus, the effect of natural ventilation
is not significant. Therefore, additional energy saving can be achieved by extending the
natural ventilation period and reducing the mechanical ventilation period. In this study, the
concept of the adaptive thermal comfort model was used to extend the natural ventilation
period.

 

Figure 2. Conventional (Top) and proposed (Bottom) natural ventilation algorithms.

2.2. Increasing Air Velocity

The concept of the adaptive thermal comfort model is based on the supposition that it
is possible to expand the comfort ranges of temperature and humidity that people generally
feel by increasing indoor air velocity. In many previous studies, a cooling effect and comfort
improvement were achieved using this concept [20–25]. In this study, ceiling fans were used
as devices to increase the indoor air velocity. A ceiling fan can control a larger area than
other airflow-generating devices, and can generate various air velocities. As the electric
power varies depending on the generated air velocity, the energy demand was calculated
in this study based on level 6 electric power (11 W), which generates a velocity of 1.5 m/s,
by referring to a study by Zhai et al. [20]. Table 1 shows the fan power depending on air
speed. Since the target building had four zones that require air-conditioning, the minimum
requirement of four ceiling fans was met.
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Table 1. Fan power and air speed at each setting.

Level Power [W] Mean Air Speed [m/s]

0 1 * 0.05
1 2 0.44
2 3 0.57
3 4 0.69
4 7 1.27
5 9 1.39
6 11 1.59

* Plug load.

2.3. Heat Recovery Ventilator

Since it is hot and humid in summer and cold and dry in winter in Korea, HRVs
that can exchange both sensible heat and latent heat are required when heat exchangers
are to be used. Existing HRVs, however, are large and require high installation costs. In
addition, the condensation problem has continuously been raised. Currently, in Korea,
the minimum standard for HRV performance is presented by KS B 6879, which is shown
in Table 2 [26]. This standard stipulates an air-to-air heat recovery ventilator with heat
exchange elements and filter units installed between indoor and outdoor spaces, with
under 600 V and 3000 ACH. In this study, energy and thermal comfort were calculated
while a small HRV that meets the minimum standard was used. It is possible to operate
ventilation systems according to the number of occupants by installing small HRVs in the
window of each room. In this process, the ventilation loss can be reduced by adjusting
the air supply volume. Based on this, the energy efficiency of the entire building can be
improved.

Table 2. Minimum standard of heat recovery ventilator based on KS B 6879.

Ventilation
Volume

Heat Recovery Rate Energy Coefficient

Cooling Heating Cooling Heating

Standard Over 90% Over 45% Over 70% Over 8.0 Over 15.0

3. Simulation

3.1. Simulation Description

In this study, an Energyplus engine was used to calculate the building energy de-
mand. This can reflect the design elements and physical properties of a building through
Rhino/Grasshopper. The energy simulation results were calculated on an hourly basis.
Recently, Energyplus has been used in various studies because it is able to calculate building
energy even in a complex energy model [27].

3.2. Climate Analysis

The climate of Korea is classified as a mixed-humid climate according to the Koppen
Geiger classification criteria. In this study, the TMY weather data of Seoul, the capital city
of Korea with the largest population, were used. Figure 3 shows the annual temperature
and humidity distribution of outdoor air. Based on the criteria of Figure 2 (Bottom), 3055 h
per year is available to extend the natural ventilation period in Korean climate.
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Figure 3. Annual temperature and relative humidity in Seoul, Korea.

3.3. Building Statement

Since Seoul has a high population density, most people live in high-rise apartments.
The Korean government provides typical apartment drawings, such as floor plans, section
plans, and system plans, to provide a high-quality residential environment. Figure 4 is
the standard floor plan of apartments given by the Korean government. This suggests
that the criteria for insulation performance and airtightness performance by region are
used to secure a zero-energy building performance for new buildings. In this study, an
energy simulation was performed based on the standard apartment drawings and building
performance in Seoul. The input variables for simulation are shown in Table 3 [28].

Table 3. Input variable for energy simulation based on Korean building code of multi-stories apart-
ment.

Number
of Floors

Gross
Area [m2]

Total
Height [m]

Volume
[m3]

WWR
[%]

U-Value
[W/m2K] ACH

Num of
Occupants

S N E W Roof Wall Floor Win

20 5954 56 16,671 60 10 0 0 0.15 0.17 0.17 1.00 0.3 240

Residential buildings in Korea mostly adopt hot water pipe floor heating for heating
and packaged air conditioners or split-unit systems for cooling. The distribution energy
of heating and cooling was calculated considering the characteristics of the media air
and water. The pressure loss according to the medium is calculated using the following
formula [29]:

Pdrop =
1000· f ·ρ·v2

2D ·(1.6 + 1.1Lduct)
(1)

where:
Pdrop = Pressure drop (Pa);
f = Friction factor;
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ρ = Density of mass (kg/m3);
v = Velocity (m/s);
D = Hydraulic diameter (m), generally 1.204;
Lduct = Duct length (m).
The designed duct lengths (L) for each room in the unit household are shown in

Table 4.

 
Figure 4. Typical floor plan for multi-story apartment in Korea.

Table 4. Designed duct length of each room from air handling unit.

Bedroom 1 Bedroom 2 Bedroom 3 Kitchen Living Room

Length (m) 11.0 4.5 9.4 7.0 6.5

3.4. Occupancy Schedule

In the conventional HVAC control method that involves the introduction of outdoor air,
the required air supply volume is calculated based on the maximum number of occupants.
Thus, energy can be wasted due to overdesign. The calculation of the number of occupants
for energy simulation generally follows the basic occupancy schedules of EN and ISO.
In this study, the basic occupancy schedule of Ahmed et al. [30], calculated based on the
EN16798-1 and ISO/FDIS 17772-1 standards, was reflected in the energy simulation [31,32].
The occupancy schedule for each zone was calculated by applying the ratio obtained in the
study by Ahmed et al. based on four people per household. Figure 5 shows the occupancy
schedule for energy simulation with a conventional HVAC system and decentralized
ventilation strategy in each room.
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(a) 

(b) 

Figure 5. (a) Occupancy schedule for conventional HVAC system. (b) Occupancy schedule for
decentralized ventilation.

4. Results

4.1. Energy Saving Potential

To evaluate the energy saving potential via the two passive strategies presented above,
the energy demand, primary energy demand, and CO2 emissions were compared for each
strategy. Each strategy was divided into the following four cases and the effects of each
strategy were compared: Case 1—baseline; Case 2—extended natural ventilation; Case
3—decentralized ventilation; and Case 4—combined passive strategies (proposed solution).
Table 5 shows the description of each simulation case and Figure 6 shows the annual energy
demand per unit area for each of the four strategies.
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Table 5. Simulation cases description.

Operation
Scenario

Case 1 Case 2 Case 3 Case 4

Name of case Baseline case
Extended

natural
ventilation case

Decentralized
ventilation case

Proposed
solution case

Description Basic ventilation
strategy

Extending
natural

ventilation
period with

increasing air
velocity using

ceiling fan

Decentralized
control for

ventilation based
on occupancy

demand

Combined two
strategies (Case

2 and Case 3)

Ventilation type Centralized Centralized Decentralized Decentralized

Control type 2-position
Control Floating Control 2-position

Control Floating Control

32% 34% 

55% 

Figure 6. Site energy demand according to each strategy.

In Case 1, where the existing ventilation strategy is used, 16.03 kWh/m2 of energy is re-
quired per year for HVAC. If the natural ventilation period can be extended in Case 1 by im-
proving the air velocity, the energy demand is reduced by approximately 5.18 kWh/m2year.
The energy demand of Case 3 in which DV is used is similar to that of Case 2. The an-
nual energy demands of Cases 2 and 3 were calculated to be 10.85 and 10.50 kWh/m2,
respectively. Conversely, in Case 4 where all of the proposed strategies are used, the energy
demand can be further reduced to 7.19 kWh/m2. Figure 7a–c show the energy consumption
patterns of each strategy on a random date.
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(a) 

 
(b) 

 
(c) 

Figure 7. (a) Energy pattern comparison of Case 1 with Case 2. (b) Energy pattern comparison of
Case 1 with Case 3. (c) Energy pattern comparison of Case 1 with Case 4.

The primary energy demand was calculated based on the actual energy demand. In
the target building, a heat pump is used for heating and a compression chiller is used
for cooling. Since the cooling and heating heat sources are different, the primary energy
demand is also different from the energy demand calculated above. In Korea, coal gas has
been traditionally used as a heating heat source and electricity as a cooling heat source. The
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Korea Energy Agency suggests 1.1 and 2.75 as the conversion factors of gas and electricity,
respectively, for primary energy calculation. Table 6 shows the primary energy factor
depending on the energy source in Korea.

Table 6. Primary energy factor depending on energy source based on Building Energy Efficiency
Certification.

Energy Source Primary Energy Factor

Fuel 1.1
Electricity 2.75

District heating system 0.728
District cooling system 0.937

For this reason, the primary energy demand for each case was found to be
31.06 kWh/m2 for Case 1, 19.15 kWh/m2 for Case 2, 19.35 kWh/m2 for Case 3, and
12.23 kWh/m2 for Case 4. Figure 8 summarizes the primary energy demand for each
strategy.

Figure 8. Primary energy demand of each case.

To examine the impact on the environment, the primary energy demand was con-
verted into CO2 emissions. Despite the same primary energy demand, the impact on the
environment may vary depending on the energy production method. The energy produc-
tion method differs by region. In Korea, which is the target region, energy is produced
based on the proportions shown in Table 7. Figure 9 shows the results of calculating CO2
emissions based on these proportions and the primary energy demand. CO2 emissions
were calculated to be 12.87 kgCO2/m2year for Case 1, 7.93 kgCO2/m2year for Case 2,
8.09 kgCO2/m2year for Case 3, and 5.06 kgCO2/m2year for Case 4.

Table 7. Energy source accountability to produce electricity in Korea.

Energy Source Ration of Total Energy Production

Coal 42%
Liquefied Natural Gas (LNG) 27%

Nuclear 23%
Renewable 6%

Oil 1%
Etc. 1%
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Figure 9. CO2 emission of each case.

4.2. Thermal Comfort

To examine the comfort of occupants and the energy saving potential under each
strategy, the indoor air temperature, operative temperature, and PMV were compared as
thermal comfort indices. Thermal comfort was analyzed for Bedroom 01 with the highest
density (two out of four occupants) in the household. Figure 10 shows the changes in the
indoor air temperature of Bedroom 01 in a sample week.

In Case 1, the air temperature ranged from 20 to 26 ◦C due to the constant operation of
HVAC. In Cases 2 and 3, similar indoor temperature distributions were observed. In Case
4, however, the temperature exceeded 26 ◦C or dropped below 20 ◦C in some instances, but
the temperature difference was not severe and was found to be acceptable for most people.

(a) 

Figure 10. Cont.
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(b) 

(c) 

Figure 10. (a) The room air temperature comparison in a sample week of Case 1 with Case 2 (Bedroom
01). (b) The room air temperature comparison in a sample week of Case 1 with Case 3 (Bedroom 01).
(c) The room air temperature comparison in a sample week of Case 1 with Case 4 (Bedroom 01).

Second, the operative temperatures, one of the indicators of the thermal comfort of
occupants, were compared and analyzed. When the indoor air velocity is 0.2 m/s or less,
the operative temperature is calculated as the average of the indoor air temperature (Ta)
and the mean radiant temperature (MRT) [19,33].

To =
Ta + Tmrt

2
(2)

In this study, however, the operative temperature was calculated using Equation (3)
because the case of extending the natural ventilation period through an improvement in
indoor air velocity was considered [19].

To = A Ta + (1 − A) Tmrt (3)

For A, the following values in Table 8 were used according to the average indoor air
velocity.
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Table 8. A value for calculating operative temperature at more than 0.2 m/s air velocity.

va

(Average Air Speed)
<0.2 m/s 0.2–0.6 m/s 0.6–1.0 m/s

A 0.5 0.6 0.7

ASHRAE standard 55 suggests acceptable operative temperature ranges as shown in
Figure 11. This graph compares the monthly average outdoor air temperature with the
indoor operative temperature, showing acceptability limits of 80% and 90%. In this study,
the acceptable hours of a year in which the traditional control method falls within the 80%
acceptability limits were examined, and their change for each strategy was evaluated to
compare the thermal comfort. In Case 1, the acceptable hour limit was found to be 4933 h,
at which point the building satisfied thermal comfort using HVAC systems. For other
strategies, the acceptable hours slightly decreased due to the mixing of indoor air and
outdoor air. Figure 12a,b show 80% acceptable hours for each strategy.

 

Figure 11. Acceptable operative temperature 6(To) ranges for naturally conditioned spaces.

Finally, PMV, which is most widely used as a thermal comfort index, was analyzed.
PMV is calculated based on the following six variables: the air temperature, relative
humidity, MRT, air velocity, amount of clothing, and metabolic rate. ASHRAE suggests
thermal comfort ratings using this index, as shown in Figure 13. PMV is calculated using
the following equation.

170



Energies 2022, 15, 1960

 
(a) 

 
(b) 

Figure 12. (a) Acceptability limits (80%) of operative temperature for naturally conditioned space in
Case 1 (basic ventilation). (b) Acceptable hour (80%) of a year in case 4 (proposed solution).

PMV =
(

0.303e−0.036M + 0.28
)

Lbody (4)

where:
PMV = Predicted Mean Vote;
M = Metabolic rate;
Lbody = Thermal load on the body.
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In this study, PMV was calculated every hour to compare the thermal comfort for each
strategy. Non-quantitative factors, such as the amount of clothing and metabolic rate, were
assumed to be different for summer and winter. The amount of clothing was set to 0.6
for summer and 1.0 for winter. Consequently, the average PMV values were found to be
−0.32, −0.62, −0.66, and −0.70 for Cases 1–4, respectively. The average PMV was slightly
different for each strategy, although it was generally similar. Figure 14 shows the PMV
according to each case.

 

Figure 13. ASHRAE thermal sensation scale.

Figure 14. PMV variation by each case.

5. Discussion

5.1. Energy Saving Potential

This study evaluated the energy saving and changes in comfort through the existing
passive strategy. Since the main strategy of this study is to extend the natural ventilation
period by facilitating an increase in air velocity and to apply DV, cooling energy saving
was important. The energy pattern analysis results showed that cooling energy could be
saved by extending the natural ventilation period using ceiling fans. Conversely, when
the outdoor air conditions were suitable for natural ventilation, the energy demand was
the same as that of the existing control method. DV could also save energy by reducing
heating and ventilation losses. The overall energy demand was reduced by DV, but the
energy demand increased during time periods when occupants were concentrated, such
as commuting hours. Total energy demand was significantly reduced by integrating the
proposed strategies.

In terms of the primary energy demand, however, the results differed. Although the
energy demand of the DV strategy was smaller than that of the ENV strategy, the primary
energy demand of the DV strategy was found to be larger. This is because cooling and
heating energy sources are different in Korea. Since electricity, which is the main energy
source of cooling, goes through many conversion processes, its primary energy conversion
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factor is higher than that of gas. For this reason, CO2 emissions showed the same pattern
as the primary energy demand. Since the cooling load is the main load in a mixed-humid
climate zone, the strategy to reduce the cooling load by extending the natural ventilation
period is judged to be an appropriate passive strategy that can reduce the impact on the
environment as well as the energy demand.

5.2. Thermal Comfort

From a thermal comfort perspective, energy saving sometimes adversely affects ther-
mal comfort. Energy saving, however, can be sufficiently selected as an alternative strategy
if changes in thermal comfort are insignificant or negligible. In this study, changes in
thermal comfort were examined by analyzing three thermal comfort indices: the indoor
air temperature, operative temperature, and PMV. The indoor air temperature of each
strategy fluctuated in a wider range than that of the existing ventilation strategy. The
temperature, however, always fell within the comfort range as cooling and heating systems
were operated when the outdoor air was overly hot or cold. In addition, the acceptable
hours in which the operative temperature fell within the 80% acceptability limits suggested
by ASHRAE standard 55 were examined to compare the operative temperature for each
strategy. The acceptable hours were found to be 4933 h a year for the existing strategy, and
they were not significantly different for the strategies of Cases 2 to 4. Case 4 was the most
uncomfortable strategy based on the operative temperature, but its acceptable hours were
approximately 4300 h a year, which is not significantly different from that of the existing
ventilation strategy. Finally, PMV was calculated every hour for each strategy. Since clo
and met, which are non-quantitative factors, were assumed for the calculation of PMV,
a comparison between the PMV values is not appropriate, but comparing the thermal
comfort due to the change in passive strategy is significant. As shown in Figure 13, there
was no significant difference in the annual distribution and average value of PMV for each
strategy. In addition, the average PMV of Case 4 is somewhat smaller than that of the
existing strategy. This appears to be because natural ventilation has a direct cooling effect,
while stopping mechanical HVAC.

6. Conclusions

This study focused on reducing the latent heat cooling load for the spread of zero-
energy buildings in mixed-humid climate zones without the use of additional machines. It
was difficult to apply many existing passive strategies to mixed-humid climate zones, such
as Korea, due to high humidity. Although it is impossible to reduce the latent heat load
without mechanical dehumidification, an increase in air velocity allows higher humidity
and temperature to be accepted. This makes it possible to reduce the use of mechanical
cooling and heating and to perform natural ventilation and reduce the overall building
energy demand even when outdoor air conditions exceed the comfort ranges. In addition,
under existing HVAC systems, air-conditioning is performed before the air is dispersed to
each room. To overcome these two limitations, this study evaluated the changes in energy
saving potential and thermal comfort according to the extension of the natural ventilation
period and passive strategies, such as decentralized ventilation.

Consequently, the extension of the natural ventilation period could save
5.18 kWh/m2year of energy compared to the existing strategy, and cooling energy saving
was important. The decentralized ventilation method could save 5.53 kWh/m2year of
energy compared to the existing strategy. The total amount of energy saved was larger
for the decentralized ventilation method compared to the strategy involving extension
of the natural ventilation period. Considering that electricity is the main energy source
of cooling in Korea, however, the extension of the natural ventilation period was more
efficient than the decentralized ventilation strategy from a perspective of primary energy
demand. Therefore, the strategy of extending the natural ventilation period through an
improvement in air velocity is judged to be the most effective in mixed-humid climate
zones considering the impact on the environment.
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In terms of thermal comfort, changes in indoor air temperature, operative temperature,
and PMV for each strategy were analyzed in this study. The indoor air temperature
fluctuated in a wider range depending on the strategy, but such fluctuations were within
the comfort range as mechanical HVAC was operated when the outdoor air was extremely
hot or cold. To compare the operative temperature, the acceptable hours in which the
operative temperature falls within the 80% acceptability limits suggested by the ASHRAE
standard were examined. For the existing control method, the acceptable hours were 4933 h
a year. The acceptable hours for other strategies were not significantly different as they
were also more than 4000 h. When PMV was compared, there was no significant difference
for each strategy. For Case 4, where the proposed strategies were integrated, the PMV value
was lower than those of other strategies due to the cooling effect of natural ventilation.

Although this study was limited by the lack of consideration of the combination
of increasing the air velocity and mechanical ventilation, this study is significant in that
the energy saving potential of typical residential buildings through the adaptive thermal
comfort model and passive strategies, such as the decentralized ventilation strategy, in a
mixed-humid climate was quantitatively evaluated. To the best of the authors’ knowledge,
no literature was found on the energy saving and the impact of thermal comfort by using
hybrid ventilation strategy in the humid climate of South Korea. In addition, due to the
recent development of measuring instruments, such as IoT sensors, it is now possible to
identify the number of indoor occupants and their activities more easily and accurately
than in the past. Therefore, the results of this study can be used to predict changes in
building energy demand and thermal comfort according to the selection of an appropriate
ventilation strategy based on the accurate information on occupants obtained using simple
IoT equipment.
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Nomenclature

ACH Air change per hour
D Hydraulic diameter [m]
Lbody Thermal load on the body
Lduct Duct Length [m]
M Metabolic rate
MRT Mean radiant temperature
Pdrop Pressure drop [Pa]
PMV Predicted mean vote
T Temperature [◦C]
WWR Window to wall ratio [%]
f Friction factor
ρ Density of mass [kg/m3]
v Velocity [m/s]
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Subscripts
a Air
mrt Mean radiant temperature
o Operative temperature
Acronym
ASHRAE American society of heating, refrigerating, and air conditioning engineering
BAU Business as usual
DV Decentralized ventilation
ENV Extended natural ventilation
EPBD Energy performance of building directive
GHG Greenhouse gas
HRV Heat recovery ventilator
HVAC Heating, ventilation, and air conditioning
IAQ Indoor air quality
IoT Internet of things
PER Renewable primary energy demand
PHI Passive house institute
POE Post occupant evaluation
RPDV Radiant panel distributed ventilation
TMY Typical meteorological year
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Abstract: Since the advent of reforms and opening-up of China, the focus has been on urban de-
velopment. However, rural development has garnered attention in recent years. This research
explores energy performance improvement methods for rural houses in Xi’an, China. It aims to
discuss the feasibility of designing a nearly zero-energy building (nZEB), based on typical residential
rural housing in Xi’an, through proposing new construction methods and examining the strategies
for the refurbishment of an existing house. Initially, a typical rural house was modelled based on
data collected from a field survey and historical documents. Subsequently, suitable passive design
strategies were explored in the rural house design both in terms of proposing new construction
methods and examining the refurbishment strategies of an existing house. After implementation
of the passive design, the annual energy demand was reduced from 112 kWh/m2 to 68 kWh/m2

(new construction) and from 112 kWh/m2 to 85 kWh/m2 (refurbished). Even though the passive
design significantly reduced the energy demand of the house, it could not achieve the Chinese nZEB
standard. Therefore, a photovoltaic (PV) system and a storage battery were incorporated to meet the
standard. Eighty per cent of the south roof area of the newly constructed and refurbished house was
installed with a PV system and a storage battery with a capacity of 50 kWh and 52 kWh, respectively.
After installation of the proposed renewable energy, the annual energy demand from the house was
decreased to 35 kWh/m2 (new construction) and 51 kWh/m2 (refurbished), which both achieved the
Chinese nZEB standard (equal to or below 55 kWh/m2). The study shows the effectiveness of the
methods used to design the nZEB and can be used to instruct the residents to build the nZEB in rural
villages like Xi’an in China.

Keywords: rural house; passive design; nearly zero energy building; renewable energy

1. Introduction

Traditional buildings have high energy demands, requiring the consumption of fossil
fuels. Therefore, architects worldwide have been focused on designing green buildings and
advocating using renewable energy in buildings. There are various definitions of net Zero
Energy Building (ZEB) according to source, site, cost and emission factors [1]; because the
reduction of the delivered energy (coal, electricity from the public power plant and natural
gas) is the main focus in this study, the ZEB definition proposed by U.S. Department of
Energy was more suitable, which defines the ZEB as an energy-efficient building where,
on a source energy basis, the actual annual delivered energy is less than or equal to the
on-site renewable exported energy [2]. According to the Energy Performance of Buildings
Directive (EPBD), a “Nearly Zero-Energy Building” (nZEB) means a building that has a
very high energy performance and the nearly zero or very low amount of energy required
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177



Buildings 2022, 12, 341

should be covered to a very significant extent by energy from renewable sources, including
energy from renewable sources produced on-site or nearby [3]. However, many countries
have defined their own ZEB and nZEB standards according to the domestic situation.
According to the technical standard in China [4], when the per-area energy consumption of
a residential building is equal to or below 55 kWh/m2, the building is classified as an nZEB.

Passive design started early in developed countries such as the US, which held its first
passive design conference in May 1976. According to the description by the US Department
of Energy [5], passive solar design takes advantage of the site, climate, and materials of
a building to minimize energy use. Based on recent research on passive design, Song [6]
reviewed evaluation methods for passive houses. Qi [7] classified passive design methods
according to different weather conditions in different climate zones. Li [8] investigated
the impediments of passive design applications in buildings in China; one crucial point is
that there is no specific guidance. Yin [9] evaluated passive design methods for buildings
from an economic perspective. The recent research also declares that passive design and
renewable energy are two key methods to achieve nZEB and ZEB [2]. Therefore, according
to the literature review of passive design, passive design should consider the energy-saving
effect, evaluation method and economic factors. This study discussed the passive design
strategies mainly considered the energy-saving effect of solar gain, insulation, appropriate
structure and configuration of the village house in Xi’an. In terms of the specifications of
the village house in Xi’an, appropriate local insulation materials and suitable strategies
were explored; in the meantime, the basic economic factors were also discussed based
on minimizing the construction and insulation materials. Although the passive design
is an effective way to improve the energy performance of a house, it is difficult to meet
the nZEB standard. Therefore, renewable energy systems are often incorporated in nZEB
designs. According to the literature review, the long-term application of passive design in
developed countries and some developing countries has led to the conversion of traditional
buildings to nZEBs to some extent. Therefore, the next step in optimizing the energy
performance of buildings is to pursue the renovation of buildings to design Positive Energy
Buildings (PEB). In PEB, nZEBs support each other by connecting renewable energy with
the grid [10–12]. Several researchers have evaluated the various effects of nZEBs: Dartevelle
et al. [13] evaluated the long-term summer thermal comfort of nZEBs in Wallonia. Marta [14]
evaluated the decarbonization effects of nZEBs in Southern Europe. Masi [15] performed
a sensitivity analysis of nZEBs from a life cycle approach; this research also suggested
that installing a storage system along with a PV system is more profitable. Presently,
optimization methods for nZEB designs are also being investigated. Ferrara et al. [16]
developed a model based on machine learning to optimize the design of renewable energy
for nZEBs. Vujnovic et al. [17] proposed a cost-optimal energy performance calculation
model for nZEBs. Herrero et al. [18] reviewed the modelling methods, simulation methods,
and control tools of nZEBs. Kuivjõgi et al. [19] studied the phenomena in which commercial
buildings are not converted to nZEBs in Estonia. From the literature review of the ZEB,
nZEB and the PEB, the developed countries already comprehensively researched and
practised energy-efficient buildings. However, as a developing country, the widespread
application of nZEBs is not present in China, especially in rural areas. The methods to
design an nZEB in developed countries cannot be simply implemented in developing
countries due to the different environments, economies and policies.

North-western China has a population of 96.7 million, including a 55.5 million rural
population [20]. In 2010, the delivered energy used (natural gas, coal and electricity from
the grid, etc.) from rural houses in China was 1.38 trillion kWh, accounting for 26.1% of the
total building energy consumption in China; the electricity consumption of rural houses
in China was 136 billion kWh [21]. In winter, most rural residents in north-western China
burn coal in their stoves for heating. Burning coal can adversely affect the health of rural
residents and is harmful to the environment. Moreover, several cases of death from carbon
monoxide poisoning because of coal-burning are reported every winter. Therefore, passive
design and clean energy systems are a necessity for rural houses in north-western China.
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This research explores energy performance improvement methods for typical rural
houses in Xi’an in north-western China by exploring appropriate passive design strategies
and applying renewable energy. This research aims to discuss the feasibility of designing a
residential nZEB in a village in Xi’an.

This paper explored the appropriated passive design strategies, and with mature
renewable energy, the study demonstrates that constructing an nZEB or refurbishing
existing houses to nZEBs is feasible in the villages in Xi’an. The specific strategies and
methods presented in this study were summarized in this paper, and it can be practical
guidance for the residents to design nZEBs in the villages of Xi’an.

2. Materials and Methods

2.1. Study Area

Figure 1 shows the geographical information of Xi’an City in China.

Figure 1. Regions in north-western China under administrative classification.

Figure 2 presents the monthly average weather data of Xi’an. Figure 2a shows the
monthly average dry bulb temperature in Xi’an for one year. Temperature data show that
Xi’an has four distinct seasons. Figure 2b presents the monthly average relative humidity
in Xi’an for one year; it ranges from 58% to 77%. Figure 2c shows the monthly average
wind speed in Xi’an; the data reveal that the wind speed in winter is relatively higher
than in summer. Figure 2d shows the monthly average direct normal solar radiation
in Xi’an, revealing that direct normal solar radiation in summer is much higher than in
winter; particularly in August, the average direct normal solar radiation almost reaches
160 Wh/m2. Weather data are obtained from the American Society of Heating, Refrigerating
and Air-Conditioning Engineers (ASHRAE) code [22].
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Figure 2. Monthly average weather data of Xi’an: (a) Dry bulb temperature; (b) Relative humidity;
(c) Wind speed; (d) Direct normal solar radiation.

2.2. Typical Rural House and Sensors

To characterize typical rural housing in Xi’an, two field surveys were conducted and
historical documents were reviewed. Figure 3 shows a picture of the village house in
Xi’an. Once the typical rural house was characterized, it was selected and modelled. To
incorporate nZEB designs in the typical rural house, the following two steps were taken:
first, appropriate passive design strategies for the typical rural house were explored. De-
signBuilder, a calibrated software from England based on EnergyPlus, was used to design
the model of a typical rural house. This software was used to predict the energy consump-
tion of different design varieties to find appropriate passive design strategies, such as the
appropriate insulation material. The calculation engine of DesignBuilder is EnergyPlus and
the EnergyPlus is developed in the U.S. used for analyzing the heating, cooling, lighting
and ventilation of buildings. Even DesignBuilder is a calibrated commercial software, to
verify the suitability of the software for this study, it was tested by comparing measured
and simulated indoor temperature and relative humidity before applying this software.
Secondly, as an application of passive design strategies is not sufficient to meet nZEB
standards, renewable energy systems are used in passive design houses. The renewable
energy system model, including photovoltaic cells and a storage battery, was created us-
ing the programming language Python. After the simulation, the results were organized
and analyzed.
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Figure 3. A village house in Xi’an.

In addition, Xi’an was classified as a humid subtropical climate under the Köppen
climate classification, and the rural houses in the regions with the same climate condition
can also refer to the achievements in this research to improve the energy performance of
their houses.

In this research, Onset HOBO sensors were used, as seen in Figures 4 and 5. As
shown in Figure 4, the outdoor sensor was installed in a solar radiation shield to ensure
that outdoor temperature detection was not affected by the outdoor environment, such as
solar radiation.

  

Figure 4. Temperature and relative humidity sensors for indoor (left) and outdoor (right) environments.

  

Figure 5. Outdoor temperature and relative humidity sensors (with solar radiation shield).
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3. Energy Performance of the Typical Rural House

3.1. House Modelling and Data Measurement

Based on the field survey and topological study of rural houses in north-western China,
a typical rural house in Xi’an was selected and modelled using DesignBuilder, as shown in
Figure 6. Li et al. conducted four times filed surveys at the villages in North-western China
including Shaanxi province to complete his doctoral thesis; for this study, three times field
surveys were conducted at three villages (with 128 residential houses) in Xi’an. Table 1
concludes the distributions of the different village house structures in Shaanxi province and
Xi’an based on the field surveys of this study and the research conducted by Li et al. [23].
As shown in Table 1, the proportion of the houses with brick-concrete structures is 73.6%
and 95.8 in Shaanxi province and Xi’an, respectively. According to this study’s survey
results, all the occupied houses were brick-concrete structures (95.8%) and only a few
unoccupied houses with dilapidated adobe-wood structures were found. Table 2 shows the
distribution of the house construction time at the villages in Shaanxi province and Xi’an;
70% of the village houses in Shaanxi province and 81.6% of the village houses in Xi’an
were constructed within 10 years. 36 houses were specifically studied during the surveys
of this research. The detailed structure, construction materials and methods of the village
house were surveyed through measurement and interviewing the senior workman (Due
to the residents at the villages in Xi’an usually design and build their houses by referring
to existing houses in the village, the houses in the villages are highly homogeneous. The
material and structure of the occupied houses are the same; only the total area and window
to wall ratio are slightly different; we selected the typical village house according to the
most used window to wall ratio and area). The thermal coefficients of the materials were
referred to from the related research [23]. The typical rural house had one and a half floors.
The first floor was primarily for living. The top half-floor was used for storage and acted as
a thermal buffer to improve the insulation effect of the roof. Before using the software for
analysis, it was tested by comparing the measured data and simulated data. The devices
mentioned in Section 2 were used to measure the indoor temperature, outdoor temperature
and relative humidity under the condition of non-operational heating and cooling in the
house. As shown in Figure 7, the outdoor sensor was hung from the tree, and the indoor
sensor was installed 1.5 m above ground in the middle of the living room. The hourly
indoor temperatures, outdoor temperatures and relative humidity from the afternoon on
14 October 2020 to the morning on 16 October 2020.

  
(a) (b) 

Figure 6. Typical rural house model: (a) 3D model; and (b) Configuration.
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Table 1. Distribution of different house structures in the villages.

Structure
Shaanxi Province (Based on

Li et al.’s Filed Surveys)
Xi’an (Based on Field

Surveys of This Study)

Brick-concrete structure 73.7% 95.8%

Brick-wood structure 5.26% 0%

Adobe-wood structure 21.04% 4.2%

Table 2. Distribution of the house construction time at the villages.

Construction Time
Shaanxi Province (Based on

Li et al.’s Filed Surveys)
Xi’an (Based on Field

Surveys of This Study)

Within 10 years 70% 81.6%

Within 10~20 years 26.67% 8.9%

Within 20~30 years 3.33% 9.5%

  
(a) (b) 

Figure 7. Temperature and relative humidity measurement: (a) Indoor; and (b) Outdoor.

3.2. Software Test and Energy Demand Prediction

The construction materials of a typical rural house are listed in Table 3. Considering
the thermal design code for civil buildings in China [24], the specific characteristics of
construction materials of the typical rural house in Xi’an are also listed in Table 3. As
shown in Table 3, the original house did not have any insulation material. The specific
characteristics of the materials were set in the model created using DesignBuilder. Table 4
summarizes the construction-specific characteristics of the typical rural house in Xi’an.
The ventilation rate was obtained from the Chinese indoor air quality standard [25]. The
infiltration rate of the rural house was the average measured data from [26]. Specific
weather data, which were the input for the model, were obtained from the ASHRAE
code [22].
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Table 3. Materials and their thermal coefficients of a typical rural house in Xi’an, China.

Part Applied Material
Thickness

(mm)
Density
(kg/m3)

Specific Heat
(J/kg˙K)

Thermal
Transmittance

(W/m2˙K)

Brick wall

Cement
sand

mortar
15 1800 1050 62.00

Brick 240 1800 1050 3.38

Cement
sand

mortar
15 1800 1050 62.00

Floor
(Semi-Roof)

Cement
sand

mortar
20 1800 1050 46.50

Steel
reinforced
concrete

120 2500 920 14.50

putty 5 1500 1050 152.00

Ground floor

Facing
brick 10 2500 850 240.00

Concrete 60 2300 920 25.17

Spodosol 150 1600 1010 5.40

Rammed
earth 300 1796 884 2.40

Roof

Tile 20 1699 1050 37.00

Cob 30 1400 1010 19.33

Wood
panel 10 500 2510 17.00

Table 4. Specific construction characteristics of the typical rural house in Xi’an.

Parameters Specific Characteristics

No. of floors 1

Total area 120.5 m2

Ceiling height 3.5 m

Structure Brick mixed

Envelope Brick

Roof Pitched roof

Orientation North to south

Glazing type 5.7 W/m2K (Single no shading, SHGC: 0.82, VT: 0.88)

Window-to-wall ratio (South) 0.2

Window-to-wall ratio (North) 0.2

Window-to-wall ratio (East) 0

Window-to-wall ratio (West) 0

Wooden door 4.3 W/m2K

Infiltration rate 0.55 AC/h

Ventilation rate 1 AC/h
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Table 4. Cont.

Parameters Specific Characteristics

Occupancy 0.02 person/m2

Lighting 4.1 W/m2

Equipment 13.3 W/m2

HVAC/Heating Natural gas (Gas boiler: Efficiency = 0.89)

HVAC/Cooling Electricity from grid (Air conditioner: CoP = 3.9)

Area with heating and cooling system Bedroom, lounge

Set point temperature Summer 26 ◦C, Winter 18 ◦C

To test the software, the outdoor and living room were set sensors to measure the
temperature and relative humidity with 5 min intervals from the afternoon on 14 October
2020 to the morning on 16 October 2020. The hourly average outdoor temperature and
relative humidity data and other hourly climate data from the ASHRAE code were used for
the software test. The hourly simulated results were compared with the measured results
in Figure 8. The simulated results had a relatively small deviation from the measured
data (0–3.4 ◦C for indoor temperature; 0–4.2% for relative humidity). The disagreement
between the simulated and measured data is because the occupancy, ventilation rate cannot
be precisely controlled in actual life; and unmeasured climate data (wind speed, solar
radiation) can have a deviation from the historical climate data from ASHRAE. With
enough devices and time, the limitation of the test will be carefully considered in future
work. Although the measured data and simulated data have relatively low deviation, the
trends of the simulated and measured data were the same. Additionally, a recent study
conducted by Mazzeo [27] demonstrated that EnergyPlus is a sophisticated engine for the
energy demand prediction of buildings. Thus, this software is appropriate for the analysis
in this research.

 

(a) 

 
(b) 

Figure 8. Comparison between measured and simulated data: (a) Temperature; and (b) Relative humidity.
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The annual energy consumption of each category of the typical rural house was pre-
dicted by modelling the house and setting the parameters according to the data presented
in Tables 3 and 4, as shown in Figure 9. From Figure 9, it can be inferred that the heating
energy demand of the typical rural house is high, owing to the extreme cold weather
in winter in the northwest region of China. In contrast, the cooling energy demand in
the summer of the house was relatively low because of the relatively cool weather in the
northwest region of China during summer. The energy demands from other aspects were
calculated based on the occupancy density of the house, as summarized in Table 4.

 

Figure 9. The annual energy demand of typical rural houses: (a) Annual total energy demand;
(b) Annual per-square meter energy demand.

4. Application of the Passive Designs

4.1. Passive Designs for Newly Constructed Rural House

In this study, two methods were followed to create an nZEB based on the model of
a typical rural house in Xi’an. The first method involved implementing the appropriate
passive designs, and the second involved establishing a suitable renewable energy system
in the village house. Two scenarios were considered in this study: the first scenario was the
construction of a new passive house, and the second was the refurbishing of the existing
house. In this section, suitable passive design strategies for the construction of a new
passive house are explored. Passive designs consist of envelope improvement (orientation,
wall and roof insulation, glazing type, window-to-wall ratio and sunroom application)
and internal condition optimization (ceiling height and optimizing the configuration of
the house). Table 5 summarizes the passive design steps. For each step, the possible
alternatives to the original condition were evaluated, and an appropriate solution was
proposed. Figure 10 presents the specific passive design exploration simulations of the
possible alternatives, presented in alphabetical order. Once the results were obtained from
the current step, the appropriate solution was selected and applied as the initial condition
of the next step. Table 5 and Figure 11 also summarize the selected appropriate solutions
for each step.
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Figure 10. Simulation tests for exploring suitable passive design strategies: (a) Analysis of the
orientation; (b) Analysis of the internal height; (c) Analysis of the wall insulation; (d) Analysis of the
roof insulation; (e) Analysis of the glaze type; (f) Analysis of the window to wall ratio; (g) Analysis of
the configuration type; (h) Analysis of sunroom effect.
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Figure 11. Annual heating and cooling energy demand according to the design of each step.

Figure 10a showed the energy-saving effect of the house with different orientations.
Because the different orientations can help, the house benefits more from the solar gain;
however, the larger solar gain can reduce the heating energy demand and increase the
cooling energy demand; considering the total energy demand, the optimal orientation of
the house was decided as south to west 20◦. Figures 10 and 11 show that steps 2 and 3
reduced the energy demand of the house significantly. In step 2, the annual heating energy
demand was reduced from 8366 kWh to 6615 kWh, and the annual cooling energy demand
was reduced from 435 kWh to 345 kWh; in step 3, the annual heating energy demand was
reduced from 6615 kWh to 4856 kWh, and the annual cooling energy demand was reduced
from 345 kWh to 174 kWh. The economic condition of the villages in north-western China
including Xi’an was very poor in the 20th century, but it has been significantly improved
in the 21st century, and most of the villagers built their new houses. In the villagers’
conventional view, the higher house represents the greater wealth of the family. Therefore,
the ceiling height of the village house in Xi’an is mainly around 3.5 to 3.8 m. However, high
ceiling height causes large heating and cooling energy demand due to the large volume
of the space, step 2 demonstrated that the energy demand could be significantly reduced
when the house ceiling height was decreased from 3.5 m to 2.8 m, which can also save a part
of the construction material and reduce the labour cost. Considering the spatial comfort of
the residents, the appropriate ceiling height was referred to the Chinese Residential Design
Specification, which recommends a residential building with a ceiling height of 2.8 m [28].
According to the analysis results of step 3 as Figure 10c, the heating and cooling energy
demand reduction were relatively rapid when the width of the insulation material was
below or equal to 60 mm; the energy demand reduction was relatively smooth when the
width of the insulation material above 60 mm; therefore, the insulation material of the
external wall was selected with 60 mm width and the residents can choose wider width
to pursue more significant energy performance of the house. The annual energy demand
was decreased by 312 kWh when insulation material with 40 mm was implemented in the
house; the reduction is relatively smooth when the width of the roof insulation is above
40 mm. Figure 12 shows the 3D structure of the typical village house. According to the
roof system in Figure 12, there is a 120 mm reinforced concrete layer between the first floor
and the half floor. Even the half-floor has the insulation effect, the insulation effect can be
strengthened by adding an insulation material below the reinforced concrete. Figure 10e
discussed the insulation effect of different glazing types, results showed that the clear
glazing has better energy performance due to the clear glazing has the benefit to get solar
gain; therefore, Figure 10f also discussed the energy performance of different window to
wall ratios. As a result, the energy demand was decreased 241 kWh when the glazing was
changed from single glazing to double glazing; the heating energy demand was decreased
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by 195 kWh when the window to wall ratio was changed from 0.2 to 0.5 and the cooling
energy demand has a very small increase; the change of the heating energy demand was
very small when the window to wall ratio was above 0.5. The effect of the double glazing
and the window to wall ratio is relatively low because the solar gain only can significantly
benefit the house in the day-time; however, the main energy demand from the residential
house is in the morning and evening on the weekdays; the energy demand is high in the
day-time only at weekends.

 

Figure 12. Three-dimensional structure of the typical village house in Xi’an, China.

Table 5. Passive design steps are applied to a typical rural house in Xi’an, China.

Steps Designs

Original Original condition

Step 1 (a) Orientation change (North to south → South to west 20 degrees)

Step 2 (b) Ceiling height change (3.5 m → 2.8 m)

Step 3 (c) Add wall insulation (60 mm Rock wool board)

Step 4 (d) Add roof insulation (60 mm Rock wool board)

Step 5 (e) Glazing type change (Single glazing → Double glazing)

Step 6 (f) Window to wall ratio change (South wall (0.2 → 0.5))

Step 7 (g) Configuration change (Figure 13)

Step 8 (h) Add sunroom (1.5 m)

Figure 13 shows the 3D model and the configuration of the house after applying
passive design strategies. The configuration changes were made because the spaces with
heating and cooling systems should be set next to each other to maintain proper heating or
cooling. In this research model, spaces such as kitchens, bathrooms, toilets, laundry rooms
and closets did not have heating and cooling systems. As shown in Figure 13, a 1.5 m
sunroom was added in front of the house. The depth of the sunroom was selected based on
the solar gain effect in winter and the functional consideration of the space; the sunroom
can be completely opened or disassembled in summer to avoid solar gain. Figure 11 shows
the annual energy-saving effect of the optimization design at each step. The village house in
Xi’an does not have a basement, and there are four layers for ground insulation inheriting
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from the traditional method as shown in Figure 12. Therefore, the ground insulation was
considered sufficient in this study.

 
 

(a) (b) 

Figure 13. Model of the passive design rural house: (a) 3-D model; and (b) configuration.

Instead of using sophisticated insulation materials such as EPS boards, using local
materials can meet the insulation demand of the house at a relatively low cost. Therefore,
in step 3, insulation material called rock wool board made from local materials was applied,
which reduced the heating and cooling energy demand significantly. In this research, the
insulation materials with various sizes were discussed, the authors selected the insulation
material with a specific size in terms of the extent of the energy-saving effect; however, the
residents also can select the material with larger size according to the family’s economic
condition. Although changing the glazing type from single glazing to double glazing can
be relatively expensive, the economic situation in Chinese villages has improved rapidly
in recent years. Most new houses in the villages of Xi’an have adopted double glazing;
therefore, incorporating double glazing in the design of the nZEB in step 5 is reasonable.

Table 6 summarizes the specific characteristics of the construction changes after the
application of passive design strategies. Table 7 shows the materials and their thermal
coefficients of the improved rural house. The annual energy demand of each category
of the passive design rural house is shown in Figure 11. Comparing the energy demand
of the original rural house with that of the passive design rural house, the annual heat-
ing energy demand decreased from 8534 kWh to 3642 kWh. Additionally, the cooling
energy demand decreased from 438 kWh to 146 kWh, and the annual per-area energy
consumption of the house was 68 kWh/m2. However, according to the nZEB standard
of China, the annual per-area energy consumption of the building should be equal to or
below 55 kWh/m2. Therefore, although the energy-saving effect of the passive design was
significant, it still could not achieve the nZEB standard. Thus, a renewable energy system
should be incorporated to achieve the nZEB standard.

Table 6. Specific characteristics of the construction changes in the passive design rural house.

Parameters Specific Characteristics

Ceiling height 2.8 m

Orientation South by west 20◦

Glazing type Double glazing; Clear 3 mm/6 mm air; 3.16 W/m2K
(Single no shading, SHGC: 0.76, VT: 0.81)

Window-to-wall ratio (South) 0.5
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Table 7. Materials and their thermal coefficients of the passive design rural house.

Part Applied Materials
Thickness

(mm)
Density
(kg/m3)

Specific Heat
(J/kg˙K)

Thermal Transmittance
(W/m2˙K)

Brick wall

15 mm cement sand
mortar 15 1800 1050 62.00

240 mm brick 240 1800 1050 3.38

15 mm cement sand
mortar 15 1800 1050 62.00

Rock wool board 60 15 1400 1.00

15 mm cement sand
mortar 15 1800 1050 62.00

Floor (Semi-Roof)

20 mm cement sand
mortar 20 1800 1050 46.50

Rock wool board 40 15 1400 1.5

120 mm steel reinforced
concrete 120 2500 920 14.50

5 mm putty 5 1500 1050 152.00

Ground

10 mm facing brick 10 2500 850 240.00

60 mm concrete 60 2300 920 25.17

150 mm spodosol 150 1600 1010 5.40

300 mm rammed earth 300 1796 884 2.40

Roof

20 mm tile 20 1699 1050 37.00

30 mm cob 30 1400 1010 19.33

10 mm wood panel 10 500 2510 17.00

4.2. Passive Designs for Refurbished Rural House

In the previous section, possible passive designs for constructing a new house were
discussed. In this section, possible passive design strategies for the existing house are
proposed based on the passive design strategies for the first scenario. Due to changes in
the house orientation, a decrease in the internal height and changes to the configuration of
the existing house is not possible, and these passive design strategies were not considered.
Thus, the passive design strategies of steps 3, 4, 5, 6 and 8 were chosen from Table 5 to
refurbish the existing house. From Figure 14, the amount of energy reduction of each
step can be obtained. The results also show that the addition of insulation material to the
external wall in step 3 had a significant effect on reducing the heating and cooling energy
demand. After applying all the proposed passive designs, the heating energy demand
decreased from 8534 kWh to 5498 kWh, and the cooling energy demand decreased from
438 to 266 kWh. Considering the energy demand for hot water, lighting and equipment,
the total annual energy demand of the passive refurbished house was 10226 kWh, and
the annual per-area energy demand of the house was 85 kWh/m2, which does not meet
the nZEB standard of China. Therefore, the simulation of solar energy application was
conducted to verify whether the passive refurbished house can meet the nZEB standard by
incorporating a renewable energy system.
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Figure 14. Annual heating and cooling energy demand according to each selected passive design.

5. Application of Renewable Energy

To achieve the nZEB standard, solar energy was solar energy. PV and storage batteries
were considered to be installed in the house; even if the residents need to pay the initial
cost of the PV and storage battery, the national government already has the policy to give
financial support to the residents who install solar energy in their house; the government
also plans to achieve the carbon peak in the year of 2030 and carbon neutralization in
the year of 2060; to achieve this goal, more policies to encourage the residents to install
renewable energy can be expected. Therefore, this research mainly discussed the feasibility
of nZEB design in the village through the energy-saving prospect. To analyze the energy-
saving effect of the PV and storage battery, models of a PV system and a storage battery
were created and applied in the passive design for the rural house. Additionally, it was
assumed that natural gas will be used for heating in the rural house as natural gas pipes
are already installed in most villages in Xi’an. Therefore, electricity generation from the
PV system and storage batteries will be used for other energy demands of the house. To
conduct this analysis, a mathematical model of the PV system was developed. In this
study, the mathematical model of the PV system was referred to a previous study by Yoza
et al. [29]. Table 8 lists the necessary input parameters for the PV program. The amount of
electricity generated by the PV system can be calculated using Equation (1):

PPV = ηnSPVIPV(1 − 0.005(tCR-25)), (1)

Table 8. Input parameters of the program (PV).

Input Data Unit/Value

Conversion efficiency 14.4%

Coefficient of loss by changing direct current to
alternating current 0.95

Coefficient of other losses 0.95

Number of panels 38 (80% area of the south roof)

Area of each panel 1.3 m2

Ambient temperature Data from ASHRAE (◦C)

Solar radiation Data from ASHRAE (W)
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In Equation (1), η is the conversion efficiency of the PV panel, n is the number of PV
panels, SPV is the area of a single PV panel, IPV is the effective solar radiation on an inclined
panel surface, and tambient is the ambient temperature. The recommended installation angle
of a PV panel in Xi’an, China, is 26◦ [30]. Moreover, the effective solar radiation on an
inclined panel surface was calculated using the method proposed by Erbs [31].

In this study, lead-acid storage batteries were selected because of their relatively
low price and high energy performance. The specifications of the selected lead-acid
storage batteries are listed in Table 9. The storage capacity of the storage batteries can be
determined by dividing the depth of charge by the average daily load and multiplying
by 3. As the heating energy was supplied by natural gas, the average electricity daily
load of the new passive house and the passive refurbished house was 12.6 kWh and
13 kWh, respectively [32]. Additionally, the storage capacity of the storage batteries was
determined to be 50 kWh for the newly constructed passive house and 52 kWh for the
passive refurbished house. Figure 15 shows the program flowchart of the PV and storage
battery systems.

Table 9. Input parameters of the program (Storage Battery).

Device Specification Value

Storage capacity 50/52 kWh

Depth of discharge 75%

Maximum output capacity 6 kW

Maximum charge capacity 6 kW

Rate of charge loss 10%

Rate of output loss 10%

Rate of time loss 5%/month

Figure 15. Program flowchart of PV and storage battery system.
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The hourly simulation results of energy usage in the newly constructed passive house
from the PV system and storage batteries on specific dates in the summer and winter
seasons are shown in Figure 16. Although the electricity demand and usage patterns
during the winter and summer seasons are the same, the amount of electricity generation
and usage from renewable energy is different because the extent of solar radiation is
different. According to Figure 16, electricity generation and usage from the PV system is
mainly around noon. However, the energy demand is relatively low around noon because
the residents are usually at work during the daytime. Therefore, the storage batteries store
the surplus electricity generated by the PV system around noon and provide electricity in
the morning and evening. Renewable energy can cover all the energy demand on most
days in summer and it needs to purchase the electricity from the grid at several hours
on most days in winter as the data shown on representative dates in winter and summer
in Figure 16; the reason is that the solar radiation in summer is strong and in winter is
medium. The energy performance of renewable energy in the intermediate seasons is the
same as in summer. In the newly constructed house, the annual electricity demand from
the public power plant was 561 kWh, the electricity usage from the storage batteries was
2961 kWh, and the electricity usage directly from the PV system was 1086 kWh. Owing to
the similar electricity demand pattern, the size of the PV system and storage batteries were
similar in the newly constructed passive house and refurbished passive house; furthermore,
the energy performance of the PV system and the storage batteries were similar for the
two cases. In the passive refurbished house, the storage batteries provided 2989 kWh, and
the PV system provided 1091 kWh of the annual electricity demand of the house. Thus,
in both cases, the storage batteries played a crucial role because the electricity usage from
the storage batteries was around 2.7 times the electricity used directly from the PV panel.
After the application of the renewable energy system, the annual per-area energy demand
of the newly constructed passive house was 35 kWh/m2, and the annual per-area energy
demand of the refurbished passive house was 51 kWh/m2. According to the nZEB standard
of China, the annual per-area energy demand should be equal to or below 55 kWh/m2.
Thus, the nZEB standard was achieved through the proposed methods for both cases (new
construction and refurbishing of the rural house).

 

Figure 16. Energy performance of renewable energy system on specific dates in spring and summer
for the newly constructed passive house (a) and (b): data in 1/12; (c) and (d): data in 8/16.
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6. Discussion

Table 10 lists the energy demand reduction ratio of each step of the passive design
strategies. The data show that the addition of the external wall insulation material and
decreasing the internal height reduced the energy demand of the house significantly. The
villagers prefer the higher houses due to the height of the house is related to the impression
of wealth in the village social community; however, the higher village house could cause a
large amount of heating and cooling energy demand. Therefore, only decreasing the ceiling
height without sacrificing spatial comfort can not only reduce the energy demand from
the house but also save on the material and labour costs. Due to the area of the external
wall being large, the implementation of the insulation materials to the external wall has
a significant effect to reduce the energy demand from the house. Therefore, the energy
reduction ratio of the passive house is high at steps 2 and 3. On the other hand, as the
traditional roof system already has an insulation effect and the window to wall ratio is low,
the energy reduction ratio at steps 4, 5 and 6 is relatively small.

Table 10. Energy demand reduction ratio of each passive design strategy.

Steps Designs
Energy Demand Reduction Ratio of Passive House

Newly Constructed Refurbished

1 (a) Orientation change (North to south → South to west
20 degrees) 0.99% -

2 (b) Ceiling height change (3.5 m → 2.8 m) 13.99% -

3 (c) Add wall insulation (60 mm Rock wool board) 13.62% 13.41%

4 (d) Add roof insulation (60 mm Rock wool board) 2.32% 3.28%

5 (e) Glazing type change (Single glazing → Double glazing) 1.79% 1.81%

6 (f) Window to wall ratio change (South wall (0.2 → 0.5)) 1.45% 1.47%

7 (g) Configuration change (Figure 13) 0.45% -

8 (h) Add sunroom (1.5 m) 4.00% 0.39%

As the application of passive design strategies to the rural house could not achieve
the Chinese nZEB standard, incorporating renewable energy systems was considered.
According to the electricity demand of the houses, the appropriate size of the PV system
and storage batteries were simulated for application in the newly constructed passive house
and refurbished passive house. Table 11 presents the energy demand reduction ratio after
applying the PV system and storage batteries to the newly constructed passive house and
refurbished passive house. According to Table 11, the energy demand reduction ratio of
the PV system for the newly constructed passive design house and refurbished passive
design house was 8.1% and 8.2%, respectively. Similarly, the energy demand reduction ratio
of the storage batteries for the newly constructed passive house and refurbished passive
house was 22% and 22.3%, respectively. Therefore, the application of storage batteries had
a significant effect on the energy demand of the houses. In addition to the energy demand
reduction ratio of passive design strategies, the application of renewable energy also played
a crucial role in reducing the energy demand of the houses. According to the analysis
presented in Section 4, the newly constructed passive house and refurbished passive house
achieved the nZEB standard of China after applying the passive design strategies and
renewable energy system. Hence, it is feasible to refurbish an existing rural house to an
nZEB or construct a new nZEB through the methods proposed in this study in the villages
in Xi’an, China.
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Table 11. Energy demand reduction ratio of applying renewable energy system.

Device Type Size of Each Device
Energy Demand Reduction of Passive House

New Constructed Refurbished

PV 49.4 m2 8.1% 8.2%

Storage battery (new constructed passive house) 50 kWh 22% -

Storage battery (refurbished passive house) 52 kWh - 22.3%

Due to the limitation of the funding, the measurement time and the devices are not
enough to precisely do the software test. In the future, the software will be precisely tested
including checking the infiltration rate of the house, surveying the occupancy of the village
house and situation of hot water usage at different times.

7. Conclusions

In this study, the feasibility of designing an nZEB based on a typical rural house in
Xi’an was explored. Appropriate passive design strategies and renewable energy systems
were considered for the design of the nZEB. Two scenarios were considered: the first
scenario was the construction of a new house, and the second was the refurbishing of an
existing house. Based on the model of the typical rural house, two methods were followed
to achieve the goal of this research. Initially, the appropriate passive design strategies
were explored and applied in the newly constructed house; subsequently, the possible
passive design strategies were selected for refurbishing the existing house. Furthermore,
PV and storage battery systems were applied to the newly constructed passive house and
refurbished passive house. The conclusions of this study are summarized below.

a. By applying the appropriate passive designs and renewable energy system in the typ-
ical rural house, the annual per-area energy demand of the newly constructed house
was decreased to 35 kWh/m2; for the refurbished house it decreased to 51 kWh/m2.
Considering the Chinese nZEB standard in which the annual per-area energy con-
sumption should be equal to or below 55 kWh/m2 confirmed that the proposed
methods can transform a typical rural house in Xi’an, north-western China, into an
nZEB through new construction or refurbishing.

b. Among all the passive strategies proposed in this study, decreasing the ceiling height
to a reasonable size was a simple method, which reduced the energy demand of the
house significantly. Moreover, it also saved construction materials and reduced labour
costs. The insulation material made from local materials was simulated to be applied
on the external wall of the house; the simulation results show that the energy demand
of the house decreased significantly without incurring high costs.

c. Exclusively using passive design strategies in the village house could not meet the
Chinese nZEB standard. Thus, the PV and storage battery system were simulated for
application in the newly constructed passive house and the refurbished passive house.
The simulation results indicate that the electricity usage from the storage battery was
2.7 times higher than the direct electricity usage from the PV panel. Therefore, storage
batteries play a crucial role in solar energy systems in residential houses.

Furthermore, considering the energy demand reduction ratio of applying passive
design strategies and renewable energy systems, the two methods reduced the energy
demand of the rural house in Xi’an significantly. In addition, the achievements in this
paper also can be used to instruct the residents to build the nZEB in rural villages like Xi’an
in China.
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Abstract: The use of a solar architecture system is a feasible way to reduce the energy consumption
of a building. The system also has important significance to the “Dual-carbon” plan. In this study,
the heat transfer characteristics of a photo-thermal roof were analyzed in hot summer and cold
winter zones; a model to calculate insulation performance was established. In the summer climate,
the thermal performances of the photo-thermal roof and an ordinary roof were explored through
experiments and simulations. The results showed that the heat transfer and temperature of the photo-
thermal roof were lower than those of the ordinary roof. Heat transfer through a photo-thermal roof
can be changed by adjusting the water flow of collectors. The water saturation of insulation materials
is an important factor that affects the insulation performance of a roof. Compared with the ordinary
roof, the change in water saturation was shown to have less impact on the insulation performance
of the photo-thermal roof. The water saturation increased from 0 to 30%, while the heat transfer
per unit area of the photo-thermal roof only increased by 0.9 W/m2; 97.3% lower than that of the
ordinary roof. The effect of reducing the insulation material thickness was less for the photo-thermal
roof than for the ordinary roof. When the insulation material thickness was reduced from 100 mm to
0 mm, the average temperature in the indoor non-working area reached 38.5 ◦C and 27.1 ◦C in the
ordinary roof and the photo-thermal roof, respectively. The insulation thickness of the photo-thermal
roof had little effect on the indoor air temperature. The research results provide a reference for the
roof energy-saving design of new buildings and the roof energy-saving transformation of existing
buildings.

Keywords: building energy consumption; photo-thermal roof; water saturation; insulation
performance; temperature distribution

1. Introduction

In order to ensure the sustainable development of human society, the “Dual-carbon”
plan was proposed. The “Dual-carbon” plan is a “carbon emission peak and carbon
neutrality” plan. The main way to achieve the goals of the “Dual-carbon” plan is to
reduce the consumption of fossil energy to reduce greenhouse gas emissions [1]. Energy
consumption by buildings accounts for more than one-third of global energy consumption,
and the carbon dioxide emissions of buildings account for 40% of the total emissions
worldwide [2,3]. Moreover, with the continuous improvement of people’s living standards,
building energy consumption will continue to grow [4,5]. Therefore, it is important to
achieve the goals of the “Dual-carbon” plan in the construction field as soon as possible,
reduce the energy consumption of buildings and develop renewable energy utilization
technology through building energy conservation technology research [6].
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In energy-saving building technology, the photovoltaic/thermal system has attracted
extensive attention because of its excellent characteristics, such as its renewable and
pollution-free nature [7]. Photovoltaic panels, solar collectors, and hybrid systems are
the most suitable technologies for energy-saving building applications [8,9]. Most previ-
ous research in this field has focused on how to improve the energy efficiency of photo-
voltaic/thermal systems or has evaluated the economy of these systems [10–13]. Since the
1990s, many scholars have studied the design of solar heat collectors, photovoltaic panels,
and hybrid systems integrated with buildings [14–17]. Solar collectors and photovoltaic
panels combined with roofs have been shown to reach to about 120 ◦C in summer [18,19].
High temperature collectors and photovoltaic panels can enhance heat transfer to a build-
ing through convection, radiation, and other means, thereby affecting building energy
consumption and indoor thermal comfort [20–22]. Unlike the overheating of photovoltaic
panels, the temperature of the collector used to prepare domestic hot water is generally
stable at 50–80 ◦C, and most of the solar radiation energy is used to heat the working
medium and is then transferred with the working medium. If the fluid temperature of
the solar collector changes, the temperature of the enclosure may change, affecting the
indoor thermal environment [23]. Sourek [24] studied the interaction between the collector
coupled with the building façade and the building and found that the indoor temperature
increased by no more than 1 K in all investigated configurations. Buonomano [25] observed
the summer superheating effects by detecting the passive thermal behavior effect of a light
building with solar collectors coupled with the building façade in Milan. However, there
are many diverse photo-thermal system and architecture combinations. Most previous
studies only considered the passive effect of the collector in close contact with the building
façade, and ignored the impact of the air gap between the photo-thermal system and the
building’s roof [26]. A study conducted in China pointed out that solar radiation absorp-
tion by the roof surface can account for more than 40% of the power consumption of the
top-floor rooms during hot summer periods [27]. Inhibiting the heat absorption of the roof
surface is very important to reduce the energy consumption of the top floor rooms of a
building during the summer [28]. Solar collectors assembled on the roof also screen most
of the solar rays, but the passive impact is often ignored [29].

China’s dual carbon goals were proposed in 2020, which put forward higher require-
ments for the utilization of solar energy. Photo-thermal technology is an important technical
mean to reduce building energy consumption and carbon emission. It is necessary to under-
stand the influence of photo-thermal system on a building’s thermal environment. Based
on the existing literature, it can be found that the current utilization of solar energy in
buildings is mainly photothermal utilization. However, the use of solar thermal insulation
in buildings is not yet uncommon. Thus, this paper compared the thermal performance of
a roof equipped with a field of thermal solar collectors with an air gap and a traditional
bare roof in hot summer and cold winter zones. Combined with the influence of water
saturation of roof insulation materials on roof heat transfer, the insulation performance
of the photo-thermal roof was explored under different insulation layer thicknesses and
different collector water temperatures. This research provides a theoretical basis for the
application of photo-thermal roofs in the field of building energy conservation.

2. Methods

2.1. Experimental Model

The two experimental rooms were on the top floor of the civil engineering experimental
building of Xiangtan University located at 112.86◦ longitude and 27.88◦ north latitude. The
schematic structure of the experimental roof is shown in Figure 1. The structure of the roof
from top to bottom was as follows: 40 mm reinforced concrete, 100 mm rock wool board,
20 mm cement mortar, 120 mm reinforced concrete, 20 mm cement mortar. The area used
for the photo-thermal roof experiment was 5.6 m × 5 m, and 10 solar collectors 2000 mm ×
1000 mm × 106 mm in size were used. The water temperature was adjusted by controlling
the flow. There were no solar collectors on the ordinary roof, but its area, orientation, and
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roof structure were the same as for the photo-thermal roof. Both experimental test rooms
were air-conditioned and cooled from 9:00 to 21:00 every day.

Figure 1. The experimental roof situation.

2.2. Experimental Measurements

In the experiment, temperature signals were collected by a k-type thermocouple with
an accuracy level of 1 and a measurement error of less than 0.1%. The room studied under
summer conditions was is an air-conditioned room, with the area 1 m from the inner surface
of the roof being a non-working area. As shown in Figure 2, temperature detectors were
placed on the roof surfaces, in the non-working area, and in the water inlet and outlet. The
main temperature signals collected were: the internal and external roof surface temperature
and the inlet and outlet water temperatures. Additionally, detectors were used to record
the outdoor air temperature. The data acquisition unit (XSR-70A) is used to record the
temperature data in real time. The radiation recorder (TBQ-2) was used to measure the
solar irradiance of the test site. Test equipment and parameters are shown in Table 1.

Figure 2. Locations of detectors.
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Table 1. Test instruments and types and test parameters.

Test Parameters Test Instrument Type Accuracy

Solar radiation intensity Solar pyrometer TBQ-2 ≤0.2%

Temperature Thermocouple Ni-Cr and Ni-Si ±0.5 ◦C
Data acquisition unit XSR-70A ≤0.2%

2.3. Mathematical Model
2.3.1. Heat Transfer Analysis

As shown in Figure 3a, solar rays reached the photo-thermal roof, and a small portion
were reflected by the glass cover of the collector, while the rest were absorbed by the
collector. The collector converted solar radiation into heat. Most of the heat was used to
heat the heat-carrying fluid and was carried away by the heat-carrying fluid. Some heat
caused the temperature of the collector to increase. The collector then dissipated heat to
the surrounding environment through convection and radiation. During heat dissipation
by the collector, some of the heat was transferred to the room through the roof. The heat
transfer conducted by the ordinary roof is shown in Figure 3b. The solar radiation directly
reached the outer surface of the roof and increased the temperature of the roof, and the
heat directly entered the room through the roof.

Figure 3. Roof heat transfer model.

The energy balance equation of the heat transfer model can be expressed using Equa-
tion (1) [30].

∂

∂τ
(ρE) +∇[

→
u (ρE + P)] = ∇[λe∇T − ∑j hj

→
JJ + (τe f f

→
u )] + Sh (1)

Since the thicknesses of each solid material layer of the solar collectors and roofs were
much smaller than their length and widths, their heat conduction can be regarded as one-
dimensional along the z-axis direction (height direction). Ignoring the diffusion component
and viscosity dissipation, the above formula can be transformed into Equation (2).

∂

∂τ
(ρE) +∇→

u ρE = ∇(λe∇T) + Sh (2)

The equation of energy balance was established with the collector as the research
object as shown in Equation (3).

ρC
∂T
∂τ

= (1 − ρg)I − λp
∂2T
∂z2 − S (3)
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In Equation (3), the left-hand side of the equation represents the internal energy of the
collector, whereas the right-hand side of the equation represents the heat gain term, the heat
conduction term, and the heat loss term. The heat loss of the collector includes two main
parts. One part is the heat emitted by the collector and the external environment through
radiation and convection, and the other part is the heat loss that results from heating the
fluid in the collector. As the distance between the collector and the outer surface of the
roof was very small, only 100 mm, and the coverage area of the collector was large, there
was little natural wind between the collector and the roof. In the hot summer condition,
the temperature of the rear cover plate of the normal working collector was higher than
that of the outer surface of the roof, making it difficult for natural convection between
them. Therefore, it was assumed that the air between the collector and the roof was almost
stagnant. The convective heat transfer between the collector’s rear cover and the roof was
not considered. Sh can be expressed using Equation (4).

Sh = hg(Tg − To,a) + σεg(T4
g − T4

sky) +
σεg(T4

b − T4
o,w)

1
εb
+ 1

εo,w
− 1

+ qw (4)

Taking the outside surface of the photo-thermal roof as the research object, the heat
balance equation can be expressed as shown in Equation (5).

λa
∂2T
∂z2 +

σεg(T4
b − T4

o,w)
1
εb
+ 1

εo,w
− 1

= qcond (5)

Equation (6) is the energy balance equation for the photo-thermal roof.

ρC
∂t
∂τ

= Sh − λe
∂2T
∂z2 − hi(Ti,w − Ti,a)− σεi,w(T4

i,w − T4
n) (6)

where Sh represents the heat gain of the photo-thermal roof, determined using (5). Sh can
be expressed using Equation (7).

Sh = λa
∂2T
∂z2 +

σεg(T4
b − T4

o,w)
1
εb
+ 1

εo,w
− 1

(7)

Different from the photo-thermal roof, heat gain by the ordinary roof mainly came
from direct solar irradiation. Taking the outer surface of the ordinary roof as the research
object, the heat balance equation was established, as shown in Equation (8).

αw I − σεo,w(T4
o,w − T4

sky)− ho,w(To,w − To,a) = qcond (8)

Equation (9) is the heat transfer energy balance equation for the ordinary roof.

ρC
∂T
∂τ

= Sh − λe
∂2T
∂z2 − hi,w(Ti,w − Ti,a)− σεi,w(T4

i,w − T4
n) (9)

where Sh represents heat gain by the ordinary roof, determined using Equation (8). Sh can
be expressed using Equation (10).

Sh = αw I − ho(To,w − To,a)− σεo,w(T4
o,w − T4

n) (10)

Although the collectors performed strongly in terms of heat accumulation, most of this
heat energy was used to produce domestic hot water. The heat gained by the photo-thermal
roof mainly came from radiant heat transfer between the collectors and the roof. However,
the ordinary roof directly absorbed solar irradiation, converted it into heat energy, and
transferred it to the rooms.
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According to Equations (6) and (9), when the heat received on the roof outer surface
and the roof structure is constant, the heat entering the room through the roof is only
related to the effective thermal conductivity of the roof’s insulation materials, and the more
effective the thermal conductivity is, the more heat that is transferred into the room through
the roof.

2.3.2. The Effective Thermal Conductivity of the Roof’s Insulation Material

Building thermal insulation materials are mostly porous media filled with air and
moisture. The volume ratio of air and water changes depending on the environmental
temperature and humidity. Therefore, building insulation materials are actually a mixture
of solid-phase insulation materials, liquid-phase water, and air, which can be expressed
using Equation (11).

εs + ε l + εa = 1 (11)

Among these three substances, the volume of the solid-phase insulation material does
not change, while the volume of air decreases as the liquid water content increases. The
volume of liquid water can be expressed as water saturation using Equation (12).

ϕ =
εl

εl + εa
(12)

The thermal conductivity of water is greater than that of air. When the liquid water
content in the pores increases, the volume of air will reduce, and the effective thermal
conductivity of the material will increase. When the pores are filled with air and water, due
to the hydrophilicity of the solid surfaces of the pores, the volume of liquid water, and other
factors, the distribution of liquid water varies widely. It is difficult to accurately calculate
the effective thermal conductivity of the insulation material. If the heat conduction of
the porous medium satisfies the requirements of the parallel heat conduction model, its
effective thermal conductivity can be expressed using Equation (13) [31].

λep = λsεs + λlε l + λaεa (13)

If the heat conduction of the porous medium satisfies the requirements of the se-
rial heat conduction model, its effective thermal conductivity can be calculated using
Equation (14) [31].

λec =
1

εs
λs

+ ε l
λl

+ εa
λa

(14)

The above two methods of calculating the effective thermal conductivity represent the
extreme conditions. In reality, the situation is somewhere in between.

λec ≤ λe ≤ λep (15)

In this study, stone wool board with a porosity of 95% was used as the roof insu-
lation material. This material has a monofilament fiber thermal conductivity of about
1.25 W/(m·K) [32]. When the rock wool board was used as the roof insulation material,
heat transfer was directed in the direction of its thickness. Some studies have pointed out
that the interior part of the rock wool board was mainly composed of a large number of rock
wool monofilament fibers and a small number of slag balls [32]. In the thickness direction,
the inclined lapping of monofilament fibers of the rock wool board at different angles did
not represent single horizontal or vertical placement, and a small number of slag balls were
also randomly scattered inside, leading to the coexistence of serial heat conduction and
parallel heat conduction in the rock wool board. In addition, the distribution of liquid
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water in the pores of the porous media was irregular. In order to simplify the analysis, the
effective thermal conductivity was calculated by Equation (16).

λe =
λep + λec

2
(16)

The above calculation method shows the variation law of effective thermal conductiv-
ity for the roof insulation material used in this study, and this is also shown in Figure 4.

 

Figure 4. The effect of water saturation on the effective thermal conductivity of the insulation
material.

As shown in Figure 4, the effective thermal conductivity calculated by the parallel
heat conduction model changes linearly with the water saturation. In the serial heat
conduction model, when the water saturation is less than 80%, the effective thermal
conductivity increases slightly as the water saturation increases, from 0.025 W/(m·K) to
0.108 W/(m·K). When the water saturation is more than 80%, the change in the effective
thermal conductivity relative to the water saturation increases sharply, from 0.108 W/(m·K)
to 0.616 W/(m·K).

The varied relationship between the effective thermal conductivity and the water
saturation calculated according to Equation (16) is shown in Figure 4. The water saturation
can affect the effective thermal conductivity of rock wool board over a large range. With
an increase in the water saturation, the effective thermal conductivity of rock wool board
also increases. When the water saturation increases from 0% to 100%, the effective thermal
conductivity increases by 933.3%, in theory. With an increase in water saturation from 0%
to 30%, the effective thermal conductivity increases from 0.06 W/(m·K) to 0.14 W/(m·K),
an increase of 60.7%.

2.4. Simulation Conditions

In order to determine the similarities and differences in thermal performance between
the photo-thermal roof and the ordinary roof, a numerical simulation was used to create
two physical models. One was a simplified three-dimensional model of an air-conditioned
room with a photo-thermal roof, and the other was an ordinary air-conditioned room
with the same bare roof structure and materials. The numerical model was calculated
with FLUENT software. In order to simplify the model, a water pipe and its surrounding
components in the center of the collector of the photo-thermal roof were considered to have
the smallest width unit.
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Considering the limited cooling capacity of the air conditioner, the air area of the
top floor room was divided into two parts according to height. One part was the area of
air 1000 mm below the roof, the non-working area, and the other part was the personnel
working area. The air conditioner was able to maintain a constant temperature of 26 °C in
the working area. Due to close contact with the roof, the temperature of the non-working
area was affected by heat transfer from the roof and the temperature of the working area.
In order to further simplify the model, only 0.5 m of the indoor air-conditioned area and
its upper space components were modeled. In order to further simplify the model, only
the non-working area and the area 0.5 m below it were modeled. The minimum size of the
numerical model was 134 mm × 2000 mm × (δ + 1906) mm, where δ is the thickness of the
insulation layer of the roof, which represents the amount of change.

The size of the water pipes in the solar collector was 8 × 2000 × 8 mm, and the distance
between the two water pipes was 126 mm. The components used in the model were all
general materials with general dimensions, and the dimensions and materials are shown in
Table 2.

Table 2. Physical properties of each material layer used in the model.

Material Layers
Size

Density (kg/m3)
Specific Heat Capacity

(J/(kg·K))
Thermal Conductivity

(W/(m·K))x × y × z (mm3)

Glass cover 1000 × 2000 × 4.5 2500 840 0.76
Air layer in collector 1000 × 2000 × 45 1.205 1005 0.026

Absorber plate 1000 × 2000 × 1.5 2719 871 202.4
Copper pipe 8 × 2000 × 8 8978 381 387.6

Insulation in collector 1000 × 2000 × 55 50 1380 0.04
Air layer 4000 × 5000 × 100 1.205 1005 0.026

Reinforced concrete layer 1000 × 2000 × 160 2500 860 1.73
Insulation layer 1000 × 2000 × δ 120 750 0.04

Cement mortar layer 1000 × 2000 × 40 2000 840 0.87

This simulation introduced the solar ray tracing model. The geographical location was
set to 27.88◦ N, 112.87◦ E with a time zone of +8. Ideal weather conditions were set as clear
and cloudless, and the time was adjusted to obtain different solar radiation conditions. The
DO radiation model was chosen, and the value of angular discretization was increased
appropriately to obtain a more accurate simulation result. For the turbulence model, k-ε
equation models with high accuracy were used. The boundary conditions of the model are
shown in Table 3.

Table 3. Simulation conditions.

Boundary Type Value Remarks

Glass cover Convective heat transfer
surface

αg = 0.12
τg = 0.8

Introduction of solar radiation from the
solar ray tracing model.

Absorber plate Coupling surface αp = 0.95 -

Copper pipe Temperature
surface/Coupling surface 50 ◦C/- The temperature of the pipe was kept

constant by adjusting the water flow.

Insulation in collector Coupling surface - -

Outside surface of the
photo-thermal roof Coupling surface - -

Outside surface of the ordinary roof Mixed αw = 0.6 -

Inner surface of roofs Coupling surface - -

Contact surface between
air-conditioned area and
non-air-conditioned area

Coupling surface - -
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The simulated values of the meteorological parameters varied according to the purpose
of the simulation. When using experimental data to verify the model, the meteorological
parameters needed to be adjusted to be consistent with the experimental data. When using
the model to explore practical problems, the meteorological parameters used were the
typical meteorological parameters for Xiangtan City in summer [33], and the specific values
are listed in Table 4.

Table 4. Typical meteorological parameters in summer in Xiangtan City, China.

Solar Radiation
Intensity (W/m2)

Ambient
Temperature (◦C)

Wind Speed (m/s) Sky Temperature (K)

1000 35.8 2.6 296

The air density is affected by temperature. Therefore, the Boussinesq hypothesis was
set to represent air density to simplify the solution. The coefficient of thermal expansion of
air was set to 0.0037/k. The SIMPLEC algorithm was used to calculate the incompressible
flow field. In the solving process, when the variable residuals of the continuity equation,
momentum equation, k equation, and e equation were less than 10−3 and the variable
residuals of energy equations and the radiation equation were less than 10−6, convergence
of the calculation was considered to be achieved.

2.5. Simulation Verification

Simulation verification was carried out using experimental data collected on July 12.
Figure 5 shows that the solar radiation intensity was basically stable at about 930 W/m2,
and the air temperature was stable at about 37.8 ◦C during the period from 10:00 to 14:30.
When the solar radiation intensity and air temperature remained constant, roof heat transfer
reached a steady state. The outside surface temperature of the ordinary roof continued
to rise from 10:00 to 14:00, and the temperature did not rise after reaching the maximum
value of 53.0 ◦C at 14:30. At this time, the outside surface temperature of the ordinary roof
reached the corresponding steady-state value. Compared with the ordinary roof, the rise
in the outside surface temperature of the photo-thermal roof was slightly delayed. The
total phase delay can be calculated using Equation (17), and the delay time of the outside
surface of the photo-thermal roof was 2 h. Therefore, the outside surface temperature
of the photo-thermal roof reached a steady-state value of 37.0 ◦C at 16:30. According to
Equation (17) [34], the delay time of the inner surface of the roof was 5.5 h. Therefore,
under a stable external thermal environment, the inner surface temperature of the ordinary
roof reached its corresponding steady-state value of 43.2 ◦C at 20:00, and the inner surface
temperature of the photo-thermal roof reached its corresponding steady-state value of
36.8 ◦C at 23:00.

φ =
∑ D√

2
× 57.3 − arctg

1

1 + S1
√

2
α1

+ arctg
1

1 + Sn
√

2
αn

(17)

 

Figure 5. Variation of the temperature and solar radiation intensity on seven consecutive days.
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Under the experimental conditions, the solar radiation intensity was 930 W/m2, the
air temperature was 37.8 ◦C, the thickness of the roof insulation layer was 100 mm, and
the average water temperature in the collector was 50 ◦C. These values were substituted
into the numerical calculation model. Considering that the experimental building was
a new building, the roof had an excellent waterproofing performance. Therefore, the
saturation rate was set to 0. It was calculated that the outer and inner surface temperatures
of the ordinary roof were 54.3 ◦C and 38.7 ◦C, respectively, and the outer and inner
surface temperatures of the photo-thermal roof were 30.7 ◦C and 28.1 ◦C, respectively. In
general, the values simulated by the photo-thermal system were slightly smaller than the
experimental values. This is because the radiation heat transfer between the wall and roof
was not considered in the simulation calculation. In order to analyze the error between
the experimental value and the simulated value, the relative error calculation results are
shown in Table 5.

Table 5. Relative mean error for the simulation and experimental results.

Comparison of
Simulation and

Experimental Results

Ordinary Roof Outer
Surface Temperature

Ordinary Roof Inner
Surface Temperature

Photo-Thermal Roof
Outer Surface
Temperature

Photo-Thermal Roof
Inner Surface
Temperature

Experimental values 53.0 43.2 37.0 36.8
Simulation values 51.3 39.7 33.5 32.7

RE (%) 3.2% 8.1% 9.5% 11.1%
RMSE 3.3

Table 5 shows that the simulated value for the ordinary roof was relatively close to the
experimental value, and the maximum value of relative error (RE) was 8.1%. The simulated
value for the photo-thermal roof was slightly different from the experimental value, and
the maximum RE was 11.1%. The root-mean-squared error (RMSE) was 3.3. This suggests
that the experimental values are in good agreement with the simulated values.

3. Results and Discussion

3.1. Experimental Results and Analysis

The thermal insulation performance of the roofs was tested during the hot season
in 2021. Experimental data from seven consecutive sunny days from 8 to 14 July 2021
were used. The first three days were cloudy, and the influence of clouds on the solar
radiation intensity value was greater on those three days than on the next four days. The
relationships between the roofs’ internal and external surface temperatures and the solar
radiation intensity and air temperature are shown in Figure 5.

As can be seen from Figure 5, the temperature and solar radiation intensity values
measured in the experiment showed periodic changes. The solar radiation intensity began
to rise from about 6:00, reaching a maximum of about 900 W/m2 from 10:00 to 14:30,
and then gradually decreasing before dropping to 0 W/m2 after 19:00. The outdoor air
temperature fluctuated between 31.1 and 38.6 ◦C and reached its maximum value at 14:00–
15:30 every day.

The roof temperature changed periodically under the influences of the solar radiation
intensity and air temperature. However, the peaks of different temperature curves occurred
at different times and the magnitude of the temperature fluctuation differed. The outer
surface temperature of the ordinary roof reached a maximum value of about 53.3 ◦C from
13:00 to 14:30 and then gradually decreased until the next wave cycle began at 7:30 the next
day. There was a delay in the inner surface temperature fluctuations of the ordinary roof,
whereby a maximum temperature of about 42.3 ◦C occurred between 18:00 and 19:30 every
day, before gradually decreasing and reaching a minimum value at about 10:30 the next day.
The outer surface temperature of the photo-thermal roof reached a maximum value of about
36.5 ◦C from 15:30–16:30 daily and then gradually decreased until the minimum value was
reached at about 8:30 the next day. The inner surface temperature of the photo-thermal roof
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reached a minimum value at 12:30–13:30 daily and a maximum value of about 36.0 ◦C at
22:00–24:00.

The temperature fluctuations were roughly similar, but the peaks and peak times
differed slightly over different periods due to fluctuations in the solar radiation intensity
and air temperature during the day. The solar radiation intensity fluctuated greatly in
the first three days of the experiment, the air temperature was lower, the peak of each
temperature was slightly lower, and the peak appeared slightly earlier than on the last
four days.

As can be seen from Figure 5, on July 12, the weather was fine with few solar rays
shielded by clouds, and the meteorological conditions were in line with the typical local
summer climate. Therefore, July 12 was selected as a typical day and used to analyze
the relationships among various temperatures. To cover the full cycle of each curve, the
timeline for typical days to 0:30 on July 12 until 12:30 on July 13. Figure 6 shows the
experimental data for the typical day.

Figure 6. Variation in the temperature and solar radiation intensity on the typical day.

During the typical day, the outdoor air temperature was 31.7–38.2 ◦C, the solar radia-
tion intensity increased from 6:00 to a maximum of 930 W/m2 from 11:00 to 14:30 and then
gradually decreased to 0 W/m2 after 19:00.

As shown in Figure 6, the outer and inner surface temperatures of the photo-thermal
roof were significantly lower than those of the ordinary roof for most of the study period.
On the typical day, the outer and inner surface temperature peaks of the ordinary roof were
53.0 ◦C and 43.3 ◦C, while those of the photo-thermal were 37.0 ◦C and 36.8 ◦C, respectively.
Under the same thermal disturbance conditions, the outer and inner surface temperature
peaks of the photo-thermal roof reduced by 30.2% and 15.0%, respectively, compared with
those of the ordinary roof. The heat gain of the roofs was composed of solar radiation
and heat transfer from the surrounding air. The decrease in the outer surface temperature
peak of the photo-thermal roof indicates a decrease in heat gain on the roof surface and
a decrease in the amount of heat transferred to the inner surface of the roof through the
roof structure.

This occurred because the solar irradiation on the photo-thermal roof was partly used
to heat the water flow in the collector and partly used to increase the temperature of the
collector, and then the heat from the collector was transferred to the outer surface of the
roof. The air layer between the collector and the roof also weakened the amount of heat
transfer. However, the ordinary roof was exposed directly to solar rays. When the outdoor
air temperature was the same, the temperature peak of the outer surface of the ordinary
roof was higher than that of the photo-thermal roof.
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Figure 6 also shows that, for the ordinary roof, the outer surface temperature peak
time was 14:30, the inner surface temperature peak time was 19:50, and the temperature
wave delay time was 5 h and 20 min. The outer surface temperature of the photo-thermal
roof reached its maximum value at 16:30 and the inner surface temperature reached its
maximum value at 22:00. Compared to the ordinary roof, the temperature wave on the outer
surface of the photo-thermal roof was delayed by 2 h and the inner surface temperature
wave was delayed by 4 h.

In terms of the amplitude of the roof surface temperature, the order, from small to
large, was as follows: the inner surface of the photo-thermal roof, the outer surface of
the photo-thermal roof, the inner surface of the ordinary roof, the outer surface of the
ordinary roof. On the typical day, the amplitudes were 2.0 ◦C, 4.5 ◦C, 7.3 ◦C, and 20.5 ◦C,
respectively.

The outer surface temperature amplitude of the photo-thermal roof was 78.0% lower
than that of the ordinary roof, and the amplitude of the surface temperature inside the
photo-thermal roof was reduced by 72.6%. Thus, the photo-thermal roof was shown to
have better thermal stability.

As shown in Figure 7, the change trend for the interior and exterior surface tempera-
ture difference between the ordinary roof and the photo-thermal roof was similar to that
observed for solar radiation intensity. Although there was a delay in the increase in the
inner surface temperature of the roofs, the time which the maximum temperature difference
between the roof interior and exterior surface occurred was basically the same as that of
the solar radiation intensity. When the solar radiation intensity was maximal, the roof
outer surface received the most heat, while the inner surface released heat to the room
at a low level, so the roof heat storage was maximal, as was the inner and outer surface
temperature difference.

Figure 7. Variation in the temperature difference between internal and external surfaces and the solar
radiation intensity on the typical day.

The maximum temperature difference between the inner and outer surfaces was
14.2 ◦C for the ordinary roof and 1.5 ◦C for the photo-thermal roof, as shown in Figure 7.
Thus, in the photo-thermal roof, heat transfer was only one-ninth that in the ordinary roof
under the experimental conditions. This shows that the photo-thermal roof has better
insulating properties than the ordinary roof.

3.2. Effect of Water Saturation

In order to explore the influence of changes in the water saturation of insulation
materials on the insulation performance of the photo-thermal roof, simulation studies were
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carried out when the water saturation level was 0, 10%, 20%, and 30%. The solar radiation
intensity was set to 1000 W/m2, the air temperature to 35.8 ◦C, the roof insulation thickness
was set to 100 mm, and the water flow was adjusted to keep the pipe wall temperature
constant at 50 ◦C to determine the relationship between the temperature, heat flux, and
water saturation for the top room model with the photo-thermal roof and the ordinary
room, as shown in Figures 8 and 9.

Figure 8. The effect of water saturation on temperature distribution in the rooms.

Figure 9. The influence of water saturation on the heat flux of the roofs.

An increase in water saturation led to an increase in the effective thermal conductivity
of the roof, which enhances the heat transfer of the roof. The data presented in Figures 8
and 9 show that when the water saturation rose from 0 to 30%, the heat flux per unit area of
the ordinary roof rose from 65.9 W/m2 to 99.1 W/m2, an increase of 50.4%; the inner surface
temperature of the ordinary roof rose from 39.4 ◦C to 45.6 ◦C, an increase of 15.7%; and
the air temperature 400 mm below the roof increased from 33.1 ◦C to 36.8 ◦C, an increase
of 11.1%. Owing to the enhanced heat transfer, the outer surface temperature of the roofs
decreased. When the water saturation rose from 0 to 30%, the outer surface temperature
of the ordinary roof dropped from 55.1 ◦C to 53.2 ◦C, and the temperature gradient of the
roof in the vertical direction dropped from 52.3 ◦C/m to 25.3 ◦C/m. Thus, as the water
saturation of the roof insulation material increased, the heat transfer of the roof increased
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and the inner surface temperature and indoor air temperature increased, even though the
temperature difference between the inner and outer surfaces of the roof may have reduced.
The heat radiation from the inner surface of the roofs to the rooms was enhanced.

When the water saturation increased from 0 to 10%, the inner surface temperature and
heat transfer of the roofs changed sharply. The inner surface temperature of the ordinary
roof increased by 4 ◦C, and the heat flux per unit area increased by 21.0 W/m2. However,
the inner surface temperature of the photo-thermal roof only increased by 0.1 ◦C, and the
heat flux of the roof only increased by 0.6 W/m2.

With an increase in the water saturation, the change pattern of the photo-thermal roof
temperature was similar to that of the ordinary roof. However, the photo-thermal roof
showed a smaller temperature fluctuation. When the water saturation increased from 0 to
30%, the inner surface temperature of the photo-thermal roof rose from 28.4 ◦C to 28.6 ◦C,
an increase of 0.2 ◦C. Compared with the ordinary roof, the temperature rise was 96.8%
lower. The heat flux per unit area of the photo-thermal roof increased from 11.5 W/m2 to
12.4 W/m2, an increase of 0.9 W/m2. Compared with the ordinary roof, the increase was
97.3% lower. As the water saturation increased, the temperature of the non-working area in
the photo-thermal room did not show obvious fluctuations, and the indoor air temperature
distribution was more uniform.

In summary, compared with the ordinary roof, the photo-thermal roof has smaller
heat transfer, lower roof temperature and indoor non-air-conditioned area temperature.
An increase in water saturation of insulation materials will enhance the heat transfer of
roofs. However, an increase in water saturation has less negative impact on photo-thermal
buildings than on ordinary buildings.

3.3. Effect of the Thickness of Roof Insulation Materials

In order to obtain an excellent thermal insulation performance, roof materials with
low thermal conductivity are usually used. There are certain requirements regarding the
thickness of thermal insulation materials. In hot summer and cold winter zones, 100 mm
thick rock wool boards are usually used as roof insulation materials.

To determine the relationships among the temperature, heat flux, and roof insulation
material thickness with the photo-thermal roof and the ordinary roof, the solar radiation
intensity was set to 1000 W/m2, the air temperature was set to 35.8 ◦C, the water saturation
level was set to 0, and the water flow was adjusted to keep the pipe wall temperature
constant at 50 ◦C, as shown in the Figures 10 and 11.

 

Figure 10. The influence of the insulation material thickness on the room temperature distribution.
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Figure 11. The influence of the insulation material thickness on the heat flux in the roofs.

As shown in Figures 10 and 11, the inner surface temperature and the indoor non-
working area temperature of the roofs increased as the thickness of the insulation material
decreased, while the temperature of the roof outer surface decreased. The heat flux of the
roofs increased as the thickness of the insulation material decreased. When the thickness of
insulation material was 100 mm, in contrast with the high temperature of 55.1 ◦C measured
on the outside surface of the ordinary roof, the temperature of the photo-thermal roof was
only 31.1 ◦C, a decrease of 43.2%. The inner surface temperature of the photo-thermal roof
was 28.4 ◦C, which is 27.9% lower than that of the ordinary roof. The heat transfer per unit
area of the photo-thermal roof also decreased from 65.9 W/m2 to 11.5 W/m2, a decrease
of 82.5%.

When the insulation material thickness was reduced to 0, the inner surface temperature
of the ordinary roof was 50.2 ◦C and the heat flux was 181.1 W/m2. Under the same
conditions, the inner surface temperature of the photo-thermal roof was 28.6 ◦C, a reduction
of 38.0% compared with that of the ordinary roof, and the heat flux was 19.2 W/m2, a
reduction of 89.4% compared with the ordinary roof.

As shown in Figures 10 and 11, the indoor non-working area temperature of the
ordinary roof reached to 40.1 ◦C when the thickness of the insulation material was reduced
from 100 mm to 0 mm. In the same situation, the maximum temperature of the indoor
non-working area of the photo-thermal room was only 28.1 ◦C, slightly higher than the
temperature of the working area. Therefore, even when the thickness of the insulation layer
was 0 mm, the photo-thermal roof still had an excellent thermal insulation performance.

Under actual conditions, the water saturation of the roof insulation materials may
change periodically and cannot always be maintained in a completely dry state. If the
thickness and water saturation of the roof insulation material changes, the inner surface
temperature and heat flux will change under the above environmental conditions. Changes
are shown in Figures 12 and 13.

A change in water saturation affects the effective thermal conductivity of the roof: the
greater the water saturation, the greater the heat transfer of the roof, the lower the outer
surface temperature of the roof, and the higher the inner surface temperature.

As shown in Figures 12 and 13, a decrease in the thickness of the roof insulation
material or an increase in water saturation will promote heat transfer in the roof. When
the thickness of the insulation material was constant, the heat transfer of the two roofs
continuously increased, and the inner surface temperature of the roofs increased constantly
as the water saturation level increased. When the water saturation level was 30% and
the thickness of the roof insulation material was 100 mm, the inner surface temperature
of the ordinary roof was 45.6 ◦C and the heat flux was 99.1 W/m2. The inner surface
temperature of the photo-thermal roof was 28.6 ◦C, 41.5% lower than that of the ordinary
roof. The heat flux of the photo-thermal roof was 12.4 W/m2, 87.5% lower than that of
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the ordinary roof. When the water saturation level was 30% and the thickness of the
roof insulation material was 25 mm, the inner surface temperature of the ordinary roof
was 48.9 ◦C and the heat flux was 155.6 W/m2. The inner surface temperature of the
photo-thermal roof was 28.5 ◦C, 41.7% lower than that of the ordinary roof. The heat flux
of the photo-thermal roof was 16.9 W/m2, 89.1% lower than that of the ordinary roof. It
can also be seen from Figures 11 and 12 that the inner surface temperature of the photo-
thermal roof was about 28.5 ◦C, which is only about 2.5 ◦C higher than the working area
temperature as the thickness of the roof insulation layer changed from 100 mm to 25 mm
and the water saturation of the insulation material increased from 0 to 30%. Thus, even
when the insulation layer thickness was 25 mm and the water saturation level was high,
the insulation performance of the photo-thermal roof was still good.

Figure 12. The influence of the thickness of insulation materials on the roof inner surface temperature
when the water saturation changes.

Figure 13. The influence of the thickness of insulation materials on the heat flux of the roof when the
water saturation changes.

In summary, a decrease in the thickness of insulation material will lead to an increase
in cooling load. In order to reduce the energy consumption of an air conditioner, the
thickness of insulation material should be appropriately increased. The roof insulation
layer is often made of porous materials. Water entering the pores of porous materials will
weaken the thermal insulation performance of the roof. With high water saturation and
thin thickness of the insulation layer, the photo-thermal roof can still maintain a good
thermal insulation performance.
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3.4. Variation in the Average Water Temperature of the Collectors

In practical projects, a certain level of moisture exists in a building’s thermal insulation
materials, and the thermal conductivity is corrected. Generally, the corrected effective
thermal conductivity of rock wool board is 0.07 W/(m·K). Figure 14 shows the influence of
the water temperature in the collector on the temperature distribution of the room when
the solar radiation intensity was 1000 W/m2, the air temperature was 35.8 ◦C, and the
thickness of the rock wool board was 100 mm.

Figure 14. Temperature distribution of the roofs and non-air-conditioned area at different water
temperatures.

As shown in Figure 14, the temperature of the photo-thermal roof and the non-working
area increased as the average water temperature in the collectors increased. When the
average water temperature rose from 50 ◦C to 90 ◦C, the outer surface temperature of the
photo-thermal roof rose from 29.9 ◦C to 36.5 ◦C, an increase of 6.6%. The inner surface
temperature of the photo-thermal roof increased from 28.4 ◦C to 32.4 ◦C, an increase of
14.1%. The average temperature of the indoor non-working area increased from 26.9 ◦C
to 29.1 ◦C, an increase of 8.2%. However, compared with the temperature of the ordinary
roof, the photo-thermal roof still showed an excellent insulation effect. Even when the
average water temperature in the collectors was 90 ◦C, compared with the temperature
of the ordinary roof, the outer surface temperature of the photothermal roof decreased by
32.7%, the inner surface temperature decreased by 23.9%, and the average temperature
in the indoor non-working area decreased by 15.2%. The increase of the average water
temperature also increases the roof temperature gradient. When the average water tem-
perature rose from 50 ◦C to 90 ◦C, the vertical temperature gradient of the photo-thermal
roof rose from 5.0 W/m to 13.6 W/m. However, when the average water temperature was
90 ◦C, the temperature gradient of the photo-thermal roof was still 64.8% lower than that
of the ordinary roof.

When the solar radiation intensity was 1000 W/m2, the air temperature was 35.8 ◦C,
the thickness of the rock wool board was 100 mm, and the effective thermal conductivity
was 0.07 W/(m·K), the heat transfer of the photo-thermal roof was affected by the change
in the average water temperature in the collectors, as shown in Figure 15.

It can be seen from Figure 15 that an increase in the average water temperature in
the collectors led to an increase in the photothermal roof heat transfer. When the water
temperature increased from 50 ◦C to 90 ◦C, the roof heat transfer increased from 11.4 W/m2

to 29.7 W/m2, an increase of 160.5%. This occurred because the radiant heat transfer
between the collector’s rear cover and the roof is the main source of heat received by the
photo-thermal roof. The increase in the average water temperature also increased the
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temperature of the collector’s rear cover and enhanced the radiant heat transfer of the
collector to the photo-thermal roof.

 

Figure 15. Effect of average water temperature in collectors on heat transfer of the photo-thermal
roof.

Under the same environmental conditions, the heat transfer of the ordinary roof was
82.1 W/m2. Even when the average water temperature was 90 ◦C, the heat transfer of the
photo-thermal roof was 65.0% lower than that of the ordinary roof.

In order to explore the possibility of reducing the thickness of the thermal insulation
layer of the photo-thermal roof under high water temperature, this paper also simulated a
photo-thermal roof without insulation materials.

When the solar radiation intensity was 1000 W/m2, the air temperature was 35.8 ◦C
and the average water temperature in the collectors was 90 ◦C, and the thickness of the
insulation layer was adjusted; the temperature distribution in the photo-thermal room is
shown in Figure 16.

Figure 16. Effect of insulation material thickness on the temperature of the photo-thermal roof and
the indoor non-air-conditioned area under high water temperatures.

As shown in Figure 16, when the thickness of the insulation layer decreased from 100
mm to 0 mm, the vertical temperature gradient of the roof decreased from 13.7 ◦C/m to
1.3 ◦C/m, the outer surface temperature of the roof decreased from 36.5 ◦C to 3.2 ◦C, the
inner surface temperature increased from 32.4 ◦C to 32.8 ◦C, and the average temperature of
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the indoor non-working area increased from 29.1 ◦C to 29.3 ◦C. Under the above simulated
conditions, when the thickness of the insulation layer changed from 100 mm to 0 mm,
the roof heat transfer increased from 29.7 W/m2 to 31.5 W/m2. Therefore, the vertical
temperature gradient of the photo-thermal roof is greatly reduced without insulation
materials, but the increase of roof heat transfer is small. The roof insulation layer is not
set, which increases the heat transfer coefficient and enhances the heat transfer of the
photo-thermal roof. However, most of the heat by solar irradiation is absorbed by the
water flow in the collector, and the heat transmitted to the roof is small. Increasing the heat
transfer coefficient of the roof can increase the heat transfer less. From the above data, the
heat transfer of the photo-thermal roof without the insulation layer is only increased by
0.8 W/m2, the inner surface temperature is increased by 0.4 ◦C, and the average temperature
of the indoor non-working area is increased by 0.2 ◦C. When the water temperature is
90 ◦C, the cancellation of the insulation layer of the photo-thermal roof has little impact on
the thermal insulation performance of the roof.

In summary, since the water flow in the collector takes away the heat energy converted
by solar energy, the thermal insulation performance of photo-thermal roof is better. An
increase in the average water temperature of the collector will lead to an increase in the
heat transfer of the photo-thermal roof, the roof temperature, and the indoor non-working
area temperature. However, when the average water temperature is 90 ◦C, compared with
ordinary roofs, the photo-thermal roof still has smaller heat transfer, lower roof temperature,
and indoor non-working area temperature. At this time, even if the insulation material
thickness was reduced to 0 mm, the photo-thermal roof still has good thermal insulation
performance.

4. Conclusions

This paper studies the thermal insulation performance of a building roof combined
with photothermal technology. In the summer climate of a hot summer and cold winter
area, the thermal performance of the photo-thermal roof and the ordinary roof is simulated,
and the following conclusions are obtained:

(1) Compared with the ordinary roof, the photo-thermal roof has smaller heat transfer,
and lower roof temperature and indoor non-working area temperature. Adjusting the
water flow of collectors can change the heat transfer through the roof. The photo-thermal
roof has better insulation performance than the ordinary roof. Under the action of outdoor
calculated temperature of air conditioning in summer, when the solar radiation intensity is
1000 W/m2, the heat transfer per unit area of the photo-thermal roof is 82.5% lower than
that of the ordinary roof.

(2) The water saturation of roof insulation materials is an important factor affecting
insulation performance, and the influence of water saturation on the insulation performance
of the ordinary roof is greater than that of the photo-thermal roof. Under the simulated
conditions, the water saturation increases from 0 to 30%, the inner surface temperature
of the ordinary roof rise is 6.2 ◦C, the photo-thermal roof temperature rise is only 0.2 ◦C,
a decrease of 96.8%; the heat transfer per unit area of the ordinary roof increases by 33.2
W/m2, and the photo-thermal roof increases by 0.9 W/m2, a decrease of 97.3%.

(3) The influence of the insulation material thickness change on the insulation perfor-
mance of the photo-thermal roof is less than the ordinary roof. When the thickness is very
small, the photo-thermal roof still has excellent insulation performance. When the roof
insulation layer is cancelled, the inner surface temperatures of the ordinary roof and the
photo-thermal roof are 50.2 ◦C and 28.6 ◦C, respectively, and the average temperature of
the indoor non-working area can reach 38.5 ◦C and 27.1 °C, respectively. The insulation
thickness of the photo-thermal roof can be reduced or even cancelled.
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Nomenclature

C Specific heat capacity of materials (J/(kg·K))
D Index of thermal inertia
E The total energy composed of thermodynamic and kinetic energy (J/kg)
hg Convective heat transfer coefficient of the glass cover (W/m2·K)
hi,w convective heat transfer coefficient of the inner surface of each material layer (W/m2·K)
hj Enthalpy of matter (kJ/kg)
ho,w convective heat transfer coefficient of the outer surface of each material layer (W/m2·K)
I Solar radiation intensity (W/m2)
JJ Diffusion flux (kg/(m2·s))
P Pressure (Pa)
qc,b Heat convection between the collector’s back surface and the air (W/m2)
qc,g Heat convection between the glass cover and the external environment (W/m2)
qc,in Heat convection between the roof inner surface and the indoor air (W/m2)
qc,out Heat convection between the photo-thermal roof and the air (W/m2)
qcond Conductive heat flux (W/m2)
Qw Released heat by hot water (W)
qr,b Heat radiation of the collector’s back surface to the roof (W/m2)
qr,g Heat radiation of the glass cover to the external environment (W/m2)
qr,in Heat radiation of the roof inner surface to the indoor environment (W/m2)
qr,out Heat radiation of the roof to the collector’s back surface (W/m2)
Si Thermal effusivity of wall inner surface (W/m2·K)
So Thermal effusivity of wall outer surface (W/m2·K)
Sh Heat source (W/m3)
Tb Temperature of the back surface of the collector (°C)
Tg The temperature of the glass cover (°C)
Tn other surface temperatures in the room (°C)
Tsky Sky temperature (°C)
Ti,a The temperature of air in contact with the inner surface of the material layer (°C)
To,a The temperature of air in contact with the outer surface of the material layer (°C)
Ti,w The roof inner surface temperature (°C)
To,w The roof outer surface temperature (°C)
αg Absorptivity of the glass cover
αp Absorptivity of the absorber plate
αw Absorptivity of roof outer surface
αi,w Heat transfer coefficient of wall inner surface (W/m2·K)
αo,w Heat transfer coefficient of wall outer surface (W/m2·K)
λa Thermal conductivity of air (W/(m·k))
λe Thermal conductivity of roof materials (W/(m·k))

λec
Effective thermal conductivity of porous media satisfying serial heat conduction
model (W/(m·k))

λep
Effective thermal conductivity of porous media satisfying parallel heat conduction
model (W/(m·k))

λl Thermal conductivity of liquid phase in porous media (W/(m·k))
λp Thermal conductivity of solar collectors (W/(m·k))
λs Thermal conductivity of solid phase in porous media (W/(m·k))
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εa The volume percentage of the gas phase per unit volume (%)
εb Emissivity of the collector rear cover
εg Emissivity of the glass cover
εi,w Emissivity of the roof inner surface
εo,w Emissivity of the roof outer surface
τ Unit time
τg Transmissivity of the glass cover
ϕ Water saturation (%)
σ The Boltzmann constant, σ = 5.67 × 10−8 W/(m2·K4)
φ Time lag
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Abstract: The rapid development of public buildings has greatly increased the country’s energy
consumption and carbon emissions. Excessive carbon emissions contribute to global warming. This
paper aims to measure the carbon emissions in the operation of public buildings, and to identify the
multiple influencing factors of carbon emissions in operational public buildings. First, the spatial
and temporal variation characteristics of carbon emissions from public buildings in 30 provinces of
China from 2008–2019 are analyzed. Second, a green building index is constructed, and the STIRPAT
(Stochastic Impacts by Regression on Population, Affluence, and Technology) model is utilized to
explore the relationship between each influencing factor and carbon emissions, using spatial and
temporal geographically weighted regression analysis. The results show that the effects of population,
urbanization rate, GDP per capita, green building index, and industrial structure on carbon emissions
from public buildings all show spatial correlation and differences. There are east-west differences in
the operational carbon emissions of public buildings in China’s provinces. Cluster evolution shows a
spatially increasing trend from west to east. To some extent, policymakers can develop appropriate
policies for different provinces through the findings.

Keywords: GTWR; public buildings’ carbon emission; spatiotemporal analysis

1. Introduction

Climate change has become one of the most important globally recognized issues.
Reducing CO2 emissions helps mitigate climate change, and carbon emission and environ-
mental protection issues have aroused the attention of various countries. Many countries
have begun to measure carbon emissions and take action to reduce them [1,2]. Recently,
the Chinese government announced that it strives to achieve carbon peaking by 2030, and
carbon neutrality by 2060. More detailed plans have also been specified to reach this goal.
By 2030, carbon dioxide emissions per unit of GDP will drop 65% compared to 2005, the
proportion of non-fossil energy consumption will reach about 25%, and the total installed
capacity of solar and wind power generation will reach more than 1.2 billion kilowatts.
The Ministry of Ecology and Environment has proposed that during the 14th and 15th
Five-Year Plan periods, China will carry out CO2 emission peaking actions and specify the
peaking targets and action plans for localities and industries. China’s total construction
carbon emissions were 4.93 billion tons in 2018, accounting for 51% of the national carbon
emissions. Carbon emissions from the production phase of building materials account for
28% of the total national carbon emissions, the construction phase accounts for 1%, and the
building operation phase is 22% [3].

According to the data in 2018, the existing stock of public buildings in China’s urban
and rural areas is 12.8 billion square meters, accounting for 21.3% of the total civil construc-
tion area. From the annual data, the energy consumption for the construction of public
buildings accounted for 44% of the total building construction energy consumption in 2018,
and the total energy consumption for the operation of public buildings excluding northern
heating accounted for 33% of the total building operation energy consumption [4].

Buildings 2022, 12, 424. https://doi.org/10.3390/buildings12040424 https://www.mdpi.com/journal/buildings
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In 2015, the energy consumption of public buildings in China was 34.1 billion tons of
standard coal equivalent, accounting for about 40% of the total energy consumption of civil
buildings. However, the public building area accounted for only 18% of the total area of
civil buildings. Furthermore, a study showed that the energy intensity of public buildings
in China was four times that of residential buildings from 2000 to 2015. Public buildings
are important places for human activities, and their construction, operation, renewal, and
demolition processes all generate significant energy consumption. Therefore, the CO2
emissions of public buildings in China have attracted more attention [5].

Green buildings play a very important role in reducing carbon emissions. Wu et al.
(2017) [6] found that with commercial buildings in China, green buildings are lower
in carbon emissions than non-green buildings, in the operational phase. The Chinese
government proposed the Green Building Creation Initiative in 2020, which aims to reach
70% of the green building area in new urban buildings in that year by 2022. The effect of
green building on carbon reduction in the building sector and its spatial evolution is the
focus of this study.

2. Literature Review

2.1. Spatiotemporal Analysis of Carbon Emission

Spatiotemporal analysis is a method that considers both temporal data and spatial
position, and is mainly used to solve how coherent entities change over time. Scholars have
performed many researches with different methods to study the spatiotemporal analysis
of carbon emission and its influencing factors in different fields. For example, Chen et al.
(2021) analyzed the temporal and spatial characteristics of industrial carbon emissions
in four regions of Guangdong province from 2005 to 2015, and concluded that industrial
carbon emissions have a trend of eastward expansion [7]. The spatial dynamic analysis
model (SDDM) was used to study the impact of different technological progress factors on
carbon emissions [8]. Cui et al. (2021) explored spatiotemporal dynamic evolution of carbon
emission intensity and per capita carbon emissions from planting industry in 31 provinces
in China across 20 years. The spatial inequality is measured by Theil index and its contribu-
tion rate [9]. Wang et al. (2020) employed the standard deviation ellipse method and tapio
decoupling method to reveal the spatiotemporal characteristics of the relationship between
carbon emissions from transportation industry and economic growth [10]. Hu et al. (2020)
studied the spatial and temporal evolution relationship between economic growth and
carbon emissions in Belt and Road countries [11]. Han et al. (2021) revealed the spatiotem-
poral characteristics of carbon intensity of 20 industries by extending the spatial weight
matrix and spatial dubin model [12]. Falahatkar et al. (2020) quantified the relationship
between carbon dioxide emission and urban form in 15 Iranian cities, and believed that
carbon dioxide emission level was positively correlated with urban area growth and urban
complexity increase [13]. Some scholars have studied the carbon emission spatiotemporal
effect in the construction industry. Bai et al. (2021) estimated the building inventory and
carbon emissions embodied by buildings in 31 provinces of China from 1997 to 2016, and
proposed a spatiotemporal decomposition model to identify driving forces [14]. To sum up,
in the construction industry, there are few spatial analyses on carbon emissions during the
operation of public buildings.

2.2. Influencing Factors of Buildings Carbon Emission

The extraction of raw materials, on-site construction activities, and building operations
produced the majority of carbon emissions of the construction sector [4]. Hard coal and its
derivatives were the largest carbon dioxide emitters in China’s construction industry [15].
In view of the significant impact of the construction industry, prior studies have been
carried out to investigate influencing factors in order to develop mitigation strategies. For
example, Lu et al. (2016) have analyzed the influencing factors of carbon emissions from
construction activities in China, including energy intensity, energy structure, unit cost, level
of construction automation, and machine efficiency [16]. Similarly, Zhang, Yan et al. (2019)
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stated that building scale, building structure type, and production efficiency of material
are the three main driving factors [4]. Wu, shen et al. (2019) used the STIRPAT model
and found that the impact of population size, per capita GDP, energy intensity, and indus-
trial structure on carbon emissions were heterogeneous among regions [17]. Mostafavi,
Tahsildoost et al. concluded that strengthening the design parameters of envelope structure,
optimizing the layout, and utilizing natural ventilation are conducive to reducing energy
consumption of high-rises [18]. Tan, Lai, Gu, Zeng, & Li constructed a carbon emission
prediction model including population, urbanization rate, and urban building area [19].
Wang et al. explored the driving forces of energy-related CO2 emissions in the construction
industry by implementing the comprehensive decomposition method, and finally found
that technological progress of industrial output was the leading factor that suppressed
CO2 emissions [20]. Huang et al. propounded increased energy efficiency design for new
buildings and energy-saving retrofit for existing buildings to carbon emission [21].

2.3. Research Gap

Based on a critical review of relevant studies, as well as substantive surveys and
interviews with Chinese building industry professionals, we conclude that the spatial and
temporal effects of carbon emissions from public buildings still require further research.
Because using the STIRPAT model to decompose influence factor is more comprehensive, it
is still worthwhile to use this model to study the factors that drive the carbon emission of
operational public buildings.

3. Data Source and Methodologies

3.1. Study Area

China has 34 provincial districts. Four provincial districts (Tibet, Macao, Hong Kong,
and Taiwan) are excluded due to data unavailability, so this study selected a total of
30 provincial districts. The study divided 30 provincial districts into four regions (East
region, Central region, West region, and Northeast region) according to the National Bureau
of Statistics (Table 1).

Table 1. Four regions and their provincial districts.

Regions Provincial District

East region Beijing, Tianjin, Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, Hainan
Central region Shanxi, Anhui, Jiangxi, Henan, Hubei, Hunan
West region Inner Mongolia, Guangxi, Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Qinghai, Ningxia, Xinjiang
Northeast region Liaoning, Jilin, Heilongjiang

3.2. Data Source

The data of green buildings from 2008 to 2016 and 2018 to 2019 are obtained from
the Chinese Green Building Evaluation Label Network. Green building data in 2017 are
obtained through compilation of public information of green building projects on the
website of provincial Construction Department. The remaining indicators are from China
Energy Statistical Yearbook and China Statistical Yearbook for 2009–2020. The map data
comes from the National Geomatics Center of China.

3.3. Methodology
3.3.1. Hot Spot Analysis

G∗
i statistic is used to analyze the spatial aggregation degree of carbon emissions

during the operation of provincial public buildings, as shown in Equation (1).

G∗
i (d) =

n

∑
i=1

wij(d)xi/
n

∑
i=1

xi (1)
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xi is the attribute value of the unit i, and xi is the carbon emission in ith province
public buildings during its operation; wij is the spatial weight matrix.

G∗
i is standardized by Equation (2) and the result is Z(G∗

i ). The larger the value Z(G∗
i )

is, the higher the spatial clustering in the region, indicating that it belongs to the hot spot
area; the smaller it is, the lower the spatial clustering in the region, indicating it belongs to
the cold spot area.

Z(Gi
∗) =

G∗
i − E(G∗

i )√
Var(G∗

i )
(2)

where E(G∗
i ), Var(G∗

i ) are the expectation and variance of G∗
i , respectively.

3.3.2. Geographically and Temporally Weighted Regression Model

The geographically and temporally weighted regression (GTWR) model is a deepening
of the geographically weighted regression model, as shown in Equation (3). By using
regional panel data for spatial regression, the temporal attributes are linked to the spatial
attributes in the GTWR model, which better reflects the spatial and temporal change
information of the study area, and makes the estimation results more effective.

yi = β0(ui, vi, ti) +
p

∑
k=1

βk(ui, vi, ti)xik + εi (3)

where yi is the dependent variable of sample i, xik is the kth independent variable at the
sample point i, ui, vi are the latitude and longitude coordinates of the center of grav-
ity, respectively, (ui, vi, ti) are the spatial and temporal coordinates of the ith sample,
βk(ui, vi, ti) is the regression coefficient on the kth independent variable at the ith sam-
ple point, β0(ui, vi, ti) is the space-time intercept of the ith sample point, and εi is the
residual term.

3.3.3. Model Specification

Enrlich and Holdren first put forward the classic IPAT model in the early 1970s, which
stipulates the influence of external factors on the environment. External factors include
population size (P), affluency (A), and technology (T). The IPAT model was improved and
transformed into the nonlinear random STIRPAT model, which is often used to analyze
influencing factors of carbon emissions in different industries [22]. For example, Ma et al.
surveyed the driving factors of carbon dioxide emission from public buildings in a coun-
try [23,24]; Yang and Jia explored the spatial effects of technology progress channels on
CO2 emissions for the agricultural, industrial, construction, transportation, and wholesale
sectors [25]. The STIRPAT model is expressed as Equation (4):

Ii = aPb
i Ac

i Td
i εi (4)

where i denotes the regional unit. Ii, Pi, Ai and Ti represent the impacts on the environment
owing to population, affluence (per capita GDP), and technology factors in region i, respec-
tively. Constant a represents the scale of the model. Meanwhile, b, c, and d are the estimated
coefficients of population, affluence (per capita GDP), and technology, respectively. ε is the
random error term. We take the logarithm of the STIRPAT model, obtaining the following
Equation (5):

ln Ii = ln a + b ln Pi + c ln Ai + d ln Ti + ln ε (5)

The STIRPAT equation allows the addition of plenty of relevant variables, and the
transformation of the model into an extended version, as long as the dimensionality of
these variables is reasonable [26,27].

In order to deeply explore the mechanism of carbon emission of public buildings,
considering green buildings’ specific characteristics, and looking for supporting references
from a great deal of relevant previous studies, this study developed an extended version
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of the STIRPAT model using several meaningful variables retrieved from the population,
affluence, and technology levels, respectively. The extended STIRPAT model is expressed
in Equation (6):

ln Cit = ln a + β0(ui, vi, ti) + β1(ui, vi, ti) ∗ ln Pit + β2(ui, vi, ti) ∗ ln Uit + β3(ui, vi, ti) ∗ ln ISit
+β4(ui, vi, ti) ∗ ln Git + β5(ui, vi, ti) ∗ ln IGBit + ln εi

(6)

where Cit refers to the carbon emission in the public building sector in province i over time
t. (ui, vi, ti) represents spatial coordinates of province i (i = 1, 2, 3, ..., 30). βk (k = 1, 2, 3, 4,
5) denotes the kth regression coefficient in the ith province. The meaning and units of the
variables are shown in Table 2.

Table 2. Declaration of the model variables.

Nomenclature Variable Unit Type Supporting References

C Carbon emission of public
buildings tCO2 dependent variable

P Population Ten thousand people explained variable [28]
U Urbanization level % explained variable [24,29,30]
IS Industrial structure 1 explained variable [24,30,31]
G GDP per capita Yuan explained variable [32]

IGB Index of green buildings explained variable

3.3.4. Index Calculation

1. Calculation methods of CO2 emission

The operational energy consumption of public buildings includes heating, air con-
ditioning, ventilation, lighting, elevators, cooking, domestic hot water, office electrical
equipment, and comprehensive service equipment and facilities. Corresponding energy
types include electricity, gas (natural gas, gas, and LPG), fuel oil (diesel), and coal combus-
tion. This study uses a macro model for measuring carbon emissions from buildings based
on energy balance sheets.

This paper mainly studies the operational stage of carbon emissions in public buildings.
Because China’s energy statistics yearbook does not provide building energy consumption
directly [33], we need to select the energy consumption as public buildings’ operational
consumption. The specific accounting boundaries are shown in Table 3.

Table 3. Specific accounting boundary of public building.

Chinese Region Terminal Energy Category in Statistics Yearbook Chinese Region Terminal Energy Category in Statistics Yearbook

Wholesale, retail trade and hotel, restaurants, and others Coal, electricity, heat, liquefied petroleum gas, natural gas

This study mainly measures carbon emissions during the use of public buildings.
Carbon emission in Chinese public buildings is measured by the end-use consumption of
energy in each region in the China Energy Statistics Yearbook. The industries involved in
public buildings are Transport, Storage and Post, Wholesale and Retail Trades, Hotels and
Catering Services, and Other.

Energy type measurement includes coal, electricity, natural gas, LPG, and thermal
power. Oil is not counted because it is mostly used in public buildings for transportation
involving cars, and is not counted as energy consumption inside buildings for the time
being. To obtain more meaningful and comprehensive results, we included three types of
energy sources, such as coal, natural gas, and liquefied petroleum gas. According to the
calculation method provided by IPCC (Equation (7)), coal, electricity, and heat consumed
in the operation of public buildings are taken as the sources of carbon emissions.
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C =
30

∑
j
(

3

∑
i

Cij + Cej + Chj) =
30

∑
j
(

3

∑
i

Eij × Oij × LCVij × CFij × 44
12

+ Eej × δe + Ehj × δh) (7)

where C denotes the total carbon emissions from public building operation in each province,
Cij refers to carbon emission of the consumption of fossil energy i in the j province, and
Cej and Chj represent the carbon emissions from the secondary energy consumption of
electricity and heat in the j province. Eij denotes the consumption of fossil energy i in the
j province; Oij refers to the oxidation rate of the fossil energy i in the province j; LCVij
represents the average low-level calorific value of fossil energy i in province j; CFij denotes
the carbon emission factor of fossil energy i in province j; factor 44

12 refers to the ratio of
CO2 molecules to carbon atoms by weight; carbon emissions can be converted into CO2
emissions by multiplying by this coefficient, Eej and Ehj denote the electricity consumption
and heat consumption in province j, respectively, δej and δhj denote the carbon emission
factor of electricity and heat consumption in province j.

The carbon emissions generated during the use of public buildings are estimated by
referring to the low level calorific value, carbon emission factor, and carbon oxidation rate
provided by IPCC.

Since the carbon emission factor of coal is not directly provided in IPCC, coal is
considered as raw coal for calculation. The carbon emission factor of coal is 25.8 TC/TJ, the
low calorific value is 20.908 GJ/T, and the carbon oxidation rate is 0.899. LNG is converted
to natural gas volume for calculation, depending on its density as 0.42~0.46 g/cm3.

The average CO2 emission factors (kg-CO2/kWh) of the national regional power grids
in 2011 and 2012, as queried by the NDRC and the Guidelines for Provincial Greenhouse
Gas Inventories, are shown in Table 4.

Table 4. Electricity carbon emission factors.

Regional Grid Coverage of Provinces and Cities 2011 2012 Average Value

North China Regional Grid Beijing, Tianjin, Heibei, Shanxi, Shandong, Western Inner Mongolia 0.8967 0.8843 0.8905
East China Regional Grid Liaoning, Jilin, Heilongjiang, Eastern Inner Mongolia 0.8189 0.7769 0.7979
Northeast Regional Grid Shanghai, Jiangsu, Zhejiang, Anhui, Fujian 0.7129 0.7035 0.7082

Central China Regional Grid Henan, Hubei, Hunan, Jiangxi, Sichuan, Chongqing 0.5955 0.5257 0.5606
Northwest Regional Grid Shaanxi, Gansu, Qinghai, Ningxia, Xinjiang 0.6860 0.6671 0.67655
Southern Regional Grid Guangdong, Guangxi, Yunnan, Guizhou, Hainan 0.5748 0.5271 0.55095

Electricity carbon emission coefficients obtained based on public data query are gener-
ally measured by the government or relevant departments in a unified manner, which is
easily accessible, and their data source is authoritative. However, the data are not published
annually, which is not conducive to the measurement of time series of building carbon
emission data. The average value of these two years was used in this study. Inner Mongolia
power emission factor is taken as the average value of 0.8442 in the east and west. Table 5
shows Coefficient Thermal CO2 emission [34].

2. Index of green building

Green buildings in China are classified as one-star, two-star, and three-star. Three stars
are the highest level of green building. The index of green building is calculated through
Equation (8).

IGB = D1 × 1 + D2 × 2 + D3 × 3 (8)

where D1, D2, D3 denote the number of one-star, two-star and three-star public green
buildings in China, respectively.

226



Buildings 2022, 12, 424

Table 5. Coefficient Thermal CO2 emission (tCO2/MWh).

Provinces
and Cities

Thermal CO2

Emission
Coefficient

Provinces and
Cities

Thermal CO2

Emission
Coefficient

Provinces and
Cities

Thermal CO2

Emission
Coefficient

Provinces and
Cities

Thermal CO2

Emission
Coefficient

Anhui 116 Guizhou 292 Hunan 110 Sichuan 105
Beijing 88 Hainan 57 Jilin 132 Tianjin 108
Fujian 112 Hebei 122 Jiangsu 109 Xinjiang 109
Gansu 110 Henan 124 Jiangxi 134 Yunnan 149

Guangdong 93 Heilongjiang 155 Liaoning 130 Zhejiang 104
Guangxi 153 Hubei 122 Inner Mongolia 160 Chongqing 98
Ningxia 120 Qinghai 245 Shandong 114 Shanxi 116
Shaanxi 149

3. Industrial Structure

We use the percentage of added value of the tertiary industry to GDP to describe
industrial structure [35].

4. Empirical Results

4.1. Spatial Distribution of Carbon Emission in Different Areas

The regional energy balance of the China Energy Statistics Yearbook for 2009–2020
was used to estimate the carbon emissions from the operation of public buildings in each
province of the country using end-use energy consumption. The specific measurement
results, in accordance with the previously stated zoning, are shown in Figure 1.

In general, the eastern region has more carbon emissions than the central, western,
and northeastern regions. The top three provinces generating carbon emissions from public
buildings from 2008–2018 were Guangdong, Jiangsu, and Beijing. In 2019, Shandong
surpassed Beijing among the top three.

Among the eastern regions, Guangdong Province has the most carbon emissions from
public buildings and Hainan Province has the least. All provinces show an increasing trend
year by year. Jiangsu Province and Hebei Province have a faster growth rate. In the central
region, Henan Province is has the highest carbon emissions, except for 2017, and Jiangxi
Province has the lowest carbon emissions. Other regions are steadily increasing, however,
not as much as the vast majority of the eastern region’s emissions.

 

(a) (b) 

Figure 1. Cont.
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(c) (d) 

Figure 1. Carbon emission of public buildings in China among provinces during 2008 to
2019: (a) Eastern Region; (b) Central Region; (c) Western Region; (d) Northeast Region.
GD—Guangdong, BJ—Beijing, JS—Jiangsu, SH—Shanghai, SD—Shandong, ZJ—Zhejiang, HB—
Hebei, FJ—Fujian, TJ—Tianjin, HN—Hainan, HEN—Henan, HUB—Hubei, SX—Shanxi, AH—Anhui,
HUN—Hunan, JX—Jiangxi, SC—Sichuan, SAX—Shaanxi, NMG—Inner Mongolia, CQ—Chongqing,
GX—Guangxi, XJ—Xinjiang, GS-Gansu, GZ—Guizhou, QH—Qinghai, NX—Ningxia, LN—Liaoning,
HLJ—Heilongjiang, JL—Jilin.

Among the western regions, Sichuan Province consistently has the highest carbon emis-
sions from public buildings, and Qinghai Province steadily has the lowest. Chongqing fluc-
tuated more, with carbon emissions decreasing in 2015 and 2017. The growth rate is larger
in Inner Mongolia and Xinjiang. Carbon emissions in Inner Mongolia province were always
lower than Shaanxi province between 2008 and 2017, and exceeded Shaanxi province after
2018. Xinjiang Province surpassed Chongqing, Yunnan Province, and Guangxi Province
in 2018.

In Northeast China, Liaoning Province has the highest carbon emissions from public
buildings. Carbon emissions from public buildings in Heilongjiang Province were higher
than those in Jilin Province, except in 2012 and 2013.

4.2. Hot Spot Analysis of Carbon Emissions from Public Building Operations

Hot spot analysis can reflect the spatial aggregation effect of carbon emissions from
public buildings. The variation of the aggregation can be seen by plotting the hot spot and
cold spot areas in different years. The natural interruption point grading method was used
to classify the values of each year, calculated by Equations (1) and (2) into high, subhigh,
sublow, and low value cluster areas in order of largest to smallest. The study area of this
research is in the years 2008–2019, and the clustering results of 2010, 2013, 2016, and 2019
are drawn equally spaced for analysis, as shown in Figure 2.

From Figure 2, it can be seen that evolution of provincial carbon emission clustering
in China shows a spatially increasing trend from west to east. Overall, the high-value
clustering areas are mainly concentrated in Zhejiang, Jiangsu, Anhui, and Shanghai. The
low-value clustering areas are mainly concentrated in Qinghai and Sichuan. In 2016, the
number of provinces with high-value clustering areas increased, then decreased in 2019.
Over time, the high value cluster areas first expanded and then contracted.
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(a) (b) 

  
(c) (d) 

Figure 2. Spatial agglomeration pattern of public building carbon emissions in China from 2008
to 2019: (a) Spatial agglomeration pattern of public building carbon emissions in China in 2010;
(b) Spatial agglomeration pattern of public building carbon emissions in China in 2013; (c) Spatial
agglomeration pattern of public building carbon emissions in China in 2016; (d) Spatial agglomeration
pattern of public building carbon emissions in China in 2019.

4.3. Spatial Effects of the Influencing Factors of Public Buildings Carbon Emissions

Carbon emissions from public building operations are the dependent variable; pop-
ulation, urbanization rate, industrial structure, GDP per capita, and green index are the
explanatory variables in the STIRPAT model; the time range is 2008–2019; and the X and
Y coordinates are the geographic coordinates of each province. With these factors, the
runs can be entered into the spatio-temporal geographically weighted model to obtain
the influence size of the five explanatory variables. In order to unify the comparison of
influence size, the influence size values are arranged in descending order and divided by
equal spacing, and the positive and negative influence are divided into six levels. Positive
influence includes weak (WPI), medium (MPI), and strong positive influence (SPI), which
indicates that the influence factor positively contributes to the carbon emission of public
building operation; the negative influence includes weak (WNI), medium (MNI), and
strong negative influence (SNI), which indicates that the influence factor negatively inhibits
the carbon emission of public building operation [36]. Due to the number of years, this
study selected 2010, 2013, 2016, and 2019 for spatial presentation and analysis. The GTWR
model was run with an adjusted R2 of 0.956 and an AICc of 199.253, indicating a better
model effect.

Based on the regression results of the GTWR model, the spatial and temporal variability
of the five influencing factors of carbon emissions of public buildings is analyzed one by one.
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1. Spatial and temporal variation in the effect of population on carbon emissions

Population is a positive influence on the carbon emissions of public buildings in
each province. The maximum value of the population regression coefficient is 8.135 and
the minimum value is 0.082, which can be divided into WPI, MPI, and SPI according to
the influence level. From the results, the provinces with the highest impact are Shanghai,
Zhejiang, Jiangsu, Shandong, Anhui, Tianjin, Beijing, and Fujian. Mainly with the growth of
population, the service industry activities in public buildings are frequent, thus increasing
the carbon emissions from public buildings. As shown in Figure 3, the impact of population
on carbon emissions from public buildings is increasing year by year. Spatially, the SPI of
population size is gradually spreading from the northeast and eastern coastal regions to the
central and western regions. By 2016, population size has reached a SPI within 30 provinces
in the study area.

  

  

Figure 3. Spatial distribution of the regression coefficients of population: (a) Spatial distribution
of the regression coefficients of the population in 2010; (b) Spatial distribution of the regression
coefficients of the population in 2013; (c) Spatial distribution of the regression coefficients of the
population in 2016; (d) Spatial distribution of the regression coefficients of the population in 2019.

2. Spatial and temporal variation in the effect of urbanization on carbon emissions

During the study period, the maximum value is 30.386 and the minimum value is
−8.649. According to the influence level, it can be divided into SNI, MNI, WNI, WPI, and
SPI. Overall, the urbanization rate has a predominantly negative impact on carbon emis-
sions from public buildings. In 2010, WNI dominates, occupying 18 provinces, followed
by WPI, occupying 11 provinces. In 2013, 2016, and 2019, WNI dominates, occupying
15 provinces, followed by WPI, occupying 14 provinces. It indicates that the urbaniza-
tion rate has a small impact on the carbon emissions of public buildings. The scale of
carbon emissions from public buildings does not increase with the increase in urbanization
level; instead, it decreases with the optimization of energy consumption structure and
the improvement of energy utilization efficiency. During the study period, the number of
provinces with negative impact levels shows a decreasing trend, and spatially, the area
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of positive effect gradually expands from the northeast and some southeastern provinces
to the whole eastern region, and then gradually shifts to the central region and Xinjiang
province (Figure 4). Public buildings are mostly located in urban areas and less in rural
areas. The increase in urbanization rate will promote the development of tertiary industry,
which will further promote the generation and operation of public buildings. When the
urbanization rate reaches a certain level, it will curb the carbon emissions of running public
buildings because the stability of urbanization will make people start to raise the awareness
of energy saving, not only limited to the use of more focus on energy efficiency.

  

  

Figure 4. Spatial distribution of the regression coefficients of urbanization: (a) Spatial distribution of
the regression coefficients of urbanization in 2010; (b) Spatial distribution of the regression coefficients
of urbanization in 2013; (c) Spatial distribution of the regression coefficients of urbanization in 2016;
(d) Spatial distribution of the regression coefficients of urbanization in 2019.

3. Spatial and temporal variation in the effect of industrial structure on carbon emissions

The regression coefficient of the industrial structure has a maximum value of 0.315 and
a minimum value of −0.426 in the study period. Industrial structure refers to the ratio of
the value added of the tertiary sector to the total value added of production. It is classified
as SPI, WPI, WNI, and MNI according to the influence level. As shown in Figure 5, it is
generally a positive impact. 2010, 2013, 2016, and 2019 are dominated by weak positive
impact, occupying 16, 21, 18, and 15 provinces, respectively. The positive effect of industrial
structure is shifted from the east to the center. In 2010, the positive effect of industrial
structure is in the eastern coastal region, northeastern region, and Xinjiang province, and
that positive effect is partially shifted to the central region in 2019.
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Figure 5. Spatial distribution of the regression coefficients of industrial structure: (a) Spatial dis-
tribution of the regression coefficients of industrial structure in 2010; (b) Spatial distribution of
the regression coefficients of industrial structure in 2013; (c) Spatial distribution of the regression
coefficients of industrial structure in 2016; (d) Spatial distribution of the regression coefficients of
industrial structure in 2019.

4. Spatial and temporal variation in the effect of GDP per capita on carbon emissions

The maximum value of the regression coefficient for GDP per capita is 1.177 and
the minimum value is −1.184. In 2010, the positive effect is dominant, with a total of
16 provinces in WPI and MPI. In 2013, the negative effect is dominant, with a total of
22 provinces in SNI, MNI, and WNI. In 2016, the positive effect is more pronounced, with
24 provinces in WPI. In 2019, the positive effect is pronounced, with a total of 22 provinces
in WPI and MPI. As shown in Figure 6, the influence of GDP per capita shows a trend from
positive to negative and then positive again. By 2019, the only regions with a negative effect
are Shanghai, Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, Hubei, and Hunan. It indicates that
population affluence is promoting the increase in carbon emissions from public buildings.

 

Figure 6. Cont.
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Figure 6. Spatial distribution of the regression coefficients of GDP per capita: (a) Spatial distribution
of the regression coefficients of GDP per capita in 2010; (b) Spatial distribution of the regression
coefficients of GDP per capita in 2013; (c) Spatial distribution of the regression coefficients of GDP
per capita in 2016; (d) Spatial distribution of the regression coefficients of GDP per capita in 2019.

5. Spatial and temporal variation in the effect of the green building index on carbon emissions

The maximum value of the regression coefficient of the green building index is 0.832
and the minimum value is −0.098. As shown in Figure 7, in 2010, all 30 provinces have a
positive effect. In 2013, the WNI dominated, occupying 16 provinces. In 2016, WPI occupied
17 provinces. In 2019, WPI occupies 21 provinces. In 2010, the green building index has a
positive effect on carbon emissions from public buildings in all regions. However, by 2019, the
inhibitory effect has 9 provinces. According to previous studies, green buildings contribute to
carbon emission reduction than non-green buildings, but this study finds that the large-scale
effect of carbon emission reduction from green buildings has not yet been developed.

  

  

Figure 7. Spatial distribution of the regression coefficients of the green building index: (a) Spatial
distribution of the regression coefficients of the green building index in 2010; (b) Spatial distribution of
the regression coefficients of the green building index in 2013; (c) Spatial distribution of the regression
coefficients of the green building index in 2016; (d) Spatial distribution of the regression coefficients
of the green building index in 2019.
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5. Conclusions and Policy Suggestions

5.1. Conclusions

Using the carbon emission of public buildings in operation in China from 2008 to 2019,
the GTWR model was used to detect the spatial distribution of the influence coefficients
of population, urbanization, industrial structure, GDP per capita, and index of green
buildings. We found significant spatial heterogeneity changes between the five factors.
Most importantly, the factor of the index of green buildings.

The empirical results of the green building index and carbon emissions of public build-
ing operation help to determine the direction and intensity of green building development,
and help to enrich the study of the impact of green buildings on the carbon emissions of
public buildings from a regional perspective.

In terms of carbon emissions from public building operations, the top three public
building carbon emissions from 2008–2018 were Guangdong, Jiangsu, and Beijing, and in
2019, Shandong surpassed Beijing among the top three. Overall, the total carbon emissions
from public buildings in the eastern region, except Hainan, Fujian, and Tianjin, are greater
than those in the central, western, and northeastern regions, and the growth rate is obvious.

The results of the hotspot analysis show that there are east-west differences in the
operational carbon emissions of public buildings in Chinese provinces. The evolution of
clustering shows a spatially increasing trend from west to east.

The STIRPAT model shows that population has a positive influence on public building
carbon emissions in each province, and the positive influence of population gradually
spreads from the northeast and the eastern coastal regions to the central and western
regions; urbanization rate has a predominantly negative influence on public building
carbon emissions; industrial structure has a positive influence; the influence of GDP per
capita and green building index shows a trend of positive to negative and then positive;
the large-scale effect of green building carbon emission reduction has not yet been formed.

5.2. Suggestions

According to the above conclusions, we can make the following recommendations.
First, total carbon emission control should be carried out at the regional level under

the constraints of other indicators such as socio-economic development rate and industry
economic growth. Focus on controlling carbon emission hotspot areas and emission reduc-
tion measures should be formulated for cold spot areas, according to development needs to
avoid generating large amounts of carbon emissions due to rapid economic development.
Cooperation between provinces can be strengthened to develop inter-provincial carbon
emission trading policies to balance provincial carbon emissions.

Second, for provinces with large populations, public buildings should be retrofitted
with energy efficiency. It would be advisable while developing the economy to adjust the
energy consumption structure, change the economic development mode, adhere to the
path of low carbon development, and slow down the rapid growth of carbon emissions
caused by the rapid growth of the regional economic development level.

Third, the development of green buildings still needs to continue to improve, and the
current growth of green buildings has not yet formed a scale effect on the carbon emission
aspect of public buildings. Because of the high cost of green building construction, there is
a need to support the construction and development of green buildings in economically
disadvantaged areas.

However, this study is subject to several limitations. Firstly, this paper uses China
as an example, and the analysis for green buildings can be extended to other emerging
economies and developing countries. Secondly, temperature has a different impact on
the heating and cooling of public buildings under different climate backgrounds. Further
study can take a closer look at the micro-level of the impact of temperature on the energy
consumption of public buildings. Finally, the empirical results of this paper are helpful
for policy makers to develop differentiated emission reduction strategies for high and low
carbon emission provincial administrative regions.
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Abstract: Spectral selective absorption film (SSAF), a solar control film, has a special energy-saving
mechanism. In the previous studies of SSAF coated glazing systems, thermal parameters (global
thermal transmittance (U) and solar heat gain coefficient (SHGC)) calculated by traditional algorithms
were not verified. In order to evaluate the energy-saving effect of SSAF coated glazing systems
accurately, U and the SHGC were calibrated and then used for energy consumption simulation.
Firstly, the simulation models of the heat transfer process of SSAF coated glazing systems were
established by COMSOL Multiphysics, considering simplified linear attenuation of radiative transfer.
After being validated, the simulation models were used for the calibration of U and SHGC by the
Multiple Linear Regression (MLR) model. As a result, the calibration coefficients of U and SHGC
are 1.126 and 1.689, respectively. Secondly, the thermal parameters of SSAF coated glazing systems
calibrated by the calibration coefficients were used for a building energy consumption simulation
case. The result showed that the inner surface is the best coating position for single glazing systems
(SG), while the outer surface is the best coating position for double glazing systems (DG) in hot
summer and cold winter zone, hot summer and warm winter zone and the moderate zone of China.

Keywords: spectral selective absorption film; glazing system; heat transfer simulation; thermal
parameters; building energy consumption

1. Introduction

As one of the most vital industries in all walks of life in many countries, the con-
struction industry has been consuming the major energy in operation, such as for heating,
air-conditioning and refrigeration. In 2019, the energy consumption in building operation
was 1.03 billion kW·h in China, according to “Research Report on Building Energy Consump-
tion and Carbon Emission” in China (2021), accounting for 21.2% of the total national energy
consumption [1]. A considerable part of the energy consumption in building operation is
caused by the heat exchange between the building envelope and the outdoor environment.
The external window (including glass curtain wall) is weak for energy saving and thermal
insulation in building envelopes. Although the external windows of new buildings have
realized satisfactory energy-saving progress because of the emergence and application of
new transparent materials/structures such as multiglazing systems with Low-E coating,
insulating glazing systems with PCM, insulating glazing systems with aerogels, etc., the
single clear glazing system and double clear glazing system installed on the large amounts
of existing buildings are not energy efficient. It demonstrates that the energy consumption
caused by external windows of existing buildings accounted for about 40~50% of total
energy consumption of buildings [2] and even as high as 65~80% in where priority is given
to cooling loads [3].
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However, the single clear glazing system and the double clear glazing system after
installation would rarely be retrofitted due to high retrofitting costs, long construction
time and influences on the use of existing buildings during construction. It has been
reported that these problems can be solved by solar control films, a type of energy-saving
materials directly coated on glazing whether in a liquid-applied [4,5] or solid-applied [6]
manner. They not only can play the role of saving energy by regulating solar radiation
and surface emissivity but also have the advantages of simple construction, low cost and
environmentally friendly performances. Solar control films mainly include heat mirror film,
low emissivity film, spectral selective absorption film (SSAF), etc. [7]. The energy-saving
mechanism of SSAF is different from other films. Its main functional components include
transparent conductive oxides including antimony tin oxide (ATO), indium tin oxide (ITO),
tungsten bronzes (MxWO3, M including alkali metal elements Li, Na, K, Rb and CS) and its
composites, which enable SSAFs to strongly absorb solar near-infrared radiation, blocking
near-infrared radiation [8,9] off the room.

It is very necessary to clarify the energy-saving effect of SSAF, which is one of the
most important issues for determining the prospects of its application. Currently, there is
much research on it. Chamber tests with glazing systems were used to visually investigate
the thermal insulation ability of SSAF. In a chamber test, Zhu et al. [10] confirmed that
SSAF reduced the indoor temperature (Tin (K)) of the chamber by 14 ◦C. Full-scale case
study could characterize the impact of SSAF on the indoor thermal environment. By
conducting field research of typical buildings, Moretti et al. [11] confirmed that indoor
temperatures decreased by 2–3 ◦C when SSAF reduced the incoming solar radiation by
about 60% during sunny days in moderate climate. To better understand the thermal
performance of SSAF from the mechanism, Alvarez et al. [12] and Xamán et al. [13,14]
established the heat transfer models of an SSAF coated single glazing system (SG+F) and an
SSAF coated double glazing system (DG+F). The temperature distribution, the boundary
heating flux of SSAF coated glazing systems and Tin were numerically calculated by using
FORTRAN computer language. In order to quantitatively evaluate the impact of SSAF on
energy-saving, building performance softwares such as EnergyPlus, eQUEST and ESP-r
were used to simulate energy consumption [15–21], which put forward the need to verify
the model of energy consumption. Gijón-Rivera et al. [15], Li et al. [18], Moretti et al. [19],
Teixeira et al. [16] and Pereira et al. [17,20] validated or calibrated entire models with
experimental data.

As the decisive parameters determining the energy performance of glazing systems,
global thermal transmittance (U) and solar heat gain coefficient (SHGC) usually together
describe the applicability of a glazing system to different climatic conditions and its different
energy-saving performance from other glazing systems [22]. However, the U and the SHGC
of SSAF have not been verified. The U and the SHGC input into building performance
simulation software were still calculated by traditional algorithms (as described in an
ISO standard, ISO 9050: 2003 Glass in Building—Determination of Light Transmission,
Solar Direct Transmission, Total Solar Energy Transmission, Ultraviolet Transmission and
Related Glazing Factors and a Chinese industry standard, JGJ/T 151-2008 Calculation
specification for thermal performance of windows, doors and glass-curtain walls). There
was no proof to demonstrate exactly whether the values calculated by this method can also
be applied to SSAF, both in the above standards and previous studies. It is clear that neither
the results of traditional algorithms can apply to the U and the SHGC of an SSAF coated
glazing system, nor the simulations of building energy consumption can work accurately.
Although Cornaro [23] obtained the U and SHGC of an SSAF coated glazing system from a
set of experiments with solar test boxes, the systematic error shall be eliminated later by a
mass of experiments.

In this paper, the simulation model for the heat transfer process of SSAF-coated glazing
systems will be established by numerical simulation software. After contrasting the results
of heat transfer calculated by simulation results with that by U and SHGC, U and SHGC
will be corrected by statistical analysis if necessary. The validated or calibrated U and
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SHGC will be helpful for effective building energy simulation and the accurate evaluation
of energy-saving effect of SSAF-coated glazing systems.

2. Heat Transfer Simulation of SSAF-Coated Glazing Systems

2.1. Description of Physical Model

As two typical forms of glazing systems in existing buildings, single glazing systems
and double glazing systems can be coated with SSAF on the inner surface or the outer
surface of them, as shown in Figure 1. Six millimeters of clear glass (SG) is a common form
for single glazing systems; when coated with SSAF on the inner and the outer surface, it can
be referred to as SG+F-in and SG+F-out, respectively, for the sake of simplicity; 6 mm clear
glass + 12 mm air + 6 mm clear glass (DG) is a common form of double glazing systems,
and when coated with SSAF on the inner surface and the outer surface, it can be referred
to as DG+F-in and DG+F-out, respectively, for the sake of simplicity. These simplified
expressions were used for the following studies.

Figure 1. The positions of SSAF for existing buildings’ glazing systems: (a) single glazing system
( 1© the inner surface and 2© the outer surface); (b) double glazing system ( 1© the inner surface and
2© the outer surface).

The heat transfer processes of SG+F-in and DG+F-in (as the examples of SG+F
and DG+F, respectively) in the daytime (with solar radiation) are shown in Figure 2.
Solar energy (G (W/m3)) is assumed to strike perpendicularly to the glazing system from
outdoor areas. For SG+F-in, some G directly enters the room through the coated glass (τ*G),
some of G is absorbed by the SSAF and the glass and the rest is reflected, where τ is the
transmissivity of the coated glazing system. The absorbed radiation energy is transformed
into the internal energy of the coated glazing. Under the coupling effects of solar radiative
absorption and the temperature difference between indoor and outdoor environments
(outdoor temperature, Tout (K)), the heat exchange between the coated glazing system
and the indoor environment is conducted by radiation (Qr) and convection (Qc). τ*G, Qc
and Qr make up the total energy into a room through the glazing system. For DG+F, the
difference between glazing temperatures on both sides of the cavity will cause a natural
convection of internal fluid, and radiation will also be repeatedly reflected and transmitted
on each surface.
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Figure 2. Heat transfer process of SSAF coated glazing systems: (a) SG+F [21]; (b) DG+F (Tsin: the
inner surface temperature).

2.2. Heat Transfer Simulation Modeling

Based on the heat transfer mechanism of SG+F and DG+F, two-dimensional heat trans-
fer simulation models were established by numerical simulation software. With the continu-
ous improvement of computer performance and numerical methods, many forms of numer-
ical simulation software have been more widely used [24,25]. Compared with traditional nu-
merical methods, numerical simulation software will provide more convenient tools for the
in-depth study on the heat transfer process of SSAF-coated glazing systems, characterized
by simpler and faster simulation process and more intuitive graphical simulation results.
COMSOL Multiphysics is a numerical simulation software characterized by an open archi-
tecture that supports adding and modifying control equations in the graphical interface.
Similarly to other heat transfer simulation software, COMSOL Multiphysics also has vari-
ous built-in common physical models and can complete process operations such as process
modeling, parameter and condition setting, calculation and post-processing through the
built-in model tree. The coupling of transfer processes of the SSAF coated glass, including
heat transfer, natural convection and radiation heat transfer, was achieved by the physical
fields of solid heat transfers and surface-to-surface radiation in COMSOL Multiphysics.

In simulation models, the part of glazing was set as a body heat source. Although
the radiative transfer in semi-transparent materials considering radiation absorption is
considered to decay exponentially [26], it was simplified as linear decay, considering the
high thermal conductivity and the thin thickness of the glazing. Then, the heat flow
intensity of the body heat source (Qg(W/m2)) is as follows:

Qg = G0 × αg/Lg (1)

where G0 is the total solar radiation intensity on the glass surface (W/m2); Lg is the glass
thickness (m); and αg is the radiation absorptivity of the glass.

SSAF was set as a boundary heat source, and its heat flow intensity (QSSAF(W/m2)) is
described as follows:

QSSAF = G0 × τg × αf (2)

where τg is the solar radiation transmittance of glass; andαf is the radiation absorptivity of SSAF.
When the coating position changes, the simulation model can be established and

solved by adaptively adjusting the boundary conditions mentioned above.

2.3. Validation of Simulation Model

In order to verify the effectiveness of simulation models, the optical and thermophysi-
cal properties of SSAF and the clear glass (as shown in Table 1) in the research of G must
be examined. Data from Alvarez et al. [12] were used as the parameter conditions of the
simulation model in this part.
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Table 1. Optical and thermophysical properties of the SSAF and the clear glass.

Parameters Lg (mm) αg τg αf

Values 6 0.14 0.78 0.64

Under the same boundary conditions (G = 750 W/m2, Tin = 21 ◦C, Tout = 0, 10, 20, 30,
40 and 50 ◦C, respectively), the transient-state temperature distribution of SG+F-in was
simulated and solved in COMSOL Multiphysics. The difference between these simulation
results and the numerical calculation results of G. Alvarez et al. is 0.49–0.86%, which might
be caused by the difference of parameter accuracy and meshing. Considering that the above
results of G. Alvarez et al. have been verified by experiments [27], it is obvious that the
effectiveness of the heat transfer simulation model in COMSOL Multiphysics is acceptable.

2.4. Heat Transfer Characteristics of SSAF Coated Glazing System in Typical Conditions

Depending on the cooling condition in summer or the heating condition in winter, the
needed thermal performance of the SSAF coated glazing system is different. Therefore, the
heat transfer simulations of SG+F and DG+F were conducted under typical conditions in
summer (G = 500 W/m2, Tin = 25 ◦C, Tout = 30 ◦C) and winter (G = 300 W/m2, Tin = 20 ◦C,
Tout = −20 ◦C), which were taken from JGJ/T 151-2008. The simulation results of SG+F
and DG+F are shown in Figures 3 and 4, respectively.

Figure 3. Temperature distribution of SG+F under typical conditions: (a) in summer; (b) in winter.

Figure 4. Temperature distribution of DG+F under typical conditions: (a) in summer; (b) in winter.

It can be seen from Figures 3 and 4 that the heat transfer simulation results can clearly
and quantitatively reflect the special heat transfer mechanism in which SSAF strongly
absorbs solar radiation. The absorbed solar radiation is converted into internal energy of
the SSAF-coated glazing system, bringing it higher temperature. The temperature increase
in SG+F is the most obvious under the typical conditions in summer. For SG+F-in and
SG+F-out, the inner surface temperature (Tsin), which directly affects the heat exchange
between the coated glazing system and the indoor environment, is 41.59 ◦C and 40.92 ◦C,
respectively. Tsin of SG+F-in and Tsin of SG+F-out are separately 8.31 ◦C and 7.65 ◦C
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higher than that of SG. This means that there will be more Qc, Qr and indoor heat gain.
It seems that τ*G of SG or DG should be paid more attention, because they intuitively
characterize the solar radiation directly entering the room. However, the changes of Qc
and Qr should also be fully considered in view of the particularity of the heat transfer
mechanism of the SSAF coated glazing. More accurate Qc and Qr will help to obtain more
accurate indoor heat gains when using the SSAF-coated glazing system. Under the typical
conditions in winter, Tsin of SG+F-in and Tsin of SG+F-out are higher than that of SG by
3.86 ◦C and 7.15 ◦C, respectively. It not only indicates that the changes of Qc and Qr caused
by SSAF are different under different weather conditions but also highlights that different
coating positions will bring significant differences in indoor heat gain through SSAF-coated
glazing systems.

The difference of thermal performance caused by the coating positions is more obvious
in DG+F. Under the typical conditions in summer and winter, although the Tin of DG+F is
still higher than DG, the difference of Tin between DG+F-in and DG+F-out is 17.25 ◦C and
7.71 ◦C respectively, which means a more significant impact on indoor heat.

3. Applicability Verification of Classical Algorithm for Thermal Parameters of
SSAF-Coated Glazing System

The applicability of the classical algorithm for the U and SHGC of SSAF-coated glazing
systems is evaluated by comparing the theoretical heat transfer with the calculated heat
transfer. The theoretical heat transfer was calculated by the temperature distribution of
SSAF coated glass obtained by simulation, while the calculated heat transfer was obtained
by U and SHGC of SSAF-coated glazing systems, which was calculated by the classical
thermal parameters algorithm.

3.1. Calculation Method of Theoretical Heat Transfer

Based on Tsin of the coated glazing systems obtained by simulation, Qc can be obtained
according to Newton’s law of cooling:

Qc = hi × (Tsin − Tin) (3)

where hi is the convective heat transfer coefficient of the inner surface of the coated glazing
system (W/(m2·K)).

Qr can be obtained according to Stefan–Boltzmann’s law:

Qr = σ× εf ×
(

Tsin
4 − Tin

4
)

(4)

where σ is Boltzmann constant, 5.67 × 10−8 W/(m2·K4), and εf is the surface emissivity
of SSAF.

The theoretical total heat flux Qt into a room through the glazing system is as follows.

Qt= τ × G + Qc + Qr (5)

3.2. Calculation Method of Calculated Heat Transfer

According to the physical meaning of U and SHGC, the calculated total heat flux Qca
into a room through a glazing system is as follows.

Qca = G × SHGC + U× (Tout −Tin) (6)

3.3. Error Analysis of Calculated Heat Transfer

In order to minimize the influence of weather conditions used for heat transfer
comparison, the temperature difference between indoor and outdoor was set to −40 ◦C
(Tout = −20 ◦C, Tin = 20 ◦C), −10 ◦C (Tout= −10 ◦C, Tin = 20 ◦C), 5 ◦C (Tout = 30 ◦C,
Tin = 20 ◦C) and 15 ◦C (Tout = −35 ◦C, Tin = 20 ◦C), and the solar radiation intensities were
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set to 200 W/m2, 500 W/m2 and 800 W/m2. The difference between Qca and Qt was
calculated, and the results are shown in Figure 5.

Figure 5. The difference between Qca and Qt.

It can be seen that there are obvious differences between Qca and Qt, which vary
under different weather conditions. It is worth noting that this difference between SG+F
and DG+F is not significant, but the difference gradually rises with the increase in solar
radiation intensity. It shows that the U and the SHGC obtained directly by the classical
algorithm do not fully consider the special heat transfer mechanism that SSAF strongly
absorbs solar radiation. The U and the SHGC used by this method may further bring errors
to building energy simulation and the energy-saving evaluation of SSAF. Therefore, it is
necessary to calibrate the U and the SHGC of the coated glazing systems.

4. Calibration of Thermal Parameters of SSAF Coated Glazing Systems

4.1. Mechanism of Thermal Parameters Calibration

There are two kinds of calibration models for quantitative analysis parameters: multi-
variate linear calibration model and nonlinear calibration model. Multivariate linear correc-
tion models include Multiple Linear Regression (MLR), Principal Component Regression
and Partial Least Squares Regression; nonlinear correction models include ANN, SVM,
Kernel Partial Least Squares, etc. [28]. In this study, the MLR model was selected to cal-
ibrate the thermal parameters of SSAF-coated glazing systems, because it is simple to
calculate and easy to understand.

Compared with U and SHGC calculated through traditional algorithms, the calibrated
U and SHGC were set as U’ and SHGC’:

s.t.
{

U’ = α× U
SHGC’ = β× SHGC

(7)

where α and β are calibration coefficients.
According to Equation (6), the total heat flux (Qca’ (W/m2)) into a room through the

glazing system calculated by U’ and SHGC’ is as follows.

Q’ca = (Tin − Tout)× U’ + G × SHGC’ = (Tin − Tout)× U × α+ G × SHGC × β (8)
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According to Equations (7) and (8), the α and β can be expressed as follows.
[

α

β

]
= ([U × (Tin − Tout), G × SHGC]T[U × (Tin − Tout), G × SHGC])

−1

×[U × (Tin − Tout), G × SHGC]× Q’ca

(9)

4.2. Solution and Verification of Calibration Coefficients

The calibration model of thermal parameters was established according to the mecha-
nism of MLR and sampled by Latin Hypercube Sampling Method to generate 90 sample
points. The parameters of these sample points included Tin and Tout (variable range
[−20, 40] ◦C), solar radiation intensity (variable range [0, 1000] W/m2) and the types of the
coated glazing systems (SG+F-in, SG+F-out, DG+F-in and DG+F-out). The Qt, the U and
SHGC of these sample points were calculated and fed into MATLAB with the code of MLR.
Consequently, α and β, the calibration coefficients as the results of thermal parameters
calibration, are 1.126 and 1.689, respectively.

The determination coefficient (R2) of the calibration model was used to measure the fit
degree between Q’ca calculated by U’, SHGC’ and Qt. R2 is 0.97883, as shown in Figure 6,
which indicates that the U and the SHGC calibrated by α and β have a good regressive
relationship with theoretical heat transfer and embody the special heat transfer mechanism
of SSAF completely.

Figure 6. R2 of the calibration model.

5. Energy Performance of the SSAF Coated Glazing System

As shown in Table 2, there are the U’ and the SHGC’ of SG+F-in, SG+F-out DG+F-in
and DG+F-out, which were calibrated by α and β and the U and the SHGC of SG and DG.
These thermal parameters were input into building performance software to evaluate the
energy-saving effect of SSAF by conducting a building energy consumption simulation of
the coated and non-coated glazing system.

China has a vast territory and complex terrains, causing great differences in climate
among regions. According to the difference of Tout, the country is divided into five cli-
matic zones: severe cold zone, cold zone, hot summer and cold winter zone, moderate
zone and hot summer and warm winter zone. In order to study the applicability of SSAF
in different climate zones, energy consumption simulation was conducted in the repre-
sentative cities of these five climatic zones: Harbin, Tianjin, Chongqing, Kunming and
Guangzhou in severe cold zone, cold zone, hot summer and cold winter zone, moder-
ate zone and hot summer and warm winter zone, respectively. The monthly temper-

244



Energies 2022, 15, 2780

atures and the global horizonal solar radiation intensity of these representative cities
based on CSWD (Chinese Standard Weather Data) are shown in Figure 7, and vertical so-
lar radiation closely related to the glazing was automatically calculated by the building
performance software.

Table 2. The thermal parameters of glazing systems.

The Type of Glazing Systems U(W/(m2·K) SHGC U’ (W/(m2·K) SHGC’

SG 5.70 0.81
DG 2.80 0.75

SG+F-in 4.40 0.58
SG+F-out 5.26 0.60
DG+F-in 2.44 0.72

DG+F-out 2.65 0.47

Figure 7. The monthly temperature and solar radiation intensity of the representative cities.

5.1. Building Model and Parameter Setting

The model of energy consumption simulation was established based on a typical
existing office building. The model and its plan are shown in Figure 8. The total area
of the office building is 1192 m2, mainly including offices, toilets, corridors, staircases
and other functional spaces. Three-hundred and seventy millimeters of brick–concrete
structure is used in the exterior wall system; 100 mm reinforced waterproof concrete slab is
used in the roof system and 100 mm concrete slab is used in the floor system. The other
corresponding thermal parameters were taken within the conventional value range of
the corresponding structure. The annual energy consumption per unit area of buildings
evaluated by EnergyPlus was taken as the scheme performance evaluation index in this
study. In order to facilitate data comparison, the room air temperature in all energy
demand assessments was set to 20 ◦C and 26 ◦C for heating and cooling, respectively, and
the operating time of HVAC systems was set from 6 am to 6 pm. Other parameters were
set by the general setting of the office building.

Figure 8. The typical building model and its plan: (a) the model; (b) the plan.
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5.2. The Energy Performance of SSAF Coated Glazing System

It can be seen from Figure 9 that SSAF can reduce the building energy consumption
of existing buildings with SG+F and DG+F in any climatic zones, but it is necessary to
consider the optimum position of SSAF coating on the glazing system. In Harbin, compared
with SG and DG, the building energy consumption of SG+F-out and DG+F-out increased
by 1.80 W/m2 and 6.23 W/m2, which was the only case where SSAF did not save energy.
For SG+F-in, the energy savings under the climatic conditions of Harbin, Tianjin, Shanghai,
Guangzhou and Kunming were 3.96 W/m2, 3.68 W/m2, 3.51 W/m2, 6.28 W/m2 and
3.17 W/m2, respectively. Particularly in Tianjin, Shanghai, Guangzhou and Kunming, the
energy savings were higher than SG+F-out by 2.60 W/m2, 1.18 W/m2, 0.99 W/m2 and
0.70 W/m2, respectively. Therefore, the inner surface is the best coating position to SG,
when SSAF is applied in existing buildings of severe cold zone, cold zone, hot summer
and cold winter zone, moderate zone and hot summer and warm winter zone. The energy-
saving reached 3.68 W/m2~6.28 W/m2 in the situations above. The energy-saving potential
of SSAF is the greatest in hot summer and warm winter zone.

Figure 9. The energy-saving potential of SSAF: (a) SG+F; (b) DG+F.

The energy consumption of DG+F-in was lower than that of DG, but the limited energy
saving was only 0.56 W/m2~3.10 W/m2. In Shanghai, Guangzhou and Kunming, when
SSAF was coated on the outer surface of the glazing system, the energy saving of DG+F-out
reached 3.89 W/m2, 10.00 W/m2 and 4.19 W/m2, respectively. It shows that when SSAF is
applied to the double-glazing systems of the existing buildings in hot summer and cold
winter zone, moderate zone and hot summer and warm winter zone, the outer surface
is the best position. Among them, SSAF has the greatest energy-saving potential in hot
summer and warm winter zones. However, in Harbin, a typical city in the severe cold
zone, the energy-saving performance of SSAF was obtained only when applied on the inner
surface. It should be noted in particular that although in Tianjin, a typical city in cold zone,
coating SSAF on whether inner or outer surfaces could save energy, energy saving was
only 1.54 and 1.01 W/m2. Therefore, whether SSAF is recommended or not, the economic
benefits need to be considered, such as the investment payback period in this climate zone.

After the U and SHGC of the coated glazing systems are calibrated, the evaluation
of energy performance of the coated glazing systems becomes easier and can better re-
flect the special mechanism of SSAF. Even without comparative experiments, it becomes
convenient for SSAF-relevant energy performance comparison with other transparent
materials/structures.

6. Conclusions

The heat transfer simulation models of SG+F and DG+F were established in
COMSOL Multiphysics, where the radiative transfer in SSAF coated glazing systems
was simplified as linear decay, the glass was set as a body heat source, and SSAF was set as
a boundary heat source. Compared with previous numerical calculation results, the heat
transfer simulation model proved acceptable. As the result of heat transfer simulation, tem-
perature distributions of SG+F and DG+F clearly and quantitatively reflect the special heat
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transfer mechanism that SSAF strongly absorbs solar radiation and converts it into internal
energy of the SSAF-coated glazing system. The heat transfer simulation models were used
for the calibration of thermal parameters, including U and SHGC, by the MLR model. α
and β, the calibration coefficients of U and SHGC, are 1.126 and 1.689, respectively, which
have a good fit degree with theoretical heat transfer. Then, the thermal parameters of SSAF
coated glazing system calibrated by α and β were used for a building energy consumption
simulation case. The result showed that the inner surface is the best coating position of
SSAF for the single glazing system (SG), while the outer surface is the best coating position
for the double glazing system (DG) in hot summer and cold winter zone, hot summer and
warm winter zone and moderate zone of China.
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Abstract: This article provides an overview of residential vapor-compression air conditioners operat-
ing under high ambient temperatures (HAT). For the purpose of this article, a minimum temperature
criterion, 40 ◦C and above, was developed to evaluate studies that were conducted at HAT. Several
HAT organizations and projects were launched with the purpose of assessing the performance of
low-GWP (GWP = global warming potential) refrigerants when operating under HAT and acceler-
ating the transition to such refrigerants. Previous studies of air conditioner improvements (i.e., for
condensers, evaporators, compressors, and refrigerants) were discussed under HAT conditions. This
article also explores the challenges, the possible design modifications, and several limitations of air
conditioners operating under HAT. Condenser improvements showed an 18 to 50% higher coefficient
of performance (COP) and an 8 to 30% higher cooling capacity. Only one study was found for
evaporator enhancement under HAT which improved the COP by ~7% and cooling capacity by ~10%.
Experimental compressor improvements achieved 2 to 17 ◦C lower discharge temperature and up
to 15% higher cooling capacity, whereas the COP ranged from −4% to +3% of the baseline values.
Under HAT conditions, several A2L refrigerants exhibited an attractive performance compared to
R-410A while none outperformed R-22 in terms of both cooling capacity and COP. Considering R-22
alternatives, all A1 refrigerants exhibited lower COP, A2L refrigerants achieved comparable COP,
and A3 refrigerants reached higher COP.

Keywords: high ambient temperature; hot ambient; hot climate; air conditioning; global warming;
climate change; cooling

1. Introduction

The purpose of this article is to evaluate previous reports related to residential air
conditioning systems under high ambient temperatures (HAT) and provide an overview of
what has been carried out in this area to date. Most studies investigated residential air con-
ditioners at a wide range of temperatures and hence it can be difficult and time-consuming
to evaluate the results only at HAT, especially since there is no common temperature cut-off.
Therefore, this article can be helpful for researchers who are interested in this topic for the
following reasons: (i) it defines a criterion that segregates the moderate and high ambient
temperatures, (ii) it shows the improvements of each technique compared to the baseline
under HAT, (iii) it helps in avoiding repeated research work, (iv) it illustrates how A2L and
A3 refrigerants operate under HAT compared with baseline refrigerants (e.g., R-410A and
R-22), and (v) it recommends promising techniques for further development of AC units
with A2L refrigerants under HAT. Lastly, to the best of the authors’ knowledge, there is
no review article that particularly discusses residential air conditioners operating under
HAT. Section 1 reviews the main issues associated with HAT and their impacts on different
regions of the world. Section 2 explains the approach followed to find interdisciplinary
articles related to this study. Section 3 provides a brief description of different HAT orga-
nizations and projects. Section 4 discusses the literature studies of the main components
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of residential vapor compression systems operating under high ambient temperatures. In
Section 5, various design modifications for residential air conditioners under high ambients
are explored. Limiting factors of air conditioners operating under HAT conditions corre-
sponding to Kuwait and Phoenix, Arizona, USA are investigated in Section 6. Section 7
summarizes the primary findings of the Section 4 literature studies.

Air conditioners operating under HAT must overcome high summer loads, high
discharge temperature, and performance degradation. Consequently, to reduce both direct
and indirect emissions, regulatory jurisdictions have added more requirements such as
minimum energy efficiency and environmentally friendly refrigerants. The use of air
conditioners in hot regions will be increasingly popular as a result of population and
economic growth, which may affect the environment adversely, directly and indirectly if no
mitigation measures are taken. Therefore, the problem becomes more complex and needs
design modifications to alleviate the unit performance degradation, accelerate the use of
environmentally friendly refrigerants, and comply with the minimum energy requirements
under HAT conditions.

1.1. Climate Change

Since the discovery of modern electric air conditioners by Willis Carrier, there are
now ~2 billion air conditioning units that have been installed globally [1]. The use of air
conditioning has improved living standards by reducing heat exposure and providing
comfortable indoor conditions. Hence, it became a necessity rather than a luxury in hot
climates. In 2018, the percentage of households with air conditioners reached ~90% in
some countries (i.e., USA and Japan) and less than 10% in other countries [1]. Moreover,
~69% of the installed units worldwide are attributed to China, the USA, Japan, and Korea,
respectively, from highest to lowest. However, this is expected to change substantially
in the next 30 years. The use of air conditioners will become increasingly popular as a
result of population and economic growth, especially in hot regions [1]. By 2038, installed
units are expected to double, reaching 4 billion units. India is expected to be the second-
largest country in installed household air conditioners. The expansion of installed units is
expected to improve human wellbeing in hot countries but can adversely affect the climate.
In 2018, the International Energy Agency (IEA) stated that the energy consumption of air
conditioners, including electric fans, accounted for 10% of global energy consumption and
is expected to triple in the next 30 years [1]. The expected boom of air conditioners will
cause a high electricity demand that utilities must be able to provide without harming the
environment. “Growing demand for air conditioners is one of the most critical blind spots
in today’s energy debate”, according to the IEA Executive Director [2].

Air conditioning systems interact with the environment mainly in three ways: electric-
ity consumption, refrigerant leakage to the atmosphere, and heat rejected to the ambient.
Electricity is produced primarily by burning fossil fuels, which represent ~63% of global
electricity sources [3]. This process involves the releasing of greenhouse gases (GHG),
mainly CO2, into the atmosphere and eventually contributes to global warming. In fact,
25% of global GHG is due to electricity and heat production, which are the largest global
sources of GHG [4]. Hence, the increase in the number of air conditioners indirectly in-
creases the amount of CO2 in the atmosphere. Moreover, refrigerators and air conditioners
have been using several types of working fluids since the last century including: chloroflu-
orocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and hydrofluorocarbons (HFCs).

A leakage of those fluids can occur multiple times during the lifecycle of an air condi-
tioner, for several reasons. Unfortunately, the environmental effects of those substances
were not always well perceived when they were introduced. Later on, researchers discov-
ered the environmental effect of these refrigerants, which are depleting the ozone layer
and acting as potent GHG, up to 1000 times stronger than CO2. Moreover, the way that air
conditioners work is to pump heat from the indoors to the outdoors, which can worsen the
heat island effect and increase the cooling demand [5,6]. For example, a study conducted in
Phoenix, Arizona, USA found that while the effect of waste heat was negligible during the
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day it was substantial at night. Up to 1 ◦C of ambient temperature increase was observed
at night, which may lead to a negative feedback loop between energy consumption and the
heat island effect [7,8].

In 1984, a catastrophic impact of refrigerants was discovered—an ozone hole over
Antarctica, and was attributed to the released chemicals (i.e., CFCs and HCFCs). As a result,
the Vienna Convention was held in 1985 and was followed by the adoption of the Montreal
Protocol in 1987, which mandated a total phase-out of HCFCs and CFCs [9]. HFCs were
used as replacements for the banned refrigerants but as mentioned above they have a
high effect on global warming. The world also started to observe that the earth’s average
temperature has been increasing since the pre-industrial era due to human activities that
involved high emissions of GHGs [10], especially in the last 4 decades. Consequently,
in 1997, the Kyoto Protocol was adopted to limit and reduce GHG emissions, especially
in industrialized countries. There is a continuation of the United Nations Framework
Convention on Climate Change (UNFCCC) meetings since the Kyoto Protocol with the goal
of preventing harmful human activities from interfering with the climate system, including
the Paris Agreement in 2015, which aims to limit global warming to well below 2 ◦C
compared to pre-industrial levels. In fact, the earth’s temperature was recorded in 2016
as the highest on record and was estimated to be ~1 ◦C warmer than the pre-industrial
level [11]. In 2016, an important update to the Montreal Protocol was made in the Kigali
Amendment and ratified by ~170 countries. This amendment aims to phase down the
production and consumption of HFCs by more than 80% by 2047, and eventually limit the
earth’s temperature increase to below 1.5 ◦C.

Now that we have better scientific evidence on the environmental effects of human
activities and the expected population growth, several measures can be taken to protect the
environment. Further reductions in CO2 emissions can be achieved by using alternative
low global warming potential (GWP) refrigerants, energy-efficient systems, and more
clean energy sources. Various alternative low-GWP refrigerants were found as suitable
replacements but the search is still ongoing for high ambient temperature (HAT) countries.
Furthermore, air conditioning manufacturers are improving the systems through several
component changes (i.e., fans, compressors, etc.). Higher energy efficiency can also be
promoted by governments in several ways, such as by setting minimum efficiency require-
ments and giving incentives to those who adopt them. For example, the Department of
Energy (DOE) in the USA has imposed a minimum energy efficiency standard on appli-
ances while the USA Environmental Protection Agency (EPA) developed the ENERGY
STAR program to provide a label on efficient appliances in the market [12,13]. According
to the IEA, a reduction of ~40% in energy demand can be achieved, in 2040, by following
efficient cooling strategies [1].

1.2. High Ambient Temperature Regions

The high ambient temperature (HAT) exemption of the Kigali Amendment included
34 countries where suitable alternative refrigerants did not appear to exist [14]. Fifteen of
those countries are recognized by the United Nations (UN) as least developed countries
(LDC), contributing ~2.5% of the world population [15]. According to the UN, LDCs
are at high risk of any disaster (i.e., economic, natural, epidemic) and have more than
75% of their population living in poverty [15]. Therefore, they need special consideration
when implementing changes related to global warming. Gulf Cooperation Council (GCC)
countries are also included in the exemption due to extreme temperatures in the summer.

The ANSI/ASHRAE standard 169-2021 [16] classified thermal climate zones based on
Heating or Cooling Degree Days (HDD or CDD). The use of only average temperatures to
classify thermal climate zones, however, can be misleading by averaging out an important
factor—temperature variations. The CDD Equation (1), shown below, measures how hot
the temperature is during a period of days relative to a reference temperature [17]:

CDD = ∑
[THigh − TLow

2
− TReference

]
(1)
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Figure 1 shows the Cooling Degree Days (CDD) and average high temperature of the
hottest month in a number of HAT countries [18,19]. The included HAT countries were
selected based on location, average high temperature, and economic condition. Since all
exempted HAT countries lie in the Northern Hemisphere, 12 countries from various regions
of Africa (i.e., Western, Central, Eastern, and Northern) and 7 countries from Western Asia
(i.e., the Arabian Peninsula) were selected. Omitted HAT countries are not expected to show
significantly different results given that their average high temperatures are within the
range of the included HAT countries. Furthermore, Phoenix, Arizona, USA was included
in the analysis since it has considerably high summer temperatures, yet is not included
in the exemption of the Kigali Amendment. It must be noted that there is more than one
climate zone for large countries, which can give different CDD and temperature values.
Moreover, CDD or average high temperature does not show the humidity levels in which
some coastal countries may have mildly hot temperatures but extremely high humidity
values. However, in this study, we are more concerned with the ambient temperature and
its effect on the air conditioning system.

Figure 1. Average high ambient temperature for the hottest month of the year [18] and CDD◦10 [19]
for a number of high ambient temperature countries and regions.

ASHRAE classification of climate zones is shown in Table 1, where Climate Zone 0, or
Extremely Hot, was introduced in 2013 [20]. Despite the fact that approximately 10% of
USA counties have shifted to a warmer climate zone, no location falls under the Extremely
Hot zone [20,21]. “For the HAT exemption to apply, a country must have an average of
at least two months per year over ten consecutive years with a peak monthly average
temperature above 35 ◦C”, according to the exemption criteria of the Montreal Protocol [14].
Table 2 shows that almost all HAT countries defined by the Montreal Protocol fall under the
Extremely Hot zone, while Phoenix, Arizona, USA lies in the Very Hot zone. The average
high temperatures for the hottest month of the year range from 32 ◦C to 46 ◦C for Togo and
Kuwait, respectively. In comparison, the average high temperature for Phoenix, Arizona,
USA is relatively high, but the CDD is the lowest, which implies that the summer season
can reach very high temperatures, yet the yearly values are tolerable. On the other hand,
Togo has the lowest average high temperature but a relatively high CDD value due to
moderate summer temperatures and almost constant ambient temperature throughout the
year, ranging approximately from 23 to 32 ◦C [18].
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Table 1. Thermal climate zone definitions from ASHRAE STANDARD 169-2021 [16].

Thermal Zone Name SI Units

0 Extremely hot 6000 < CDD10 ◦C
1 Very hot 5000 < CDD10 ◦C ≤ 6000
2 Hot 3500 < CDD10 ◦C ≤ 5000
3 Warm CDD10 ◦C ≤ 3500 and HDD18.3 ◦C ≤ 2000
4 Mixed CDD10 ◦C < 3500 and 2000 < HDD18.3 ◦C ≤ 3000
5 Cool CDD10 ◦C ≤ 3500 and 3000 < HDD18.3 ◦C ≤ 4000
6 Cold 4000 < HDD18.3 ◦C ≤ 5000
7 Very cold 5000 < HDD18.3 ◦C ≤ 7000
8 Subarctic/arctic 7000 < HDD18.3 ◦C

Table 2. Average high temperature for the hottest month of the year [18] and CDD◦10 [19].

Country Station 1 CDD◦10 1 Average High Ambient
Temperature (◦C) 2 Climate Zone

Benin Parakou, BJ (2.61 E, 9.36 N) 6412 36 Extremely Hot
Burkina Faso Ouagadougou, BF (1.51 W, 12.35 N) 7081 39 Extremely Hot

Central African Republic Bangui, CF (18.52 E, 4.40 N) 6270 34 Extremely Hot
Chad Ndjamena, TD (15.03 E, 12.13 N) 7086 41 Extremely Hot

Djibouti Camp Lemonier, DJ (43.15 E, 11.55 N) 7387 41 Extremely Hot
Gambia Banjul/Yundum, GM (16.63 W, 13.20 N) 5933 34 Very Hot

Guinea-Bissau Bissau Aeroport, GW (15.65 W, 11.89 N) 6258 35 Extremely Hot
Mali Bamako/Senou, ML (7.95 W, 12.53 N) 6730 39 Extremely Hot

Niger Niamey-Aero, NE (2.17 E, 13.48 N) 7675 41 Extremely Hot
Senegal Tambacounda, SN (13.68 W, 13.77 N) 7415 40 Extremely Hot

Togo Lome, TG (1.25 E, 6.17 N) 6574 32 Extremely Hot
Kuwait Kuwait International Airport, KW (47.98 E, 29.22 N) 6784 46 Extremely Hot

Iraq Al Najaf International Airport, IQ (44.40 E, 31.99 N) 6124 45 Extremely Hot
Qatar Doha International Airport, QA (51.57 E, 25.26 N) 7087 41 Extremely Hot
UAE Abu Dhabi International Airport, AE (54.65 E, 24.43 N) 7100 42 Extremely Hot

Saudi Arabia King Khaled International Airport, SA (46.72 E, 24.93 N) 6492 43 Extremely Hot
Bahrain Bahrain International Airport, BH (50.63 E, 26.27 N) 6784 38 Extremely Hot
Oman Seeb International Airport, OM (58.28 E, 23.59 N) 6946 38 Extremely Hot

USA, Arizona Phoenix Sky Harbor International Airport, AZ, US (112.01 W, 33.43 N) 5360 41 Very Hot
Egypt Luxor, EG (32.71 E, 25.67 N) 6118 41 Extremely Hot

1 Obtained from [19] over the period of 1 Decemebr 2020 to 31 November 2021. 2 Obtained from [18] over the
period of 2014 to 2021.

From the previous examples of Togo and Phoenix, Arizona, USA it was clear that
applying either the ASHRAE classification or the HAT definition of the Montreal Protocol
may result in regions with mild temperatures, such as Togo, or omit regions with high
ambients such as Phoenix, Arizona, USA. Furthermore, since there was no temperature
cut-off for HAT countries in the previously mentioned methods, it is essential to define a
temperature threshold for the purpose of this study. Based on the mean of average high
temperatures of Extremely Hot countries exempted by the Montreal Protocol, in Table 2,
high ambient temperature (HAT) conditions are defined here to be 40 ◦C and above, for the
subsequent sections.

1.3. Challenges at High Ambient Temperatures
1.3.1. Energy Consumption and AC Performance

The energy efficiency and cooling capacity of air conditioners degrade as outdoor
temperature increases. In most studies mentioned in this article, the degradation becomes
substantial at high ambient temperature (HAT) conditions (i.e., 40 ◦C and above). The
energy efficiency of an air conditioner can be described by its coefficient of performance
(COP), which equals cooling capacity divided by energy consumption. Hence, the decrease
in COP is observed with not only lower cooling capacity but even higher energy consump-
tion. The ideal COP, COPcarnot = TL/(TH − TL)− in Kelvin, can be used to explore the
effect of outdoor temperatures on a system’s performance. For example, when the indoor
temperature is held constant at 18 ◦C, while the outdoor temperature is increased from
35 ◦C to 55 ◦C, the degradation of ideal COP is ~54%. In addition, the performance of an
air conditioner can be greatly affected by refrigerant type, therefore, alternatives not only
must have low GWP but show similar performance to the replaced refrigerants. As a result,
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an exemption of 34 developing countries was given to delay the phase-down of HFCs due
to the apparent absence of suitable alternatives under HAT conditions [14].

An increase in energy consumption and demand during elevated ambient temper-
atures imposes high loads on electricity providers to satisfy the peak load demand. For
example, household air conditioners in Kuwait account for 67% of residential electricity
consumption and 72% of residential peak demand [22]. The ubiquitous usage of air con-
ditioners poses heavy loads on electricity grids and increases the risk of power outages.
This may even require investments in new systems. Consequently, fossil fuel power sta-
tions will release even higher amounts of GHGs which, in turn, increase global warming.
Lundgren-Kownacki et al. [8] expect the increase in cooling demands to be more focused
on fast-growing dense cities in tropical and subtropical regions. Moreover, as the global
warming effect is increasing, hot regions are expected to have higher temperatures for
longer periods and even more frequent heat waves [23]. The USA EPA stated that if the
USA climate warms by 1 ◦C, an increase in electricity demand for cooling is expected to be
5 to 20% higher. This may strain the electricity grid and lead to power outages [24]. Since
there appears to be no viable alternative refrigerant available for HAT countries, they are
expected to move from HCFC to HFC refrigerants which have significant Global Warm-
ing Potential (GWP) values. As discussed in the previous section, all HAT countries are
considered developing countries in Article 5 of the Montreal Protocol, and 15 countries are
recognized as least developed countries (LDC) [15,25]. It is clear that the majority of those
countries do not have the cutting-edge technology or advanced research and development
(R & D) capability to handle this issue. Therefore, the support of developed countries is
much needed to overcome this obstacle and transition to efficient air conditioning using
low-GWP refrigerants.

1.3.2. Socio-Economic Impacts

The overall cost of an air conditioner includes the initial purchase price, maintenance
costs, and energy cost. Hence, all of which must be considered in addition to the system
efficiency, when comparing multiple brands. A higher efficiency system is usually more
expensive upfront but yields lower energy costs and lower rates of degradation [26].
Furthermore, some low-GWP refrigerants are significantly expensive, such as R-1234yf,
which reached prices up to 10 times higher than the baseline R-134a [27]. Owing to the
Kigali Amendment, the phase down of HFCs may increase their prices due to lower global
production, especially since Non-Article 5 countries (i.e., developed nations) are scheduled
to reduce 70% of HFC production and consumption by 2024, whereas Article 5 countries
(i.e., developing nations) are scheduled to reduce only 10% until 2035 [28].

The increase in energy consumption and demand during peak hours can lead to
extending power plants or even building new ones, to keep up with the demand. As
a result, energy prices can be affected and hence consumers may pay part of this cost,
especially in the summer [29]. Looking at the total accrued expenses of an air conditioner,
richer segments of society are more likely to afford the costs than poorer segments causing
thermal inequities and inequalities of heat mortality [8]. This can be even more difficult for
less developed countries (LDC) where they have less access to electricity and may end up
living in uncomfortable conditions.

1.3.3. Human Health Impact

The human body has a core temperature of 37 ◦C, on average, and needs a comfortable
surrounding environment to avoid health problems related to temperature. Exposure to
high ambient temperatures for prolonged periods can cause the body to overheat leading
to heat stroke, which can affect organs (i.e., brain, heart, kidney, etc.) and may lead to
death [30]. Therefore, the International Organization for Standardization (ISO) introduced
the Wet Bulb Globe Temperature (WBGT) index to assess the heat stress on individuals
who are working in hot environments [31]. The WBGT index considers four environmental
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factors that can contribute to human heat stress: air temperature, radiant temperature, air
speed, and humidity [32].

Sanderson et al. [33] performed an extensive study of mortality due to high ambient
temperatures and found that cases are expected to increase under global warming. Studies
have also shown that the human body can acclimatize to hot climates and thus reduce the
risk of heat exposure. However, it is not known to what extent [34]. A study conducted in
16 countries has shown the temperature of increased mortality risk varies in different re-
gions and was found to be higher in hot regions [35]. Moreover, Thompson et al. found that
higher ambient temperatures increased suicide risk and recommended that mental health
problems should be included in health response plans for high ambient temperatures [36].

1.3.4. Possible Mitigations

The challenges of high ambient temperatures are complex and there is no single
solution to overcome those concerns. There are several solutions that can help in reducing
the impact of high ambient temperatures which should be implemented by individuals
and governments. Awareness campaigns to educate people about the current climate
change dilemma and how to improve their energy consumption behavior should be a top
priority for regulatory authorities. Additionally, average individuals must understand
the benefit of transferring to a more efficient system (i.e., lower energy bills, longer life
span, better performance, less environmental impacts, etc.). Governments must implement
effective strategies for supporting consumers and encouraging them to use efficient systems.
Those strategies include subsidizing efficient air conditioners, subsidizing new low-GWP
refrigerants, setting minimum thermostat temperatures during peak hours, and imposing
minimum energy standards. Successful implementation of such solutions will save energy
for individuals and utilities as well as reduce CO2 emissions.

2. Research Methodology

The purpose of this article is to evaluate previous studies related to residential air
conditioning systems under high ambient temperatures and provide an overview of what
has been carried out in this area so far. Initially, a minimum temperature criterion was
developed, as mentioned in Section 1.2, to evaluate studies that focused only on hot
ambient temperatures. A systematic search was developed in a multidisciplinary manner
to include all related topics including engineering, industrial design, health, environment,
and renewable energy. The database search was conducted mainly using the “ASU Library
One Search” engine, which at first assessed any air conditioning system operating under
high ambient temperatures. After careful review of each article, only those meeting the
40 ◦C and above criterion were included. Lastly, the goal was changed to focus only on high
ambient temperatures for residential air conditioning systems. It is noted that throughout
the review process, new topics were discovered to be related to the purpose of this study,
and hence further research was conducted.

3. High Ambient Temperature Organizations and Projects

As mentioned in Section 1.3.1 the performance of an air conditioner degrades sub-
stantially at higher ambient temperatures. Hence, a major concern is how low global
warming (GWP) alternative refrigerants perform under high ambient temperatures (HAT).
To tackle this problem, the US Department of Energy, in cooperation with Oak Ridge Na-
tional Laboratory, initiated an alternative refrigerant evaluation program specifically under
HAT [37,38]. The program goal was to study the performance of low-GWP alternatives
and compare them with R-410 and R-22, as baselines. International experts from various
areas guided the program to ensure successful implementation. Moreover, the United
Nations Environment Programme (UNEP) and United Nations Industrial Development
Organization (UNIDO) sponsored two more programs with the same objective. The first
was Promoting Low-GWP Alternative Refrigerants in the Air Conditioning Industry for
High Ambient Conditions (PRAHA), while the second was the Egyptian Program for
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Promoting Low-GWP Refrigerants (EGYPRA) [39,40]. Lastly, the Air Conditioning, Heat-
ing, and Refrigeration Institute (AHRI) conducted the Low-GWP Alternative Refrigerants
Evaluation Program (Low-GWP AREP), through AHRI participants [41]. The main findings
of the ORNL and AHRI Low-GWP AREP programs are summarized in Section 7.

3.1. Oak Ridge National Laboratory (ORNL)

The ORNL high ambient temperature program aimed to find low-GWP alternatives
for CFCs and HCFCs in mini-split and rooftop air conditioners [37,38]. The program
evaluated alternative low-GWP refrigerants in ~136 tests using soft-optimized mini-split
air conditioners, provided by Carrier, and drop-in rooftop units, provided by SKM and
Petra, under ambient temperatures up to 55 ◦C. Each test (i.e., drop-in and soft-optimized)
included units designed for R-22 and R-410A as baselines. The alternative refrigerant
selection was guided by an expert panel that included subject experts from different
countries and UNEP and UNIDO personnel. Program results at high ambient temperatures
(HAT) are shown in Section 7.

It must be observed that each testing program had different procedures, units, testing
conditions, and levels of testing (i.e., drop-in, soft-optimized, purpose-built). Therefore,
the results are not meant for direct comparison but, altogether, the findings can be used to
understand the overall behavior of each alternative refrigerant. More comprehensive in-
sights can be obtained by including additional factors such as metering device adjustments,
charge quantity, and compressor speed to avoid any misinterpretation when comparing
different systems [42].

3.2. AHRI Low-GWP Alternative Refrigerants Evaluation Program (AREP)

In response to the global warming effect of HFCs and other refrigerants, AHRI
launched an industry-wide program (Low-GWP AREP) to assess new refrigerants and
accelerate the transition to low-GWP refrigerants [41]. The evaluation of alternative refrig-
erants was performed in different applications including air conditioners, ice makers, and
chillers. The program included a major category of tests under high ambient temperatures
(HAT). Those reports include drop-in and soft-optimized testing with wide capacities of
R-410A residential systems. AHRI required participating companies to conduct the tests at
their facility using their own equipment, except for measuring the heat transfer coefficient.
Nevertheless, AHRI played an important role in coordinating companies to avoid any
duplicative work. All test reports were published and can be found on the AHRI website.
Program results at high ambient temperatures (HAT) are shown in Section 7.

3.3. Promoting Low-GWP Refrigerants for Air-Conditioning Sectors in High-Ambient
Temperature Countries (PRAHA)

PRAHA was a project that aimed to support the assessment of alternative refrigerants
for air conditioners in high ambient temperature (HAT) countries [40,43,44]. The project
was implemented by UNEP and UNIDO in two phases: PRAHA-I and PRAHA-II. PRAHA
had seven local participating manufacturers from Saudi Arabia, Bahrain, Kuwait and the
United Arab Emirates, and six international technology providers. PRAHA-I offered collab-
orative work in the regional air conditioning industry which involved building prototypes
and testing alternative refrigerants and identifying minimum energy requirements for new
systems. In addition, the project was able to coordinate with various component manufac-
turers to design compressors that are able to work efficiently with alternative refrigerants
under HAT. The main findings of PRAHA-I are: (i) viable alternative refrigerants do exist
at HAT but their optimization required some design modifications, and (ii) risk assessment
is needed in order to safely use flammable refrigerants in HAT countries.

The second phase, PRAHA-II, focused on three elements: capacity building, design
optimization, and risk assessment. The first element was able to create a platform that
facilitated cooperation and exchange of knowledge among governments, research institutes,
and industry associations. As a result of this awareness, the local industry started testing
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potential alternative refrigerants to boost the selection process. The second element focused
on assessing and optimizing the prototype units. The design assessment involved some
modeling work to evaluate the system performance with different components. It was
highlighted that a major performance degradation occurred at ambients higher than 46 ◦C,
and hence units were tested at this temperature. The aim of the last element was to provide
a risk assessment of using flammable alternative refrigerants in HAT countries. An example
of a risk assessment model was provided to test its applicability throughout the life cycle
of the equipment. Furthermore, PRAHA recommended that HAT countries expand the
assessment by incorporating several actual factors (e.g., local practices, cultural aspects).
This can achieve a better model of tailored risk assessment, especially since the criteria for
acceptable tolerances may differ among different countries.

3.4. Egyptian Program for Promoting Low-GWP Refriferants (EGYPRA)

EGYPRA is a project implemented by UNEP and UNIDO and initiated by the Arab
Republic of Egypt [39]. The program aimed to test 19 purpose-built prototypes with dedi-
cated compressors from several manufacturers, and 16 base units using eight alternative
refrigerants under high ambient temperatures (HAT), while R-410A and R-22 are base-
lines. The systems were split and central units were tested at OEM labs at four different
indoor/outdoor temperatures according to the Egyptian Organization for Standardization
and Quality (EOS). It must be noted that testing conditions were different than ORNL and
AHRI-AREP and hence the refrigerants had different behaviors. Higher cooling capacities
were obtained at Thigh than at T3 outdoor temperatures (i.e., Thigh = 50 ◦C and T3 = 46 ◦C.
This was attributed to the difference between indoor and outdoor temperatures, which
affects the system efficiency, as explained in Section 1.3.1.

4. Residential Vapor Compression Systems at High Ambient Temperatures

Table 3 summarizes the studies on air conditioner improvements under HAT condi-
tions. Further details on each study are provided below.

Table 3. Summary of studies related to air conditioner improvements at HAT conditions.

Authors Objective Results

Hajidavalloo and Eghtedari [45]
Analyzed the improvement of direct
evaporative cooling (DEC) on a 1.5-ton
split-unit condenser

Achieved higher COP, higher cooling
capacity, lower compression ratio, lower
electric current consumption, and higher
mass flow rate

T. Wang et al. [46]
Investigated the enhancements of direct
evaporative cooling (DEC) applied to the
condenser inlet air using R-410A

Lower compressor work, higher COP,
and sub-cooling improvements

Shen and Bansal [47]
Studied the performance improvement
for window air conditioners when using
submerged sub-cooler and/or slinger

Submerged sub-cooler achieved up to
~5% higher COP while using both
sub-cooler and slinger achieved up to
~7% higher COP

Eidan et al. [48]
Investigated the effect of direct
evaporative cooling (DEC) on the
condenser inlet air in dry–hot climates

Achieved higher cooling capacity and
higher COP

Bahman and Groll [49]

Experimentally evaluated an interleaved
evaporator circuitry using a 17.6 kWth
environmental control unit (ECU)
with R-407C

Achieved higher COP and higher
cooling capacity
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Table 3. Cont.

Authors Objective Results

Al-Bakri and Ricco [50]

Investigated the heat transfer
performance of a horizontal
microchannel condenser (i.e., local heat
transfer coefficient) using R-410A and a
specifically designed test facility

The condensation HTC increases with
(i) higher mass flow rate per unit area,
(ii) higher vapor quality, (iii) smaller
hydraulic diameter, and (iv) lower
ambient temperature

López-Belchí [51]

Assessed the performance of R-134a,
R-513A, and R-1234yf using a
mini-channel condenser at condensing
temperatures of 40 ◦C, 50 ◦C, and 60 ◦C

The pressure drop is greatest at higher
quality, mass flow rate, and
ambient temperature

The HTCs are highest at high quality and
mass flow rate but lower
ambient temperatures

Ketwong et al. [52]

Studied three factors affecting air
temperature when implementing DEC:
FW temperature, mass ratio of water to
air, and air wet-bulb temperature (WBT)
for both humid and dry climates.

In hot–dry climates lower water-to-air
mass ratio is recommended to achieve
higher COP improvements while in
hot–humid climates, a higher water-to-air
mass ratio is recommended

Yang et al. [53]

Investigated an atomization cooling
element (ACE) that uses condensate
water to reduce the ambient air before
entering the condenser

Achieved higher cooling capacity, lower
power consumption decreased, and
higher COP

Ding et al. [54]

Introduced a modified air source heat
pump (ASHP) system that aims to
provide additional sub-cooling and
compressor injection, at medium
pressure, by the means of an
auxiliary circuit

Improved cooling capacity, increased
power consumption, and lowered
discharge temperatures.

Kang et al. [55]
Investigated the effect of liquid injection
technique using an accumulator heat
exchanger (AHX)

At constant valve opening, there was a
substantial discharge pressure increase
beyond the 15% injection ratio.

At constant mass flow rate, the cooling
capacity and COP decreased as the
injection ratio increased

X. Wang et al. [56]
Investigated two vapor-injection methods
in an R-410A 11 kWth residential
heat pump

The cooling capacity increased by 14 and
15%, and COP increased by 4 and 2%, for
IHXC and FTC, respectively

Bahman et al. [57]

Investigated the effect of two
technologies on compressors: liquid
flooded with regeneration and vapor
injection with economizing

The vapor injection method, at HAT, had
higher COP improvements for all
refrigerants except R-1234yf and
provided lower discharge temperatures
for all refrigerants except R-32, compared
to oil flooding

The vapor injection method showed the
best performance when using R-410A
while oil flooding had better performance
using R-1234yf

Ribeiro [58]

Investigated the feasibility of using a
novel refrigerating circuit to cool the
outer shell of a compressor in a compact
vapor compression unit used at
telecommunication stations

The compressor shell temperature was
always within 10 ◦C from the
condensing temperature

The cooling loop allowed the unit to
work reliably under a higher
temperature range

258



Energies 2022, 15, 2880

Table 3. Cont.

Authors Objective Results

Bahman et al. [59]

Assessed the improvement of retrofitting
economized vapor injection (EVI)
in a 17.6 kWth environmental
control unit (ECU)

The EVI system improved the cooling
capacity and COP for both superheated
injections by 12.7 and 3.1%, and saturated
injections by 11.8 and 1.3%, respectively.

The discharge temperature was lower by
5 and 1.7 ◦C for saturated and
superheated injections, respectively.

J. Wu et al. [60]

Investigated the reliability of an R-290
rotary compressor under various
conditions using mineral oil and
synthetic oil (i.e., PAG)

Higher ambient temperatures decreased
viscosities but did not have a major effect
on solubility

Higher suction temperatures increased
viscosities and decreased solubility

C. Wang et al. [61]

Investigated the variations of dynamic
pressure and oil viscosity of an R-290
rotary compressor using a 2.82 kWth
room air conditioner

Higher ambients decreased bearing
film thickness

At surface roughnesses of 0.2 and 0.6 μm,
the peak contact forces were 3 and 174 N,
and the minimum oil film thicknesses
were 0.44 and 0.6 μm, respectively

Motta et al. [62]

Simulated the performance of a vapor
compression system with R-22 and four
alternatives: R-134a, R-290, R-410A
and R-407C

Fluids with low critical temperature
exhibited a large reduction in cooling
capacity, while the compressor power
increase was unaffected

Adding a liquid-line/suction-line heat
exchanger improved the COP for
all refrigerants

Payne et al. [63]
Compared the performance of R-22 and
R-410A in a split air conditioning system

The performance degradation was higher
for R-410A as outdoor
temperature increased

At 54.4 ◦C outdoor temperature, R-410A
exhibited lower cooling capacity and
COP compared to R-22

Devotta et al. [64]
Assessed the performance of R-407C in a
5.28 kWth window air conditioning unit
designed for R-22

R-407C had lower cooling capacity, lower
COP, and higher power consumption,
compared to R-22

Discharge pressure of R-407C was higher
than R-22

Devotta et al. [65]
Assessed the performance of R-290 as a
drop-in using a 5.13 kWth window air
conditioner designed for R-22

R-290 had lower cooling capacity, higher
COP, and lower power consumption,
compared to R-22

The discharge pressure of R-290 was
lower than R-22

Westphalen [66]

Investigated the possibility of using
alternative drop-in refrigerants instead of
R-407C in an environmental control
unit (ECU)

R-1270 had higher cooling capacity, and
higher COP compared to R-407C

The ECU size could be reduced by 50 mm
(i.e., condenser height) and still maintain
the baseline refrigerant performance

Y. Wu et al. [67] Investigated the feasibility of R-161 in a
residential air conditioner

R-161 exhibited lower cooling capacity,
higher COP, and lower discharge
temperature compared to R-22
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Barve and Cremaschi [68]

Compared the drop-in performance of
R-32 and R-1234yf using a 17.6 kWth split
heat pump with R-410A in
residential applications

R-32 had higher cooling capacity, similar
COP, and 20 to 30 ◦C higher discharge
temperature compared to R-410A

R-1234yf had 50% lower cooling capacity,
higher COP, and lower discharge
temperature compared to R-410A

Biswas and Cremaschi [69]

Assessed the characteristics of new
low-GWP refrigerants DR-4 and DR-5 as
a drop-in, using a 17.6 kWth split heat
pump with R-410A in
residential applications

DR-5 achieved higher cooling capacity
and higher COP compared to R-410A,
while DR-4 exhibited lower cooling
capacity and higher COP compared
to R-410A

Optimization increased the cooling
capacity of DR-4 by 5 to 8% and COP by 2
to 6%, with respect to values from the
drop-in test

J.H. Wu et al. [70]
Investigated the performance of R-290
and R-1270 in a 2.4 kWth wall room air
conditioner designed for R-22

R-290 had lower cooling capacity and
higher COP compared to R-22, while
R-1270 achieved higher cooling capacity
and higher COP, compared to R-22

After retrofitting the larger displacement
compressor, the cooling capacity
increased by approximately 9 and 15%
while COP decreased by about 9 and 2%,
for R-290 and R-1270, respectively

Joudi and Al-Amir [71]
Compared the performance of R-22 and
three alternatives: R-410A, R-407C, and
R-290, in 3.52 and 7.03 kWth residential
split air conditioners

R-290 system had the smallest optimum
charge, power consumption, condensing
temperature, pressure ratio, and
highest COP

Results showed that R-290 had the
smallest value of TEWI

Sethi et al. [72]
Evaluated alternative low-GWP
refrigerant of R-22 in a 6.2 kWth
mini-split air conditioner

The cooling capacity and COP for R-444B
were within 2% of R-22, while R-407C
had 2 to 3% lower cooling capacity and 4
to 7% lower COP compared to R-22

R-444B had the lowest direct
environmental impact due to its low
GWP, low charge, and energy efficiency

Abdelaziz et al. [37]

Evaluated alternative low-GWP
refrigerants of both R-410A and R-22,
using soft optimized 5.25 kWth mini-split
air conditioners

R-22 alternatives: A2L had slightly higher
discharge temperatures, cooling capacity
within 5%, and COP within ~10%, while
A3 had lower discharge temperatures,
~8% higher COP but within 10% lower
cooling capacity

All R-410A alternatives were A2L and
showed promising results as alternatives
at high ambients

Abdelaziz et al. [38]
Evaluated drop-in alternative low-GWP
refrigerants for R-410A and R-22, using
27.2 and 38.7 kWth roof top units

L41z(R-447B) and ARM-71a achieved
higher COP and higher cooling capacity,
compared to R-410A

ARM-20a achieved about 1% higher COP
and L-20A(R-444B) achieved about 2%
higher cooling capacity, compared to R-22
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Taira et al. [73]

Investigated the performance of
low-GWP HFO-mix refrigerant
R-32/R-125/R-1234yf (67/7/26) and
R-32 using a 7.1 kW mini-split
air conditioner

At the same cooling capacity, the HFO
mix had higher compressor speed, higher
power input, and lower COP compared
to R-32.

The discharge temperature of R-32 was
higher by 3.5 to 5.5 ◦C than the HFO mix

Oruç et al. [74]

Evaluated R-22 drop-in alternatives,
R-422A, R-422D, R-417A, and R-424A
using a 2.05 kWth split air conditioner
with a rotary compressor and capillary
tube expansion device

R-22 had the highest cooling capacity,
lowest compression ratio, and highest
COP, while R-424A had
comparable performance

R-424A discharge temperature, cooling
capacity, and COP were lower than the
baseline by 19 ◦C, 20%,
and 2.5%, respectively

4.1. Evaporators and Condensers
4.1.1. Introduction

Condensers are heat exchangers responsible for rejecting heat from the vapor com-
pression system and are placed downstream from the compressor (i.e., operating at high
pressures). In residential air conditioning systems, condensers are usually air-cooled and
have aluminum fins for heat transfer enhancements (i.e., due to larger surface area). In a
typical condenser, the refrigerant enters as a superheated vapor and leaves as a sub-cooled
liquid, which can be factored into three stages: de-superheating, condensation, and sub-
cooling. During the two-phase condensation stage, refrigerant velocity decreases due to
the density increase when the refrigerant state changes from vapor into liquid [75]. The
sub-cooled liquid at the exit sustains the metering device performance and helps increase
the cooling capacity by allowing larger amounts of liquid to enter the evaporator (i.e., if
there is no sub-cooling, there is a chance of flashing due to liquid-line pressure drop). For
the condenser to reject heat, its temperature must be sufficiently higher than ambient air
and any increase in ambient temperature requires higher condensing temperatures. With
that being said, high ambient temperatures can bear higher loads on the compressors, lower
the COP significantly, and increase the risk of compressor shutdown [46,48].

Microchannel heat exchangers are increasingly being used due to their lighter weight,
smaller size, higher contact surface-area-to-volume ratio, reduced refrigerant charge, and
providing similar heat transfer compared to conventional designs [50,51,76]. Their effec-
tiveness is increased through internal and external fins and they can be used as condensers
and evaporators [76]. The channels in micro and mini channel heat exchangers have hy-
draulic diameters less than 3 mm [77]. Fluid flow characteristics and heat transfer can be
different when using microchannels instead of conventional size channels [78]. Al-Bakri
and Ricco [50] found that condensation at near-critical pressure resulted in unique heat
transfer behavior and could not be predicted by the literature studies. López-Belchí [51]
attributed the increase in the heat transfer coefficient (HTC) of mini-channels to the flow
pattern that reduces the liquid film leading to lower liquid resistance between the core
gas and tube wall. In addition, he also mentioned the small hydraulic diameter effect on
internal shear stress which can lead to high frictional pressure drop.

Many researchers evaluated the improvement resulting from pre-cooling air before
entering the condenser using direct evaporative cooling (DEC). This cost-effective method
showed promising enhancements in COP and cooling capacity, especially in hot–dry
climates [45,46,52]. A common configuration is with a cooling pad placed at the inlet of
the condenser, causing additional pressure drop, and injecting feedwater (FW) at the top
of the media pad. Another study used a disk type atomization cooling element (ACE) to
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spray water droplets radially into air entering the condenser (i.e., this system required
modifications that are explained in the literature section) with the use of condensate water
from the evaporator, which can be questioned in desert climates (i.e., very low humidity).

On the other hand, evaporators are heat exchangers responsible for absorbing heat into
the vapor compression system and placed upstream of the compressor (i.e., operating at low
pressures). When the low-temperature two-phase refrigerant enters the evaporator, heat
transfers from the return air and boils off the refrigerant into a vapor state. The refrigerant
is usually superheated before entering the compressor to avoid liquid compression. Unlike
condensers, evaporators deal with external sensible and latent heat transfer (i.e., from the
air side) and they must be designed properly based on the climate and building demand.
The evaporator coil must be sufficiently lower than the dew-point temperature (DPT) of
the return air to make sure condensation is taking place, and evaporator temperature
fluctuations can adversely affect the supply air condition. During refrigerant boiling, the
kinetic energy is increased leading to higher pressure drops along the coil which reduce the
evaporator saturation temperature. Uniform fluid distributions (i.e., refrigerant side and
air side) are critical to achieving the desired cooling capacity without degrading system
performance. Refrigerant maldistribution in parallel flow channels can be caused by (i) coils
of different lengths or diameters, and (ii) uneven distribution of liquid–vapor at channel
inlets, while air maldistribution can be affected by (i) evaporator geometry, (ii) fans, and
(iii) dirty coils [79].

Several studies were conducted to assess the effect of air maldistribution and found
a reduction in heat exchanger performance by up to 30% [80]. Another study by Choi
et al. [81] found maximum cooling capacity degradations of 8.7% and 30% for air and
refrigerant maldistribution, respectively. It must be noted that the effects of non-uniform
distributions may lead to different conclusions based on the combinations of different
factors (i.e., either exacerbate or outbalance the effects) [79,80,82]. Bahman and Groll [49]
discussed passive and active controls (i.e., active control regulates the mass flow rate to
control the exit superheat while passive control controls the exit superheat through design
modification) to improve the evaporator performance under HAT. The passive control
(i.e., interleaved circuitry) was preferred due to its reliability and lower implementation
cost, and attractive improvements for both COP and cooling capacity at HAT. Studies
related to condenser or evaporator improvements at HAT are discussed in Section 4.1.2 and
summarized in Table 3.

4.1.2. The Literature

Hajidavalloo and Eghtedari [45] experimentally analyzed the improvement of direct
evaporative cooling (DEC) on a 5.28 kWth (1.5 RT) split-unit condenser under high ambient
temperatures of 35 ◦C, 44 ◦C, and 49 ◦C. Experiments were conducted in two runs, with
and without DEC, at each ambient temperature. Results showed significant improvements
at ambient temperatures of 35 to 49 ◦C with 31.7 to 50.6% higher COP, 16.4 to 20.1%
higher cooling capacity, 13 to 17% lower compression ratio, 11.6 to 20.3% lower electric
current consumption, and 9.7 to 6% higher mass flow rate. It must be noted that greater
improvements were observed at higher ambient temperatures.

T. Wang et al. [46] experimentally investigated the enhancements of direct evaporative
cooling (DEC) applied to the condenser inlet air of a purpose-built system (i.e., similar
to residential AC) using R-410A. The experiment was conducted in two runs with and
without DEC under various outdoor temperatures including 44.5 ◦C. The evaporator
and condenser air velocities were set to 1.6 m/s and 1.14 m/s, respectively, while the
evaporative cooling pad was made from porous cellulosic paper. Experimental results
showed improvements in sub-cooling, reduced compressor work, and increased COP by
18%, at 44.5 ◦C. Furthermore, the authors conducted a cost analysis based on USA water
and electricity prices and showed that DEC is economically viable at high ambients.

Shen and Bansal [47] experimentally analyzed the performance of a window air con-
ditioner (WAC) using a modified heat pump design model (HPDM) and evaluated the
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effectiveness of both a submerged sub-cooler and slinger (i.e., a ring placed around the
condenser fan blades to collect and spray water in the ambient air entering the condenser).
The unit had a cooling capacity of 2.93 kWth (0.8 RT) with a single-speed rotary compressor
and fin-tube evaporator and condenser. Moreover, the fin-tube sub-cooler was submerged
in a water container, which used condensed water from the evaporator coil, placed down-
stream to provide additional sub-cooling. Results showed COP improvements when using
a submerged sub-cooler of up to ~5% while using both sub-cooler and slinger achieved up
to ~7%, over the range of ambient temperatures ~32.2 to 43.3 ◦C.

Eidan et al. [48] experimentally investigated the effect of direct evaporative cooling (DEC) on
the condenser inlet air of a purpose-built system with a capacity of 7.0 kWth (2.0 RT) under dry–hot
climates (i.e., 10% RH = relative humidity, and 45 ◦C, 50 ◦C, 55 ◦C DBT = dry-bulb temperature).
Three air velocities were imposed across the evaporative pads (1 m/s, 2 m/s, and 3 m/s) in
which the highest velocity showed the highest pressure drop yielding the lowest evaporative
cooling efficiency. Results showed significant improvements when applying evaporative cooling
for all runs: lower compression ratio, higher refrigerant mass flow rate, higher cooling capacity by
~27 to 33%, and higher COP by ~17 to 33%.

Bahman and Groll [49] experimentally evaluated an interleaved evaporator circuitry
using a 17.6 kWth (5.0 RT) environmental control unit (ECU) with R-407C under outdoor
temperatures up to 51.7 ◦C. Local air velocities were measured at the face of the evaporator
to determine the maldistribution of the airflow. Based on the percentage of airflow at differ-
ent locations, the arrangement of the interleaved circuitry was determined (i.e., refrigerant
exiting a circuit with high airflow was redirected to a circuit with low airflow and so on)
which yielded an additional refrigerant pressure drop of ~20 kPa compared to an unmodi-
fied evaporator. Results found that refrigerant superheat distribution was uniform across
the interleaved evaporator circuitry (i.e., differences ranged from 1 ◦C to 5 ◦C). Moreover,
the COP improved by 5.9 to 7.7% while cooling capacity improved by 8.4 to 10.6%, at
outdoor temperatures of 40.6 to 51.7 ◦C.

Al-Bakri and Ricco [50] experimentally investigated the heat transfer performance
of a horizontal microchannel condenser (i.e., local heat transfer coefficient) using R-410A
and a specifically designed test facility. Ambient temperatures were 35 and 45 ◦C while
condensing pressures were 70 and 80% of refrigerant critical pressure (i.e., near-critical).
It was found that the condensation HTC increases with (i) higher mass flow rate per unit
area, (ii) higher vapor quality, (iii) smaller hydraulic diameter, and (iv) lower ambient
temperature. Results were validated using literature correlations and found unsatisfac-
tory discrepancies which are attributed to the high operating conditions (i.e., ambient
temperature and condensing pressure). The authors recommended further experimental
analysis using R-410A at critical conditions to have a better understanding of heat transfer
in microchannel condensers.

López-Belchí [51] experimentally and numerically assessed the performance of R-134a,
R-513A, and R-1234yf using a mini-channel condenser at condensing temperatures of 40 ◦C,
50 ◦C, and 60 ◦C. The effect of variable flow rate, saturation pressure, vapor quality, and
tube geometry was evaluated by studying both (i) local HTC, and (ii) frictional pressure
drop, for the three refrigerants. Experimental results showed that the pressure drop is
greatest at higher quality, mass flow rate, and ambient temperature. The HTCs are highest
at high quality and mass flow rate but lower ambient temperatures. After validating the
experimental data with model predictions from the literature, it was found that R-134a had
the best thermal performance. Total equivalent warming impact (TEWI) analysis found
R-513 applicable for very limited conditions while R-134a is better in most cases.

Ketwong et al. [52] theoretically studied the performance of direct evaporative cool-
ing (DEC) for dry and humid conditions under ambient temperatures up to 40 ◦C. The
feedwater (FW) temperature was varied in three scenarios: (i) less than air inlet wet-bulb
temperature (WBT), (ii) equals air inlet WBT, and (iii) higher than air inlet WBT. Moreover,
the mass ratio (MR: water mass flow rate to air mass flow rate) varied from 0.2 to 2.0.
Numerical results showed that DEC was more effective in lowering ambient air tempera-
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tures, in hot–dry climates than in hot–humid climates. At 40 ◦C ambient temperature and
30 ◦C FW temperature, hot–dry conditions (30% RH) required lower MR to reduce ambient
air temperature since the FW temperature was higher than air inlet WBT, while hot–humid
conditions (70% RH) required higher MR to reduce the ambient air temperature since the
FW temperature was lower than the air inlet WBT. Furthermore, simulation has shown
that the lower the FW temperature the higher the improvement that could be reached for
both climates.

Yang et al. [53] experimentally investigated a method that uses condensate water to
reduce the ambient air before entering the condenser, under ambient temperatures, up
to 43 ◦C. A 2.65 kWth (0.75 RT) split unit, with R-22, was modified by changing the fan
orientation (i.e., blowing towards the condenser instead of sucking air) and installing
an atomization cooling element (ACE) disk on the fan. The effect of installing the ACE
and changing the fan orientation was explored. Results at 43 ◦C showed that when using
condensed water with an ACE disk, cooling capacity increased by 8.1%, power consumption
decreased by 9.5%, and COP increased by 20%. The only concern with this method is when
the condensate water is insufficient (i.e., in dry climates), the performance is expected to
degrade and become lower than the baseline unit.

4.2. Compressors
4.2.1. Introduction

Compressors (i.e., positive displacement) are mechanical devices responsible for rais-
ing the pressure of the refrigerant by decreasing its volume and circulating the refrigerant
in the cycle from high to low pressure. The low pressure-temperature refrigerant undergoes
a compression process exiting as superheated with a high pressure-temperature state. It is
imperative that the inlet refrigerant state is vapor otherwise the compressor (sometimes
called a vapor pump) can be damaged since liquids are incompressible. There are several
methods in real air conditioning systems that can provide proper superheating upstream
of the compressor including an electronic expansion valve (EEV), thermostatic expansion
valve (TXV), and an accumulator. The compression ratio (CR), absolute discharge pressure
divided by absolute suction pressure, is key in identifying the compressor load. When the
load on a compressor increases from higher ambient temperature or lower indoor tem-
perature, the CR increases accordingly, indicating higher power consumption and lower
performance [54,56,83]. Compressors in residential air conditioners are usually cooled by
the refrigerant itself, hence proper mass flow rate and suction temperature must be main-
tained to provide sufficient cooling. Another important variable is the lubricant viscosity,
which changes according to different operational parameters. The oil type must be compati-
ble with the refrigerant and should maintain acceptable viscosities under various conditions.
Yokozeki [84] discussed the behavior of viscosity and solubility of refrigerant-oil mixtures
and the importance of choosing suitable oil viscosity and degree of solubility to avoid
lowering system performance. When the ambient temperature increases, the discharge
temperature and pressure will also increase so that the condenser is at a sufficiently higher
temperature than the ambient, and hence heat can be rejected from the system. As a result,
the CR will increase and the unit performance will decrease (i.e., lower cooling capacity,
higher energy consumption, and lower COP). Therefore, compressors play a critical role
in determining the cycle behavior and must be given special attention when developing
improvements needed for HAT. Residential air conditioning compressors currently used
are positive displacement types (i.e., reciprocating, rotary, and scroll).

Several methods of improving the compressor performance were initially developed
for extreme low ambient temperatures and were found to be applicable for high ambient
temperature applications in which cooling capacity can be greatly enhanced [57,85]. Two
techniques were investigated for improving compressor performance: (i) liquid flooded
compression (i.e., using oil), and (ii) refrigerant vapor injection. The latter was found
to be effective in enhancing cooling capacity and increasing COP in certain conditions.
It can be implemented by injection at intermediate pressure using an economizer: flash

264



Energies 2022, 15, 2880

tank (i.e., injecting saturated vapor or liquid–vapor mixture), or an internal heat exchanger
(i.e., injecting superheated vapor) [56,57,59]. On the other hand, (i) oil-flooded compression,
and (ii) liquid refrigerant injection techniques, at the accumulator inlet, were evaluated to
identify possible improvements in preventing high discharge temperature and compressor
overheating [55,57]. In addition, exploiting a heat exchanger between the compressor
inlet and condenser outlet (i.e., regenerator) prevents wet-compression, increases the sub-
cooling, and hence improves the cooling capacity as well [55,57]. Many improvements
were evaluated in the literature for compressors in residential air conditioners but for
the purpose of this study, only feasible studies at HAT are discussed in Section 4.2.2 and
summarized in Table 3.

4.2.2. The Literature

Ding et al. [54] introduced a modified air source heat pump (ASHP) system that aims
to provide additional sub-cooling and compressor injection, at medium pressure, by the
means of an auxiliary circuit (i.e., economizer heat exchanger, thermostatic expansion
valve TXV, and solenoid valve). The auxiliary circuit starts from the condenser outlet
to the compressor inlet, which can be used by activating the solenoid valve based on
ambient temperatures. The condensing temperature reached 60 ◦C while the evaporating
temperature was maintained at 2 ◦C. Results showed that using the auxiliary circuit
improved cooling capacity, increased power consumption, and lowered the discharge
temperatures. It must be noted that the compressor power increase was more significant
at higher ambients (i.e., higher condensing temperatures), while the increase in cooling
capacity was at the expense of a lower COP. Despite the lower COP, the supplementary
circuit increased the operating range and the compressor reliability at HAT.

Kang et al. [55] investigated the effect of the liquid injection technique using an accumu-
lator heat exchanger (AHX) in a 9 kWth (2.6 RT) vapor compression cycle at 43 ◦C ambient
temperature. The first test, without liquid injection, was conducted by varying the mass
flow rate and measuring the superheat and sub-cooling effects. It was observed that the
sub-cooling and superheat effects decreased with higher mass flow rate and higher evapo-
rating pressure. The second test, with liquid injection, was conducted by varying the liquid
injection ratio at two operating conditions: (i) constant valve opening, and (ii) constant
flow rate. At condition (i) there was a substantial increase in the discharge pressure beyond
the 15% injection ratio, while at condition (ii) the cooling capacity and COP decreased as
the injection ratio increased. Therefore, the authors recommended optimizing the system
performance by using higher flow rates at lower injections while limiting the flow rates at
high injection ratios to ensure discharge pressure values are within an acceptable range.

X. Wang et al. [56] experimentally investigated two vapor injection methods in an
R-410A 11 kWth (3.13 RT) residential heat pump at 46.1 ◦C outdoor DBT where the baseline
compressor was replaced with a vapor-injected scroll compressor. The two methods were
the flash tank cycle (FTC) and the internal heat exchanger cycle (IHXC). The injection ratio
for both methods varied to reach optimum performance, in which IHXC allowed for a
wider range of ratios than FTC due to the use of a thermostatic expansion device. Moreover,
the second-stage expansion valve used in the FTC was replaced with a larger one, rated for
18 kWth (5.1 RT), and showed an improved performance. It was found that the IHXC and
FTC had comparable performance improvement at 46.1 ◦C compared to the baseline, in
which cooling capacity increased by up to ~14% and COP increased by up to ~4%.

Bahman et al. [57] numerically investigated the effect of two technologies on com-
pressors: (i) liquid flooded with regeneration using a polyolester (POE) oil as a flooding
agent, and (ii) saturated vapor injection with a flash tank economizer. A parametric study
was conducted for the four refrigerants, R-410A (baseline), R-290 (propane), R-32, and
R-1234yf, using the two technologies at different ambient temperatures of 25 to 55 ◦C. At
HAT (i.e., 40 ◦C and above), the vapor injection method achieved higher COP improve-
ments for all refrigerants except R-1234yf, compared to oil flooding. Moreover, vapor
injection provided lower discharge temperatures for all refrigerants except R-32, compared
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to oil flooding. It must be noted that R-32 had extreme discharge temperatures of ~110 ◦C
and hence, special attention must be paid when used at high ambients. Finally, the vapor
injection method showed the best performance when using R-410A, while oil flooding had
better performance using R-1234yf.

Ribeiro [58] experimentally investigated the feasibility of using a novel refrigerating
circuit to cool the outer shell of a compressor in a compact vapor compression unit used at
telecommunication stations, at ambient DBT up to 55 ◦C. The experiment was conducted
using a linear compressor with a maximum operating temperature of 85 ◦C due to glued
parts. It was found that the compressor shell temperature was always within 10 ◦C from
the condensing temperature, in which at 55 ◦C ambient the condensing temperature was
~70 ◦C and the shell was ~79 ◦C. The cooling capacity was observed to increase at higher
ambient temperatures due to the greater effect of increased evaporator temperature than
increased condenser temperature.

Bahman et al. [59] experimentally assessed the improvement of retrofitting economized
vapor injection (EVI) in a 17.6 kWth (5.0 RT) environmental control unit (ECU) designed
for military applications in extreme weather. The unit used R-407C as a working fluid
and was tested under ambient temperatures up to 51.7 ◦C. A plate heat exchanger (PHX)
economizer with EEV was used instead of a flash tank, due to the easier control of injected
mass vapor flow rate. Experimental results showed that superheated and saturated vapor
had better performance than the baseline case. Additionally, at HAT, the EVI system
improved cooling capacity and COP for superheated injection by up to 12.7 and 3.1%, while
for saturated injection, improvements were up to ~11.8 and 1.3%, respectively. On the other
hand, the discharge temperature was lower by 5 and 1.7 ◦C for saturated and superheated
injections, respectively.

J. Wu et al. [60] investigated the reliability of an R-290 rotary compressor under various
conditions including ambients of 35 ◦C, 46 ◦C, and 55 ◦C, using mineral oil (MO) and syn-
thetic oil (i.e., PAG = polyalkylene glycol). The performance of the R-290 rotary compressor,
using PAG oil, was compared with different refrigerants—R-32, R-22, and R-410A—at
similar cooling capacities (i.e., using different stroke volume compressors). Under various
testing conditions, the following was observed: (i) higher ambient temperatures decreased
viscosities but did not have a major effect on solubility, (ii) higher suction temperatures
increased viscosities and decreased solubility, and (iii) higher ambients decreased bearing
film thickness. Therefore, from tests (ii) and (iii), higher suction superheat can be used to
compensate for the lower viscosity values (i.e., mineral oil but not synthetic oil) and hence
avoid a too low oil film thickness that may lead to metallic contact.

C. Wang et al. [61] experimentally investigated the variations of dynamic pressure
and oil viscosity of an R-290 rotary compressor using a 2.82 kWth (0.8 RT) room air condi-
tioner under ambient temperatures up to 50 ◦C. Results found that as outdoor temperature
increased, the compression process took longer to reach higher discharge pressures. More-
over, the load on the crank part at 50 ◦C was nearly double the load at 30 ◦C. As the
ambient temperature increased, there was a decrease in cooling capacity, COP, and mineral
oil viscosity. Numerical simulations, at a 50 ◦C outdoor temperature, showed that at a
surface roughnesses of 0.2 and 0.6 μm, the peak contact forces were 3 and 174 N, and the
minimum oil film thicknesses were 0.44 and 0.6 μm, respectively. Hence, controlling the oil
sump viscosity or using higher viscosity oil should be considered to maintain acceptable
oil film thickness at high ambients.

4.3. Refrigerants
4.3.1. Introduction

Refrigerants play a substantial role in determining the performance of vapor compres-
sion cycles. They are used as working fluids to transfer heat between indoor and outdoor
environments essentially by exploiting their latent heat characteristic. The most common
refrigerants groups discussed in this section include chlorofluorocarbons (CFCs), hydrochlo-
rofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), hydrofluoroolefins (HFOs), and
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hydrocarbons (HCs). The history of refrigerants has evolved in four generations, which is
well explained by Calm [86]. In 1985, the Vienna Convention was held with the objective
of protecting the environment from harmful effects of ozone layer depletion [87], while in
1987 the Montreal Protocol was held with the aim of controlling and ultimately eliminating
ozone-depleting substances (ODS) which created an ozone hole over Antarctica [86,88].
The Montreal Protocol is considered the most successful environment protection agreement,
ratified by 198 countries, which provided a different ODS phase-out timetable for devel-
oped and developing countries [89]. In developed countries, CFCs and HCFCs were totally
phased out by 1996 and 2020, respectively [90]. In developing countries, CFCs were phased
out in 2010 while HCFCs are delayed until 2030 [90]. As a result, HFCs were introduced as
a third-generation refrigerant due to their zero ozone depletion potential (ODP), relatively
low flammability, and suitable thermophysical properties [91].

In 1997, the Kyoto Protocol was adopted with the goal to limit and reduce greenhouse
gases (GHG), in which HFCs were designated as one of them [92]. In fact, HFCs are
considered strong GHG and their impact on global warming can be 100 to 1000 times
larger than CO2 per unit mass [93]. This raised a concern about their impacts as they
become increasingly used as alternatives to ODS in air conditioning and refrigeration
applications [94]. Researchers suggested that HFC emissions are projected to reach 9 to
19% of global CO2 emissions by 2050 if no mitigation measures are taken [95]. Therefore,
the Kigali Amendment (2016) was introduced with the goal of protecting the ozone layer
and the climate and was agreed upon by more than 170 countries [96]. The amendment,
which came into force in 2019, aims to phase down the consumption of HFCs by more
than 80% over the next 30 years [96]. Consequently, fourth-generation refrigerants are
meant to replace the high-GWP HFCs with low-GWP alternatives (i.e., HFO/HFC blends,
HFOs, HCs) [9,97]. Concerns were expressed about whether new alternatives are suitable
under high ambient temperature (HAT) conditions, and an exemption was given to HAT
countries which allowed for a delay in HFC reduction [14,98]. Since developed countries,
such as the USA, have already phased out HCFCs, they are transitioning from high to
low-GWP refrigerants [99]. On the other hand, HAT organizations are putting efforts
into helping HAT countries bypass the high-GWP refrigerants and instead transition from
HCFCs directly to low-GWP refrigerants [97].

Total equivalent warming impact (TEWI) is a measure of a refrigerant’s impact on
global warming, which takes into account both direct, due to leakages, and indirect emis-
sions, from electricity consumption. It is worth mentioning that direct emissions repre-
sent about 2.9% of global GHG while indirect emissions represent about 4.9% of global
GHG [100]. Hence, it is imperative for alternative refrigerants to also demonstrate adequate
energy efficiency and cooling capacity, especially under HAT conditions. Furthermore,
the performance of air conditioners (i.e., COP and cooling capacity) degrades substan-
tially at high ambient temperatures. This adds complexity for HAT countries where low
GWP might not be sufficient to reduce TEWI if the energy performance of the system is
significantly penalized [68].

There are several organizations that have evaluated air conditioning systems (i.e., ORNL,
PRAHA, AHRI, and EGYPRA) at various testing conditions under HAT, as described in Sec-
tion 3. Depending on the system type and alternative refrigerant, different testing levels can
be conducted, as defined in detail by AHRI low-GWP AREP. A drop-in test is the simplest
type that only allows for minor changes: (i) charge optimization, (ii) expansion valve adjust-
ment, and (iii) compressor speed adjustment [101]. A soft-optimized test allows additional
modifications including (i) compressor displacement and/or motor size, (ii) use of variable
speed compressor motor, (iii) flow control, (iv) lubricant, (v) size of tubing, and (vi) ratio of
heat transfer area of condenser and evaporator, at constant total area [101]. Fully optimized
types of equipment are those built specifically for certain refrigerants which is a more complex
and time-consuming process. Despite the potential of higher efficiency levels for the fully
optimized method, most tests conducted by organizations and companies are either drop-in or
soft-optimized. Abdelaziz et al. [37] suggested that depending on measurement uncertainties,
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the performance is expected to improve slightly with further soft-optimization and substan-
tially with additional engineering work. The engineering work can be any change to the unit
beyond soft-optimization and drop-in modifications such as compressor cooling technologies
and increasing the total area of heat exchangers (i.e., evaporator and condenser).

Refrigerants are classified in the ANSI/ASHRAE Standard 34-2019 according to two
hazards involved, toxicity and flammability [102]. Lower toxicity is denoted by class A
while higher toxicity is denoted by class B. Flammability is divided into four groups: high
flammability denoted by class 3, low flammability denoted by class 2, mildly flammable
denoted by subclass 2L, and non-flammable denoted by class 1. For example, an A2L
refrigerant is non-toxic and mildly flammable (i.e., low burning velocity). An alternative
refrigerant selection must consider several factors including environmental impact, thermo-
physical properties, chemical properties, and safety. Despite there being no upper limit
for GWP when nominating refrigerants, the candidate must show a significant reduction
in GWP relative to the baseline [101]. Moreover, the performance of the alternative low-
GWP refrigerant must be evaluated to limit indirect emissions. Desirable thermo-physical
properties include high enthalpy of vaporization, high thermal conductivity, high critical
temperature, and low vapor and liquid viscosities [71]. Low-GWP refrigerants include
pure HCs, inorganics, HFOs, and HFO/HFC blends; blends can be either zeotropic or
azeotropic. Many alternative refrigerants that have attractive (i.e., low) GWP and ODP
values are categorized as flammable refrigerants, hence adding another challenge related
to personal safety and risks associated with using flammable refrigerants [103]. Mildly
flammable refrigerants (A2L) have been used in Japan for about a decade in residential
air conditioners [104]. Furthermore, the EPA has approved the use of low-GWP hydrocar-
bon refrigerants, subject to use conditions, in various air conditioning and refrigeration
applications (e.g., vending machines, room air conditioning units) [99]. Studies carried
out for alternative refrigerants in residential air conditioning systems under high ambient
temperature conditions are discussed in Section 4.3.2 and summarized in Table 3.

4.3.2. The Literature

Motta et al. [62] simulated the performance of a vapor compression system with R-22
(HCFC-type) and four alternatives: R-134a (HFC-type), R-290 (HC-type), R-410A (HFC-
type), and R-407C (HFC-type), at an outdoor DBT of 25 to 55 ◦C. The results showed
that R-410A had a higher degradation than other refrigerants, as the outdoor temperature
increased. It was concluded that fluids with low critical temperature exhibited a large
reduction in cooling capacity, while the compressor power increase was unaffected. The au-
thor performed a similar analysis after adding a liquid-line/suction-line heat exchanger to
the cycle. This modification improved the COP for all refrigerants which varied depending
on the different refrigerants’ molar heat capacity.

Payne et al. [63] experimentally compared the performance of R-22 and R-410A in
a split air conditioning system. The outdoor DBT ranged from 27.8 to 54.4 ◦C, while the
indoor condition remained unchanged. Refrigerants had a comparable performance at
low outdoor temperatures but the performance degradation was higher for R-410A as
the outdoor temperature increased. The cooling capacity was similar at a 35 ◦C outdoor
temperature but the R-410A COP was lower than R-22 by 4%. When the outdoor tempera-
ture increased to 54.4 ◦C, the cooling capacity and COP of R-410A were lower than R-22
by approximately 9 and 15%, respectively. The authors used identical evaporators and
condensers, similar design compressors, and different lubricants. Furthermore, the authors
conducted a higher outdoor temperature test at 68.3 ◦C using a customized compressor.
R-410A reached a supercritical condition at the condenser inlet without noticeable changes
in noise level or system operation.

Devotta et al. [64] experimentally assessed the performance of R-407C in a 5.28 kWth
(1.5 RT) window air conditioning unit designed for R-22. Outdoor DBT/WBT varied
from 35 ◦C/30 ◦C to 46 ◦C/24 ◦C, while indoor DBT/WBT ranged from 27 ◦C/19 ◦C to
29 ◦C/19 ◦C. R-407C had approximately 2 to 8% lower cooling capacity, 8 to 13% lower
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COP, and 6 to 7% higher power consumption, compared to R-22. The discharge pressure
of R-407C was higher by 11 to 13% than R-22. In this study they also simulated the
finned-tube heat exchangers, using the EVAP-COND model developed by the National
Institute of Standards and Technology (NIST), USA [105]. The model accuracy was within
±3% of experimentally measured cooling capacities. It was used to further investigate
the performance of heat exchangers for each fluid. Simulation results showed that both
refrigerants had the lowest evaporator and condenser capacity at the highest outdoor
temperatures. Simulated pressure drops of R-407C in the evaporator and condenser were
lower than R-22 by up to ~16 and 41%, respectively. Despite the lower performance
of R-407C, using it as a retrofit can extend the R-22 unit’s life. It should be noted that
retrofitting R-407C involved procedures for changing the unit’s oil.

Another similar study was conducted by the same authors [65] to experimentally
assess the performance of R-290 (the HC propane) as a drop-in using a 5.13 kWth (1.5 RT)
window air conditioner designed for R-22. Identical test conditions were applied. R-290
had an approximately 6 to 10% lower cooling capacity, 3 to 8% higher COP, and 12 to
13% lower power consumption, compared to R-22. The discharge pressure of R-290 was
lower by ~13 to 18% than R-22. The authors used the same model, which was within ±4%
of the experimentally measured cooling capacities, to simulate the performance of heat
exchangers. The worst performance of the heat exchangers was observed at the highest
outdoor temperature for both fluids. Simulated pressure drops of R-290 in the evaporator
and condenser were lower than R-22 by up to ~48%. Moreover, R-290 had up to 22% lower
condensing pressure and up to 3% lower evaporating pressure compared to R-22.

Westphalen [66] investigated the possibility of using alternative drop-in refrigerants
instead of R-407C in a 17.6 kWth (5.0 RT) environmental control unit (ECU). Different
HC refrigerants were investigated based on their characteristics and R-1270 (propylene)
was selected for the experimental test. Baseline and alternative refrigerants had similar
characteristics except that R-1270 did not exhibit temperature glide. This was a concern
for the microchannel heat exchangers design used in the ECU, which did not easily allow
optimization for high-glide refrigerants. Experimental findings at a 51.7 ◦C outdoor DBT
showed that R-1270 had a 12% higher cooling capacity and a 10% higher COP compared to
R-407C. This improvement was partially attributed to the elimination of temperature glide
when using R-1270. The author concluded that the condenser height could be reduced by
50 mm and still maintain the baseline refrigerant performance.

Y. Wu et al. [67] investigated the feasibility of R-161 (HFC-type) in a residential air
conditioner. Theoretical simulations were conducted to investigate the performance of
three refrigerants: R-161, R-22, and R-290 under various conditions. Theoretical results
showed that R-161 had a better thermodynamic performance than R-290, a lower cooling
capacity than R-22, and the highest COP. R-290 had the lowest discharge temperature.
Furthermore, experimental analyses were conducted to verify the findings for R-161 and
R-22 using a 3.5 kWth (1.0 RT) residential air conditioning system where outdoor DBT
ranged from 27 to 48 ◦C. At 48 ◦C, R-161 had a lower cooling capacity, higher COP, and
lower discharge temperature than R-22 by 5.1%, 10.0%, and 3 ◦C, respectively.

Barve and Cremaschi [68] experimentally compared the drop-in performance of R-
32 (HFC-type) and R-1234yf (HFO-type) using an R-410A 17.6 kWth (5.0 RT) split heat
pump in residential applications. The unit was tested at various outdoor DBTs including
43 ◦C and 46 ◦C. Experimental findings showed that R-32 had about a 10% higher cooling
capacity, similar COP, and a 20 to 30 ◦C higher discharge temperature than R-410A. On
the other hand, R-1234yf had a 50% lower cooling capacity, higher COP, and a lower
discharge temperature. The unsatisfactory cooling capacity of R-1234yf, even after opti-
mizing the thermostatic expansion valve (TXV), eliminated the refrigerant as a possible
drop-in replacement.

Biswas and Cremaschi [69] experimentally assessed the characteristics of low-GWP
refrigerants DR-4 and DR-5 as drop-in replacements, using an R-410A 17.6 kWth (5.0 RT)
split heat pump in residential applications. The unit was tested at various outdoor DBTs
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including 43 ◦C and 46 ◦C. The experimental assessment showed that DR-5 had up to
4% higher cooling capacity, up to 7% higher COP, and a higher discharge temperature than
R-410A. At the same testing conditions, DR-4 showed up to 18% lower cooling capacity,
up to 6% higher COP, and a lower discharge temperature than R-410A. Optimization of
refrigerant charge and TXV increased the cooling capacity of DR-4 by 5 to 8% and COP
by 2 to 6% with respect to values from the drop-in test, however, there was no significant
improvement for DR-5.

J. H. Wu et al. [70] experimentally investigated the performance of R-290 and R-1270 in
a 2.4 kWth (0.7 RT) wall room air conditioner designed for R-22 under ambient temperatures
up to 40 ◦C. At 35 ◦C, the experimental results showed that R-290 had a 5% lower cooling
capacity and about a 10% higher COP compared to R-22. On the other hand, R-1270 had
about a 2% higher cooling capacity and about a 1% higher COP compared to R-22. It was
observed that, as the outdoor temperature increased, the cooling capacity of R-290 and
R-1270 showed higher degradation rates than R-22. Moreover, the study also carried out
refrigerant charge distribution tests since the practical charge was always higher than the
allowable charge of flammable HC refrigerants. It was found that for both refrigerants, up
to 63% of the charge was within the condenser and about 18% in the compressor. Hence,
the authors suggested further investigations are needed on how to reduce the charges
within the condenser, compressors, and liquid lines.

Joudi and Al-Amir [71] experimentally compared the performance of R-22 and three
alternatives: R-410A, R-407C, and R-290, in 3.52 and 7.03 kWth (1.0 and 2.0 RT) residential
split air conditioners. Outdoor DBT varied from 35 to 55 ◦C to replicate the hot arid climate
of Iraq. Experimental results showed that the R-290 system had the smallest optimum
charge, power consumption, condensing temperature, pressure ratio, and highest COP.
TEWI analysis was conducted for all refrigerants using the two air conditioning systems
at variable outdoor temperatures. Results showed that R-290 had the smallest value
of TEWI. Hence, R-290 is a very attractive candidate for R-22 replacement under high
ambient temperatures.

Sethi et al. [72] evaluated alternative low-GWP replacement refrigerants for R-22 in a
6.2 kWth (1.8 RT) mini-split air conditioner under high ambient temperatures. Experimental
results under ambients up to 52 ◦C found that R-444B (HFC-type) was 5% more efficient
than R-407C across most of the operating range. Life cycle climate performance (LCCP)
was carried out to determine the environmental impacts of each refrigerant under summer
ambient conditions in Kuwait. The LCCP analysis showed that the indirect impacts of each
refrigerant showed significantly higher contributions to global warming than the direct
impacts (i.e., ranging from 98.4 to 99.8% of the total contributions). Nevertheless, future
electricity generation is likely to be less carbon-intensive, hence, the indirect impacts should
be less important and the benefit of using low-GWP refrigerants would be greater.

Abdelaziz et al. [37] conducted an extensive evaluation of alternative low-GWP re-
placements for both R-410A and R-22, using soft optimized 5.25 kWth (1.5 RT) mini-split
air conditioners provided by Carrier. Outdoor DBT varied from 27.8 to 55 ◦C while
indoor DBT/WBT ranged from 26.7 ◦C/19.4 ◦C to 29 ◦C/19 ◦C. The alternative refrig-
erant selection was guided by an expert panel, consisting of members of various na-
tions, UNEP, and UNIDO personnel. R-22 alternative refrigerants were N-20B, DR-3,
ARM-20B, L-20B(R-444B), R-290, and DR-93, while R-410A alternatives were R-32, DR-55,
L41(R-447A), ARM-71A, and HPR-2A. R-22 alternatives showed promising results at high
ambients where two of the A2L refrigerants had slightly higher discharge temperatures,
cooling capacity within 5%, and efficiency approximately within 10%; A3 refrigerants had
lower discharge temperatures, about 8% higher efficiency but within 10% lower cooling
capacity. On the other hand, all R-410A alternatives were A2L and showed significant
potential as alternatives at high ambients. R-32 had consistently better efficiency and
capacity but 12 to 21 ◦C higher discharge temperatures.

Another similar study was conducted by ORNL [38] to evaluate drop-in alternative
low-GWP refrigerants for R-410A and R-22, but this time using two roof top units where
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the first was 27.2 kWth (7.7 RT) provided by SKM and the second was 38.7 kWth (11.0 RT)
provided by Petra. R-22 alternatives were L-20A (R-444B), ARM-20b, DR-7 (R-454A), and
ARM-20a, while R-410A alternatives were DR-55, L41z (R-447B), ARM-71a, and R-32.
Outdoor and indoor testing conditions were similar to the mini-split experiment men-
tioned previously. The experimental results found that at high ambient, L41z (R-447B)
and ARM-71a had more than 7% higher COP and 3% higher cooling capacity compared to
R-410A. However, all R-410A alternatives exhibited higher discharge temperatures. For the
R-22 alternatives, at high ambients, ARM-20a had 0.8% higher COP and L-20A (R-444B)
had 1.8% higher cooling capacity compared to R-22. It was noted that all refrigerants
including the baseline showed a substantial efficiency degradation at higher ambient tem-
peratures. Moreover, the testing units were designed for R-22 or R-410A, hence alternative
refrigerants should not be expected to outperform the baseline refrigerants. Neverthe-
less, their performance could be expected to improve when manufacturers implement
design modifications.

Taira et al. [73] explained the refrigerant market status for residential AC in Japan.
In fact, R-410A had been phased out and R-32 was selected as a better alternative. In this
study, the authors investigated the performance of low-GWP HFO-mix refrigerant R-32/R-
125/R-1234yf (67/7/26) and R-32 using a 7.1 kWth (2.0 RT) mini-split air conditioner under
temperatures up to 52 ◦C. A variable frequency drive compressor was used to evaluate the
system performance at different speeds, and electrical expansion was also used to regulate
the mass flow rate as needed. It was found that at the same cooling capacity, the HFO mix
had a higher compressor speed, lower discharge temperature, 72 W higher power input,
and 6.3% lower COP compared to R-32. The authors explored the possible reasons for the
HFO mix behavior and concluded that R-32 is superior to the HFO mix because of its latent
heat characteristic, especially under high ambient conditions.

Oruç et al. [74] experimentally evaluated R-22 drop-in alternatives, R-422A (HFC-type),
R-422D (HFC-type), R-417A (HFC-type), and R-424A (HFC-type) using a 2.05 kWth (0.6 RT)
split air conditioner with a rotary compressor and capillary tube expansion device. Ambient
DBT ranged from 35 to 41 ◦C, while indoor DBT was set to 18 ◦C. Results showed that
R-22 had the highest cooling capacity, lowest compression ratio, and highest COP, while
R-424A had comparable performance. Discharge temperatures were highest for R-22
whereas R-424A had the lowest discharge temperatures. Finally, at an ambient of 41 ◦C,
R-424A discharge temperature, cooling capacity, and COP were lower than the baseline by
19 ◦C, 20%, and 2.5%, respectively. Therefore, R-424A was the best alternative refrigerant,
however, its GWP is higher than R-22 which makes it unfavorable due to its higher GWP
and cost.

5. Practical Design Modifications for High Ambient Temperatures

Air conditioner manufacturers are usually obligated to certify their products before
selling them in the markets and the certification requirements vary based on the minimum
energy efficiency of local regulations. Policymakers are following this win-win strategy
to curtail electrical demand, mitigate environmental impacts, and reduce utility bills for
consumers. Davis et al. [106] conducted a study in Mexico City to evaluate the effect of
replacing house appliances with efficient models and found higher energy consumption
for replaced air conditioners. This was attributed to the consumer behavior that must be
considered carefully in the evaluation of energy-efficiency programs. The performance
of air conditioners is usually rated in two methods: (i) Energy Efficiency Ratio (EER),
“the ratio of cooling capacity in Btu/h to the total power in Watts at 95 /75 outdoor and
80 /67 indoor DBT/WBT”, and (ii) Seasonal Energy Efficiency Ratio (SEER), “the total
heat removed from the conditioned solace during the annual cooling season in Btu divided
by the total electrical energy in Watt*hours consumed by the air-conditioner during the
same season” [107]. Both COP and EER represent the ratio of the cooling capacity to the
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input power, where EER has units of Btu h−1 W−1 and COP is unitless. Equation (2) can be
used to convert between the two quantities:

EER = COP ∗ 3.41 (2)

In the USA, there are different minimum efficiency requirements for residential central
AC depending on the region (i.e., North, Southeast, and Southwest) that must be met
when selling an AC unit [108]. Nowadays, the minimum cooling efficiency of the Southern
and Northern regions are 14 SEER and 13 SEER, and both are going to rise in 2023 to
~15 SEER and 14 SEER, respectively [109]. It must be noted that an additional minimum
EER is required for the Southwest region only (i.e., Arizona, California, New Mexico, and
Nevada) [110]. On the other hand, Kuwait has a minimum of 9.6 EER for direct-expansion
(DX) units with and without inverters in 2022, and 10 EER starting in 2024 while phasing
out DX units without inverters [111]. It must be noted that the previously mentioned EER
value for Kuwait is measured at 46 ◦C, not 35 ◦C. The Air Conditioning, Heating, and
Refrigeration Institute (AHRI) provide certification programs for air conditioners to ensure
the products perform according to manufacturers’ published claims, in which tests are
conducted by an approved independent third-party laboratory and administered by AHRI.
Those globally recognized certification programs help (i) manufacturers to distinguish
their products in the market, sell more products and comply with local regulations, and
(ii) customers to confidently compare different units’ efficiencies (i.e., that are tested under
similar conditions) [112]. In addition to the standard test condition T1 at 35 ◦C outdoor
DBT, AHRI provides a wider range for high ambient countries, such as GCC countries with
T3 being at 46 ◦C and T4-Kuwait being at 48 ◦C [113,114].

A motivation to know the practical modifications followed by AC manufacturers
led to comparing units that are currently available in different markets. Four USA air
conditioning companies were compared with three GCC companies to determine the main
differences among nineteen air conditioners (i.e., 10 GCC units and 9 US units) working
under high and mild ambient temperatures. The units include split, mini-split, packaged,
and wall-mount types with a cooling capacity range from 10.55 to 26.38 kWth (3.0 to 7.5 RT).
The selection was random but the availability of detailed unit specifications was very
limited and hence reduced the number of companies and units. The following observations
were made:

1. The average energy efficiency ratio (EER) for the USA market is ~6% higher than in
the GCC. This can be attributed to the more stringent regulations in the USA.

2. Almost all companies provided the EER and cooling capacity at the AHRI T1 condition.
3. A very limited number of AC companies provided face areas of evaporators

and condensers.
4. The average condenser face area per ton and indoor air cubic feet per minute (CFM)

per ton were inconclusive. This could be due to the use of mini-channel heat exchang-
ers and the implementation of other design modifications.

5. The average condenser CFM per ton values were in the range from ~800
to 1100 CFM/ton.

6. Only GCC companies provided performance tests at 52 ◦C. This could be due to local
regulations. For example, Kuwait requires the unit to work at 52 ◦C for at least two
hours without tripping or overheating [111].

7. Both USA and GCC companies provided allowable operating temperatures of 52 ◦C
while two ducted mini-split units of a GCC company had a 55 ◦C allowable temper-
ature. In general, USA companies are providing a wide temperature range to meet
the Southwest ambient temperatures, however, units are not allowed for installation
unless they meet the minimum criteria for both SEER and EER ratings [115].

8. No GCC company provided the SEER value of any unit. This explains the higher im-
portance of using EER when rating units operating under high ambient temperatures
for long periods [108].
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Due to the limited results found from the previous survey, further investigations
were conducted to find common manufacturers’ design modifications for high ambient
temperatures (HAT). The USA regulations have set a minimum EER and SEER for the hot
climate region (the Southwest) and alerted manufacturers to adhere to specific installation
requirements. Some of the requirements can be critical in hot ambients such as (i) an
outdoor and indoor unit combination must match the minimum certification ratings in
the region, (ii) when the outdoor unit is not matching the indoor unit, the details of the
indoor coil must be mentioned including face area, fin density, fin and tube materials,
(iii) the outdoor temperature that locks out the low capacity operation when using a
two-capacity compressor must be mentioned, and (iv) only a 5% variation is allowed in
the face area and total fin surface area of the outdoor coil [116–118]. The two-capacity
(or two-stage) compressor is a single or group of compressors operating with only two
stages of capacity (i.e., a full compressor stage and a low compressor stage), according
to AHRI 210/240 [107]. These specific requirements can be very helpful in assuring only
efficient units are installed and can also help in future research and development purposes.
A study conducted by the Proctor Engineering Group and AMAD explored the possible
modifications of air conditioner components at a 46 ◦C ambient temperature, which are
illustrated in Table 4 [119].

Table 4. Possible design modifications of residential air conditioners for high ambient condi-
tions (46 ◦C ). [119].

Component Modification Note

Evaporators/Condensers

Increase face area Space constraint
Uniform airflow distribution is critical

Increase number of tube rows Higher pressure drop in air-side and refrigerant-side

Improved refrigerant circuit
configuration

Can be predicted via simulations and optimized based on
airflow distribution
Can raise manufacturing challenges

Improved fin design
Geometry and higher fin density
Higher air-side pressure drop and susceptible to trapping
more dust

Flat tube micro-channel
Higher ratio of surface area to volume
Lower air-side pressure drop
Issues with moisture drainage if used as evaporator

Desuperheater Heat exchanged with ambient air or
suction-line refrigerant

Compressor Customized models Increased durability under high ambient temperatures
Can increase the unit cost significantly

Fans and Motors

Indoor/outdoor fans

Indoor: centrifugal type blowers with a molded
Styrofoam housing, cross flow fans
Outdoor: propeller type fans
In dry climates, running indoor fan after compressor
shut-off can provide further air cooling by evaporating
coil moisture for limited periods
Higher airflow can improve the heat transfer through
larger diameter or higher RPM
Higher flow rates can increase fan power draw, increase
noise, and raise concerns related to condensate drainage

Electronically Commutated Motor (ECM) Higher efficiency even at reduced speeds, compared to
conventional permanent split capacity (PSC) motors

Fan cycling Ability to circulate air using the fan when the
compressor is off

Controls Variable speed controls

Inverter-driven variable speed compressor can lower
consumption at lower demands
The benefit can be eliminated during periods of
high demand
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Design modifications are expected to achieve better annual performance when op-
timized based on the dominant climate conditions. Thus, when a unit is designed for
the highest ambient temperatures that rarely occur, the system can be oversized for long
periods of the year leading to unnecessary penalties [120]. For example, oversized con-
densers can reduce the head pressure and compression ratio to some extent, yet the pressure
should not be too low to ensure sufficient refrigerant mass flow rate is circulated and hence
components work properly. Therefore, the optimized design depends on several factors
and there is no specific change followed by manufacturers. Table 5 shows different design
features found in units sold in the GCC market.

Table 5. Air conditioner design features found in HAT units sold in the GCC market.

Component Feature

Compressor

Internal protection from high discharge temperature
Overcurrent protection

Low pressure and high pressure protection
Voltage protection

Cooled by refrigerant to limit discharge temperature
Two-stage compressor and variable speed

Short cycling protection
Limiting liquid refrigerant in the compressor for improved durability

Evaporator/Condenser

Copper tubes with copper or aluminum fins
Tubes: internally grooved, rifled, and ripple finned

Fin: corrugated, lanced, and louvered
Integral sub-cooler for condensers

Motor/Fan Electronically Commutated Motor (ECM)
Motor thermal protection

Motor protection from water, particles, and solid objects

Housing Thermal insulation for evaporator section

Under HAT, the condensing temperature can reach high values so that enough heat
rejection is taking place (i.e., it must be sufficiently higher than the ambient tempera-
ture), which can lead to excessive discharge temperatures and compressor tripping. The
condenser size must be suitable to lower the temperature difference (i.e., between the
refrigerant and the ambient air) and hence reduce the discharge temperatures. Design
modification toward a high efficiency can be achieved through the use of a larger heat
exchanger surface area (i.e., condenser and evaporator), which helps in reducing the tem-
perature difference, discharge temperature, and compression ratio, leading to improved
compressor performance. In certain situations where both extreme and mild temperatures
can occur, the condenser can have variable speed fans which can be regulated based on
the ambient temperature. Moreover, at high humidity levels, the evaporator coil should
be sufficiently low for dehumidification to take place, but it can be slightly higher in dry
climates. The idea is to trade the latent cooling capacity for sensible cooling capacity and
hence increase the sensible cooling efficiency [121]. Bhatia [122] explored the heat rejection
of air-cooled condenser coils and the factors affecting their performance, including the
condenser fan designs. The condenser fans were designed for either (i) draw-through
airflow which has uniform air distribution across the coil but passes the hot discharge
air over the fan and drive motor, or (ii) blow-through airflow which passes ambient air
over the fan and drive motor but has less uniform air distribution across the coil. Noting
that different refrigerants yield different behaviors depending on their characteristics, as
mentioned in Section 4.3, the modification must also consider the type of refrigerant used.
For example, in the AHRI-AREP test [123], evaluating R-32 as an alternative refrigerant
for R-410A required a lower compressor speed to match the baseline cooling capacity and
when the ambient temperature increased to ~49 ◦C, its discharge temperature increased
significantly to its maximum allowable limit (i.e., 121 ◦C) and the unit stopped working.
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6. Air Conditioner Limitations at High Ambient Temperatures

6.1. Climate

Scorching summer ambient temperatures can reach above 50 ◦C in the shade in the
GCC region [49,72], leading to a limited unit performance in conjunction with higher
cooling needs. A comparison between Kuwait and Phoenix, Arizona, USA climates was
conducted to investigate the potential unit degradation resulting from high ambient temper-
atures. The hottest period of the day, for both locations, was found to be from approximately
9 a.m. to 5 p.m. (Figure 2) [124]. Subsequently, annual high ambient temperature (HAT)
hours were evaluated for Kuwait and Phoenix (i.e., ASHRAE climate zones 0 and 1, respec-
tively) to analyze the necessity for more efficient air conditioners in such climates. In 2017,
Phoenix and Kuwait’s annual hours, where ambient temperatures are 40 ◦C and above,
were found to be ~423 and ~1430 h, respectively [124]. They are distributed over 2 months
in Phoenix (~7.1 h/day) while over 5 months in Kuwait (~9.5 h/day). Figure 3 shows the
average annual temperatures, from 9 a.m. to 5 p.m., for Kuwait and Phoenix. Therefore, it
is essential to use efficient air conditioners (i.e., rated and certified for high temperatures) in
Kuwait, but for Phoenix, a meticulous evaluation must be conducted to avoid any penalties
for oversizing the unit when operating under mild temperatures. Moreover, an evaluation
of average temperature increase in both locations, from 2010 to 2021, was conducted to
assess the climate change effect on HAT seasons (i.e., June and July for Phoenix, Arizona,
USA; May to September for Kuwait) [125]. Figure 4 shows the increased values to always
be higher for the Kuwait HAT season, except in 2013 and 2016. The temperature increase in
the Kuwait HAT season has always been higher than 1.2 ◦C over the past 6 years, raising
another concern of global warming that is aggravating even the HAT levels of Kuwait.

Figure 2. Hourly temperature distribution for Phoenix, Arizona, USA and Kuwait in 2017 [124].

The air conditioning process of residential air conditioners (i.e., split, mini-split, win-
dow and packaged) requires both cooling and dehumidification, which makes the indoor
coil temperature a very critical factor in providing the proper thermal comfort. The de-
humidification process takes place when the indoor return air passes over the evaporator
cooling coil at a temperature lower than the air dew-point temperature (DPT), yet it must
not be set very low (i.e., below 0 ◦C) to avoid coil freezing. In hot–humid climates, the
dehumidification needs can be as critical as sensible cooling, especially in regions with
very high relative humidities. The total air heat content can be attributed to sensible and
latent heat, in which latent heat represents the moisture content. Hence, hot–humid cli-
mates bear additional cooling loads on the evaporator, which are attributed to increased
moisture removal, leading to higher energy consumption. In addition, evaporators impose
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a very large pressure drop in the vapor compression cycle, and increased load fluctuations
can adversely affect the cycle performance. As a result, the evaporating temperature is
particularly limited in hot–humid climates than in hot–dry climates.

Figure 3. Annual high ambient temperature (HAT), averaged from 9 a.m. to 5 p.m., for Kuwait and
Phoenix, Arizona, USA [124].

Figure 4. Average temperature increase for Kuwait and Phoenix, Arizona, USA with respect to the
average temperatures for the period from 1981 to 2010 [125].

6.2. Components

Before discussing the performance limitations of an air conditioning unit under HAT,
it is essential to understand how the unit efficiency is determined. As we mentioned in
Section 5, there are some design modifications followed by manufacturers to improve the
unit performance under HAT conditions, and there is no specific single strategy. Engineer-
ing judgment is the primary determinant of what modifications are needed and if the unit
will reach the desired efficiency considering those changes [126]. The modifications are
carefully optimized based on several factors including space, application type, ambient
conditions, availability, economic feasibility, reliability, and mandatory regulations. A good
design philosophy is to consider the annual peak temperatures but mainly design the
system based on the ambient temperatures that occur for the longest periods throughout
the year. If a scroll compressor is operating with a higher compression ratio than optimal,
the gas is over-compressed leading to higher energy consumption than needed. While
if it is operating with a lower compression ratio than optimal, the gas will not reach the
desired discharge pressure until it floods back to the scroll pockets and some of it is then
compressed twice, leading to higher energy consumption.
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An air conditioning system consists of main and auxiliary components in series, where
each component has its own limitations (e.g., compressor, condenser, and evaporator).
The compressor is the heart of the unit and it is critical to know how it performs based
on the selection of the remaining main parts. Proper condenser design at high ambient
temperatures is crucial in determining how the compressor will function, where higher
rates of heat rejection lead to lower compression ratio and hence lower work. Evaporators
usually have high-pressure drops due to the increase in refrigerant velocity as evaporation
is taking place leading to unwanted losses and contributing to a higher compression ratio.
On the other hand, compressors have several limitations that must not be exceeded to avoid
performance degradation or compressor damage. Suction superheat at the compressor
suction or return gas temperature is usually specified by compressor manufacturers to be
maintained at a minimum value to prevent liquid refrigerant flood back that can cause
serious lubrication issues (e.g., oil dilution). Since many HAT compressors are refrigerant
cooled, the superheat should not be too high to avoid the compressor overheating. More-
over, compressors also must have a limited discharge temperature to avoid premature
compressor failures resulting from excessive wear and oil breakdown.

Favorable refrigerants are to be used especially under high temperatures, as discussed
in the refrigerants Section 4.3.1. Another limitation is the use of A2L (mildly flammable) or
A3 (highly flammable) refrigerants under high ambients, which can improve the system
performance but are subject to additional design requirements to minimize the chance of
system failure leading to a refrigerant leak and hence creating a fire hazard. Environmental
impacts also limit the options of refrigerants since the new trend is towards zero ODP and
extremely low (or zero) GWP.

6.3. System Performance

The compressor’s operating envelope represents the allowable simultaneous condens-
ing and evaporating temperatures that are determined based on refrigerant and oil mixtures.
For high ambient temperatures it is vital to use compressors with an extended operating
range to ensure smooth operation at normal evaporator temperatures, but high condensing
temperatures. If the unit is not guaranteed to operate within those limits, compressor
protective measures must be added, which are often seen in high ambient temperature AC
units (Section 5). To assess the effect of changing evaporating or condensing temperatures
on the pressure ratio, the evaporating temperature was varied by 7 ◦C whereas the con-
densing temperature was held constant, and vice versa. The saturation temperatures in the
evaporator and condenser were assumed to be 10 ◦C different from the indoor and outdoor
temperatures, respectively. Three refrigerants were compared, as shown in Figure 5, and
they display the same behavior. The increase in compression ratio from changing the indoor
temperature, 26 ◦C to 19 ◦C, was higher than from changing the outdoor temperature from
39 ◦C to 46 ◦C for all refrigerants (Table 6) [127–129]. Therefore, it is crucial to maintain the
evaporator temperature at the design condition during high ambient temperatures to avoid
an unwanted rise in the compression ratio leading to higher compressor work [71].

Figure 5. Effects of variable outdoor and indoor temperatures on compression ratio.
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Table 6. Effects of variable outdoor and indoor temperatures on the compression ratio (CR).

R-22 R-410A R-407C

Variable Indoor
CR increase % 19.9% 20.5% 20.2%

Magnitude 0.51 0.53 0.52

Variable
Outdoor

CR increase % 16.2% 16.5% 16.3%
Magnitude 0.43 0.44 0.43

6.4. Irreversibilities

At high ambient temperatures, the need for cooling increases since more heat enters
the houses. However, unfortunately, the COP and cooling capacity of the unit drops signifi-
cantly at high temperatures, presenting a limitation in the operating range of the unit, and
a need for using more efficient units that can operate under HAT. The Carnot COP, men-
tioned in Section 1.3.1, represents the system’s maximum theoretical efficiency according to
the first law of thermodynamics and depends only on indoor and outdoor temperatures.
Actual COPs are always less than ideal and most of the experimental studies showed
drastic declines at higher ambients. The reason can be attributed to the irreversibilities
of the air conditioner components, especially when operating at high ambient tempera-
tures. Yumruta et al. [130] numerically analyzed how different condensing and evaporating
temperatures would affect the exergy losses (i.e., irreversibilities) in a vapor compression
system. It was found that at higher temperature differences between the evaporator and
indoor air, exergy losses are increased in the evaporator. Similar behavior was observed
for the condenser, where higher temperature differences led to higher exergy losses in
the condenser. Kalaiselvam and Saravanan [131] experimentally tested scroll compressors
and recommended some operating conditions to minimize the compressor irreversibilities:
4 ◦C evaporating temperature, 35 to 40 ◦C condensing temperature, within 65 ◦C discharge
temperature, and 14 ◦C suction temperature. Ahamed et al. [132] reviewed different studies
of exergy analysis for vapor compression systems and found that decreasing the condenser
temperature or increasing the evaporating temperature improved the system COP, whereas
the total system irreversibility was decreased. Bahman and Groll [133] experimentally
investigated the components’ irreversibilities of Environmental Control Units (ECUs), at
capacities of 5.28, 10.55, and 17.58 kWth (1.5, 3.0, and 5.0 RT), at a 51.7 ◦C outdoor DBT.
The analysis showed that irreversibility contributions were significant for three system
components: the compressor up to 42.5%, the evaporator up to 32.9%, and the condenser
up to 22.4%. The 5-ton ECU’s evaporator showed the highest irreversibility due to high
refrigerant pressure drop (i.e., at the evaporator distributor) and air maldistribution.

6.5. Operation and Maintenance

People’s behavior can also limit the performance of air conditioners from operation
and maintenance aspects. A study conducted in Florida found that unmaintained air
conditioners operating for long periods (i.e., more than ~1500 h/year) are susceptible to
increased degradation rates, especially for larger capacity systems. The air conditioning
unit degradation is another major AC-limiting factor leading to higher energy consumption
with less ability for cooling, where the reasons for continuous degradation can be attributed,
but not limited to, coil fouling, filter clogging, and refrigerant charge problems [26].

6.6. Possible Improvements

1. Proper control of indoor DBT during high ambient temperatures can compensate
for the performance degradation due to high outdoor DBT. For example, setting an
indoor thermostat at moderate temperatures can provide higher cooling capacity and
higher COP of the unit, which leads to lower energy consumption and cost.

2. Applying optimized design modifications, Section 5, to maintain the overall system
performance and achieve stable operation under harsh conditions.
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3. Performing routine maintenance as recommended by local manufacturers to sustain
the system performance and avoid higher operational costs.

4. Positioning the outdoor unit to face North or East can reduce the amount of direct
sunlight as opposed to West or South facing.

5. Proper unit sizing, installation procedures, air distribution, and duct designs also
have significant effects but are not included in this study.

7. Results and Discussion

Air conditioners operating under high ambient temperatures (HAT) must overcome
high summer loads, high discharge temperatures, and performance degradation (i.e., lower
cooling capacity and COP). Regulatory jurisdictions have added more requirements such
as minimum energy efficiency and environmentally friendly refrigerants. Considering all
previous factors, the problem becomes more complex and requires design modifications to
comply with them. The climate change motivated the transition to low-GWP (A2L) refrig-
erants and ongoing efforts are underway to ensure the workability under high ambient
conditions. In addition to the research completed by different entities, four main orga-
nizations conducted extensive work to investigate different A2L refrigerants under HAT
(Section 3). The following results include two of those organizations (i.e., ORNL and AHRI
Low-GWP AREP) and all related research articles found in the literature, where all of them
comply with our definition of high ambient temperature, 40 ◦C and above, as mentioned
in Section 3.1. It was found that the definition of the Montreal Protocol for hot countries,
Section 3.1, was in compliance with the hottest ASHRAE climate zone. Nevertheless, a
more stringent temperature was defined for the purpose of investigating the air conditioner
performance and degradation, especially since most studies detected higher performance
degradation at temperatures above 40 ◦C. Furthermore, due to the limited comprehensive
resources in such areas, it was decided to focus on electric residential systems to investigate
the drawbacks of each individual component.

7.1. Condensers and Evaporators

There were several studies conducted for the improvement of heat exchangers
(i.e., evaporators and condensers) under HAT (Figure 6 and Table 7). Condenser improve-
ments in the range from ~18 to 50% for COP and 8 to 30% for cooling capacity were achieved
through direct evaporative cooling (DEC). Moreover, two studies tested mini-channel con-
densers at HAT where Al-Bakri and Ricco [50] found unique condensation heat transfer
coefficients (HTC) at near-critical pressure and recommended further testing at critical
pressures. Nevertheless, both studies [50,51] agreed that local HTC increases at higher
quality and mass flow rate, but decreases at lower ambient temperature. On the other hand,
only one study was found describing evaporator improvements at HAT [49], which showed
improvements of ~7% in COP and ~10% in cooling capacity. This method implemented
passive controls to improve the refrigerant circuitry based on the external air flow.

A mini-channel heat exchanger shows attractive characteristics in increasing the
surface area and decreasing refrigerant charge, which are essential considerations for HAT
air conditioners. The mini-channel heat exchangers could also be tested under HAT with
A2L refrigerants (i.e., mildly flammable) since charge limitations are applied for flammable
refrigerants. Direct evaporator cooling has shown significant improvements, especially
under hot–dry conditions, but water availability is a major concern. Few studies explored
the possibility of utilizing condensate water, recognizing that the amount can be insufficient
in dry climates, and hence it is not recommended to depend solely upon it. The literature
also revealed only a very limited number of studies conducted on evaporator improvements.
Bahman and Groll [133] discussed the irreversibility of an environmental control unit (ECU)
and showed that evaporator losses can be very significant under HAT. Hence, an active
control method, where the refrigerant can be regulated to control the exit superheat, could
be investigated under HAT and compared with passive control improvements [49].
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Figure 6. Improvements of different technologies applied to either evaporator or condenser [45,46,48,49,53].

Table 7. Details of condenser or evaporator improvements for each method.

Method Refrigerant Size Test Type Outdoor
Condition

Cooling
Capacity

COP Note Reference

Direct evaporative cooling N/A 1.5 ton [5.3 kWth] Experimental 49.0 ◦C +20.1% +50.6% - [45]
Direct evaporative cooling R-410A N/A Experimental 44.5 ◦C N/A +18.2% - [46]
Direct evaporative cooling R-22 2.0 ton [7.0 kWth] Experimental 50.0 ◦C +30.3% +22.9% - [48]

Interleaved
evaporator circuitry R-407C 5.0 ton [17.6 kWth] Experimental 40.6 to 51.7 ◦C +9.5% +6.8%

At average
values for

tests 1, 2, and 3
[49]

Air cooling using
condensade water (ACE) R-22 0.8 ton [2.8 kWth] Experimental 43.0 ◦C +8.1% +20.0% - [53]

7.2. Compressors

Many compressor improvements found at high ambient temperatures were essentially
induced from studies related to low ambients. Experimental and numerical improvement
techniques found in the literature are (i) vapor injection, saturated or superheated, at the
intermediate stage, (ii) liquid flooding, (iii) accumulator heat exchanger (AHX), and (iv)
external shell cooling. Moreover, some studies analyzed the compressor reliability and the
behavior of lubricants under HAT conditions.

Table 8 shows the experimental vapor injection methods [54–56] achieved up to
3% higher COP, 15% higher cooling capacity, and 4.5 ◦C lower discharge temperature.
This method requires installing an additional economizer, which is either an internal heat
exchanger or flash tank, where both types showed comparable performance, but the for-
mer provides wider mass flow rate control [56,59]. The cooling capacity improvement is
attributed to the higher sub-cooling resulting from using an economizer. Additionally,
the optimized numerical analysis showed potential for significant improvements using
a new compressor (i.e., larger envelope and designed for higher condensing tempera-
ture) and properly sized economizer, as shown in Figure 7 [59]. Liquid flooding, using
POE oil, was also numerically investigated and demonstrated that only R-1234yf had
high improvements in COP, yet higher discharge temperatures, and hence needs further
experimental testing [57]. Suction-line liquid injection through AHX, Figure 7, showed
significant discharge temperature reductions of up to ~17 ◦C at the cost of lowering the
COP by ~4.2% when using R-22 [55]. An external shell cooling method, using refrigerant,
was conducted experimentally for a compact size compressor and led to attractive improve-
ments [58]. This method is not included in Figure 7 and Table 8 since it was applied to
a compact vapor-compression unit and was compared to thermoelectric coolers which
yielded about 75% COP improvement under HAT. Moreover, it needs further investigation
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using residential size compressors, since the heat generated inside the compressor can be
far from the surface and hence make it more difficult to apply such external cooling.

Table 8. Details of compressor improvements for each method.

Method Injection Refrigerant Size Test Type 1 Outdoor
Condition

Cooling
Capacity

COP Discharge
Temperature

Note Reference

Economizer
heat

exchanger
Vapor injection R-22 NA Experimental N/A +5.3% 0 −4.5 ◦C

60 ◦C
condensing
temperature

[54]

Accumulator
heat

exchanger

Suction-line
refrigerant
injection

R-22 2.6 ton
[9.1 kWth] Experimental 43.0 ◦C +0.2% −4.2% −16.9 ◦C

Injection ratio
15% using open

EEV 36%
[55]

Flash tank Saturated vapor
injection R-410A 3.1 ton

[10.9 kWth] Experimental 46.1 ◦C +15.0% +2.2% N/A At 26%
injection ratio [56]

Internal heat
exchanger

Superheated
vapor injection R-410A 3.1 ton

[10.9 kWth] Experimental 46.1 ◦C +13.9% +3.0% N/A At 20%
injection ratio

Plate heat
exchanger

Saturated vapor
injection R-407C 5.0 ton

[17.6 kWth] Experimental 46.1 ◦C +10.0% +0.1% −2.5 ◦C 2

Superheated
vapor injection R-407C 5.0 ton

[17.6 kWth] Experimental 46.1 ◦C +10.8% +1.9% −1.8 ◦C 2 [59]
Superheated

vapor injection R-407C 5.0 ton
[17.6 kWth] Numerical 46.1 ◦C +33.3% +8.7% −7.1 ◦C Optimized model 2

1 All compressors used are scroll types. 2 Shown data are at average values for tests 1, 2, and 3.

Figure 7. Improvements of different technologies applied to compressors under HAT conditions [54–56,59].

The compressor improvement techniques mentioned above can be extended to experi-
mentally assessing mildly flammable refrigerants (A2L) under HAT, especially for the high
discharge temperature challenge of R-32. Since numerical analysis showed R-32 could reach
high discharge temperatures when using a vapor injection technique, two-phase injection
within allowable compressor limits could be tested. Of note, this technique has higher
costs, is difficult to control, and provides small improvements when compared to vapor
injection [57]. In addition, increasing the injection ports at the compressor may lead to only
slight improvements and hence it is not always feasible [57]. Utilizing an accumulator heat
exchanger showed significant discharge temperature reductions for R-22 and could also be
used for assessing R-32 under HAT.

Other studies explored the effects of high ambient temperature (HAT) on the com-
pressor internals and oil viscosity. It was found that HAT decreased oil viscosity and the
film thickness of bearings and increased the risk of metallic contact [61]. Moreover, at
50 ◦C ambient temperatures, the load on the crank of a rotary compressor was found to
be double the load at 30 ◦C, while the compression process took longer periods to reach
discharge pressure [61]. Therefore, the following techniques can be used to lower the risk
of damaging the compressor internals: (i) maintain relatively higher suction temperatures,
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(ii) use relatively higher viscosity oils, (iii) limit the compression ratio, (iv) use bearings
with lower surface roughness, and (v) shut-off controls at excessive temperatures.

7.3. Refrigerants

Many studies were conducted to test different refrigerant performances at high ambi-
ent temperature (HAT) for the purpose of replacing R-22 and R-410A. The test levels are
mainly drop-in and soft-optimized, as explained in Section 4.3.1. The data presented here
include: (i) all related literature studies including ORNL results for both R-22 and R-410A
and (ii) the AHRI low-GWP AREP program. A comparison among different refrigerants
is shown in the following data based on: (i) cooling capacity, (ii) COP, (iii) discharge tem-
perature, (iv) refrigerant classification, (v) indoor and outdoor temperatures, and (iv) unit
size. The refrigerants are not meant to be compared directly since each test was subject
to different test levels and conditions, but the data can help in determining the general
behavior of each refrigerant under certain test conditions. The selection of new refrigerants
is essentially dictated by the climate protocols that aim to lower the environmental impacts.
Hence, using low GWP and zero ODP will most likely lead to higher flammability, which
adds complexity to the system and more safety requirements. With that being said, the
mildly flammable refrigerants (A2L) show attractive performance and are being tested by
several researchers.

Table 9 shows all related studies found in the literature with the aim of replacing
R-22 with different refrigerants (i.e., A1, A2L, and A3 types). It is obvious that there is no
A1 refrigerant that outperformed R-22, and they all had lower COP with a wide range of
cooling capacities (Figure 8). R-424A showed a similar COP but at the cost of a significantly
lower cooling capacity. Moreover, A2L R-444B refrigerant reached a similar COP and
slightly higher cooling capacity than R-22, while ARM-20a had a slightly higher COP but
lower cooling capacity. ARM-20a showed a substantially lower discharge temperature by
22 ◦C. In general, most A2Ls are within 4% of the R-22 cooling capacity and within COP
reductions of up to 15% (Table 9). Most A3 refrigerants showed higher COP than R-22 but
almost all of them had a lower cooling capacity. The interesting behavior of R-1270 was
observed when a larger displacement compressor was used (i.e., higher mass flow rate),
which significantly improved the cooling capacity at comparable COP and had a slightly
lower optimum refrigerant charge [70]. For the same study, R-290 showed cooling capacity
improvements but much lower COP values, which explains the importance of using an
optimum-sized compressor for each refrigerant. It is noted that discharge temperatures of
both R-290 and R-1270 were not given in their respective studies (Table 9).

 

Figure 8. Experimental results for R-22 alternative refrigerants at HAT conditions, where Q is
cooling capacity.
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All the literature studies evaluated only A2L refrigerants as R-410A alternatives. In
Table 10, R-1234yf showed extremely low cooling capacity which was attributed to the
need for additional system modifications, beyond charge and TXV optimization, which led
to lower flow rates and pressure ratios [68]. Most of the remaining alternatives showed
improvements in both cooling capacity and COP, however, all of them had higher dis-
charge temperatures than R-410A, except for refrigerant DR-4 (i.e., had lower discharge
temperatures at the cost of considerably lower cooling capacity). Therefore, the behavior of
any nominated refrigerant must be carefully observed under high ambient temperatures.
The discharge temperatures of R-32 are higher than R-410A, ranging from ~16 ◦C to 30 ◦C,
which makes it imperative to utilize compressor cooling technologies and large condensers.
Moreover, after soft optimizing the split system using drop-in DR-5 refrigerant, there was
a negligible change in performance but higher discharge temperatures which makes it a
better drop-in alternative. All R-410A replacement refrigerants in Table 10 are plotted in
Figure 9 excluding R-1234yf [37,38,68,69].

 

Figure 9. Experimental results for R-410A alternative refrigerants at HAT conditions, where Q is
cooling capacity.

The AHRI low-GWP program [123,134–142], discussed in Section 3.2, conducted sev-
eral tests under high ambient temperatures, Figure 9 and Table 11. All R-410A alternatives
are A2L types, and many of these refrigerants showed higher COP and cooling capacity
than R-410A. R-32 with soft-optimization achieved the highest performance among all
refrigerants, however, the discharge temperature was higher by ~16 ◦C. R-32 discharge
temperatures for different experiments ranged from 16 to 26 ◦C. Various refrigerants had
higher COP and similar cooling capacity to R-410A with only a small increase in discharge
temperature of less than 10 ◦C. Hence, A2L refrigerants are capable of replacing R-410A
but their flammability requires further risk assessment under HAT to decide which level of
replacement is recommended (i.e., soft optimized or new equipment).
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8. Conclusions

This article provides an overview of residential vapor-compression air conditioners
operating under high ambient temperatures (HAT). For the purpose of this article, a min-
imum temperature criterion, 40 ◦C and above, was developed to evaluate studies that
were conducted at HAT. Several HAT organizations and projects (i.e., ORNL, AHRI AREP,
EGPYRA, and PRAHA) were launched with the purpose of assessing the performance of
low-GWP refrigerants when operating under HAT and accelerating the transition to such
refrigerants. Previous studies of air conditioner improvements (i.e., for condensers, evapo-
rators, compressors, and refrigerants) were discussed under HAT conditions. This article
also discussed the challenges, the possible design modifications, and several limitations of
air conditioners operating under HAT. The main challenges at high ambient temperature
are (i) the reduced efficiency, (ii) the higher energy consumption, (iii) the high discharge
temperature associated with promising A2L refrigerants, (iv) the higher minimum energy
efficiency requirements, and (v) the ambient temperature increase due to global warming.

Climate limitations were explored for Kuwait and Phoenix, Arizona, USA, and the
following was observed:

• The yearly HAT season of Kuwait was found to be ~5 months and therefore designing
efficient air conditioners for such a climate is necessary.

• The yearly HAT season in Phoenix, Arizona, USA was found to be ~2 months, and
hence a careful evaluation must be conducted to avoid any penalties for oversizing
the unit when operating under mild temperatures.

• Over the past 6 years in both Kuwait and Phoenix, Arizona, USA, the average tem-
peratures during the HAT seasons increased by up to ~1.7 ◦C over the period 1981 to
2010, indicating already high ambient temperatures are increasing even further.

• After surveying the units sold in the USA and GCC regions, it was found that both
provided allowable operating temperatures of up to 52 ◦C.

• In Kuwait, the units are certified by meeting the minimum value of EER, while in the
Southwest region of the USA, the unit must meet the minimum values of both EER
and SEER.

Main findings and suggested improvements:

• Refrigerant R-32 showed the highest improvements in terms of cooling capacity and
COP, however, the discharge temperature was too high for a conventional unit to run
continuously without tripping.

• Refrigerants DR-5, DR-5a, and ARM-71a showed better performance than R-410A
but a slightly higher discharge temperature of +2 to +9 ◦C, which is expected to be
mitigated using compressor and condenser enhancements techniques.

• The compressor cooling techniques that yielded the highest improvements (i.e., lowest
discharge temperatures) are saturated vapor injection and accumulator heat exchanger
at the suction line.

• Condenser improvements were mainly related to evaporative cooling techniques
which showed significant improvements in cooling capacity and COP.

• The irreversibilities of evaporators were found to be significant at HAT and only one
study of evaporator improvement was found under such conditions. The evaporator
circuitry was interleaved based on the air maldistribution, which showed considerable
improvements in cooling capacity and COP but needs to be implemented at the design
stage.

• The TEWI and LCCP analyses showed that the indirect impact poses a significantly
higher effect on the environment than the direct impact for an air conditioner operating
under HAT conditions and hence, the energy efficiency remains the dominant obstacle
that needs further improvement. Therefore, to meet the purpose of lowering global
warming and CO2 emissions, HAT countries should only allow the transition to similar
or better energy efficiency A2L units.

Recommended research paths:
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• Several studies assessed microchannel condensers under HAT using a bespoke test
facility where one of them, at near-critical pressure, found a unique heat transfer behav-
ior and recommended further testing at critical pressure to have a better understanding
of the heat transfer behavior.

• Evaporators can be assessed using active control methods which control the refrigerant
flow to obtain a uniform exit superheat.

• The literature studies with the purpose of evaluating the performance of different A2L
and A3 refrigerants compared to the baseline R-410A provided sufficient data and
hence further assessments are not recommended.

• Risk assessments represent a major concern for the next transition to mildly flammable
refrigerants and hence, any further development in this area can significantly accelerate
the transition to A2L or even A3 refrigerants.

9. Future Work

This article was primarily focused on residential air conditioners only, while the
following ideas could be further investigated at HAT:

1. Applying active controls of evaporator refrigerant flow to regulate the exiting superheat.
2. Investigating the condensation behavior of a microchannel condenser at critical pres-

sure since it showed unique findings at near-critical pressure.
3. Applying external cooling techniques to the compressor shell using an additional heat

exchanger (e.g., coolant can be refrigerant or phase change material).
4. Investigating the energy savings when using a two-stage compressor compared to a

single-stage under real HAT conditions.
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Received: 12 February 2022

Accepted: 11 April 2022

Published: 14 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Research on Ecological Compensation Mechanism for Energy
Economy Sustainable Based on Evolutionary Game Model

Yingbo Qin * and Wenping Wang

School of Economics and Management, Southeast University, Nanjing 211189, China; 230149149@seu.edu.cn
* Correspondence: qinyingbo@seu.edu.cn

Abstract: Energy and the environment are important foundations for sustainable economic devel-
opment. In order to realize the sustainable development of energy economy, clarify the respective
responsibilities of the government and enterprises, and explore the internal mechanism of ecological
compensation, this paper constructs an evolutionary game model by means of social benefits, eco-
logical compensation, supervision costs, government subsidies, enterprise punishment, enterprise
additional income, enterprise emission reduction costs and other means, through the government’s
supervision and non-supervision behavior, as well as the cooperation and non-cooperation behav-
ior of enterprises, and analyzes the model parameters and game results. The research shows that:
(1) due to the delay effect of technical progress of pollutant discharge, in the long run, the cost of
enterprise emission reduction must be less than its benefits. (2) Social benefits brought by government
regulation must exceed half of ecological compensation. (3) Government subsidy should not be
higher than ecological compensation. Then, taking Inner Mongolia coal mine as an example, the field
investigation is carried out from the three aspects of atmosphere, water, and soil, and the ecological
environment loss of the mining area is preliminarily calculated based on the national technical specifi-
cation for ecological environment assessment. Based on the above results, it shows that: (1) From the
perspective of the government, social benefit must exceed USD 10.69 million annually; (2) from the
perspective of enterprises, government subsidy should be lower than USD 21.38 million annually. In
short, ecological compensation mechanism for coal resource development should include two parts:
resource consumption reduction and environmental restoration; take the ecological compensation
threshold as the standard, strictly eliminating declining enterprises, stimulating technological inno-
vation, weakening the government subsidy, relying on non-governmental organizations to enlarge
the social benefits brought by government supervision.

Keywords: evolutionary game model; ecological compensation; energy economy sustainable

1. Introduction

Energy production and consumption can be regarded as “synchronous indicators” to
measure the economic and social development of a country or region, which can accurately
and directly reflect the economic operation [1–3]. There is a high correlation between energy
consumption and economic growth [4–6]. According to the statistics of the International
Energy Agency, China has always been in the forefront of the world in the field of energy
production and consumption, which not only effectively promotes the development process
of industrialization, urbanization, and modernization, but also plays an important role
in improving people’s living standards. China’s latest energy statistical yearbook shows
that coal resources are still dominant in the energy structure. From 2000 to 2020, although
its proportion decreased from 68.5% to 56.8%, the total consumption is growing at a high
speed. With the continuous increase of total energy consumption, China’s environmental
quality is also facing severe challenges, and various environmental pollution problems
occur frequently, which has attracted great attention [7,8]. Comprehensively promoting the
construction of a safe and efficient energy system is not only a powerful starting point for
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China’s high-quality economic and social development in the new era, but also an important
embodiment of coping with global climate change and fulfilling the responsibility of a big
country [9,10]. Therefore, China should start with coal resources and urgently solve the
contradiction between economic growth and ecological environment deterioration.

Coal resource mining is a complex system with diversified operation modes and
information collection tools [11,12], which is compatible with economy, society, and en-
vironment, and provides power for social and economic development [13]. At the same
time, it also brings some negative effects, which are closely intertwined. In addition, the
current method is to control after it is polluted [14]. The instability of its management has
greatly increased the loss process of ecological environment and resource exploitation, and
the loss of ecological services and ecological compensation cost have also increased [15].
An effective ecological compensation mechanism must be established to fundamentally
change the stage of environmental deterioration in the mining area and put the ecological
environment management on the track of the virtuous circle. The negative impact of
modern human activities on the natural environment is becoming more and more serious,
resulting in the gradual decline of the ecological environment [16]. Therefore, restoring
the ecological environment through various means and methods is the requirement of
modern society [17]. In view of the deterioration of the ecological environment caused
by the development of coal resources, the current common practice is to make necessary
ecological compensation. The specific accounting methods are mainly reflected in the dam-
aged value of the ecosystem, the damage of the residents in the mining area, and the cost of
environmental governance in the mining area [18]. The development of mineral resources
will cause serious damage to the ecosystem, so the damaged value of the ecosystem can
be calculated as the compensation standard [19]. The loss of eco-environmental value
caused by the development of mineral resources covers many aspects: for example, the
loss of pollution load value is mainly calculated according to the pollution control cost of
air, water, and solid waste in the mining area. The loss of land stress value mainly refers
to the loss of opportunity cost caused by soil collapse in the mining area and the loss of
nutrient elements such as nitrogen, phosphorus, and potassium caused by erosion. This
paper will calculate ecological compensation based on the above methods.

Ecological compensation, mainly includes compensation scope, compensation subject,
compensated subject, etc., [20]. Since the research core of this paper is to solve how to
reduce the negative impact of coal energy production on the ecological environment, the
following will focus on the compensation subject. As far as the government is concerned,
on the one hand, it is the direct beneficiary of mineral resources development. On the
other hand, a specific institution that can represent the regional public interest is needed
to perform the duties of supervision and compensation. Therefore, the government is
the responsible compensation subject [21,22]. As far as mining enterprises are concerned,
they are not only the direct destroyer of the ecological environment, but also obtain huge
profits from it. There is no doubt that they should bear the responsibility of compensation
to ensure that the damaged ecological environment can be restored to the state before
development [23,24]. So, in the process of ecological compensation, the problem is how to
clarify the respective responsibilities of the government and enterprises, and how to grasp
the strength of ecological compensation? How to formulate the elimination standards of
enterprises that do not meet the requirements? Is there a restrictive relationship between
different policies, such as government subsidies and ecological compensation? The solution
of the above problems is very important to build a reasonable ecological compensation
mechanism and promote a virtuous cycle of energy economy.

As ecological compensation involves many stakeholders, there is both competition and
cooperation among various stakeholders, and the relationship is complex. How to clarify
the responsibilities of various stakeholders is closely related to the final implementation
effect of ecological compensation. Based on this, game theory has become the preferred
tool for scholars. For example, Wei and Luo [25] study how local governments balance the
sustainable development of local economy and the effective protection of water resources

296



Energies 2022, 15, 2895

from an ecological perspective, and how to maximize the profits of local enterprises in the
ecological compensation system. Xu and Yi [26] studied the corresponding proportional
compensation between the upstream and downstream of the same basin and the feedback
Nash equilibrium strategy of investment compensation from the different compensation
modes between the government and enterprises. Shen and Gao [27] studies the decision-
making behavior and influencing factors of ecological compensation in its basin, and
believes that the increase of environmental tax rate has a significant impact on the decision-
making behavior of local governments with low initial probability, and the improvement
of supervision ability can promote local governments and polluting enterprises to reach a
stable state faster.

It can be found from the literature summary that the research objects of ecological
compensation mostly focus on water resources and the upstream and downstream of rivers,
and less on the ecological compensation in the process of coal resource development. In
addition, environmental pollution has a delay effect, and the existing literature mostly
studies the problem from a static perspective, thus the dynamic balance of ecological
compensation is often ignored. More importantly, there is little case on field research, and
the combination of theory and practice is not really achieved. Most of the proposed schemes
are general suggestions, which are not practical and targeted, so there are still some doubts
about whether those problems can be really solved. Based on this, this paper explores the
dynamic equilibrium point of ecological compensation by studying the dynamic game
process between the government and coal resource enterprises, and puts forward targeted
ecological compensation suggestions with the help of field research data, so as to provide
important reference value for building a reasonable ecological compensation mechanism.

2. Materials and Methods

2.1. Establishment of Evolutionary Game Model
2.1.1. Participants and Strategy Selection

Evolutionary game model can explain why the group reaches the current state by
analyzing the dynamic evolution process, and can ensure the equilibrium of evolutionary
stability strategy. In order to deeply analyze strategic choice behavior, the participants of
this model are the government and enterprises. The government refers to the complex of
the central government and local governments, including the Environmental Protection
Bureau, Environmental Protection Stations, and other institutions, which formulate and
implement environmental protection policies and pollution discharge indicators, collect
fines and grant subsidies through supervision. Enterprises refer to various industrial units
that explore coal resources and produce various pollutants.

In economics, market failure determines the indispensable and important position of
the government in environmental protection. There is a certain cost in supervision, but
sometimes the government will relax supervision for pursuing economic growth. Therefore,
the government has two strategies: regulation and non-regulation. The goal of enterprises is
to maximize economic benefits, achieve emission indicators through technological progress,
and obtain certain subsidies. If not, a fine will be imposed for ecological compensation.
Therefore, enterprises also have two strategies: cooperation and non-cooperation.

2.1.2. Model Assumptions

Hypothesis 1 (H1). In this model, the government and enterprises are the two subjects of the game,
and there is no information asymmetry between them.

Hypothesis 2 (H2). In this model, the government implements supervision to achieve environmen-
tal protection or it can only focus on economic growth and ignore supervision. In order to maximize
benefits, enterprises may take cooperative or uncooperative action feedback.

297



Energies 2022, 15, 2895

Hypothesis 3 (H3). If the probability of government regulation is x, the probability of non-
regulation is 1-x. If the probability of enterprises cooperating with government supervision is y, the
probability of non-cooperating is 1-y. The values of x and y are between 0 and 1.

Hypothesis 4 (H4). The government’s supervision cost is C, and the social benefit is B, but it
is -B when the supervision does not work. The government collects fines P from enterprises for
ecological compensation.

Hypothesis 5 (H5). Under the condition of government supervision, if the enterprise cooperates
with the government to implement environmental protection, it will receive subsidy R. The cost of
reducing pollutant discharge by introducing advanced equipment is D, and the sum of production
cost saved by adopting pollutant discharge technology and additional benefits brought by good
reputation is S. If the enterprise does not take environmental protection measures, it will be imposed
a fine P for ecological compensation.

According to the above assumptions, the following game matrix is obtained, as shown
in Table 1.

Table 1. Game matrix between the government and enterprises.

Government
Enterprises

Cooperation Non-Cooperation

Regulation (B-C, R+S-D) (P-B-C, -P)

Non-regulation (0, S-D) (0, 0)

2.1.3. Model Derivation

According to the model hypothesis and game matrix, the replication dynamic equa-
tions of the government and enterprises can be obtained respectively.

(1) Expectation and replication dynamic equation under different strategies adopted
by the government

Expectation of the government under the regulation:

UG1 = y(B − C) + (1 − y)(P − B − C) = 2By − Py − B − C (1)

Expectation of the government under the non-regulation:

UG2 = y × 0 + (1 − y)× 0 = 0 (2)

Average expectation of the government:

UG = xUG1 + (1 − x)UG2 (3)

The replication dynamic equation of the government:

F(x) = dx
dt = x(UG1 − UG) = x(1 − x)(UG1 − UG2)

= x(1 − x)(2By − Py − B − C)
(4)

(2) Expectation and replication dynamic equation under different strategies adopted
by enterprises

Expectation of enterprises under the cooperation:

UE1 = x(R + S − D) + (1 − x)(S − D) = Rx + S − D (5)

Expectation of enterprises under the non-cooperation:

UE2 = x × (−P) + (1 − x)× 0 = −Px (6)
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Average expectation of enterprises:

UE = yUE1 + (1 − y)UE2 (7)

The replication dynamic equation of enterprises:

F(y) = dy
dt = y(UE1 − UE) = y(1 − y)(UE1 − UE2)

= y(1 − y)(Rx − Px + S − D)
(8)

By combining Equations (4) and (8), the replicated dynamic equations of the govern-
ment and enterprises can be obtained:{

F(x)=x(1−x)(2By−Py−B−C)
F(y)=y(1−y)(Rx−Px+S−D)

(9)

2.2. Accounting Method of Ecological Compensation (P)

Based on the field investigation of manlailiang coal mine in Inner Mongolia, its type
mainly is coking coal, with low ash content, medium sulfur content and medium selectivity.
The total area of the mining area is about 19 square kilometers, and the vertical and
horizontal changes of coal seams and coal quality are obvious, and the metamorphic degree
is gradually deepened from top to bottom in the vertical zoning. From the perspective of
feasibility, the ecological compensation of the mining area mainly involves several aspects
such as atmosphere, water, and soil.

2.2.1. Layout of Monitoring/Sampling Points

Monitoring and sampling points mainly includes atmosphere, surface water, ground-
water, soil and so on. In this paper, geographic information system (GIS) is used to mark
each sampling point, as shown in Figure 1 below.

Figure 1. Layout of sampling and monitoring sample points.
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Atmosphere: Two atmospheric environment monitoring points are set up around the
industrial square in the mining area.

Surface water: According to the distribution of the water system in the study area and
the discharge of coal mine wastewater, the water quality of the collapsed water area and the
impact of coal mine wastewater are studied [28]. A monitoring section is set up before the
outlet of the collapsed area that receives wastewater enters the outer river, in the collapsed
area after the water outlet entered the outer river. One cross-section was set up at 500 m
in the upstream and downstream of the river channel to monitor the water quality of the
subsidence area, and the upstream monitoring point data were used for comparison [29].

Groundwater: Samples of shallow groundwater in the coal mine field were taken for
monitoring. In the industrial square, waste rock hill, and nearby villages, one civil water
well was selected for sampling, making a total of three sampling points.

Soil: One soil sampling point was set up at the bottom of the gangue dump and nearby
villages to analyze the heavy metal content of the soil, making a total of two sampling
points; along the time sequence of the surface subsidence of coal mining, soil samples were
taken at the edge of the subsidence area to analyze the soil. In terms of physical properties,
a total of 11 sampling points were set; in addition, another 38 monitoring sampling points
were set up in other farmlands within the boundary of the minefield to analyze the content
of heavy metals in the soil. There were a total of 51 sampling points in the soil.

2.2.2. Test Items and Methods

Atmosphere: According to the “Ambient Air Quality Standards” and the characteris-
tics of mine waste discharge, the monitoring items of the ambient air current situation in
the industrial square and its vicinity are determined as SO2 daily average concentration
and SO2 hourly average concentration. Air samples were collected in the industrial square
and its vicinity for seven consecutive days, from 23–29 July 2020. The time is in accordance
with the time specified in the “Ambient Air Quality Standard”.

Soil: Bulk density can reflect the degree of soil tightness and is the most important
indicator of soil subsidence and deformation. Therefore, physical properties mainly analyze
soil bulk density and water content, and heavy metals mainly analyze six types of Cd, Cr,
Pb, As, Cu, and Zn. Sampling was carried out in three times, one on 1 August 2020, a
small amount of comprehensive monitoring, one sample for each type, a total of 3 points;
the second time was conducted on 24 April 2020, focusing on sampling and analyzing
the physical properties of the soil. A total of 11 points were set up along the direction
of mining subsidence; the third time was conducted on 7 August 2020, focusing on the
analysis of heavy metal content, and 51 points were relatively evenly distributed within
the mining area.

Surface and Groundwater: The monitoring element refers to the “Surface Water Qual-
ity Standard” (GB3838-2002), which combines the characteristics of coal mine wastewater
with known pollution factors in surface water bodies, as well as confirmed test factors,
including the output of domestic sewage and the concentration of BOD5, COD, NH3-N,
sampling for two consecutive days, mixed sampling once a day.

2.2.3. Test Instrument Selection

Main instruments: multi-parameter water quality analyzer (Pro2030, the United
States), X-diffraction fluorescence spectrometer (BRUKER S1 TURBOSD, Karlsruhe, Ger-
many), multi-function noise tester (AR.27-628 series, China), soil profile moisture rapid
tester (IMKO-PICO-BT, Ettlingen, Germany), and so on.

2.2.4. Design of Ecological Compensation of Coal Resources Mining

Generally speaking, compensation must be paid first, and the degree of damage is the
calculation assumption of the environmental compensation standard (Sergeev et al., 2017).
Ecological destroyers must make up for the losses caused by the destruction of the ecological
environment. The ecological compensation standard in the proposal is to compensate
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the losses caused by ecological damage and environmental pollution. According to the
technical specifications for ecological environment assessment issued by China in 2015, the
value of ecological environment loss of atmosphere, water, and soil is estimated.

Ecological compensation P:

P = ECair + ECwater + ECsoil (10)

Air pollution loss:
ECair = ∑ (Ai × di) (11)

In the Equation (11), Ai represents the total amount of air pollution in type i and di
represents the unit treatment cost of the corresponding pollution type.

Water pollution loss:

ECwater = ∑ (Wi × ci) + ∑ Wi × m (12)

In the Equation (12), Wi represents the total amount of water pollution in type i and ci
represents the unit treatment cost of the corresponding pollution type; m represents the
market price of water resources transaction.

Soil value loss:
ECsoil = θ × O/(104 × r × h) (13)

In the Equation (13), θ represents the total amount of soil conservation and O represents
opportunity cost per unit soil area; r represents soil bulk density and h represents soil depth.

3. Results

3.1. Equilibrium Points and Strategy Selection of Evolutionary Game Model

If Equation (9) is 0, five equilibrium points can be obtained, that are (0, 0), (0, 1),
(1, 0), (1, 1), (x*, y*). By calculating the partial derivatives of x and y respectively, the
corresponding Jacobean matrix can be obtained, and further different stability strategy
points can be chosen.

det A =

∣∣∣∣ (1 − 2x)(2By − Py − B − C) x(1 − x)(2B − P)
(R − P)y(1 − y) (1 − 2y)(Rx − Px + S − D)

∣∣∣∣ (14)

By substituting the five equilibrium points into Equation (10) and combining their
positive and negative characteristics, the following results can be obtained, as shown in the
Table 2.

Table 2. Property of equilibrium points.

Equilibrium
Points

Value of
Determinant

Sign
Characteristics

Trace of Matrix
Sign

Characteristics
Stability

(0, 0) (B+C)(D-S) + −(B+C+D-S) − ESS
(0, 1) (B-C-P)(D-S) + B-C-P+D-S + Instable
(1, 0) (B+C)(R-P+S-D) + B+C+R-P+S-D + Instable
(1, 1) (B-C-P)(R-P+S-D) + −(B-C-P+R-P+S-D) − ESS

(x*, y*)
(B+C)(D-S)

(B-C-P)(R-P+S-D)/
(2B-P)(R-P)

+ 0 0 Saddle-point

3.2. Calculation of Ecological Compensation for Coal Resource Development
3.2.1. The Impact of Coal Resource Development on the Atmospheric Environment

SO2 is monitored four times a day, and the statistical results are shown in Table 3.
Due to the influence of temperature and airflow, the overall change of SO2 in a day
shows an increasing trend during the day and decreasing trend at night, as shown in
Figure 2. The content of gangue hillside is significantly higher than that outside the mine
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boundary. Although it does not reach the level of pollution, it already had an impact on
the environment. To simplify the calculation, the average value of concentration change is
0.01 mg/L, and the air sampling depth is 1.5 m, and the treatment cost of sulfur dioxide
per kilogram is USD 0.19. Therefore, air pollution loss is USD 0.21 million annually.

Table 3. Evaluation results of the hourly average concentration range of SO2.

Monitoring Points Concentration Range Single Factor Index
Number of
Monitoring

Mining East 0.018–0.042 0.036–0.084 28

Gangue hillside 0.037–0.052 0.064–0.104 28

Mining West 0.014–0.037 0.028–0.074 28

Figure 2. Changes in air SO2 content at different locations.

3.2.2. The Impact of Coal Resource Development on the Soil and Surface Subsidence

Soil bulk density is an index that reflects the degree of soil tightness and indirectly
expresses soil porosity, which is the main physical property affected by coal mining. The
soil moisture content comprehensively reflects the physical properties of the soil. Therefore,
11 sampling points were set up along the edge of the collapsed basin to determine the soil
moisture content and bulk density. The average water content of the monitoring points is
10.12%, and the average soil bulk density is 1.16 g/cm3.

Figure 3 shows the change in bulk density of each point the sampling points were in
the order of coal mining collapse, with the first collapse in the middle near the industrial
square, and the shorter the collapse time toward the north and south. It can be seen from
the figure that the longer the time collapses, the lower the soil water content at the edge of
the collapsed basin, and the soil bulk density tends to increase. It shows that the impact
of coal mining subsidence on the physical properties of soil is mainly reflected in the fact
that the soil at the edge of the basin tends to be compact, and the soil moisture content
decreases, and it tends to be significant over time.

MSPS mining subsidence prediction software is used to predict the evolution process
of the surface subsidence of coal mine A, and the surface subsidence area statistics are
shown in Table 4. The results show that the mining process of coal resources produces a
small amount of disturbance to various environmental factors, but nonetheless, both are
within the national control standards. The main influence is the slight influence of pH
value and f tunnel water on the surface water. The spontaneous combustion of coal gangue
SO2 and silicified ore has little influence on the surrounding atmosphere; the noise near the
wind farm has little influence; the minor influence on the surrounding soil and farmland is
flying Pb field ash; surface subsidence leads to an increase in soil volume and a decrease
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in water content. The biggest problem with the impact of coal mining on the ecological
environment is that the mountain crust causes a change in the shape of the ground, which
greatly increases the pit surface and reduces the arable land.

Figure 3. Changes in soil bulk density.

Table 4. Statistics of collapsed area of mine A in each period (m2).

Years
Collapse Depth (mm)

10–1500 1500–3000 3000–5000 >5000

2013 5,918,660.59 873,725.24 457,703.63 1,012,279.10

2015 7,481,752.09 1,543,751.71 1,041,739.20 1,280,927.35

2017 7,427,833.44 1,943,836.27 1,497,840.37 1,830,113.19

2019 9,093,214.39 1,964,655.57 1,575,652.78 2,400,149.78

2020 8,708,807.66 2,174,142.65 2,265,369.82 2,804,318.26

Finally 8,762,543.81 2,251,783.35 2,193,314.57 3,001,731.36

According to the statistical bulletin of national economic and social development,
the output value of grass per square kilometers is USD 0.15 million. The annual soil
conservation is 65,000 tons, and the average soil bulk density is 1.2 t/m3. Therefore, soil
value loss is USD 0.53 million annually.

3.2.3. The Impact of Coal Resource Development on the Water

The output of domestic sewage in coal mine is 717 m3/d, and the main pollutants
are BOD5, COD, NH3-N, etc., whose discharge concentrations are 80 mg/L, 20 mg/L, and
150 mg/L respectively. The price of industrial water is 0.65 USD/m3, and the charging
standard for sewage discharge is USD 0.11 per pollution equivalent. Therefore, water
pollution loss is USD 0.36 million annually. Therefore, the total ecological environment loss
is about USD 1.09 million annually.

In order to eliminate the impact of COVID-19 on the price of coking coal, this paper
takes the average market price of USD 188.6 per ton in 2015–2020 years. The annual coal
output of Inner Mongolia is about 1 million 200 thousand tons, and the coal resource tax
rate is 9%, so the mining area needs to pay USD 20.28 million per year. Coupled with the
loss of ecological value, it can be concluded that the total cost of ecological compensation is
about USD 21.38 million per year.
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4. Discussion

4.1. Analysis of Parameters and Results in Evolutionary Game Model
4.1.1. Analysis of Parameters

(1) Social benefit B must exceed half of ecological compensation P.
For the government, if y = (B + C)/(2B − P), F(x) is 0, which is means the model is

always in a stable state. Otherwise, there are two stable points x = 0 and 1. Since y is greater
than 0 and less than 1, B is greater than C + P, whose economic significance is that the social
benefits of government supervision must be greater than the sum of supervision cost and
ecological compensation. At the same time, since B + C is greater than zero, B must be
greater than half of P, that is, the social benefits of government supervision must exceed
half of ecological compensation. If the cost of government regulation is higher than social
benefits, the government tends not to regulate in the long-term game.

(2) Considering the delayed effect of technological progress of pollutant discharge, in
the long run, the cost D of reducing pollutant discharge must be less than the additional
benefit S.

For enterprises, if x = (D − S)/(R − P), F(y) is 0, which means the model is always in a
stable state. Otherwise, there are two stable points y = 0 and 1. Since x is greater than 0 and
less than 1, R + S are greater than D + P, whose economic significance is that the sum of
government subsidies and additional benefits brought by the cooperation of enterprises
must be greater than the sewage cost and ecological compensation.

(3) Government subsidy R should not be higher than ecological compensation P.
Generally, S is greater than D, so P must be greater than R, that is, ecological compen-

sation should be greater than government subsidies to enterprises. If the emission cost and
punishment of enterprises are greater than government subsidies and cooperation benefits,
enterprises tend to implement non-cooperation strategies in the long-term game.

4.1.2. Analysis of Evolutionary Game Results

Based on the results in Table 2, the game evolution trajectory of government and
enterprises can be obtained, as shown in Figure 4.

Figure 4. Evolutionary game trajectory.

Figure 4 shows the evolution direction of the game when the initial state falls in
different regions. When it is in region 3©, the game converges to (0, 0), which is non-
regulation and non-cooperation. When it is in region 1©, the game converges to (1, 1), which
is regulation and cooperation. When it is in region 2©, the game converges to (1, 0), which is
regulation and non-cooperation. When it is in region 4©, the game converges to (0, 1), which
is non-regulation and cooperation.

The initial state of the game determines the final convergence result. Therefore, in order
to achieve the optimal regulation and cooperation state, it is bound to expand the probability
that the initial state falls in region 1, that is, the smaller the value of x* or y*, the better. That

304



Energies 2022, 15, 2895

is: (1) regulatory cost C↓, ecological compensation P↓, social benefit B↑; (2) government
subsidy R↑, enterprise additional income S↑, enterprise sewage improvement cost D↓,
ecological compensation or fine P↓. In short, from the perspective of the government, its
regulatory cost C and ecological compensation P should be reduced as much as possible,
and the social benefit B should be expanded at the same time. From the perspective of
enterprises, government subsidy R and additional income s can stimulate enterprises to
promote emission reduction technology, so as to reduce emission reduction cost D and
avoid punishment P.

4.2. Equilibrium Results of Game Model in Specific Cases

Based on the above calculation results, the total cost of ecological compensation is about
USD 21.38 million per year in manlailiang coal mine of Inner Mongolia. Combined with the
parameter analysis of evolutionary game model, social benefit B must exceed USD 10.69 million
annually and government subsidy R should be lower than USD 21.38 million annually.

5. Conclusions

The ecological compensation mechanism in the process of coal resources develop-
ment should include both compensation for resource consumption and compensation for
ecological environment damage.

5.1. Ecological Compensation Types
5.1.1. Resource Depletion Compensation Mechanism

At present, the mining compensation of coal resources is mainly realized through
the resource tax system, which has the nature of development compensation to adjust the
differential income of developers, and promote the price of resource market to be reasonable.
To improve the compensation mechanism for resource consumption, it needs to start from
the following aspects. First, a flexible and appropriate tax rate market mechanism should
be established. To improve the flexibility of oil and gas resource tax rate, it should not only
have a long-term and stable resource tax rate system, but also make dynamic adjustment to
determine the short-term optimal tax rate and optimal development volume. Second, it
needs to optimize the collection method of special coal tax, carry out classified collection,
guide sustainable development, and improve utilization efficiency. Third, it must locate the
resource tax to compensate the consumption cost of contemporary resources, establish the
coal resource depletion compensation fund system according to local conditions, reasonably
allocate the extraction proportion of resource tax, and achieve the purpose of earmarking.

5.1.2. Environmental Restoration Compensation Mechanism

First, an ecological environment deposit system should be established. For the pos-
sible environmental pollution risks caused by coal resource development and utilization
enterprises, a certain compensation deposit should be charged, assessed according to the
production and environmental maintenance of the enterprise, and then deducted or re-
turned according to the actual situation. Second, the source of ecological compensation
can be provided through transfer payment. The government has the identity of both coal
resource owner and social manager. It needs to promote production through supervision
and publicity, and maintain the environment and ecology through compensation and
restoration. Third, in order to avoid occupying a large amount of exploration land without
investment, the marketization of mining rights should be implemented, that is, responsible
and powerful mining enterprises should be introduced through bidding, auction, and
other forms.

5.2. Ecological Compensation Threshold
5.2.1. Strictly Implement the Elimination Mechanism of Declining Industries

The backward technology of emission reduction in China’s coal industry is still serious:
the overall technical level is low and the production equipment is backward; the waste
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of coal resources is serious and the recovery rate is low; the insufficient washing rate of
raw coal is also a prominent problem. While eliminating backward production capacity,
enterprise should pay more attention to the development and application of high and
new technology. Through fiscal and tax support, capital and project support and other
policy guidance methods, the government will guide the declining industries to gradually
withdraw from the existing leading industrial structure layout, so as to promote the optimal
allocation of production factors. This mechanism is conducive to solving the problems of
shrinking main business scale, insufficient operation, and decline in equipment utilization
and so on.

5.2.2. Promote Technological Innovation Compensation Mechanism

The government should encourage enterprises to increase scientific research funds,
ensure technological innovation in emission reduction, accelerate the transformation of
enterprise achievements, promote new technologies and products, and improve the emis-
sion reduction efficiency of enterprises. Establishing a pollutant emission trading market
as soon as possible so that “emissions” and “emission rights” can flow in the market and
have the characteristics of commodities to some extent. Enterprises can reduce emissions
and then sell the remaining emissions to the market to obtain additional economic benefits;
this kind of transaction belongs to the flow and exchange of special commodities, so the
emissions must flow to enterprises with high production capacity and economic efficiency,
so as to achieve the purpose of better allocation of environmental resources.

5.2.3. Weaken the Government Subsidy Mechanism and Strengthen the Initiative of
Enterprise for Ecological Compensation

Ecological compensation should be based on the technological innovation of enterprise
emission reduction. On this basis, the government should give enterprises certain technical
subsidies through administrative means, but the proportion of subsidies should not be
too high. It is necessary to introduce more market mechanisms and guide public opinion
to stimulate the enthusiasm of enterprises for ecological compensation by improving the
brand value of enterprises and expanding product sales.

5.2.4. Rely on Non-Governmental Organizations to Enlarge the Social Benefits Brought by
Government Regulation

Healthy Nongovernmental Organizations are an international trend to improve en-
vironmental compensation and environmental protection. According to Arrow’s Impos-
sibility Theorem, it is difficult to reach many people who have suffered environmental
damage, and it is difficult to take coordinated actions. Therefore, from the perspective
of environmental victims, there are problems and difficulties in limiting environmental
degradation and compensating for the environment. These environmental groups have
broad, diverse, and complete social components, representing the collective interests of
many different environments and pollution, and focusing on environmental degradation
and environmental control measures. They can combine small-scale and insignificant forces
to form a powerful and comprehensive ecological balance and environmental protection
force in order to effectively deal with ecological and environmental pollution at the social
level. This is the way our country should try and use coal production.
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Abstract: The impacts of greenery systems (GSs) on microclimate conditions and building energy
performance have been frequently investigated using experiments and simulations during the past
decades, especially in summer and winter. However, few studies have focused on the performance of
GSs in transition seasons. The ambient weather conditions vary with great fluctuations during transition
seasons, which may result in severe oscillations in indoor environments. To investigate the impacts of
GSs on indoor environments, an experiment was conducted using a contrastive test platform, which
consisted of two experimental rooms, one equipped with a GS and the other without, from 1 April 2019
to 31 May 2019 in Hunan, China. Both rooms were free-running. The experimental results showed
that the GS had the ability to reduce the oscillations in the indoor environment. The oscillations in
indoor dry-bulb temperature (DBT) and relative humidity (RH) were reduced by 39.3% and 28.8%,
respectively. The maximum daily DBT and RH ranges were, respectively, cut down by 3.5 ◦C and
12.4%. The maximum reductions in external and internal surface temperatures were 29.5 ◦C and 9.4 ◦C,
respectively, for the GS, while the average reductions were 1.6~4.1 ◦C and 0.2~1.3 ◦C, respectively,
depending on the orientation of the surfaces. The operative temperature (OT) during the daytime on
sunny days was also lowered by the GS. The differences in OT between the two rooms ranged from
−1.8 ◦C to 8.2 ◦C, with an average of 1.0 ◦C. The GS can improve the indoor thermal comfort during
transition seasons. The thermal dissatisfaction was decreased by 7.9%. This lengthened the thermal
comfort time by 15% across the whole day and by 28% during the daytime. This indicates reductions in
air-conditioning system operating times, leading to energy savings.

Keywords: green wall; green roof; indoor thermal environment; thermal comfort; energy saving

1. Introduction

The latest report from the Intergovernmental Panel on Climate Change (IPCC) [1]
shows that the global surface temperature was 1.09 ◦C higher in 2011–2020 than in
1850–1900. It is an unequivocal fact that the global climate is warming due to pollu-
tion emissions from human activities. It is quite urgent for humans to take measures to
mitigate global climate change. The rapid process of urbanization and urban densification
is responsible for global climate warming [2]. According to statistics from the United
Nations [3], 60–80% of energy consumption and 75% of carbon emissions in the world are
from cities at present, although the area of land occupied by cities is only 3% of that of the
earth. Furthermore, it is predicted that the proportion of the urban population around the
world population will increase from 54% in 2014 to 66% by 2050 [4]. More fossil energy
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will be consumed and more pollution will be released by cities if sustainable strategies are
not adopted in the future.

To accommodate for this population growth, a large amount of buildings and struc-
tures have been built in cities, resulting in large amounts of permeable land, such as bare
soil and vegetation, being replaced by impervious concrete surfaces [5,6]. Increases in
impervious land cause higher urban temperatures than in the surrounding rural areas. This
phenomenon is called the urban heat island (UHI) effect [7]. The UHI can lead to many
socio-economic problems, such as increasing the incidence of heat-related mortality and
the cooling energy consumption in summer [8,9]. Therefore, strategies for mitigating the
UHI effect are needed to achieve the goal of sustainable development.

Tian et al. [10] reviewed mitigation strategies for dealing with the UHI effect. Among
these strategies, the construction of green infrastructure was considered a feasible approach
to mitigate the UHI effect and global climate warming, as well as other problems. Green
infrastructure can be classified into urban green spaces (UGS), green roofs (GR), and green
walls (GW) [10]. UGS include the green spaces provided by urban roads, urban parks,
residences, and workplaces. However, in crowded urban areas, the land is very precious
and the UGS is very limited. Green roofs, also called as eco-roofs, vegetated roofs, or living
roofs, contain plants vegetation on in areas that are usually idle. However, green wall plants
and green vegetation on the vertical surfaces of buildings, such as the walls, façades, and
blind walls, are also called vertical greening systems (VGS) [11]. Due to the occupation of
urban land, GR and GW have wider application potential as strategies to mitigate the UHI
and global warming compared with UGS. Both GW and GR can be classified as greenery
systems (GSs) in buildings [12].

The environmental benefits [13] provided by GW and GR include improvements in
indoor and outdoor thermal comfort and air quality [14–18]; reductions in energy con-
sumption via enhancing building thermal performance [19–27]; the mitigation of the UHI
effect and global climate change by cooling the urban area and lessening of GHG emis-
sions [28–35]; decreased urban noise pollution [36,37]; relief of urban drainage pressures
via storm water management, which is mainly provided by GR (the role of GW on storm
water management is limited) [38,39]; and the promotion of biodiversity in urban envi-
ronment [40,41]. In addition, GW and GR can also bring about many social benefits, such
as improving a city’s image [42], enhancing the well-being of citizens [43], and increasing
property values [44].

Due to the significant environmental and social benefits of GW and GF, much research
has been focused on this topic, especially regarding the impacts on microclimate conditions
and building energy consumption [45]. Experimental and simulation methods have been
adopted in previous studies [46,47]. A systematic review on the influence of GW and
GF on building environments and energy was presented by Seyam [48]. He found that
six parameters, including solar radiation, ambient/indoor dry-bulb temperatures (DBT),
ambient relative humidity (RH), and internal/external surface temperatures of walls and
roofs, were frequently measured, while the indoor RH received little attention.

The impacts of GS on temperature reductions (TR) of external and internal surfaces [48],
which are defined as temperature differences between external and internal surfaces of
bare and vegetated walls and roofs, were most frequently investigated. The magnitude
of the TRs of external and internal surfaces varied depending on the building envelope,
the installation location of the GS, the outdoor climate conditions, and the design of the
GS. Human occupancy also has a significant impact on the TRs of external and internal
surfaces [49,50]. For a given GS, the TR value may be positive or negative, depending on
the time of the day, season, and solar radiation intensity [48].

The reductions in temperature differences of external and internal surfaces between
envelopes with and without GS have often been the focus, because these are closely
associated with heat flux reductions through walls or roofs, thereby affecting the energy
savings achieved by GSs. In most studies, the energy consumption was reduced via the
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use of a GS, while the energy saving rates varied across a wide range, depending on the
vegetation coverage, outdoor climate conditions, and GS design [48].

Compared with TR values of external and internal surfaces and the energy savings
achieved by GSs, the impacts on indoor building environments have been less investigated.
For an air-conditioned space, the indoor DBT and RH are controlled by the air-conditioning
system and are almost unaffected by the GS. However, the experimental results from
Hao et al. [51] showed that the GS can reduce the indoor operative temperature (OT)
of air-conditioned spaces by 0.4 ◦C on average and 2.1 ◦C in summer. In addition, it
can also reduce the oscillations in indoor OT by 1.1 ◦C. According to the four seasons
(spring, summer, autumn, and winter), experiments by Mangone et al. [52] with indoor
plants improved the thermal comfort of an air-conditioned office by 12% compared to an
office with an identical indoor temperature set-point but without plants. Lately, research
results have revealed that small indoor green walls can help relieve the mental stress of the
occupants [53].

The impacts of GSs on indoor thermal environments in non-air-conditioned spaces
are more significant compared with air-conditioned spaces. The experimental results from
Olivieri et al. [49] showed that a vegetation layer reduced the indoor DBT by 4 ◦C on
average in a continental Mediterranean climate zone under summer conditions, while a
lower OT in a chamber with vegetation was achieved compared with a chamber without
vegetation due to a 5 ◦C lower internal surface temperature. To investigate the thermal
performance of a living wall system (LWS) in a hot and humid climate, Chen et al. [54]
constructed two experimental chambers of identical size, materials, and structure, except
that one contained the LWS and the other did not. The experimental results for the two
chambers revealed that the indoor DBT of the chamber with the LWS was reduced by
1.1 ◦C in summer. An LWS was applied on a school building in a hot and arid climate
zone and the indoor DBT in the unconditioned school was measured in the peak summer
month of July by Haggag et al. [55]. It was found that the indoor DBT with the LWS was
always lower than that without the LWS, with reductions ranging from 2 ◦C at night to 6 ◦C
during the daytime. Yang et al. [56] investigated the impact of a vertical GS on an indoor
thermal environment in summer without the operation of an air-conditioning system. A
double-skin green façade (DSGF) was added to a campus building and the indoor thermal
environmental parameters were recorded. The experimental data indicated that the indoor
DBT values were reduced on average by 0.6–1.2 ◦C, while the indoor OT values were
lowered on average by 0.6–1.1 ◦C and 1.9–2.7 ◦C at maximum owing to the installation of
the DSGF.

The transition seasons, which are between winter and summer, show different climatic
condition compared with winter and summer, during which the impact of the outdoor
environment on the indoor environment has its own features. To create a more comfort-
able indoor environment, Long et al. [57] performed an experimental investigation on
the natural ventilation performance of a solar chimney system with an earth-to-air heat
exchanger during the transition seasons. Cao et al. [58] investigated the window opening
behavior of infant families during transition seasons. Yu et al. [59] experimentally and
numerically analyzed the soil temperatures using a ground heat exchanger in transition
seasons. However, there are few studies on the impacts of GSs on indoor environments
during the transition seasons.

A literature review showed that less attention has been paid to the impacts of GSs on
indoor environments compared with those on energy performance. However, this subject
deserves particular attention because humans are spending more time indoors, especially
following the coronavirus disease outbreak in 2019. Indoor environments have effects not
only on indoor thermal comfort and resident health, but also on energy consumption. In
addition, most of the existing studies have been conducted in summer or winter [48], while
few have been conducted in transition seasons, during either spring or autumn. However,
the weather fluctuates a lot in transition seasons, which could lead to severe oscillations in
indoor environments, causing human discomfort, short-cycling of air-conditioning systems,
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and switching between heating and cooling demands. These factors not only increase a
building’s energy consumption, but also shorten the service life of the air-conditioning
system. Thus, technologies that can reduce the oscillations in indoor environments and
decrease the energy consumption in transition seasons are preferred. The aim of this paper
is to investigate the effects of a GS on an indoor environment and energy consumption in
transition seasons through experimentation.

2. Materials and Methods

In order to investigate the influence of GS on indoor thermal environments and
building energy performance, an experimental test platform, which consisted of two
experiment rooms, both with sensors for environmental parameter measurements and
a data collection and recording system, was set up on the top of an office building on
the campus of Hunan University of Science and Technology, as shown in Figure 1. The
size, structure, and materials of the walls and roof, as well as the orientations of the two
experiment rooms, were identical, except that one room was equipped with GS while the
other one was not. The room equipped with GS was called the VGRoom. The other room
was used as a reference and was referred to as the RefRoom. The experimental setup had
been used to investigate the effects of GS on indoor environments and energy savings in
summer and winter [19,51]. In this paper, it was used to investigate the performance of GS
during transition seasons.

 

Figure 1. Location on the map (a) and photograph (b) of the experimental setup.

The experimental room measured 3 m × 2.5 m with a height of 3 m. It had lightweight
walls and a roof, with an overall heat transfer coefficient of 1.09 W/(m2·K). Two windows
measuring 0.9 m × 1.2 m and an insulated door measuring 0.9 m × 2 m were installed
in each room. The U-values of the windows and doors were, respectively, 4.1 W/(m2·K)
and 2.1 W/(m2·K). A VGS with a living wall structure and GR with modular trays were
installed on the VGRoom. Schefflera octophylla (Lour.) Harms and Sedum linear plants
were selected for the green walls and roofs, respectively. These are evergreen plants with
the characteristics of light favorability, drought tolerance, and easy maintenance.

To record the indoor and outdoor environmental parameters during the experiment,
many sensors were installed. Two self-recording sensors (accuracy levels of ±0.5 ◦C for
temperature and ±3% for RH) were used to record the indoor DBT and RH values. The
temperatures of interior and exterior wall and roof surfaces of each room were measured
using twenty T-type thermocouples, with an accuracy level of ±0.5 ◦C. The indoor black-globe
temperature (BGT) values were measured using two black-globe thermometers, with a globe
probe diameter of 150 mm. The accuracy of the black-globe thermometer was ±0.4 ◦C. The
solar radiation was measured using a pyranometer, with an accuracy level of ±5%. The
instrument used for measuring outdoor DBT and RH values was the same as that used for
indoor measurements. The accuracy levels, measurement ranges, and sampling intervals for
all abovementioned instruments are listed in Table 1. Figure 2 shows the locations where the
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sensors were installed in detail. An Agilent data collector was used to automatically collect
the experimental data expect for the indoor and outdoor DBT and RH and the BGT, which
were automatically recorded by the measuring instruments themselves. More details about
the experimental setup can be found in the references [19,51].

Table 1. Monitoring data and instrumentation.

Parameter Sampling Interval Measuring Device Measuring Range Accuracy

Air temperature (◦C) 1 min Temp self-recording meter −40~100 ◦C ±0.5 ◦C
Relative humidity (%) 1 min RH self-recording meter 0~100% ±3%

Black globe temperature (◦C) 1 min BGT self-recording meter −20 ◦C~+80 ◦C ±0.4 ◦C
Surface temperature of wall (◦C) 1 min T-type thermocouple −200 ◦C~300 ◦C ±0.5 ◦C
Solar radiation intensity (W/m2) 1 min Pyranometer 0~2000 W/m2 ±5%

Figure 2. Installation locations of sensors: (a) plan and (b) cross-section 1-1 (the unit of dimensions is mm).

The experiment was carried out in Xiangtan, a city in Hunan Province in China at 28◦
N latitude and 112◦ E longitude. It features typical hot summer and cold winter weather
conditions with four distinct seasons. The rainfall in Xiangtan is abundant, especially
in spring and summer. It belongs to the Cfa category according to the Köppen–Geiger
climate classification [60]. The transition seasons in Xiangtan are quite long and include
two segments, spring (from March to May) and autumn (from October to November). The
daily averaged outdoor temperatures in the transition seasons usually range from 12 ◦C
to 26 ◦C. The experiment was conducted from 1 April 2019 to 31 May 2019. All data were
automatically recorded at intervals of 10 min. The recorded data were hourly-averaged
and were used for analysis.

During the experiment, both rooms were kept under free-running mode and no air-
conditioner or heater was used. The rooms remained closed and unoccupied, except
occasionally people entered the rooms to collect experimental data in order to avoid the
influence of occupants.

The indoor environment is significantly affected by the outdoor climatic conditions on
free-running mode. In the transition seasons, the indoor environment fluctuates a lot due to
large fluctuations in the outdoor weather conditions. Measures to mitigate the oscillations
of the indoor environment without running an air-conditioning system are preferred, as
this leads to energy savings. To evaluate the effects of GS on reducing indoor environment
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oscillations, two indices, the DBT oscillation weakening rate (TOWR) and RH oscillation
weakening rate (HOWR), were defined as:

TOWR =
ADSDTRe f − ADSDTVG

ADSDTRe f
× 100% (1)

HOWR =
ADSDHRe f − ADSDHVG

ADSDHRe f
× 100% (2)

where ADSDT and ADSDH are, respectively, the average daily standard deviations (SD)
of DBT (in ◦C) and RH (in %). The subscripts Re f and VG denote the RefRoom and
VGRoom, respectively. The ADSDT and ADSDH for RefRoom and VGRoom during the
experiment will be analyzed and compared in the Discussion.

For the indoor thermal environmental evaluation, OT, which combines the effects of
both convective and radiative heat transfers, is a more reasonable indicator than the DBT. It
can be calculated using Equation (3):

top =
hcontair + hradtrad

hcon + hrad
(3)

where top is the operative temperature in ◦C; hcon and hrad are, respectively, the convec-
tive and linear radiative heat transfer coefficients in W/(m2·◦C); tair is the indoor DBT
in ◦C. trad is the mean radiant temperature (MRT) in ◦C; trad can be determined using
Equation (4) [61].:

trad =

{(
tbg + 273

)4
+ 0.4 × 108

∣∣∣tbg − tair

∣∣∣1/4 ×
(

tbg − tair

)}1/4
− 273 (4)

where tbg is the indoor BGT in ◦C. With the experiment data for indoor DBT and BGT, the
MRT and OT can be determined using Equations (3) and (4). According to the suggestions
from ASHRAE [62], values of 3.1 and 4.5 W/(m2·K) were adopted for hcon and hrad,
respectively. The impacts of GS on indoor OT will be discussed later.

3. Results

3.1. Outdoor Weather Conditions

The experiment data were collected from 4:00 p.m. on April 1 to 7:00 a.m. on 31 May
and lasted for 1432 h. The data were recorded every ten minutes and then hourly-averaged.
Figure 3 shows the variations in hourly-averaged outdoor DBT, RH, and solar radiation
values during the experiment. Table 2 presents the statistical values for outdoor environ-
mental parameters. Figure 3 and Table 2 show significant fluctuations in DBT and RH in
outdoor air during the experiment. The outdoor DBT values ranged from 12.5 ◦C to 36.3 ◦C,
covering the heating and cooling periods. The average outdoor DBT was 21.9 ◦C, which is
a thermally comfortable temperature. The outdoor air RH values fluctuated between 36.6%
and 96.8%, with an average value of 78%. This illustrated the humid climate in Xiangtan in
spring. During the experiment, the maximum solar radiation intensity was 901.9 W/m2,
with an average value of merely 112.7 W/m2. It was mostly rainy or cloudy during the
experiment, with low solar radiation intensity, low outdoor DBT, and high outdoor RH
values. It can also be seen from Figure 3 that a high outdoor DBT was usually accompanied
by high solar radiation intensity.

Table 2. Environmental parameters during the experiment.

Maximum Minimum Average

Outdoor DBT (◦C) 36.3 12.5 21.9
Outdoor RH (%) 96.8 36.6 78.0

Solar radiation (W/m2) 901.9 0 112.7
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Figure 3. Outdoor DBT (a), RH (b), and solar radiation (c) values during the experiment.
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Figure 4 displays the daily averaged outdoor DBT values during the experiment. The
daily averaged DBT is the arithmetic mean of the 24-haveraged DBT. Most of the daily
averaged outdoor temperatures were between 12 ◦C and 26 ◦C, except for a few days.
According to the Chinese standard for climatic division [63], the transition seasons (spring
and autumn) are when the daily average outdoor temperature is between 10 ◦C and 22 ◦C.
Summer arrives if the daily average outdoor temperatures for five consecutive days are
all higher than 22 ◦C. From Figure 4, it can be seen that the date for switching from spring
to summer in meteorological terms was 22 May in 2019, which was close to the normal
switching date of May 19 in Xiangtan. Therefore, the period from 1 April 2019 to 22 May
2019 was the spring transition season. However, there were 21 days in which the daily
average temperature was higher than 22 ◦C, temperatures at which cooling may be required
to maintain thermal comfort.

Figure 4. Daily averaged outdoor DBT values during the experiment.

3.2. Indoor DBT

The indoor DBT values for the two experimental rooms are shown in Figure 5, along
with the outdoor DBT values. The statistical results for the indoor DBT and RH are pre-
sented in Table 3. Due to the drastic changes in outdoor climatic conditions during the
experiment, large indoor DBT oscillations were observed, especially in the RefRoom. The
maximum, minimum, and averaged indoor DBTs of the RefRoom during the experiment
were 37.8 ◦C, 11.9 ◦C and 23.0 ◦C, respectively. The maximum daily temperature range
(MDTR), which is defined as the maximum difference between daily maximum and mini-
mum DBTs, was 18 ◦C in the RefRoom. In contrast, the indoor DBT of the VGRoom showed
less oscillation than that of the RefRoom. The maximum, minimum, and averaged indoor
DBTs for the VGRoom were 32.5 ◦C, 13.0 ◦C, and 22.1 ◦C, respectively, and the MDTR of the
VGRoom was 14.5 ◦C during the experiment. The indoor DBT oscillation was reduced by
3.5 ◦C with the GS, although the averaged DBT was reduced by only 0.9 ◦C. This indicates
that the VGRoom achieved a more stable indoor thermal environment than the RefRoom in
the transition season. During the experiment, the hourly indoor DBT difference between
the RefRoom and VGRoom ranged from –1.8 ◦C to 7.9 ◦C, with an average of 0.9 ◦C.

To investigate the daily variations in indoor DBT in detail, two typical days, 7 April
and 14 April, were selected as the representatives of two kinds of weather conditions in
spring in Xiangtan. April 7 is a typical sunny day with averaged outdoor DBT and RH
values of 26.7 ◦C and 64.2%, respectively. The averaged and maximum solar radiation
intensities were 256.3 W/m2 and 851.6 W/m2, respectively. The indoor DBT values of
the experimental rooms on April 7 are shown in Figure 6a. It can be observed that the
indoor and outdoor DBT variations are notable and share similar variation trends. The
DBTs rose in the morning and dropped off in the afternoon. However, the magnitudes of
temperature oscillations were different. The indoor DBT oscillation for the RefRoom was
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much higher than that of the VGRoom. The indoor DBT of the RefRoom was obviously
higher than that outdoors, while the indoor DBT of the VGRoom was lower than that
outdoors during daytime. However, at night the indoor DBT of the VGRoom was higher
than that of the RefRoom. Figure 6b shows the indoor and outdoor DBT variations on
14 April, which was a typical cloudy day. During the day, the averaged outdoor DBT, RH,
and solar radiation intensity values were, respectively, 17.9 ◦C, 84.7%, and 15.8 W/m2,
while the maximum solar radiation intensity was only 111.8 W/m2. Compared with sunny
days, the temperature oscillation on cloudy day was small. The indoor DBT of the VGRoom
was always slightly higher than those of the RefRoom and the outdoor DBT on cloudy
days. In general, the temperature difference between indoor and outdoor environments
was small. The indoor DBT of the VGRoom was almost the same as that of the outdoor.
It can be found from Figure 6 that the solar radiation had a great impact on indoor DBT
values during the transition season, while the GS mitigated this impact significantly.

Figure 5. Indoor DBT values for the experimental rooms and the outdoor DBT.

Table 3. Statistical results for the indoor DBT and RH.

DBT (◦C) RH (%)

Maximum Minimum Average MDTR Maximum Minimum Average MDRHR

VGRoom 32.5 13.0 22.1 14.5 93.2 42.8 77.7 38.1
RefRoom 37.8 11.9 23.0 18.0 93.3 34.7 75.7 50.5

Figure 6. Indoor DBT values for the experimental rooms and the outdoor DBT. (a) The indoor DBT
values on April 7. (b) The indoor and outdoor DBT variations on 14 April.

3.3. Indoor RH

Figure 7 shows the indoor RH of the two experimental rooms during the experiment.
The oscillations in RH were also drastic. Table 3 presents the statistical results for the indoor
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RH. The RH of the VGRoom during the experiment ranged from 42.8% to 93.2%, with an
average of 77.7%, while for the RefRoom the values from 34.7% to 93.3%, with an average
of 75.7%. The maximum daily RH ranges (MDRHRs), defined as the maximum difference
between the daily maximum and minimum relative humidity, were 50.5% and 38.1% in the
RefRoom and VGRoom, respectively. Similar to the indoor DBT, the oscillations in indoor
RH for the VGRoom were also less noticeable than for the RefRoom. The smaller oscillations
in RH in the VGRoom may be due to the smaller indoor DBT oscillations. During the
experiment, the hourly indoor RH differences between the RefRoom and VGRoom ranged
from −16.5% to 8.3%, with an average of −2.0%.

Figure 7. Indoor RH values for the experimental rooms and the outdoor RH.

3.4. Indoor BGT

The BGTs for both experimental rooms are shown in Figure 8. It can be seen that the
indoor BGT values for RefRoom were significantly higher for the VGRoom during the
daytime, especially on sunny days. During the experiment, the BGT values in the RefRoom
ranged from 11.9 ◦C to 37.3 ◦C, while in the VGRoom the values from 12.7 ◦C to 32.6 ◦C.
The BGT variation range in the VGRoom was obviously smaller than that in the RefRoom.
The average BGT values in VGRoom and RefRoom were, respectively, 22.0 ◦C and 23.1 ◦C,
while a 1.1 ◦C reduction was achieved due to the GS. Figure 9 shows the BGT values over
two typical days. The variation trend for BGT values on typical days is similar to that for
DBT values shown in Figure 6. On sunny days, the BGT values in the RefRoom were much
higher than in the VGRoom during the daytime, while the values were slightly lower late
at night. On cloudy days, the VGRoom showed slightly higher BGT values most of the
time, except for a short period in the afternoon. In general, the two rooms show similar
indoor BGT values on cloudy days, without notable differences.

Figure 8. Indoor BGT values in the experimental rooms.
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Figure 9. Indoor BGT variations over two typical days.

3.5. Internal and External Surface Temperatures of Building Walls and Roofs

The surface temperatures of the west wall are shown in Figure 10. The variation
trends for the other walls and roofs are similar as for the west wall. Table 4 summarizes
the variation ranges of surface temperatures for all walls and roofs during the experiment.
From Figure 10, it can be seen that the external surface temperatures of the walls of the
RefRoom were very high during daytime and much higher than that of the VGRoom.
This verified that the shading effect of the GS can help to reduce the external wall and
roof surface temperatures significantly during the daytime. However, the external surface
temperatures of the RefRoom were slightly lower than for the VGRoom at night. This was
due to the blockage of the GS in terms of radiative heat transfer between the external wall
surfaces and the cold night sky, leading to lower heat loss at night. Benefiting from lower
external surface temperatures during the daytime and higher external surface temperatures
at night, the internal surface temperatures of the VGRoom were more stable than those of
the RefRoom. This trend can also be seen in Table 4. During the experiment, the maximum
and averaged surface temperatures for all walls and the roof of the RefRoom were higher
than those of the VGRoom, while the minimum surface temperatures for all the walls and
the roof were even lower. The external surface temperatures of the RefRoom and VGRoom
were, respectively, in the ranges of 7.6~68.1 ◦C and 9.1~38.6 ◦C, while the internal surface
temperatures varied across ranges of 10.7~43.2 ◦C and 11.8~34.1 ◦C, respectively. Both the
temperature ranges of internal and external surfaces of the VGRoom were narrower than
those of the RefRoom. Due to the smaller oscillations for external surfaces, the variations
in indoor BGT values for the VGRoom were smaller, as shown in Figure 8. Compared
with the RefRoom, the external and internal surface temperatures of the VGRoom were
reduced by 1.6~4.1 ◦C and 0.2~1.3 ◦C on average, respectively. The maximum temperature
reductions were 29.5 ◦C and 9.4 ◦C for external and internal surfaces, respectively. Among
the walls and the roof, the maximum surface temperature of the roof and west wall were
higher than the others. The maximum surface temperatures of the roof and west wall were,
respectively, 68.1 ◦C and 63.8 ◦C for the RefRoom and 38.6 ◦C and 34.7 ◦C for the VGRoom.

Table 4. Summary of internal and external surface temperatures of walls and roofs (◦C).

East Wall West Wall South Wall North Wall Roof

Int.
surf.

Ext.
surf.

Int.
surf.

Ext.
surf.

Int.
surf.

Ext.
surf.

Int.
surf.

Ext.
surf.

Int.
surf.

Ext.
surf.

VGRoom
Maxi. 33.6 32.8 33.5 34.7 34.1 32.8 33.5 34.0 33.8 38.6
Mini. 11.8 9.6 11.9 9.4 12.8 9.8 11.8 9.4 12.0 9.1
Aver. 21.7 20.6 21.7 20.7 22.3 20.7 21.6 20.7 21.6 19.9

RefRoom
Maxi. 38.6 54.1 41.4 63.8 39.0 46.0 39.3 40.9 43.2 68.1
Mini. 11.1 9.1 11.2 8.7 10.9 9.1 10.9 8.9 10.7 7.6
Aver. 22.7 22.9 22.7 23.1 22.5 22.3 22.6 22.3 22.9 24.0
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Figure 10. Internal and external surface temperatures of the west walls of the two experimental rooms.

4. Discussion

4.1. Impacts of GS on Indoor DBT and RH

Figure 11 shows the effects of the outdoor environment on the indoor environment
in the two experiment rooms. It can be seen from Figure 11 that both the indoor DBT and
RH vary linearly with the outdoor DBT and RH. Table 5 presents the results of the linear
fitting process. The coefficients p1 and p2 are the slope and intercept of the linear fitting,
respectively. The statistic R2 for all fits has a value close 1, which indicates the high fitness.
It can be seen from Table 5 that the slopes of fitting curves for VGRoom are lower than for
the RefRoom. A smaller slope indicates less influence from the outdoor environment. It
was verified that GS can reduce the impacts of outdoor DBT and RH on the indoor climate.

Figure 11. Relationships between (a) indoor and outdoor DBT and (b) indoor and outdoor RH values.
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Table 5. Results of the linear fitting.

DBT RH

p1 p2 R2 p1 p2 R2

VGrRoom 0.7942 4.666 0.9215 0.7492 19.28 0.8822
RefRoom 0.9859 1.338 0.9141 0.9392 2.414 0.8970

Figure 12 shows the daily averaged indoor DBT values and the SD for the two rooms.
It can be seen that the daily averaged indoor DBT for the RefRoom is higher than that of
the VGRoom most of the time, except for some cloudy or rainy days. The SD of indoor
DBT for the VGRoom is always lower than that of the RefRoom. Differing from the indoor
DBT values, the daily averaged indoor air RH of the VGRoom is higher than that of the
RefRoom, as shown in Figure 13a. However, Figure 13b shows a lower SD for the indoor
air RH in the VGRoom than in the RefRoom. SD is a statistic characterizing the degree
of variation in data, whereby a larger SD indicates a greater variation in data. The lower
SD of the DBT and RH values in the VGRoom indicates less oscillation in indoor DBT and
RH values during experiment. This also verified that GS had a good effect on reducing
the oscillation of the indoor environment in the transition season. To investigate the role
of GS on reducing the oscillation in indoor environments in the transition season, the
experiment results of the two rooms were statistically analyzed. From the statistical results,
the ADSDT and ADSDH for the RefRoom and VGRoom were, respectively, 2.8 ◦C and
7.3%, 1.7 ◦C and 5.2%. Therefore, TOWR and HOWR were, respectively, 39.3% and 28.8%.
This means that the indoor DBT and RH oscillations were, respectively, decreased by 39.3%
and 28.8% due to the use of GS, and a more stable indoor environment was achieved in the
VGRoom in the transition season.

Figure 12. Daily averaged indoor DBT values (a) and their daily SD (b) during the experiment.

321



Buildings 2022, 12, 506

Figure 13. Daily averaged indoor air RH values (a) and their daily SD (b) during the experiment.

4.2. Impacts of GS on Indoor OT

The OT was calculated using Equation (3), and Figure 14 shows the indoor OT values
for the two rooms. During the experiment, the OT values in RefRoom varied from 11.9 ◦C
to 37.4 ◦C with an average of 23 ◦Cm while the values in VGRoom ranged from 12.8 ◦C to
32.6 ◦C with an average of 22 ◦C. It can be seen from Figure 14 that the OT values in the
RefRoom were much higher than in the VGRoom during daytime on sunny days. However,
the OTs during nighttime and on cloudy or rainy days were about the same. The differences
in OT values between the RefRoom and VGRoom ranged from –1.8 ◦C to 8.2 ◦C with an
average of 1.0 ◦C. This verified that the GS can significantly reduce the indoor OT fluctuations
in the transition season. The difference was larger than that obtained by Yang et al. [56]
and Hao et al. [51]. Yang et al. [56] found maximum and average reductions in the indoor
OT of 1.9–2.7 ◦C and 0.6–1.1 ◦C, respectively, for a free-running room in summer (August).
The experimental results from Hao et al. [51] for air-conditioned rooms showed an averaged
reduction of 0.4 ◦C and a maximum reduction of 2.1 ◦C in indoor OT in summer. The reason
could be due to the greater fluctuations in outdoor climatic conditions in the transition season.
This also illustrates that the regulating effect of GS on indoor thermal environment is affected
by the outdoor climate conditions and the air-conditioning system.

Figure 14. Indoor OTs for two experiment rooms and the differences.
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4.3. Impacts of GS on Indoor Thermal Comfort

The hourly indoor climate data for the experimental rooms during the experiment
are presented in Figure 15, with the comfort zone marked in the figure. The comfort zone
was determined with the method provided by ASHRAE Standard 55-2017 [64]. In the
calculation, the metabolic rate of a person with sedentary activity in an office, which is
1.2 met (70 W/m2), was adopted. The thermal insulation of clothing was set at 0.75 clo. for
the transition season, representing the mean of the thermal insulation levels of clothing
for summer (cooling season, 0.5 clo.) and winter (heating season, 1.0 clo.), as suggested by
ISO 7730 [65]. The air velocities measured were lower than 0.1 m/s in both rooms because
the doors and windows were closed during the experiment and there was no rapid indoor
air movement. The predicted mean vote (PMV) was set in the range of −0.7~+0.7. From
Figure 15, it can be seen that there is a longer time period during which the indoor climate
conditions were within the comfort zone in the VGRoom than in the RefRoom. The indoor
DBT and RH oscillations of the VGRoom were also smaller than in the RefRoom.

The PMV and the predicted percentage dissatisfied (PPD) recommended by the inter-
national standard ISO 7730 [65] are often used for predicting the thermal sensation and the
degree of thermal dissatisfaction of people in a thermal environment. From the measured
data, the PMV and PPD were calculated for the two experimental rooms. A computer
program provided by ISO 7730 was used to calculate the PMV and PPD of the two rooms
during the experiment, and the results are shown in Figures 16 and 17.

Figure 15. Hourly indoor climate data shown as a psychrometric chart of moist air.

Figure 16. PMV values during the experiment.
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Figure 17. PPD values during the experiment.

From Figures 16 and 17, it can be seen that both the PMV and PPD values of the
two rooms varied over a wide range, although smaller oscillations in PMV and PPD
were observed in the VGRoom than in the RefRoom. This illustrates that the thermal
comfortable condition was not met for some of the time. According to ISO 7730 [65], three
categories of indoor environment criteria, A, B, and C, were defined for the indoor thermal
environmental design. Each category prescribes the range of PMV and the maximum PPD
that should be achieved in the indoor thermal environment. For category C, the indoor
PMV should be in the range of −0.7 to +0.7 and the PPD should be no higher than 15%.
The experimental result showed that there were 676 h in which the category C criterion
was met during the 1432 h of experiment in the VGRoom, and the average PPD was 27.5%.
However, for the RefRoom, there were only 587 h that the requirements for category C
criterion were met, and the average PPD was 35.4%. This indicates that the GS can lengthen
the period of indoor thermal comfort without the need for air-conditioning by 15% and can
decrease the thermal dissatisfaction by 7.9% in the transition season. During the daytime
(from 7:00 a.m. to 7:00 p.m.), there were 342 h for the VGRoom and 267 h for the RefRoom in
which the indoor thermal comfort criterion was met. The GS improved the thermal comfort
during the daytime by 28%. This shows the notable effect of the GS on improving indoor
thermal comfort in the transition season, especially during the daytime. If air-conditioning
systems are used to maintain the indoor thermal comfort, the GS can decrease the operation
time of air-conditioning system by 15% for a whole-day-occupied building or 28% for a
daytime-occupied building, meaning energy savings can be achieved.

4.4. Impacts of GS on Heat Transfer through the Walls or Roof

To investigate the direction of heat transfer through the walls, the surface temperatures
of all walls were examined. Figure 18 shows the average temperature differences between
the external and internal surfaces (Det_Ts) of all walls and the roof. It reveals a negative
temperature gradient from external surfaces to internal surfaces for all walls and the roof
of the VGRoom. This phenomenon was also found by Yang et al. [56]. Therefore, heat
transfer through the walls and roof occurred from inside to outside during the whole day
for the VGRoom. The cooling load through opaque walls and roofs can be estimated using
the temperature difference between the external and internal surfaces. Thus, it indicates a
cooling effect of the GS and significant energy saving potential on warm days. However,
for the RefRoom, the average envelope temperature differences between the surfaces of
east and west walls and the roof were positive, while for the south and north walls they
were slightly less than zero. In addition, the temperature differences during the daytime
were much higher than for the whole day. This indicates a higher cooling load during
the daytime than at night. Compared to the RefRoom, discrepancies and temperature
differences in the VGRoom were lower during the whole day and daytime. Among the
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walls and the roof, the largest temperature difference occurred for the roof, followed by the
west wall. The smallest temperature difference was observed for the north wall.

Figure 18. Average temperature differences of external and internal surfaces of the walls and roof.

5. Conclusions

In this study, the effects of GS on the indoor thermal environment and building
energy performance during transitional seasons were explored via experimentation. The
experiment was conducted in Xiangtan in China, which has a long transition season
between the cold winter and hot summer. The experiment lasted for two months in the
spring of 2019. The experimental results for two rooms, one with the GS and the other
without the GS, were compared and analyzed. During the experiment, no air-conditioning
system was run in either room. The findings are summarized below.

The indoor DBT and RH values of both rooms oscillated significantly in the transition
season due to great fluctuations in outdoor climatic conditions when the air-conditioning
system was not operated. The experimental results indicate an obvious effect of the GS in
reducing the oscillation of the indoor environment in the transition season. The maximum
daily DBT and RH variations were, respectively, depressed by 3.5 ◦C and 12.4% due to
the application of the GS, although the average values during the experiment were only
reduced by 0.9 ◦C and –2.0%. Two indices, TOWR and HOWR, were defined for evaluating
the effects of GS on reducing indoor environment oscillation. The TOWR and HOWR
results showed 39.3% and 28.8% oscillation reductions in indoor DBT and RH with the GS.
This verified the ability of the GS to maintain a more stable indoor environment.

For various orientations, the external and internal surfaces temperatures were reduced
by 1.6~4.1 ◦C and 0.2~1.3 ◦C on average by the GS, respectively. The maximum reductions
in external and internal surface temperatures were 29.5 ◦C and 9.4 ◦C, respectively. For
the room with the GS, the average internal surface temperatures of all walls and the roof
were higher than for the corresponding external surfaces, indicating an outgoing heat
flux throughout the whole day. However, the average temperature differences of external
and internal surfaces for the RefRoom were either positive or negative, depending on the
orientation of the wall. The temperature difference during the daytime was much higher
than that throughout the whole day.

The OT for the room with the GS was lower than that without the GS during the
daytime on sunny days. However, almost identical OT values were observed at night and
on cloudy or rainy days. The differences in OT between the two rooms ranged from −1.8 ◦C
to 8.2 ◦C, with an average of 1.0 ◦C. This differences were higher than those found by Yang
et al. [56] for a non-air-conditioned room and by Hao et al. [51] for an air-conditioned
room in summer. This reveals that the regulating effect of the GS is affected by the outdoor
climate conditions and the air-conditioning system.

325



Buildings 2022, 12, 506

The experimental result showed that the GS can improve the indoor thermal comfort
and decrease the thermal dissatisfaction by 7.9% in the transition season. A 15% longer
time that the indoor conditions can meet the thermal comfort criterion was achieved by the
VGRoom. The role of the GS in improving indoor thermal comfort was more significant in
the daytime. The time that the indoor conditions satisfied the thermal comfort criterion
was lengthened by 28% during the daytime. This indicates a reduction in air-conditioning
operating time and that energy savings can be achieved.

In this paper, we presented the results of research on the impacts of the GS on an
indoor microclimate. It will be helpful for designers and building owners to learn about
the role of the GS in improving indoor environments and reducing energy consumption.
However, the influence of a building’s dynamic properties, such as the thermal capacity
of the outer envelope and the air tightness, was not considered in this paper. For future
research, an investigation on the dynamic properties of the test object and a comparison
and comparative analysis of CO2 concentrations in the tested rooms and the external
environment shall be included.

Abbreviation

BGT Black-globe temperature (◦C)
DBT Dry-bulb temperature (◦C)
DSGF Double-skin green façade
GHG Greenhouse gas
GR Green roof
GS Greenery system
GW Green wall
HOWR Relative humidity oscillation weakening rate (%)
IPCC Intergovernmental Panel on Climate Change
LWS Living wall system
MDRHR Maximum daily relative humidity ranges (%)
MDTR Maximum daily dry-bulb temperature range (◦C)
MRT Mean radiant temperature (◦C)
OT Operative temperature (◦C)
PMV Predicted mean vote
PPD Predicted percentage dissatisfied (%)
RH Relative humidity (%)
RefRoom Experimental room without greenery system
SD Standard deviations
TOWR Dry-bulb temperature oscillation weakening rate (%)
TR Temperature reductions (◦C)
UGS Urban green spaces
UHI Urban heat island
VGRoom Experimental room equipped greenery system
VGS Vertical greening systems
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Abstract: Lignocellulosic biomass is both low cost and abundant, and unlike energy crops, can escape
associated ethical dilemmas such as arable land use and food security issues. However, their usage as
raw material in a biorefinery implies an inherent upstream pretreatment step to access compounds of
interest derived from lignocellulosic biomass. Importantly, the efficiency of this step is determinant
for the downstream processes, and while many pretreatment methods have been explored, extrusion
is both a very flexible and promising technology. Extrusion is well-known in both the polymer and
pharmaceutical industries and has been used since the 18th century. However, as a pretreatment
method for lignocellulosic biomass, extrusion is relatively new. The first use for this purpose dates
back to the 1990s. Extrusion enjoys a high degree of flexibility due to the many available parameters,
but an understanding of extrusion requires a knowledge of these parameters and the different
relationships between them. In this paper, we present a concise overview of lignocellulosic biomass
extrusion by reviewing key extrusion parameters and their associated extruder design components
and operating conditions.

Keywords: biomass pretreatment; lignocellulosic biomass; extrusion; reactive extrusion

1. Introduction

Petroleum, its derivatives, and more generally fossil materials, have found deep-rooted
applications in all sectors of modern life. Gasoline, kerosene, sanitizers, fertilizers, asphalt,
textiles, cosmetics, pharmaceuticals, solvents, diluents, plastics, printing inks, vaseline,
and rust removers are some of the products that have become an integral part of today’s
lifestyles [1,2]. Among all these products, those with energy applications (fuels) are of
particular importance because they enter into the production process of almost everything
produced on an industrial scale.

The problems associated with the use of fossil fuels are well known and their con-
sequences on the environment are increasingly obvious. However, getting out of this
dependence on fossil fuels means finding competitive alternatives. Among the renewable
energies available today, lignocellulosic biomass is one of those capable of replacing fossil
materials in many applications, including energy production [3–6]. Long considered useless
or of little interest, lignocellulosic biomass (LCB) is one of the most abundant resources on
earth. Global lignocellulosic biomass production is estimated at several billion dry tons per
year. In Canada, lignocellulosic residues (forest and agricultural) are estimated between
64 and 561 million dry tons per year, and less than 30 million tons are used in the industry [7].
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LCB is an important source of renewable energy. However, many difficulties hinder
its use as a raw material in the industry. LCBs must be pretreated before their utilization in
a biorefinery process. The goal of this step is to deconstruct the lignocellulosic structure to
get access to the desired compound (i.e., glucose, xylose, etc.). It is well documented that
pretreatment is the limiting step in the biorefinery context [8–10], at least for two reasons.
First, LCBs are recalcitrant to pretreatment. Lignocellulose is a complex matrix, and as
the main constituent of plants cells walls, lignocellulose acts in nature as a defense system
against microbial, chemical, and physical attacks. This matrix is mainly comprised of cellu-
lose, hemicellulose, and lignin linked to each other by a diversity of strong and weak bonds
(ester, ether, hydrogen, Van der Waals, etc.). The second reason is a corollary of the first
since several pretreatments methods have been developed to address the complex nature of
LCBs, but still need improvements regarding efficiency, cost, and environmental aspects.

LCB pretreatments are classified into four classes: (a) chemical, (b) physical, (c) bio-
logical, and (d) physicochemical [11,12]. Class (a) pretreatments include acid hydrolysis,
alkaline hydrolysis, ozonolysis, organosolvation, oxidative delignification, ionic liquids,
deep eutectic solvents, and natural deep eutectic solvents. Class (b) includes physical
treatments such as extrusion, milling, irradiation, microwave, ultrasound, pyrolysis, and
pulsed electric fields. Biological pretreatments (i.e., class (c)) are named according to the
type of organism involved: fungi, bacteria, and archaea. Class (d) includes physicochemical
treatment methods such as steam explosion, liquid hot water, SPORL (sulfite pretreat-
ment to overcome recalcitrance of lignocellulose), AFEX (ammonia fiber explosion), CO2
explosion, and wet oxidation.

Extrusion, from class (b), is a promising pretreatment method. It presents many key
advantages for biomass pretreatment in a biorefinery context and is a complex technology
with a simple core principle. It consists of destructuring LCB under high shearing forces
through contact with one or two rotative screws into a barrel, or more specifically, an
extruder. This technology is particularly adaptable, can be used for diverse purposes
outside biomass pretreatment, and possesses several parameters that can be modified
according to the desired goal [13]. Short residence time is another advantage of extrusion,
usually requiring only a few minutes [14]. Concerning operating conditions, extrusion can
be run in batch, fed-batch, and continuous processing, and can be run at a mild temperature
with low energy consumption and high solid loadings. This technology is also known for
rapid heat transfer and effective mixing. Moreover, extrusion offers the possibility to be
coupled with other pretreatments methods, and is also a scalable technology possible to
achieve comparable results when transferring from a laboratory scale to pilot and industrial
scales [15]. Extrusion has been used in food, polymer, and many other industries for a
long time (since 1797), but as a pretreatment method for LCB, extrusion is quite recent
(the 1990s), and is receiving increasing attention [16].

The great flexibility of Lignocellulosic Biomass Extrusion (LBE) is an advantage. How-
ever, at the same time, this flexibility adds a layer of complexity because of the great number
of parameters available. Those parameters are important to better understand how LBE
works and for scaling up purposes. Thus, the main purposes of this paper are to present
an overview of relevant LBE parameters, to show the influence of extrusion setups on the
efficiency of the pretreatment, to give core information about typical operational practices,
and to highlight R&D needs.

2. Lignocellulosic Biomass

2.1. Biomass Composition

Since the beginning of biomass extrusion, it has been used for various purposes such
as furfural recovery [17], lipid extraction (with microalgae) [18], pigment extraction [19],
torrefaction/pelletization [20], biomass briquettes making [21], and composite materials
formation [22]. For lignocellulosic biomass pretreatment, sugars recovery (monosaccha-
rides, oligosaccharides, and polysaccharides) remain the preponderant goal so far [9,23,24].
The reasons are that sugars (cellulose and hemicellulose) represent 50 to 80% of LCB and
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also because downstream processes utilizing sugar are well mastered today as they have
been studied since the beginnings of first-generation biorefinery.

Figure 1 illustrates lignocellulose. Cellulose is the principal constituent of plant cells
wall and the most abundant polymer from living organisms [25]. It is a linear D-glucose
polymer with β(1–4) glycosidic bonds. In LCB, cellulose occupies between 20% and 50%
of all components [26]. Hemicellulose, like cellulose, is a biopolymer. It consists of about
15–35% of LCB on a dry basis [26]. While cellulose is a hexose polymer composed of
only one type of monomer, hemicellulose is a heteropolymer (mixtures of pentoses and
hexoses). The most abundant monomers in hemicellulose by order are xylose and arabinose
for pentoses and mannose, glucose, and galactose for hexoses. Hemicellulose is also a
nonlinear polymer with significant short branching sidechains that contribute to the overall
cohesion of lignocellulosic structures. This biopolymer is embedded between cellulose
fibers and lignin and plays the role of a binder via covalent bonds. Compared to cellulose,
the molecular weight of hemicellulose is low, and its structure is easily hydrolyzed.

Figure 1. Lignocellulose.

After cellulose, lignin is the most abundant biopolymer on earth and is counted for
about 5% to 30% in the composition of LCB [27]. Lignin is a three-dimensional aromatic
biopolymer [28]. It is also a plant cell wall component like hemicellulose and cellulose in
woody plant tissues. The main role of lignin is to prevent the cell from exterior threats such
as microorganism attacks. It is made of three monomers (monolignols): p-coumaryl alcohol,
coniferyl alcohol, and sinapyl alcohol, which respectively appear in the lignin polymer
as Hydroxyphenyl (H lignin), Guaiacyl (G lignin), and Syringyl (S lignin). Softwood is
mainly composed of G lignin units while hardwood has essentially both S and G lignin
units [29]. Monolignols are linked one to another by alkyl-aryl, alkyl-alkyl, and aryl-aryl
bonds. The relative abundance of one of these linkages over the others determines the
physicochemical and biological properties of the lignin [30]. Lignin and cellulose are linked
both by hydrogen (weak) and covalent (strong) bonds. Figure 2 shows an overview of some
LCB compositions (details about data sources are presented in Appendix A). Cellulose,
hemicellulose, and lignin form a complex and resistant material (i.e., lignocellulose) whose
structure can vary depending on many factors (type of biomass, sources, stage of maturity,
plant part, etc.). Generally, agricultural residues require less harsh pretreatment conditions
than forest residues. During lignocellulosic biomass extrusion (LBE), the mechanical
action of the screws on the extrudate disrupts the lignocellulose material. Covalent and
hydrogen bonds are altered and weakened, while the degree of polymerization of cellulose
is technically reduced and a part of the lignin layer is removed. As Table 1 shows, so
far, studies do not permit to state clearly whether or not there is a significant difference
between biomass composition before and after extrusion. The differences observed can be
for diverse reasons: A structural change in the biomass during extrusion, the denaturation
of certain compound according to the severity of the pretreatment conditions, the fact

333



Energies 2022, 15, 3002

of bias related to precision and accuracy of the protocol used for biomass composition
estimation, etc.

 

Cellulose Hemicellulose Lignin

Figure 2. Composition of some lignocellulosic biomass.

Table 1. Lignocellulosic biomass composition before and after extrusion.

Biomass Compounds
Composition (%)

References
Before Extrusion After Extrusion

Bulgur bran
Glucose 36.38 ± 0.32 30.86 ± 0.64

[31]Hemicellulose 29.42 ± 0.13 33.18 ± 0.53
Total lignin 12.54 ± 0.14 16.24 ± 0.31

Eucalyptus

Cellulose 46.90 ± 1.21 44.90 ± 1.86

[32]Hemicellulose 12.87 ± 0.35 13.71 ± 0.32
Lignin 31.15 ± 0.40 32.97 ± 0.86

Ash 0.86 ± 0.00 0.57 ± 0.05

Olive stone
Cellulose 20.8 ± 0.2 18.3 ± 2.8

[33]Hemicellulose 25.9 ± 0.1 22.4 ± 0.4
Lignin 35.5 ± 0.6 39.0 ± 0.2

Barley straw

Glucose 32.9 32.80

[34]
Hemicellulose 26.1 15.53

Lignin 18.8 15.71
Ash 3.9 2.17

Corn stover
Cellulose 32.75 ± 0.32 33.98 ± 0.14

[35]Hemicellulose 31.08 ± 0.57 30.20 ± 0.28
Lignin 10.07 ± 0.91 9.89 ± 0.43

Oat hull
Cellulose 31.16 ± 1.15 34.32 ± 2.06

[36]Hemicellulose 28.72 ± 0.25 26.40 ± 0.53
Lignin 18.12 ± 0.63 15.00 ± 1.30

Wheat straw

Cellulose 37.8 ± 1.9 46.9 ± 0.1

[37]
Hemicellulose 28.2 ± 0.5 28.7 ± 0.1

Lignin 19.8 ± 0.3 15.4 ± 0.1
Ash 3.7 ± 0.0 3.3 ± 0.0

Corn cob
Cellulose 42.0 ± 0.15 34.8 ± 0.23

[13]Hemicellulose 45.9 ± 0.90 38.9 ± 0.52
Neutral detergent

soluble 9.3 ± 0.95 19.0 ± 0.60
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2.2. Crystallinity

Usually, in LBE, crystallinity refers to cellulose. Natural cellulose polymers contain
both crystalline (D-glucose monomers ordered) and amorphous (D-glucose monomers
disordered) sequences [38,39], and the crystallinity index is the overall percentage of the
crystalline fraction. That is, it is the relative quantity of crystalline sequence in cellulose.
Crystallinity is determined by X-ray diffraction and the following formula:

CI =
I200 − Iam

I200
, (1)

where I200 represent the height of the (200) peak and Iam is the minimum intensity between
the (200) and the (110) peaks [40].

Hemicellulose and lignin are considered non-crystalline polymers (amorphous poly-
mers) and are both heteropolymers. However, hemicellulose can also be highly crystalline
because of multiple ramifications of homopolymers with a crystalline structure (xylans,
mannans, arabinans, and galactans) attached to the principal heteropolymer chain [41]. The
crystallinity of cellulose is particularly important in LBE when enzymes are involved before,
during, or after the processing for enzymatic hydrolysis. This is because the amorphous
part of cellulose is more susceptible to saccharification compared to the crystalline part,
and can be degraded between five and thirty times more quickly [42,43].

Kuster et al. [44] recorded a decrease from 57% to 54% of the crystallinity index after
extrusion of sugarcane bagasse. It could be obvious that the crystallinity index might
decrease after extrusion, but many studies showed that it is not always so. For example,
Vandenbossche et al. [45] extruded four types of biomass (i.e., barley straw, sweet corn, blue
agave, and oil palm empty fruit bunch) and found that the crystallinity of all extrudates was
higher than for the raw materials (Table 2). Marone et al. [46] came to the same conclusion
with corn stover. Fu et al. [47] observed the crystallinity of Douglas fir residuals and
found that after extrusion, the crystallinity index slightly increased, which was attributed
to effects from both heat and moisture content. Recrystallization can occur in cellulose
because, under high temperatures, hydrogen atoms in the amorphous region undergo
a realignment [48].

As an indicator of enzymatic hydrolysis yield, cellulose crystallinity is also contro-
versial. Some authors reported a strong correlation between crystallinity and glucose
and xylose/mannose yield, while others showed that crystallinity index is not accurate to
predict sugar yield [48,49].

Table 2. Crystallinity index.

Biomass
Substrate

Crystallinity (%)
Extrudate

Crystallinity (%)
References

Banana fibers 39 - [50]
Sugarcane bagasse 48 - [50]

Sponge gourd fibers 50 - [50]
Sweet corn 41 ± 3 47 ± 6 [45]

Barley straw 44 ± 8 46 ± 2 [45]
Blue agave bagasse 27 ± 7 52 ± 1 [45]

OPEFB 50 ± 8 51 ± 7 [45]
Corn stover 48 ± 4 51.2 ± 3.4 [46]

Sugarcane bagasse 57.3 ± 1.3 54.0 ± 0.23 [44]

2.3. Particle Size

Usually, biomass will undergo a size reduction before its application to the extrusion
process. A grinder is used in that case, and this step involves energy consumption and
must be included in the energy balance of LBE process. At pilot and industrial scales,
biomass size reduction can seriously affect the economic profitability of the LBE. However,
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particle size plays an important role in lignin removal, reaction kinetics, hydrolysis rate,
rheological properties of the substrate inside the barrel, and sugar yield. A strong correla-
tion between the particle size and the extrusion Specific Mechanical Energy (SME) (−0.786),
the torque (−0.788), the glucose recovery yield (−0.813), and the xylose/mannose recovery
yield (−0.787) has been observed during extrusion of Douglas-fir forest residuals, all with
p-value inferior to 0.01 [48]. This means that when the particle size decreased, the SME,
torque, glucose recovery yield, and xylose-mannose recovery yield increased. Additionally,
many authors reported a size reduction of the extrudate relatively to the substrate after
the extrusion process [51–53]. The reduction of the extrudate particle size increases their
specific surface, which has clear advantages with respect to improvements in enzymatic
saccharification.

2.4. Morphology

After extrusion, a visual inspection of the extrudate allows a first appreciation of the
impact of the extrusion pretreatment on the biomass. Particle size is reduced, the extrudate
looks rough, crumbly, and has a broken surface to the touch [46,54]. LCBs’ microstructure
can be observed by Scanning Electron Microscopy (SEM). Usually, extrudates show a dis-
ruptive surface with a lot of clear exfoliations compared to substrates which are compact
(bundled) and have smooth surfaces. Important fibrillation in the extrudate has also been
reported in the literature. Extrudate microfibrils are twisted, untied, and untangled [55–58].
The disruptive and fibrillation effect of extrusion can be remarkably enhanced when chemi-
cals are used during the extrusion process (reactive extrusion). For example, Han et al. [59]
observed a significant disruption and fibrillation in the microstructure of the extrudate
(wood powder of pussy willow) when [EMIM]Ac (1-ethyl-3-methylimidazolium acetate)
and DMSO (dimethyl sulfoxide) were used as additive during the extrusion process. The
chemicals reacted with the water molecules inside the substrate and then created voids
(porosity) in the biomass. Byun et al. [58] experienced a similar microstructure with Amur
silvergrass. Porosity is also created by water evaporation under mild and high-temperatures
extrusion (above 100 ◦C), but this effect is significantly enhanced with hydrophilic chem-
ical additives. The increase in porosity results in an increase in the specific surface of
the extrudate, which is highly beneficial for enzymatic hydrolysis [53]. Karunanithy and
Muthukumarappan [60] demonstrated that the efficiency of enzymatic hydrolysis strongly
depends on the accessibility of sugars to the enzymes. The greater the accessible surface,
the higher the rate of enzymatic hydrolysis. Size reduction also participates in the increase
of the specific surface, as highlighted in the preview section. Cellulose microfibrils in Han’s
extrudate were less than 500 nm in diameter [59].

2.5. Moisture

Substrate moisture is a key parameter for LBE. Most of the time, LCBs after harvest
are not immediately pretreated, but rather undergo preparation before extrusion. The
storage conditions (i.e., temperature and time) determine the biomass moisture content.
Ambient temperature is preferred for storage to reduce energy consumption, and storage
can last from a few hours to many months. The biomass is stored until the desired moisture
for extrusion is reached. This moisture ranges from 6% to 50% according to the type of
biomass (see Table 3). It is important to note that materials above 50% are not sufficiently
consistent to be extruded and behave more like a liquid than a solid. Moisture content
around 25% seems to be an optimum for high (above 70%) sugar recovery from barley and
wheat straw [37,61], but more investigations are required.

2.6. Biomass Preparation before Pretreatment

Biomass preparation is a necessary step for successful extrusion. We investigated
twenty-seven LBE studies in order to identify common practices during biomass prepara-
tion before extrusion (Table 3). Biomass preparation steps consist of [a] sorting/washing,
[b] drying, [c] grinding/milling, [d] sieving, [e] mixing with additives, [f] storing, and
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[g] extrusion. The first step (sorting) is an inspection of the sample collected, to remove
contaminants (plastic, sand, etc.). Sometimes washing is necessary to remove the contam-
inants [53]. The drying step has at least two goals. The first one is to restrict microbial
activity in the biomass, especially if the biomass is very wet, while the second is to lower
the moisture content of the raw material [44]. Grinding/milling steps are for the size
reduction of the substrate, and sieving ensures a desired particles size for the substrate [13].
There are two ways to use additives in LBE: after and during the extrusion process. Some
prefer the former and run step [e] [59]. Then, the biomass is directly extruded or stored
until extrusion [32].

Authors freely adapt these steps to their material and their goal. Table 3 shows that
some omit certain steps or change the order. For example, Liu et al. [62] used only [d]
(milling) for corn stover preparation; Kuster et al. [44] used steps [b] (drying), [c] (milling),
[d] (sieving), and [e] (mixing with additive) to prepare sugarcane bagasse and sugarcane
straw for extrusion; while for eucalyptus tree, Duque et al. [32] opted for a [c]-[b]/[f]-[d]
sequence. However, generally speaking, all the above steps mentioned remain important
for best practices for biomass preparation before extrusion.

Table 3. Practices of biomass preparation before extrusion.

Substrate Source Steps
Size

(mm)
Storage Time Tempera Moisture (%)

Additives
before Extrusion

Reference

Barleystraw
Research

centre [b]-[c]-[d]-[g] 5 - - - No [45]

Barley straw
Research

centre [c]-[d]-[f]-[g] 5 Stored until
use - 6 No [61]

Big bluestem Farm [c]-[d]-[f]-[g] 0.4–0.8 Stored until
use RT - [63]

Big bluestem Farm [c]-[d]-[e]/[f]-[g] 2, 4, 6, 8, 10 ~8 h RT 10, 20, 30,
40, 50 Water [64]

Blue agave Manufacture [b]-[c]-[d]-[g] 2 - - - No [45]

Corn cob Farm [b]-[c]-[d]-[g] 2 - RT - No [13]

Corn stover Farm [c]-[b]-[e]-[g] 2 - RT 22.5, 25, 27.5 No [49]

Corn stover Farm [c]-[b]-[e]-[f]-[g] 2 8 h RT 50 NaOH [15]

Corn stover Farm [c]-[g] 2–5 0 h - - No [62]

Corn stover Farm [c]-[d]-[e]/[f]-[g] 2, 4, 6, 8, 10 ~8 h RT 10, 20, 30,
40, 50 Water [64]

Eucalyptus trees
Research

centre [c]-[b]/[f]-[d]-[g] 60–190 2 months - 20 No [32]

Hardwood
biomass (oak, fir,

and pine
sawdust)

- [e]-[g] 1 - RT 21–28 NaOH [55]

Miscanthus Farm [c]-[d]-[g] 3 - 7 - No [65]

Olive tree
pruning

Farm [b]-[c]-[e]-[g] 1–4 - RT 10 No [66]

OPEFB Manufacture [b]-[c]-[d]-[f] 2 - - - No [45]

Prairie cordgrass Farm [c]-[d]-[e]/[f]-[g] 2, 4, 6, 8, 10 ~8 h RT 10, 20, 30, 40,
50 Water [64]

Rape straw
Research

centre [c]-[d]-[g] 1.4–2.36 24 h 45 ± 5 6.44 No [67]

Rice hull Manufacture [a]-[b]-[c]-[d]-[g] 25.4 24 h 60 - No [53]

Soybean hulls Manufacture [b]-[d]-[g] 1.041 24 h RT 40, 45, 50 No [68]

Sugarcane
bagasse

Mill [b]-[c]-[d]-[e]-[f]-[g] 0.2–2 24 h Cold
room

10.4 ± 0.36
8.9 ± 0.30

Water, Glycol,
Ethylene glycol,

Tween 80
[44]

Sugarcane
bagasse

Manufacture [c]-[d]-[e]-[g] 0.425–1.000 - 40 10 [EMIM]Ac [69]

Sugarcane straw Mill [b]-[c]-[d]-[e]-[f]-[g] 0.2–2 24 h Cold
room

12.05 ± 0.36
10.34 ± 0.26

Water, Glycol,
Ethylene glycol,

Tween 80
[44]
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Table 3. Cont.

Substrate Source Steps
Size

(mm)
Storage Time Tempera Moisture (%)

Additives
before Extrusion

Reference

Sweet corn Manufacture [b]-[c]-[d]-[g] 6 - - - No [45]

Switchgrass Farm [c]-[d]-[e]/[f]-[g] 2, 4, 6, 8, 10 ~8 h RT 10, 20, 30,
40, 50 water [64]

Switchgrass
(matured)

Farm [c]-[d]-[f]-[g] 0.3–1.2 Stored until
use RT - [63]

Wheat straw - [c]-[f]-[g] 5 Stored until
use 40 6 No [37]

Wood powder of
pussy willow

- [d]-[b]-[f]-[e]-[g] 25.4 24 h 40 -
[EMIM]Ac,

DMSO,
[EMIM]Ac/DMSO

[59]

3. Extruder

An extruder is a thermomechanical device composed of different parts, with the most
important being the barrel (inside which are one or more screws) and the die. These two
parts are generally temperature controlled by a system of heating and cooling. Most often,
extruders are equipped with one or more liquid injection points (Figure 3). The first patent
of an extruder was filled by Joseph Bramah in 1797. Today, several types of extruders
are available according to the number of screws. However, single-screw extruders and
twin-screw extruders are both widely used for LBE, although twin-screw designs are
more common. These screws rotate around their axis thanks to a drive motor and exert
a significant mechanical force on the biomass, which is caught between the screws and
between the screws and the wall.

 

Figure 3. Extruder.

3.1. Screw Type

Screws have two principal functions: convey and disrupt. The lignocellulosic substrate
is conveyed from the feeding zone (zone under the hopper) to the die. During transport,
the substrate undergoes high shearing forces as a consequence of protrusions of the screws,
which results in the disorganization of the lignocellulose complex, with a part of the lignin
layer removed while the cellulose crystallinity is technically assumed to decrease.

An extruder screw is made of a non-corrosive and resistant (high shearing forces)
metal [67], and consists of a shaft surmounted by different shapes of protrusion, with
two typical screw types: the one-piece screw and the modulated screw. The one-piece
screw is a full bar on which protrusions are made directly on the shaft (Figure 4). In the case
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of a modulated screw, this consists of a bar ridged lengthwise on which modules (screw
elements) are mounted (Figure 5). Contrary to one-piece screws, modulated screws offer
more flexibility because the configuration of the screw can be changed by using different
modules [55]. In the case of LBE, modulated screws are better suited, as most of the time
the screw configuration must be changed according to the type of biomass.

Figure 4. One-piece screw.

Figure 5. Modulated screw.

Similarly, twin-screws have more than one configuration and can be co-rotative (turn
in the same direction) or counter-rotative (turn in opposite directions). Furthermore,
counter-rotative screws can be intermeshing or non-intermeshing (Figure 6). Conversely,
co-rotative screws are always intermeshing and provide better mixing than counter-rotative
configurations [70,71].

Figure 6. Co- and counter-rotative extruder screws.

Screws can also take different longitudinal geometries. Cylindrical, conical, and mixed-
shape screw configurations are the best known. For a typical cylindrical screw design, the
diameter is the same along the screw from the beginning to the end of the screw, and this
is the most common design for LBE. For conical screw designs, the diameter constantly
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decreases (or increases) from one end to the other, and this kind of design is used for
biomass briquetting [72]. Mixed-shape screw designs feature two different screw diameters
linked by a conical compression zone, which facilitates a transition from one diameter
to the next. Such compression zone designs can be both considered soft (long) or strong
(short). Conical and mixed-shape screws have been explored in studies for materials such
as thermoplastic polyurethane, polyvinyl chloride (PVC), and plastic composites [73–75].

The choice of the screw type is made when the extruder is purchased, and generally,
the operators do not have much freedom for modification afterwards.

3.2. Screw Configuration

Lignocellulosic Biomass Extrusion (LBE) efficiency is strongly dependent on the screw
configuration [76]. Screw configuration is the final layout obtained from the arrangement
of screw elements on the shaft. Contrary to screw type, authors have full control of overall
screw configuration.

LBE screw configuration is formed by transport elements (forward and reverse)
and mixing elements (kneading). Gatt and Vandenbossche [14] proposed the following
screw configuration for LBE: F-T-M-R-M-R-M-T; where F = forward transport element
(with more spaced spirals than T), T = transport element (forward), M = mixing element
(kneading), and R = reverse transport element. Although screw configuration differs
from one user to another, the T-M pattern is almost always present at the beginning of a
screw configuration [14,77–79].

Wahid et al. [80] investigated the effect of screw configuration on the pretreatment
of wheat straw and deep litter in order to produce biogas. They tested many screw
configurations by using a starting screw configuration only composed of forward screw
elements, and they changed some of these forward screw elements by kneading or reverse
screw elements to get a new configuration. Five screw configurations were then obtained.
These are (a) mild kneading (medium length kneading block replacing some forward
screw elements); (b) long kneading (a long block of kneading screw elements replacing
some forward screw elements); (c) reverse (a block of reverse screw elements replacing
some forward screw elements); (d) kneading and reverse (a block of kneading screw
element and a block of reverse screw elements replacing some forward screw element
on the same shaft. However, these two blocks are separated from each other by some
forward screw elements; and (e) kneading with reverse (the same configuration as the
previous but here the two blocks are contiguous). Configuration (a) was found suitable for
deep litter (soft texture) and configuration (d) for wheat straw because they gave the best
compromise between energy consumption, sugar availability, and methane yield. As for
configuration (b), it was found unproductive because of important energy consumption
for both LCBs. The authors have also demonstrated that the energy consumption increases
as reverse and/or kneading elements are added to the screw configuration and at the same
time, these elements enhance the disruptive effect of the screw on the biomass (like with the
(d) configuration). In the same perspective, Kuster et al. [44] pre-treated sugarcane biomass
and observed that the glucose recovery yield was improved when reverse elements are
placed just after the last kneading zone. With a similar screw configuration, Negro et al. [66]
reported an increase in the overall sugar yield with olive-tree prunings.

Thus, a screw configuration starting with T-M followed by a reverse element after
one or two kneading elements, including the last kneading element, should be optimal to
improve the sugar recovery yield. However, more investigations are required to confirm
this assertion.

3.3. Screw Elements

Each screw element type has a geometry that defines its function, and this geometric
variation will systematically affect extrusion performance. Furthermore, lignocellulose
composition differs from one type of biomass to another (wood, agricultural residues,
etc.) as well as variability within a specific biomass type according to different factors
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(age, maturity stage, etc.), and this also affects screw element selection. Thus, an ideal
geometry exists according to each specific biomass to be pre-treated. However, from a
practical perspective, this can prove to be difficult because of downtime associated with
reconfiguration, which can limit productivity.

3.3.1. Forward Screw Element

The Forward Screw Element (FSE) is an elliptical screw element designed to convey
the substrate forward while turning around its axis on a rotor force. It appears at the
beginning of the screw, under the feeding zone of the extruder. FSE are selected for
extrusion processing according to their depth, length of the pitch, and flight angle. Figure 7
shows a side view of FSE. The geometry and orientation of the design is important for
performance. For instance, as the tip angle increases, the speed at which the substrate is
conveyed also increases. Similarly, increasing pitch, in turn, translates to a larger available
volume in the FSE. Finally, increasing the screw tip width increases the clearance surface
(between tip and barrel) and reduces the available volume in the FSE.

Figure 7. Intermeshing forward/reverse twin-screw elements.

FSE has an impact on the resulting extrudate properties, and this was demonstrated by
Djuric and Kleinebudde [81] by wet granulation of lactose monohydrate with a twin-screw
extruder. Wet granulation is one of the ways to make solid oral forms (tablets, capsules) in
the pharmaceutical industry [82], where fine powder particles are agglomerated together to
form larger compounds. Djuric and Kleinebudde [81] tested the porosity and the friability
of the extrudate obtained after using different FSE pitches and found that the friability
of the extrudate increased with the pitch length. With respect to LBE, depending on the
rheological behavior of the substrate, excessively small pitches can lead to extra flow
resistance in the barrel, while increasing the FSE pitch may lead to substrate friability; the
substrate has insufficient viscosity to ensure a suitable fluidity inside the barrel. Usually,
FSE with greater pitch are set directly under the feeding zone, while those with lower
pitch are placed downstream from the feeding zone. Kohlgrüber et al. [83] considered a
pitch range 1.5–2 times that of the screw diameter as the most suitable for FSE under the
feeding zone.

3.3.2. Reverse Screw Element

A Reverse Screw Element (RSE) has the same design as a FSE, but with opposite flights
(Figure 7). Set together on the same shaft as an FSE, an RSE is an obstacle to the forward
displacement of the substrate, and thus an RSE represents a high zone of resistance. The
goal of RSE in LBE is to increase pressure on the substrate and also to reach a steady state,
especially with small pitches [84]. Similar to FSE, a side view section of an RSE shows the
same behavior with respect to tip angle and tip width, with an additional particularity: as
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the pitch decreases, the resistance generated by RSE highly increases, which controls the
back pressure and increases the specific mechanical energy.

RSE has an impact on the LBE efficiency, as Gu et al. [48] have shown through their
investigation of glucose and xylose/mannose yield obtained during an LBE of Douglas-fir
residues. Using a twin-screw divided into six zones, they found a significant increase
in the glucose and xylose/mannose yield next to the RSE due to high shearing forces.
Kuster et al. [44] reported similar results on sugarcane biomass, with the insertion of a RSE
increasing the yield of lignocellulose hydrolysis. Zheng et al. [78] investigated height screw
configuration to find the best one for xylose separation from steam-exploded corncobs and
found that xylose recovery was higher using configurations containing one or more RSE.
They also found that while xylose yield varied with configurations containing RSE, these
outcomes were always superior to a configuration without RSE. However, regardless of how
a RSE improves LBE pretreatment, attention must be paid to the specific mechanical energy.

3.3.3. Kneading Element

Kneading elements (KE) play a disruptive and distributive effect on the substrate,
and can also act as mild flow-restricting elements [14,85]. A screw configuration for LCB
pretreatment will typically contain at least one kneading block comprised of two or more
juxtaposed KE. During LBE a kneading block is ideally set immediately downstream of the
first FSE [14,77,78]. Furthermore, Kuster et al. [44] demonstrated that the best place for a
RSE is just after a kneading block because of the additional back pressure and resistance
provided by the RSE.

Kneading blocks geometry depends on the angles between KE, KE staggering, tip
thickness, and clearance. Figure 8 presents both facing and lateral views of a kneading
block. As KE tip thickness increases, the kneading surface also increases, while reducing
the available volume in the kneading block. Furthermore, creating an offset angle between
the KE will improve the distributive function of the kneading block. The optimum offset
angle (α) as a function of the number of KE (nKE) is given by:

α =
180
nKE

(2)

 

Figure 8. Kneading blocks (front-facing and lateral view).

All the KE presented in Figure 8 are vertical and then have no conveying function,
only disruptive and distributive function. However, sometimes a KE is staggered either
because a conveying function or an increase or decrease of shearing forces on the substrate
in the kneading zone is needed. Shearing forces increase when the staggering of the
kneading block is opposite to the displacement direction of the substrate and decrease
when the staggering is in the same direction [55,86]. The choice of the staggering angle of
the kneading block should be related to the extrusion purpose [44].

Usually, kneading blocks are composed of 4–8 KE. The length of a kneading block
influences the LBE. During their experiment on wheat straw and deep litter, Wahid et al. [80]
found that a longer kneading block improved the biodegradability of the extruded biomass
better than a shorter one. As for Fu et al. [47], they recorded a 7% increase in the glucose
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yield when the number of KE was increased. Therefore, it may seem interesting to lengthen
the kneading block to maximize the biodegradability of the extrudate. However, the
authors pointed out that long kneading blocks increase the temperature, the residence
time, and the specific mechanical energy, and this must be taken into consideration before
lengthening the kneading block, especially for bioextrusion, as enzyme degradation can
result in excessive kneading effects or a rise in temperature. A good alternative is to use
both KE and RSE instead of a long kneading block, which is more favorable. The first
solution is better than the second in terms of temperature control (due to reduced shearing
forces), specific mechanical energy saving, and screw length shortening [80].

3.4. Die Shape

The die is the end of the screw through which the substrate exits the extruder, and
its diameter is consistently lower than the inner barrel diameter. Similar to the screws
and the barrel, the die is generally heated. It is an important part of the extruder be-
cause it influences the back pressure inside the barrel and in turn the overall efficiency
of the LBE process [48]. The die entry is a high-pressure zone, as the substrate inside
the barrel is conveyed by the screws and forced to pass through the die which has a
smaller diameter [75,87].

Different shapes of dies are available, but a typical common design for a LBE is a cone
entry followed by a cylinder at the end (Figure 3). Patil et al. [88] studied the influence of
this shape over the pressure in the barrel, and both the entry angle (2α) and the length-
to-die diameter ratio (L/Ddie) were found to be correlated with the internal pressure. For
entry angles (2α) up to 30◦, the pressure linearly increased with a slope of 0.5. With respect
to L/Ddie ratio, the relation has a slope of 0.6. Understanding this relationship, a given die
design can be used to regulate the extrusion pressure [55]. Moreover, a larger die requires a
lower specific mechanical energy than a smaller one because the pressure at the die entry
for a larger die entry is lower and requires less mechanical energy.

Sometimes extrusion is run without a die for many different reasons. The principal
reason for LBE operation without a die is reports of serious packing at the die entrance due
to insufficient fluidity of the substrate (lack of solvent or catalyst) [59,89].

3.5. Torque

The torque (i.e., moment or moment of a force) is the capacity of a force to turn an
object around its axis. For an extruder, the torque is the aptitude of the screws to turn
around their axis, and it is an indicator of the efficiency of the extruder [90]. Torque also
plays a role in the determination of the specific mechanical energy and is correlated to
other extrusion parameters. For example, substrate moisture is inversely correlated with
torque [68]. The torque increases when the barrel temperature and the screw speed are
lowered [86,91,92]. Adding Reverse Screw Elements (RSE) to the screw configuration tends
to increases the torque [93,94]. Concerning the particle size of the substrate, there is no
evidence about its impact on the torque [64].

Importantly, torque influences the sugar recovery yield. Higher torque leads to sugar
recovery improvement. Gu et al. [48] recorded an increase from 27% up to 43% of glucose
yield and from 13% to 21% for xylose/mannose yield when the torque was increased from
15 Nm to 70 Nm. However, there is no specific torque range for LBE extrusion because it
can differ from one extruder to another, according to the type of biomass and the extrusion
conditions [86]. However, one approach to lower the torque and still reach good sugar
recovery yield is to use additives (solvent or catalyst), especially those with a great affinity
towards cellulose such as ethylene glycol and glycerol [40].

3.6. Specific Mechanical Energy

The specific mechanical energy (SME) is an input parameter that is expressed in Watt-
hour per kilogram (Wh/kg) or Joule per kilogram (J/kg). The SME is the energy supplied
for one kilogram of extrudate obtained. It is an indicator of the stability and capacity
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of the extrusion process, as a rapid change of the SME usually relates to instability in
the flow [14,32].

SME is a function of the torque, the mass flow, the power of the extruder motor, and
the screw speed, as outlined in the following formula:

SME =
(Total torque − f riction Torque)× N × (Pm)

(maxt)× (maxss)× m f
, (3)

where N is the screw speed (rev/min), m f is the mass flow rate (kg/s), maxt is the maximum
allowable torque, maxss is the maximum allowable screw speed, and Pm is the power of
the drive motor at a rated speed of maxss. Gu et al. [48] found that the SME is correlated
with the median particles size and the crystallinity of the substrate respectively with
r = −0.79 and r = −0.87. Furthermore, it has been reported that the viscosity of the substrate
influences the SME as less viscous substrates require higher SME [95].

Zheng et al. [78] studied the role of the SME in xylose recovery yields and found that
mass flow higher than 1.45 kg/h negatively affected the xylose recovery yield. However,
when the additive flow (water) was increased, they recorded an improvement in the xylose
recovery yield while the SME decreased concurrently, which was attributed to lower friction
in the barrel due to increased moisture content. These results show that additives can be
used to lower the SME in LBE and improve the sugar recovery results.

Energy consumption is one of the main concerns of biomass pretreatment. The goal is
to recover the highest among of the desired compound under the least energy consumption
possible. Thus, the SME should be set in the optimum range for a given LBE. For example,
Lamsal et al. [79] tested SME values from 222 to 639 Wh/kg and found that 416,6 Wh/kg
was optimum for wheat bran. Figure 9 gives an overview of some SME for LBE (details
about data sources are presented in Appendix B). In cases where the SME is an output,
the value can be predicted with a highly accurate model (R2 = 0.978) developed by
Lei et al. [93] for a twin-screw extruder.

Figure 9. Specific mechanical energy for some lignocellulosic biomass extrusion (Wh/kg).

Comparing power consumption between pretreatment methods is complicated and
somewhat unnecessary. Indeed, the pre-treatment method must be evaluated with regard
to the profitability of the product which allows it to manufacture at the end of the chain
(ethanol, biogas, biodiesel, enzymes, resin, etc.). Kazi et al. [96] used an ASPEN Plus model
to simulate the profitability (on short-term economic viability) of four LCB pretreatment
methods for ethanol production. The pretreatment methods were dilute acid, 2-stage dilute
acid, ammonia fiber explosion (AFEX), and hot water. Corn stover was the raw biomass for
all of them. Results showed the dilute acid pretreatment as the best pretreatment method
as it gave the lowest product value (1.36 dollars of gasoline-equivalent). On the other hand,
Yoo et al. [97] compared the profitability (for a year) of dilute acid and extrusion pretreat-
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ment in the production of ethanol. The Monte Carlo model was used for this purpose and
soybean hulls were the substrate. Extrusion pretreatment was the best pretreatment as it
produced 23.4% more ethanol than the dilute acid pretreatment. The main reason was the
high conversion of cellulose to glucose, achieved with extrusion pretreatment [98].

In practice, in order to lower the energy balance of the whole extrusion pretreatment,
good practices are:

• Avoid the use of a thermal source during biomass preparation, instead privilege room
temperature or solar heat.

• Use kneading screw elements and reverse screw elements sparingly in the screw con-
figuration. As highlighted in Section 3.2, these two elements enhance the disruptive
effect of screws on biomass, but at the same time, they increase the energy consump-
tion [66,80]. The operator must find a compromise according to the objectives of their
extrusion pretreatment.

• Opt for continuous extrusion to avoid unnecessary energy consumption and also
because starting up the extruder is time-consuming and energy-intensive. Therefore,
plan each extrusion well and prepare everything before starting.

• Make sure the moisture of the substrate is sufficient to ensure smooth transport of the
substrate in the barrel, as dry matter content and extruder electricity consumption are
strongly linked (R2 = 0.73) [99]. This practice also helps to avoid the overloading of
the barrel and the jamming of the screws.

• Limit to the strict minimum the number of passes of the biomass in the extruder. This
number may vary from one type of biomass to another. For this, preliminary tests are
necessary. As highlighted in Section 5.2, several studies have shown that beyond a
certain number of passes, there is no longer any significant improvement in the sugar
recovery rate [44,69].

4. Additives

Reactive extrusion is performed in an extruder where one or more additives chemically
react with the biomass to achieve a change in composition and structure of the lignocellulose.
Reactive extrusion is very common in LBE. Usually, the additive is a catalyst, a solvent,
an enzyme (bioextrusion), or a combination of them. Additives can also be acid, alkali,
organosolv, mineral, etc. Water, sodium hydroxide (NaOH), ethylene glycol, lime (CaOH),
sulphuric acid (H2SO4), Tween 80 (polysorbate 80) as surfactant, and [EMIM]Ac (1-Ethyl-3-
methylimidazolium acetate) as ionic liquid are the most used. Reactive extrusion presents
a key advantage because LCBs have poor flow capabilities. The aim of using additives is
to enhance the flowability of the substrate in the barrel and facilitate saccharification via
hydrolysis of the chemicals over the substrate. Reactive extrusion can be performed via
two methods: mixing the additive with the substrate during the preparation step or adding
the additive during the extrusion process.

4.1. Addition before Extrusion

Adding additives to the biomass before extrusion (i.e., during biomass preparation)
modifies the biomass moisture and this has certain advantages for reactive extrusion. In
particular, this approach allows for a more precise control of the moisture content and
mixing is optimal for maximum contact with the additive. Furthermore, when the mixture
is stored in the presence of reactive additives, delignification can start during this period,
weakening the lignocellulose structure and subsequently facilitating extrusion flow. Many
studies have demonstrated that using additives before the extrusion process can be a very
good practice, and the application of different kinds of additives has been investigated.
Kuster et al. [44] studied the effect of water, glycerol, Tween 80, and ethylene glycol on sugar
recovery with sugarcane bagasse and sugarcane straw, and water was found to be the best
additive for both biomasses as evidenced by sugar recovery yield. However, this also led to
problems with flow during extrusion. Under the pretreatment conditions tested (i.e., long
residence time of the substrate inside the barrel, high shearing forces, and temperature),
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the substrate began to dry and then blocked the screws. Glycerol, as an additive, achieved
a slightly lower glucose recovery yield, but substantially improved the flow conditions. On
the other hand, with willow and [EMIM]Ac as additives, Han et al. [59] achieved recovery
yield for glucose and xylose of 99% and 99.5%, respectively. Da Silva et al. [69] applied the
same solvent on sugarcane bagasse, and achieved 90% glucose recovery yield at 25 wt.%
for 8 min extrusion. Zhang et al. [15] obtained 86.8% of glucose recovery yield and 50.5%
of xylose recovery yield with dry corn stover combined with NaOH.

4.2. Addition during Extrusion

Adding reagents during extrusion involves the use of a pump with a controllable flow
rate. Some extruders are equipped with one or two additive pumps, wherein a first additive
is injected in the screw zone located after the biomass hopper (Figure 3). Subsequently,
another reagent is added downstream in the extruder to neutralize the first additive (in
the case of alkali). The two flows and their respective concentration must be correctly
adjusted. If not, the first additive action will not be optimal, or a poor neutralization can
occur, negatively affecting further treatment of the extrudate. Extrusion performed this way
saves time and energy compared to the case when the biomass and additives are mixed
before extrusion and is well adapted to continuous extrusion. These advantages are crucial,
especially at pilot and industrial scales. However, the mixing time for biomass and additive
is reduced, and the sugar recovery yield can be affected [59,77,100]. Choi and Oh [67]
pretreated ripe straw with sulphuric acid without a neutralization reagent. Only 43% of
glucan (glucose) at 3.5% w/v H2SO4 was recovered. Thus, the application of additives
before or during the extrusion process must consider the objectives of the experiments, as
well as energy consumption, and scale up implications. Sometimes, LBE is coupled with
other pretreatments methods [101]. In that case, the second pretreatment method must be
taken into account during the decision-making process.

5. Working Parameters

5.1. Temperature

Extrusion is defined as a high-temperature technology [102]. In fact, there are three
ranges of temperature for LBE: under 100 ◦C (low temperatures), between 100 ◦C and
150 ◦C (mild temperatures), and above 150 ◦C (high temperatures) [47,103].

The temperature inside the extruder barrel results from the heat generated by both
external and internal sources. The external source is coming from the heating system of the
extruder, while the internal source is the heat generated by the effect of shear forces inside
the extruder (viscous dissipation) [104]. Some extruders offer the possibility to impose a
temperature profile along the screw. For example, Montiel et al. [100] pretreated blue agave
bagasse using an extruder with four screw sections with different temperatures: 22 ◦C
in the feeding zone, 50 ◦C in deconstruction zone, 25 ◦C in the neutralization zone, and
25 ◦C in the filtration zone. In this case, a higher temperature in the neutralization zone,
such as 50 ◦C in the deconstruction zone, can denature the neutralization agent. This is a
good example of how a temperature profile across the extruder design is advantageous for
setting the optimum temperature for each screw zone.

It is unclear which temperature range (low, mild, or high) is suitable for a better
sugar recovery. For Karunanithy et al. [105], single-extruded pine wood ran at different
temperatures (100 ◦C, 150 ◦C, and 180 ◦C) achieved bests recovery results at 180 ◦C with
66.1% of total sugar recovery. Zheng et al. [78] experienced similar results after a twin-screw
extrusion of sweet corn, with xylose recovery yield increasing with temperature (65–100 ◦C).
At higher temperatures, biomass moisture loss is important, which can cause a powerful
disturbance in the biomass structure due to shearing forces and elevated thermal action.
Higher temperatures can have additional negative impacts on the extrusion process, as the
substrate releases volatile organic compounds which can hinder downstream processes
(enzymatic saccharification, fermentation, etc.) [104,106,107]. Gu et al. [48] used a twin-
screw extruder to pre-treat Douglas fir residuals. The screws had five sections (T1 to T5)
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along with the screws, with the following temperature profile: T1 and T2 (25 ◦C), T3 (50 ◦C),
T4 and T5 (50, 100, or 150 ◦C). The results showed that glucose and xylose/mannose yield
decreased when the temperature increased in sections T4 and T5, where the conditions
ranged from 50 ◦C to 150 ◦C. They attributed this result to the fact that moisture evaporation
is pronounced in T4 and T5 at high temperatures, leading to particle agglomeration, an
increase in particle size, and cellulose recrystallization.

5.2. Residence Time

The biomass residence time in extrusion is considered a particular advantage for this
process, as it is very short compared to other pretreatment methods. For LBE, the timespan
is on the scale of minutes, with residence times around 1 min 30 s being achieved by
Karunanithy et al. [105] and Vaidya et al. [56]. However, there are no standard residence
times for laboratory studies, as residence times between 1 and 10 min are common [86].
On the other hand, a short residence time could be a problem, especially in the case of
bioextrusion (extrusion with enzymes) or in reactive extrusion, when additives are added
during the processing, both of which would require longer times for the necessary reactions
to take place.

The residence time is the consequence of many factors. For example, screw design
can play a role, as cylindrical screws generate longer residence time than conical screws
for the same screw length [108]. Depending on screw speed and the screw configuration,
the residence time can be lengthened or shortened. Screw configurations containing more
KE, RSE, and short pitches elements lengthen the residence time, while more FSE and
larger pitches elements tend to shorten the residence time [80,109,110]. On the other
hand, many authors found that the screw speed is inversely proportional to the residence
time [32,48,111]. Generally speaking, flow resistance inside the barrel translates into longer
residence times. Furthermore, an extruder without a die at the end of the barrel results in
shortened residence times. The length to diameter ratio (L/D) of the screws also influences
the residence time, with higher ratios increasing the residence time [86].

So far, there is no evidence about the role of other parameters such as liquid/solid ratio
on the residence time. Based on current knowledge, it can be assumed that a higher ratio
will shorten the residence time because adding additives enhances the substrate flowability.

It has been reported that long residence times enhance sugar recovery yield as the
effects of the shearing forces and all the other pretreatment conditions over the substrate
are exerted over a longer period. However, long residence times also raise the SME [78,112].
Usually, operators increase the residence time by recirculating the extrudate into the
extruder as many times as needed (i.e., number of passes). The number of passes can be
up to ten or more. Da Silva et al. [69] investigated the effect of the number of passes on
saccharification yield for sugarcane bagasse with an ionic liquid as the additive. The results
showed that the glucose and xylose recovery increased after the first pass, but additional
passes did not significantly increase the yields of glucose and xylose recovery compared to
the first pass. Kuster et al. [44] experimented with 10 extrusion passes with both sugarcane
bagasse and straw. As previously mentioned, a slight improvement of the glucose recovery
yield was observed for each pass (after the first). However, for bagasse after 3 passes and
7 for straw, no improvement was recorded. Additionally, multi passes did not affect the
crystallinity index, as no significant variation of the index was observed after the first pass.

5.3. Screw Speed

From the initial development of extrusion as a processing step, even in the case of LCB
pretreatment, screw speed has been considered as an important parameter [80,113,114].
Screw speed is measured in rotations per minute (rpm) and usually ranges from 30 to
200 rpm in laboratory LBE settings. Screw speeds less than 100 rpm are considered low
and those above 120 rpm are considered high. In particular cases, it can be set very low
(down to 5 rpm), or very high (up to 420 rpm) [59,68,115,116]. As noted in the preview
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sections, screw speed influences the torque, the SME, the barrel temperature, the residence
time, and the substrate flow rate.

Screw speed is one of the most documented parameters in LBE. Like temperature,
screw speed alone cannot guarantee the efficiency of the extrusion pretreatment [49,79,86].
It must be related to other extrusion parameters. For example, Karunanithy and Muthuku-
marappan [117] extruded switchgrass, while Heredia et al. [118] extruded Brewers’ spent
grain. Both studies recorded opposite behavior about screw speed over the glucose re-
covery yield. While Karunanithy and Muthukumarappan [117] found the best result by
decreasing the screw speed from 150 to 50 rpm, Heredia et al. [118] obtained their bests
results by increasing the screw speed from 100 up to 200 rpm. However, it is important
to notice that Heredia et al. [118] ran the extrusion under 20% moisture at 50 ◦C, while
Karunanithy and Muthukumarappan [117] worked at 15% moisture content and 150 ◦C. It
is also possible to vary the screw speed between high and low settings during the extrusion
process. In that case, a way to overcome the rise of the SME is to lower the torque at high
screw speeds [64,78]. Nevertheless, this processing requires more complex design and
controls to operate.

6. Challenges, Limitations, and Future Prospects

Reactive extrusion is an interesting technology due to the advantages it has over other
pretreatment methods, and the traditional disadvantages from which it is freed. These are:
the high risk of corrosion of the equipment, the use of large quantities of water during or
after pretreatment, the appearance of inhibitors, the pollution and toxicity linked to the
use of certain chemical products, and the length of the pre-treatment time which can last
several days for example in the case of biological pre-treatments (fungi, bacteria, termites,
etc.) [24,119]. On the other hand, the challenges related to extrusion as a method of LCB
pretreatment can essentially be summarized in four points: the initial investment cost,
the energy consumption, the post-purchase flexibility of the design parameters, and the
process scale-up.

Although on a medium and long-term basis extrusion is a commercially attractive
solution and far better than many other pretreatment methods, the investment costs in
this technology are high [97,98]. The high prices of extruders hinder the democratization
of their use. In this case, it might be interesting to diversify the use of the extruder. For
example, the same extruder could be used to manufacture composite materials whose com-
mercialization could allow a faster return on investment. Concerning energy consumption,
extruders need a heat source and a cooling system in addition to a power supply. These are
made possible through the use of electricity. The consequence is a non-negligible energy
consumption. It is possible from several practical techniques, such as those presented
in Section 3.6, to save energy or improve the energy efficiency of the extruder, but less
energy-consuming extruders are of essential needs to accelerate the return on investment in
the case where the extruder is exclusively used for LCB pretreatment. Another important
aspect is the relatively small leeway of the extruder holders for the modification of the
screw elements. Extruder owners in most cases have to refer to the equipment supplier
for modifications, which add delays and affect the productivity of the extruder. Although
technically very difficult, the design of adaptable screw elements according to the desired
shapes, inclinations, and diameters or the development of an extruder capable of variably
housing one, two, or three screws could revolutionize the use of extruders for maximum
destruction of the lignocellulosic complex but also for many other applications. The limits
of extrusion are those of mechanical pretreatments in general. They necessarily require an
external energy source. Moreover, with mechanical pretreatments, it is impossible to be
selective and to target, for example, the types of chemical bonds in the biomass that we
would like to break, as this is the case with most chemical pretreatments. Thus, biomass
fractionation (separation into its three major components) with extrusion requires coupling
with another pretreatment method such as Organosolv [120].
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Regarding future prospects, in addition to solving the challenges mentioned above, it
is about finding an interesting coupling of extrusion with another method of pretreatment.
The idea would be to benefit from the many advantages offered by extrusion while miti-
gating its disadvantages. So far, several coupling ideas have been studied in the literature.
For example, extrusion has been coupled with liquid hot water for eucalyptus and aspen
pretreatment [121], with Steam explosion for corncob pretreatment [122], Ultrasonication
for rice hull pretreatment [53], Ionic Liquid (IL) for pussy willow and sugar bagasse pre-
treatment [59], and with Organosolv method for prairie cordgrass pretreatment [122]. As
extrusion is one of the most used methods in pretreatment couplings, it is of great interest to
investigate, in a review, each of the couplings extrusion has been implicated in, in order to
highlight their efficiency, their advantages and disadvantages, their need for improvement,
and if possible to advise possible interesting coupling ideas based on lessons learned from
existing couplings.

Extrusion optimization and scaling up is also an aspect that is attracting more and
more interest. Indeed, experimental designs with response surfaces have been and continue
to be used for optimization. The problem is that they take time and are sometimes very
expensive. Today, new computational techniques (therefore faster and less expensive) are
in development. A genetic algorithm method is one that currently focuses attention. Nastaj
and Wilczynski’s work [123] entitled “optimization and scale-up for polymer extrusion” is
a rich source of information on this subject.

7. Conclusions

Extrusion is a very flexible method of lignocellulosic biomass pretreatment due to the
many parameters available, with optimal conditions for a given process, and can include
extruder design, biomass type, additives, and operating conditions. While some parameters
related to the extruder design are limited to initial design plans, several other parameters
can be adopted as needed by operators to customize for a process’ given needs. Most of
these parameters are correlated, and clear identification of the purpose of the extrusion and
the downstream treatments, as well as the possibility to scale up the process, are important
when selecting the extrusion settings. Particular attention should be paid to the energy
consumption during the biomass preparation and the extrusion process, with settings
leading to satisfactory sugar recovery with the lowest energy consumption as a focus.
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Appendix A

Table A1. Specific mechanical energy for some lignocellulosic biomass extrusion (Wh/kg).

Substrate Value or Range (Wh/kg) References

Blue agave bagasse 288 [84]
Deshydrated sweet corn coproducts 141 [84]

Douglas fir 1 110–350 [78]
Douglas fir 2 310–420 [47]
Eucalyptus 6 [84]

OPEB 243 [84]
Rice straw 191–496 [92]

Soybean hull 1 157–726 [68]
Soybean hull 2 222–639 [79]

Sugarcane bagasse 408 [84]
Sweet corn 88 [84]

Vineyard pruning 207 [84]
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Appendix B

Table A2. Composition of some lignocellulosic biomass.

N◦ Substrate
Composition (%)

References
Cellulose Hemicellulose Lignin

Hardwood

1. Birch 38.2 19.7 22.8 [124]
2. Hybrid poplar 48.6 15.7 21.8 [42]
3. Maple 44.9 25 20.7 [42]
4. Poplar 49.9 25.1 18.1 [42]
5. Red oak 43.4 22.5 25.8 [42]
6. Walnut 46.2 20.9 21.9 [42]
7. White birch 43 29.7 23.9 [39]
8. White oak 43.6 23.7 23.2 [42]
9. Willow 43 29.3 24.2 [124]

Softwood

1. Black spruce chips 50 17.6 25.4 [39]
2. Pine 46.4 22.9 29.4 [124]
3. Spruce 43.4 22 28.1 [124]

Grasses

1. Alfalfa 33 16.3 13.7 [39]
2. Bagasse 23.33 16.52 54.87 [50]
3. Corn cobs 15 35 45 [125]
4. Corn stover 1 19 26 38 [126]
5. Corn stover 2 35.6 22.1 12.3 [124]
6. Rice straw 1 18 24 32.1 [125]
7. Rice straw 2 34.2 24.5 11.9 [124]
8. Sponge gourd fibres 15.46 17.44 66.59 [50]
9. Sugarcane bagasse 1 20 25 42 [127]

10. Sugarcane bagasse 2 40.2 23.8 25.2 [42]
11. Sweet sorghum 21 27 45 [127]
12. Switchgrass 31.0 24.4 17.6 [42]
13. Wheat straw 1 38.2 24 23.4 [124]
14. Wheat straw 2 38.2 24.5 23.4 [42]
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Abstract: This paper proposes a scheduling method of dual ESSs (Energy Storage Systems) for the
purpose of reducing the peak load when there are sudden loads or generation changes during the on-
peak time. The first ESS is scheduled once a day based on a day-ahead load prediction, and the second
ESS is scheduled every 15 min during on-peak time based on a short-term load prediction by LSTM
(Long Short-Term Memory). Special attention is paid to training the LSTM for the short-term load
prediction by using the augmented past load data which is generated by adding possible uncertainties
to the past load and temperature data. Based on the load forecast, optimization problems for the
scheduling are formulated. The proposed scheduling method is validated using load and temperature
data from a real building. In other words, when the proposed method is applied to the real building
energy data in the case study, it not only shaves the peak load during on-peak time interval effectively
but also results in lower electricity price although there are sudden load or temperature changes
during the time interval.

Keywords: building energy management; deep learning; energy storage system; load forecast;
real-time control

1. Introduction

As the number of big buildings has increased, there has been an increase not only in
their energy consumption and CO2 emission but also in their proportion of global total
energy consumption and CO2 emissions. For instance, electricity consumption in buildings
was about 55% of global total electricity consumption in the year 2019 [1]. Hence, it is of
the utmost importance to devise building energy management systems (BEMS) in order to
manage the total energy consumption efficiently.

In recent BEMS’s research, a large amount of effort is directed to integrating renew-
able energy sources (RES) systematically [2]. Since RES is intermittent by nature and the
load is unknown, inevitably BEMS has to be devised in such a way that it can deal with
uncertainties in both the load and RES. ESS (Energy Storage Systems) are known to be the
most efficient method to handle this problem. Consequently, one of the most important
BEMS’s tasks is to have an algorithm to charge and discharge ESS in such a way that the
management of the building’s energy is carried out successfully in terms of supply–demand
balance, low electricity prices, and lower peak loads, etc. BEMS charges ESS when the
demand is low and discharges it when the demand is high for the purpose of reducing
electricity prices or the peak load during on-peak times [3,4].

The optimal ESS charging and discharging during a day has to be performed while
taking the load into account. However, the load is unknown in advance, which means that
BEMS has to be able to predict the load [5]. Various artificial intelligence-based methods
for load prediction have been developed using ANN (Artificial Neural Network) [6,7]
and RNN (Recurrent Neural Network) for sequential data prediction [8]. To overcome the
weak long-term dependency of RNN, the LSTM (Long Short-Term Memory) network has
been made and popularly applied to forecast loads [9–11]. Recently, GRU (Gated Recurrent
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Units) have been developed in order to reduce the number of parameters in LSTM and
improve the convergence speed of training, and they are also employed to predict the
load [12,13].

Usually, there are two approaches for ESS operation in BEMS. In the first approach, a
day-ahead load prediction is made at the beginning of a day, and the schedule of charg-
ing and discharging is determined for the day considering the prediction. When a day
starts, BEMS charges or discharges ESS following the determined schedule. In the offline
scheduling approach, ESS works such that supply–demand balance is maintained and
the electricity price according to ToU (Time-of-Use) is minimized [14,15]. This approach
cannot deal with any uncertainties in the load or the temperature during the on-peak
time since charging and discharging are scheduled at the beginning of a day. The other
possible approach is to use another ESS, which is used online using real-time information
on load and temperature to achieve the objectives of the BEMS, such as peak reduction.
This second ESS is used under the assumption that the first ESS operates in accordance with
the schedule made at the beginning of the day. As a compromise of these two approaches,
in [16,17], only one ESS is employed, but it is re-scheduled at a certain time during a day
based on real-time information.

Recently, renewable generation and EV (Electrical Vehicles) charging stations have
been installed in buildings. Although they provide more electrical power and convenience,
it is difficult to predict how much power must be generated by renewable generation
sources and how much will be consumed by EVs during a day. If during on-peak times
renewable generation produces less electricity than forecast or many EVs try to charge
simultaneously, then the peak load can be very large. Hence, online real-time monitoring
and ESS scheduling are important in order to deal with such situations. For instance, a
real-time ESS operation method is developed to handle uncertainties [18–20]. A multi-time
scale coordination is devised to reduce the effect of uncertainties [21,22] in BEMS operation.
An optimal online ESS operation method to take uncertainties in solar generation and
load variation into account using stochastic programming is designed in [23]. Furthermore,
real-time energy management for apartment buildings using MPC (Model Predictive
Control) [24], and energy management considering random events such as EV charging
have been an emerging research area [25,26].

Along this line of research, this paper focuses on real-time ESS scheduling for peak
load reduction when there is a large discrepancy in supply and demand during on-peak
times. To this end, it is assumed in this paper that there are two ESSs: one (called ESSoff
hereafter) is scheduled offline using a day-ahead load prediction and the other (called ESSon
hereafter) is scheduled online and is charged or discharged during on-peak time based
on real-time short-term load predictions. ESSon is necessary because the scheduled plan
for ESSoff might not be effective to reduce the peak load due to the uncertainties during
on-peak time period. Hence, the performance of ESSon is heavily dependent on real-time
short-term load prediction. Roughly speaking, ESSoff deals with a slowly varying deficient
load and ESSon works for a rapidly varying deficient load.

The main contribution of the paper is twofold. First, for the purpose of scheduling
ESSon, a short-term prediction based on LSTM and past temperature and load is developed.
Especially, the training data for the LSTM is augmented such that the possible uncertainties
during on-peak time are added to the past load and temperature data. The trained LSTM
is used to predict the load during the on-peak time period. Second, using the short-term
prediction by the LSTM, an optimization is formulated to make a plan for charging and
discharging of ESSon. In the optimization, various requirements on, for example, SoC (State
of Charge) limit of the amount of charging and discharging at a time are modeled as
constraints in the optimization. A case study using real temperature and load data of a
building shows that the proposed scheduling method for ESSon successfully reducing the
peak load and thereby reducing the electricity cost. This means that the proposed method
deals with uncertainties during the on-peak time efficiently.
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In this paper, the variables with subscript ‘off’ mean that they are determined offline
while the variables with subscript ‘on’ are determined online.

The paper is organized as follows. In Section 2, the configuration and objective of
the paper are introduced. In Section 3, the proposed online ESS scheduling method is
presented, which is followed by a case study based on real building data in Section 4.
Section 5 concludes the paper.

2. Objective and Description of the Proposed Method

In this section, the problem under consideration and the structure of the proposed
BEMS are described. The proposed BEMS schedules a dual ESS (ESSoff and ESSon) by
solving optimization problems. The optimization problems rely on load predictions made
by LSTM (Long Short-Term Memory). Figures 1 and 2 describes the proposed BEMS. The
mathematical symbols in Figure 2 are explained in the next section.

Figure 1. Structure of the proposed BEMS.

Figure 2. The structure of the proposed BEMS method.

To be specific, in offline mode, the two-deep learning networks LSTMoff and LSTMon
are trained using the past temperature and load data set. Then, at the beginning of a day,
the trained LSTMoff computes a day-ahead load prediction and the prediction is used to
define an optimization problem with decision variables PESS

off,0, · · · , PESS
off,23 for scheduling

ESSoff where PESS
off,t denotes the amount of charging or discharging for ESSoff every hour (i.e.,

24 times of charging or discharging a day). In addition, during an on-peak time period,
LSTMon generates the load prediction every 15 min for the next 1 h to consider uncertain
situations which are not taken into account in LSTMoff (or scheduling ESSoff). Based on
short-term predictions by LSTMon including current load (i.e., P0, P̂on,1, · · · , P̂on,4), an
optimization problem with decision variables PESS

on,0, · · · , PESS
on,4 (i.e., 5 × 15 min) is defined

for charging and discharging plan for ESSon. Then, only the first element PESS
on,0 of the optimal
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solution is applied to ESSon, and this procedure is repeated every 15 min similar to the
receding horizon implementation in MPC (Model Predictive Control) [27].

The main objective of the BEMS design in this paper is to reduce the peak load
during on-peak times by scheduling ESSon based on short-term load prediction by LSTMon,
which is trained using the augmented load data to deal with abrupt large load changes. In
achieving the objective, physical constraints such as SoC bounds or the limit of ESS output
are taken into account.

3. Proposed Method

In this section, details of the proposed method are described. The results consist of
offline ESS scheduling and online scheduling. The offline ESS scheduling is a modified result
of that in [17] and the focus of this paper is mainly placed on the online ESS scheduling.
Hence, offline ESS scheduling is briefly reviewed for the self-sufficient presentation of the
main result and then the proposed online ESS scheduling is presented.

3.1. ESSoff Scheduling
3.1.1. Training LSTMoff for a Day-Ahead Load Forecast Using Past Load and
Temperature Data

In building energy management, a day-ahead load prediction is indispensable for
optimization-based ESS scheduling. Since LSTM is efficient at predicting time series
data [28], it is employed to forecast the load demand of the building. Since LSTM is already
a well-known deep learning technique, it is not explained here. For details, see [17,28].

For a day-ahead prediction, LSTMoff is trained using past building loads. In this
work, the load data are assumed to be measured and saved every hour. Moreover, to
enhance the prediction accuracy, hourly measured outdoor temperature data are also used.
Hence, the input data to LSTMoff for training is of the form {Pt−j, Tt−j} (j = 1, · · · , 24)
and {Pt, Pt+1, · · · , Pt+23} is used as the output of the network. When LSTMoff is trained,
if {Pt′−j, Tt′−j} (j = 1, · · · , 24) is injected into the trained LSTMoff, LSTMoff generates
{P̂off,t′ , P̂off,t′+1, · · · , P̂off,t′+23} as the load prediction for the next 24 h.

3.1.2. Scheduling ESSoff via Optimization

For the purpose of scheduling ESSoff, the trained LSTMoff generates the load prediction
P̂off,t at midnight for the next 24 h using the load and temperature data from the previous
day. Then, to decide the amount of charging and discharging PESS

off,t for the next 24 h, an
optimization problem is formulated on the basis of the prediction as follows:

min
PESS

off,t
t=0,··· ,23

23

∑
t=0

{
Cg,t P̂g1,t + w1PgL1,t + w2

(
PESS

off,t − PESS
off,t−1

)2

+ w3PESS
off,t

2
}

(1a)

subject to ∀t ∈ {0, 1, · · · , 23}
P̂g1,t = P̂off,t + PESS

off,t (1b)

PgL1,t =

{
Pg,min − P̂g1,t, P̂g1,t < Pg,min and t ∈ {on-peak time}
0, otherwise

(1c)

SoCoff,t = SoCoff,t−1 +
η

Ec1
PESS

off,t (1d)

SoCmin ≤ SoCoff,t ≤ SoCmax (1e)

| PESS
off,t | ≤ PESS

off,max (1f)

|
23

∑
t=0

PESS
off,t | ≤ α (1g)

where Cg,t is the constant denoting the electricity price at time t and P̂g1,t is the estimated
amount of electricity to be used. Hence, the first term Cg,t P̂g1,t in the objective function
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denotes the estimated electricity cost that will be paid. wi (i = 1, 2, 3) are weights that
make each term contribute similarly to the entire objective function. Pg,min in (1c) represents
the contracted minimum amount of electricity from the main grid during on-peak time.
It is assumed that the operator of the building’s energy provides the main grid operator
with this information. It is useful to define Pg,min for not only the energy manager of the
building’s energy but also the main grid operator since the existence of such a value can
help make a long-term energy plan for both the building and the main grid. PgL1,t is the
difference between Pg,min and P̂g1,t at time t during the on-peak time. Since the contract is
made between the building energy operator and the grid operator such that the building
spends at least Pg,min electricity during the on-peak time, a penalty has to be imposed on
PgL1,t, which is expressed using the second term w1PgL1,t. PESS

off,t is the amount of charging or
discharging from ESSoff at time t. Hence, the third and fourth terms in the objective function
imply that the variation and amount of charging or discharging have to be small. Such
consideration is helpful for both health and lifetime of the ESS. Note that PESS

off,t ≥ 0 implies
charging and PESS

off,t < 0 means discharging. (1d) denotes how SoCoff,t changes according to
PESS

off,t where η and Ec1 denote the efficiency of PESS
off,t and the capacity of ESSoff. (1e,f) are the

constraints on SoCoff,t and PESS
off,t, respectively. The last constraint (1g) is used to maintain

the initial value of SoCoff,t to a constant value at the beginning of a day by setting the α
small enough. Note that α ≡ 0 leads to an equality constraint that can restrict the feasibility
of the problem. The optimization problem is a modified version of that in [17].

After computing the prediction P̂off,t by LSTMoff, if the operator solves the optimization
problem (1), the result can be depicted by Figure 3. In Figure 3, k is the start point of the
on-peak time period and p is the length of the on-peak time period, and P̂off,t and P̂g1,t
denote the load power prediction before and after ESSoff is applied, respectively. Note that
the peak of P̂off,t is reduced thanks to ESSoff. Mostly, ESSoff discharges during on-peak time
∈ [k, k + p] to reduce the electricity cost with Pg,min being the minimum, and charges during
off-peak time to satisfy (1g). Therefore, comparing P̂off,t with P̂g1,t employing ESSoff, peak
reduction is achieved, thereby resulting in lower cost. Note that reducing the peak of P̂g1,t
can bring about a reduction of the real consumed power.

Figure 3. Offline ESS optimization.

On the other hand, if the load uncertainty in real-time is denoted by ϕt, then the real
load can be expressed by Pg1,t = P̂off,t + PESS

off,t + ϕt. This means that the cost for buying
electricity from the main grid can vary significantly depending on the load uncertainty
from the offline forecast. If the uncertainty is small, the cost variation becomes acceptable,
but the cost will not be trivial if the uncertainty is significant due to, for example, abrupt
large load changes such as charging electric vehicles. To deal with these situations, we
present strategies on how to reduce the effect of the uncertain load during the on-peak
times by improving the performance of the short-term load prediction, and how to operate
ESSon based on the enhanced short-term load prediction.
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3.2. ESSon Scheduling

Under the assumption that ESSoff is scheduled, this section presents a scheduling
method for ESSon which works mainly during the on-peak time period. LSTMon is trained
using augmented past load and temperature data for online short-term load forecasting
first, and then a charging and discharging strategy is proposed using the online load
forecast by using LSTMon and convex optimization.

3.2.1. Online Short-Term Load Forecast via LSTM with Data Augmentation

ESSon is employed in this work for the purpose of handling sudden large variations in
load or temperature during the on-peak time period and is scheduled based on short-term
load forecasts by LSTMon. Hence, LSTMon has to be trained such that it can generate
short-term load forecasts even when there are unexpected load or temperature variations
that do not exist in the past data. To this end, the past load and temperature data can be
augmented [29]. The augmented data can be generated by adding possible values of sudden
uncertainties (synthetic uncertainties) considering the possible situations in the building to
past load and temperature data. To generate the synthetic uncertainties systematically, a
probability density function (PDF) such as a Gaussian distribution can be used [30].

In other words, the synthetic uncertainties are generated by sampling data using a
PDF, and it is added to the past data. For details, see the next section.

With this augmented data, LSTMon is trained such that its input {Pt−iΔtm , Tt−iΔtm}(i =
0, · · · , 7) and its output {Pt+Δtm , · · · , Pt+4Δtm}, where Δtm is 15 min. When the training is com-
plete, the trained LSTMon generates {P̂on,t′+Δtm , · · · , P̂on,t′+4Δtm} when {Pt′−iΔtm , Tt′−iΔtm}
is given as the input to LSTMon. Hence, the trained LSTMon forecasts the next one-hour
load and its resolution is 15 min. Such LSTMon is expected to generate more accurate short-
term load forecasts compared with the day-ahead load forecast when there are nontrivial
variations in load or temperature.

3.2.2. Online ESS Operation

This subsection presents a scheduling ESSon via convex optimization based on the
short-term load forecast P̂on,t by LSTMon.

During on-peak times, a short-term load prediction is made every 15 min for the next
hour. In other words, at time k during the on-peak time period, the short-term load fore-
cast {P̂on,k+Δtm , · · · , P̂on,k+4Δtm} is generated every Δtm. Then, the following optimization
problem is solved with the forecast.

min
PESS

on,t
t=k,··· ,k+4Δtm

k+4Δtm

∑
t=k

{
w4PgU2,t + w5PgL2,t + w6PESS

on,t
2
}

(2a)

subject to ∀t ∈ {k, k + Δtm, · · · , k + 4Δtm}
P̂g2,t = P̂on,t + PESS

off,t + PESS
on,t (2b)

PgU2,t =

{
P̂g2,t − (P̂g1,t + δ), P̂g2,t > P̂g1,t + δ

0, else
(2c)

PgL2,t =

{
Pg,min − P̂g2,t, P̂g2,t < Pg,min

0, else
(2d)

SoCon,t = SoCon,t−Δtm +
η

Ec2
PESS

on,t Δtm (2e)

SoCmin ≤ SoCon,t ≤ SoCmax (2f)

| PESS
on,t | ≤ Pon,max (2g)

where PESS
on,t denotes the amount of charging or discharging from ESSon at time t. In the cost

function (2a), w4PgU2,t penalizes the power when it is higher than P̂g1,t + δ. The first term

362



Energies 2022, 15, 3001

makes ESSon work only when the difference between the required load P̂g2,t computed
online and P̂g1,t computed offline is higher than δ. Since ESSon is usually expensive equip-
ment, it is used only when there are large uncertainties. As depicted in Figure 4, ESSon
makes P̂g2,t be between the two red dashed lines, P̂g1,t + δ and Pg,min, during on-peak time.
In other words, if the uncertainties predicted by the online load forecast are small, ESSon
does not do anything, which is helpful for the lifetime of ESSon. On the contrary, if the
estimated uncertainty is nontrivial, ESSon tries to reduce the effect of the uncertainty.

Figure 4. Online ESS optimization.

In the first term of the cost function, P̂g2,t means estimates of the required load power
since it is the sum of the estimated power P̂on,t and the outputs of the two ESSs. The other
terms in the cost are similar to the cost function (1).

Figure 5 summarizes how the online load forecast and ESSon work during on-peak
time. At time t = k, LSTMon generates short-term load forecast {P̂on,k+Δtm , · · · , P̂on,k+4Δtm}.
Based on this short-term forecast, the optimization problem (2) is solved to determine
PESS

on,k, PESS
on,k+Δtm

, · · · , PESS
on,k+4Δtm

. PESS
on,k is applied for 15 min, and this procedure is repeated

during on-peak time.

Figure 5. Online ESS operation process.

After the on-peak time, to maintain the initial value of SoCon,t, the following optimiza-
tion problem is solved. This procedure can be seen as (1g) in ESSoff scheduling. The cost
function is similar to the third and fourth terms in the objective function (1), considering
the health and lifetime of the ESSon. At time t = k + p + 1, right after the on-peak time,
ESSon charges or discharges for two hours considering PESS

on,t during the on-peak time. Note
that γ is a small constant.

min
PESS

on,t

k+p+2+3Δtm

∑
t=k+p+1

{
w6PESS

on,t
2
+ w7

(
PESS

on,t − PESS
on,t−Δtm

)2}
(3a)

subject to ∀t ∈ {k + p + 1, k + p + 1 + Δtm, · · · , k + p + 2 + 3Δtm}

|
k+p+2+3Δtm

∑
t=p

PESS
on,t | ≤ γ (3b)
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Algorithm 1 summarizes the proposed energy management method using LSTM with
the augmented dataset, dual ESSs, and convex optimization. Moreover, Figure 2 illustrates
Algorithm 1.

Algorithm 1: Proposed energy management method.

Offline
Train LSTMoff using past load and temperature data set
Train LSTMon using augmented past load and temperature data set

Online

Repeat at t = 00:00
A day-ahead load forecast using LSTMoff
Make charging and discharging scheduling of ESSoff by solving the
optimization (1)

/ ∗ Repeat the following every 15 min during on-peak time ∗ /
for t ∈ on-peak time do

Short-term load forecast using LSTMon
Make charging and discharging scheduling of ESSon by

solving the optimization (2)
end for

Initialize SoCon,t by solving the optimization (3)

4. Case Study

This section shows the application of the proposed energy management scheme
using data from a real building. It is shown that the online short-term forecast-based
ESS scheduling can reduce the peak load effectively even when there are nontrivial load
uncertainties during the on-peak time. This is because the trained LSTMon using augmented
datasets generate better load forecasts, which is not easy to accomplish for a day-ahead
load forecast.

4.1. Training Data and Data Augmentation

For training LSTMoff, load and outdoor temperature datasets are taken from [31] and
they are measured for a commercial building located in Richland, WA, during the summer
season (June–September) from 2009 to 2011.

For training the LSTMon, the dataset is augmented for the purpose of obtaining a
better load prediction when there are severe load uncertainties during on-peak time. To
be specific, the dataset is augmented by adding the synthetic uncertainties to the original
dataset. To augment the dataset systematically, the value of the synthetic uncertainty is
generated using the normal distribution in (4) with a mean μ and a standard deviation σ
as follows:

faug(t) =
β

σ
√

2π
exp

(
− (t − μ)2

2σ2

)
(4)

where β ∈ [−40, 40] is a scaling factor. μ ∈ [10, 18] and σ ∈ [1, 3] are chosen to create a
variety of uncertainties. Several examples of synthetic uncertainties generated by faug(t)
are shown in Figure 6.
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Figure 6. Load uncertainty data.

Figure 7 shows the original load and temperature dataset and the augmented dataset
using the synthetic uncertainties calculated by (4).

(a) (b)

(c) (d)

Figure 7. Original data and data with synthetic uncertainties. (a) Original load data, (b) Load with
uncertainty data, (c) Original temperature data, (d) Temperature data with uncertainty.

4.2. Offline and Online Load Forecast by the Trained LSTMs

This section shows how accurately the trained LSTMoff using the past dataset and
LSTMon using the augmented past dataset generate load forecasts when there are uncer-
tainties. Table 1 summarizes the structures and hyperparameters of LSTMoff and LSTMon.
For training the LSTMs, Tensorflow 2.0 in Intel(R) Core(TM) i7-4790 with 8GB memory was
used [32].
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Table 1. LSTM Network parameters for training.

Parameter LSTMoff LSTMon

Number of layers 3 3

Number of neurons 128 × 128 × 24 128 × 128 × 4

Batch size 128 64

Number of epochs 100 100

Learning rate 0.001 0.001

Loss function MAE MAE

Optimizer ADAM ADAM

Figures 8–10 show load forecast results by LSTMoff and LSTMon for positive, negative,
and sign indefinite synthetic uncertainties, respectively. In the figures, the red dotted lines
denote the original load data and the black solid lines show the augmented load data. On
the left of Figures 8–10, the blue solid lines are the load forecast P̂off,t by LSTMoff. As seen
in the figures, the load forecast by LSTMoff is not accurate. This is natural since LSTMoff
is trained using the red lines but actually used the black lines (i.e., input to the trained
LSTMoff) for the forecast. On the other hand, on the right of Figures 8–10, the short lines
with various colors denote the one-hour load forecast by LSTMon. Note that the online load
forecast by LSTMon for the next one hour period is carried out every 15 min repeatedly
during the on-peak time.

(a) (b)

Figure 8. Offline and online load forecasts with positive synthetic uncertainties. (a) Offline load
forecast, (b) Online load forecast.

(a) (b)

Figure 9. Offline and online load forecasts with negative synthetic uncertainties. (a) Offline load
forecast, (b) Online load forecast.
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(a) (b)

Figure 10. Offline and online load forecasts with sign indefinite synthetic uncertainties.(a) Offline
load forecast, (b) Online load forecast.

In view of the forecast results in Figures 8–10, LSTMon generates better load forecasts
for a load with uncertainties than LSTMoff. For quantitative comparison, the forecast errors
are computed using Root Mean Square Error (RMSE) for the test data. Each RMSE for
offline and online is given in (5a,b) considering the different resolutions. N is the number
of test data and only the forecast during the on-peak time is calculated. Note that the online
load forecast is repeated every 15 min. LSTMoff results in 5.611 kW and LSTMon does
2.022 kW. Hence, the load forecast by LSTMon can be used for ESS scheduling in scenarios
where there are sudden load changes during on-peak times.

RMSEoff =

√√√√ 1
N

· 1
p + 1

N

∑
i=1

k+p

∑
t=k

(Pi
aug,t − P̂i

off,t)
2 (5a)

RMSEon =

√√√√ 1
N

· 1
4p + 1

· 1
4

N

∑
i=1

k+p

∑
t=k

3

∑
j=0

(Pi
aug,t+jΔtm

− P̂i
on,t+jΔtm

)2 (5b)

4.3. ESS Scheduling Based on Online Load Forecast

Using the offline load estimate P̂off,t and online estimate P̂on,t, PESS
off,t and PESS

on,t are
determined by solving the convex optimization (1) and (2), respectively. For optimization,
the CVX MATLAB toolbox is employed [33] and the tuning parameters for the optimization
problems are given in Table 2. Each weight wi is chosen such that each term in the objective
function has a similar influence on the entire cost function.

Table 2. Parameters for ESS optimization.

Offline PESS
off,t Online PESS

on,t Common

Parameter Value Parameter Value Parameter Value

w1, w2, w3 5, 0.05, 0.1 w4, w5, w6, w7 3, 50, 50, 0.1 η 0.95

Ec1 120 kWh Ec2 40 kWh SoCmin 0.1

α 3 kW δ, γ 1 kW, 5 kW SoCmax 0.9

Poff,max 30 kW Pon,max 20 kW Pg,min 54 kW

For both ESSoff and ESSon, the initial SoC are set to 0.5, and Pg,min is 0.8 times the peak
of the average real load data. During the on-peak time, when the real power Pg1,t and Pg2,t
bought from the main grid are smaller than Pg,min, then the penalty is calculated as
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Cpen
off = ∑

t∈j
Cp,t(Pg,min − Pg1,t); {j|Pg1,j < Pg,min}, (6a)

Cpen
on = ∑

t∈i
Cp,t(Pg,min − Pg2,t); {i|Pg2,i < Pg,min} (6b)

where the penalty price Cp,t is adjusted as double the value of Cg,t. Hence, the resulting
costs for offline ESS scheduling and online ESS operations are given by

Coff =
23

∑
t=0

Cg,tPg1,t + Cpen
off , (7a)

Con =
k−1

∑
t=0

Cg,tPg1,t +
k+p+2+3Δtm

∑
t=k

Cg,tPg2,t +
23

∑
t=k+p+3

Cg,tPg1,t + Cpen
on (7b)

where period t ∈ [k, k + p + 2 + 3Δtm] is the time when ESSon is operated.
The simulation results are given in Figures 11–13 when PESS

off,t and PESS
on,t are applied to

the cases with positive, negative, and sign indefinite synthetic uncertainties. Scheduling
results are given on the left column in Figures 11–13 when only ESSoff (i.e., PESS

off,t) is used.
On the other hand, scheduling results are given on the right column in Figures 11–13 when
both ESSoff and ESSon (i.e., PESS

off,t, PESS
on,t ) are used.

(a) (b)

(c) (d)

(e) (f)

Figure 11. Offline ESS scheduling and online ESS operations with positive synthetic uncertainties.
(a) Offline load forecast, (b) Online load forecast, (c) The estimated power P̂g1,t and real power Pg1,t

from the main grid by using only ESSoff, (d) The estimated power P̂g1,t and real power Pg2,t from the
main grid by using both ESSoff and ESSon, (e) The amount of charging or discharging of ESSoff and
SoCoff,t, (f) The amount of charging or discharging of ESSon and SoCon,t.

Figure 11 is the operation result when the uncertainty is positive. In Figure 11a,b, P̂off,t
and P̂on,t are given, which are also presented in Figure 8. In Figure 11c,d, the power Pg1,t
and Pg2,t bought from the main grid are depicted together with corresponding estimate
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P̂g1,t and Pg,min. The green solid line denotes the electricity price Cg,t; ToU pricing, where
the start point of on-peak time k is 11:00; and the peak period p is 4 h. The price for off-peak
time is 1 USD/kWh and on-peak time is 5 USD/kWh. In Figure 11e,f, PESS

off,t, PESS
on,t (i.e.,

amount of charging and discharging of ESSoff and ESSon), and corresponding SoC (i.e.,
SoCoff,t, SoCon,t) are presented. The grey solid line denotes the constraints of SoC, SoCmin
and SoCmax, respectively.

When Figure 11a,c are compared, the estimated power P̂g1,t denoted by the blue line is
reduced during on-peak time based on the optimization (1) but the real power Pg1,t denoted
by the brown line becomes higher than P̂g1,t due to uncertain load that is not predicted by
P̂off,t. In the case of offline scheduling, since using only ESSoff based on a day-ahead load
forecast cannot consider the uncertainties during on-peak times, this results a higher cost.

On the other hand, when the brown lines denoting Pg1,t in Figure 11c and the red
lines denoting Pg2,t in Figure 11d are compared, it is verified that the proposed scheduling
method for ESSon effectively reduces the peak load during the on-peak time. To be more
specific, the effect of the uncertain load is eliminated by optimization (2c) based on the
online short-term load forecast P̂on,t, which has better performance than P̂off,t. By adding
ESSon, peak load reduction is achieved when considering the uncertain load and reducing
the required payment. This can be confirmed by the final cost paid. For Figure 11c, it costs
2072 but only 2042 for Figure 11d.

(a) (b)

(c) (d)

(e) (f)

Figure 12. Offline ESS scheduling and online ESS operations with negative synthetic uncertainties.
(a) Offline load forecast, (b) Online load forecast, (c) The estimated power P̂g1,t and real power Pg1,t

from the main grid by using only ESSoff, (d) The estimated power P̂g1,t and real power Pg2,t from the
main grid by using both ESSoff and ESSon, (e) The amount of charging or discharging of ESSoff and
SoCoff,t, (f) The amount of charging or discharging of ESSon and SoCon,t.

Figure 12 shows the operation results obtained by the proposed scheduling method
when the uncertainty is negative. Similar observations to those in Figure 11 are possible.
The brown line denoting Pg1,t in Figure 12c becomes lower than Pg,min during the on-peak
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time due to the negative uncertain load, resulting in a penalty, but in the case of Pg2,t as
denoted by the red line in Figure 12d, it does not deviate from Pg,min constraints through
ESSon. It is verified that the proposed scheduling for ESSon can effectively reduce the effect
of the negative variations. Quantitatively, for Figure 12c, it costs 2079 but only 2042 for
Figure 12d.

(a) (b)

(c) (d)

(e) (f)

Figure 13. Offline ESS scheduling and online ESS operations with indefinite synthetic uncertainties.
(a) Offline load forecast, (b) Online load forecast, (c) The estimated power P̂g1,t and real power Pg1,t

from the main grid by using only ESSoff, (d) The estimated power P̂g1,t and real power Pg2,t from the
main grid by using both ESSoff and ESSon, (e) The amount of charging or discharging of ESSoff and
SoCoff,t, (f) The amount of charging or discharging of ESSon and SoCon,t.

As the last case study, Figure 13 presents the operation results of the proposed
ESS scheduling when the variation can be indefinite (i.e., either positive or negative).
In Figure 13, both positive and negative variations are used. Again, similar observations
to Figures 11 and 12 are also possible. Quantitatively, for Figure 13c, it costs 2031 but only
1962 for Figure 13d.

5. Discussion

This section analyzes the effect of parameters δ and the initial value of SoCon,t on PESS
on,t

(i.e., amount of charging or discharging of ESSon).

5.1. Effect of δ

Figures 14 and 15 represent the operation results with both ESS for the same condition
as in Figure 11 with different values of δ. δ = 1 is used in Figure 11. Figure 14 corresponds
to δ = 0 and results in a cost value of 2035, and Figure 15 shows δ = 4 and cost of 2062.
As the value of δ becomes smaller, ESSon has to deal with more uncertainties according
to the optimization (2c). This is verified by comparing Figure 11 (δ = 1) with Figure 14
(δ = 0) since PESS

on,t discharges more in Figure 14. On the other hand, PESS
on,t discharges less
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in Figure 15 since δ = 4 makes ESSon cover less uncertainties compared with the previous
cases. Therefore, the proper choice of δ must be used since ESSon has to consider the
constraints in (2f).

(a)

(b)

(c)

Figure 14. Online ESS operation at δ = 0. (a) Online load forecast, (b) The estimated power P̂g1,t and
real power Pg2,t from the main grid by using both ESSoff and ESSon, (c) The amount of charging or
discharging of ESSon and SoCon,t.
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(a)

(b)

(c)

Figure 15. Online ESS operation at δ = 4. (a) Online load forecast, (b) The estimated power P̂g1,t and
real power Pg2,t from the main grid by using both ESSoff and ESSon, (c) The amount of charging or
discharging of ESSon and SoCon,t.

5.2. Effect of SoCon,t on the Initial Value

Figures 16 and 17 validate why it makes sense to set the initial value of SoCon,t to 0.5.
The configuration of Figure 16 is the same as that of Figure 11 except for the initial

value of SoCon,t = 0.2. As seen in Figure 16, ESSon starts to discharge in order to handle
the uncertainties but stops discharging after a short time due to the SoC constraints. This
makes Pg2,t violate the constraint on P̂g1,t + δ, thereby leading to the value of the cost being
2050, which is larger than the case in Figure 11 with the initial value of SoCon,t 0.5.

Conversely, in Figure 17, the initial value of SoCon,t is set to 0.8 and all the other
settings are the same as those in Figure 12. At this time, ESSon has to charge to deal with
the negative uncertainties, but it reaches the upper limit soon. Hence, it can not charge any
more. As a result, Pg2,t becomes smaller than Pg,min sometimes. This results in the value of
the cost being 2028, which is larger than that in Figure 12 with the initial value of SoCon,t
set to 0.5.

Hence, since it is unknown which uncertainties occur during on-peak times, it is
reasonable to set the initial value of SoCon,t to 0.5.
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(a)

(b)

(c)

Figure 16. Online ESS operations with initial SoCon,t value being 0.2. (a) Online load forecast, (b) The
estimated power P̂g1,t and real power Pg2,t from the main grid by using both ESSoff and ESSon, (c) The
amount of charging or discharging of ESSon and SoCon,t.

373



Energies 2022, 15, 3001

(a)

(b)

(c)

Figure 17. Online ESS operations with initial SoCon,t value being 0.8. (a) Online load forecast, (b) The
estimated power P̂g1,t and real power Pg2,t from the main grid by using both ESSoff and ESSon, (c) The
amount of charging or discharging of ESSon and SoCon,t.

6. Conclusions

In this paper, a method for building energy management through real-time ESS
operations is presented for a case where a sudden load variation occurs. For this, the LSTM
network-based load forecast method was used for both the offline and online forecasts.
In addition, to increase the prediction accuracy, the load of the building and the outdoor
temperature were selected as input variables for the network. For the online load forecast,
the LSTM network was trained using augmented past load and temperature data. Based
on the day-ahead load forecast, the offline ESS was scheduled. On top of this, the online
ESS is scheduled to reduce the effect of load uncertainties during on-peak times by using
short-term load forecasts. For the scheduling of the two ESSs, optimization problems were
formulated considering various physical constraints. In a case study, it was confirmed that
the proposed method can reduce the effect of the uncertainties during on-peak times, which
then leads to lower costs.
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Abstract: Although small solar photovoltaic (PV) systems avoid most soft costs, they still have a
relatively high $/W value due to racking costs. In order to fulfill the promise of small-scale plug-and-
play solar, a do-it-yourself PV rack design is provided and analyzed here for six criteria: (1) made
from locally-accessible renewable materials, (2) 25-year lifetime to match PV warranties, (3) able to
be fabricated by average consumers, (4) able to meet Canadian structural building codes, (5) low
cost and (6) that it is shared using an open-source license. The open-source wood-based fixed-tilt
ground-mounted bifacial photovoltaic rack design evaluated here was found to be appropriate
throughout North America. Economic analysis of the bill of materials showed the racking system
ranges from 49% to 77% less expensive compared to commercial proprietary racking in Canada. The
racking design, however, is highly dependent on the cost of lumber that varies widely throughout
the world. Even for an absolute lower-cost design in Togo due to a lower fixed tilt angle and lower
loads from lack of snow, it was not found to be economic because of the relatively high cost of wood.
The recent volatile lumber market warrants local evaluation from those considering the use of the
open-source design. This design, however, provides for a PV rack that can be manufactured with
distributed means throughout most of the world enabling more equitable access to solar energy to
support a circular bioeconomy.

Keywords: open-source; photovoltaic; racking; solar energy; biomaterials; wood; photovoltaic;
mechanical design; balance of systems; renewable energy

1. Introduction

Solar photovoltaic (PV) technology is a naturally distributed renewable energy technol-
ogy that is well established as a leading sustainable energy source [1] because of an excellent
ecological balance sheet [2–4]. The last remaining barrier to widespread PV deployment
has been economic costs [5], but PV prices have dropped 60% in the last decade [6–10]. This
has brought the levelized cost of solar electricity [11] is often the lowest cost option on a
large scale [12,13]. Not surprisingly, PV is the most rapidly expanding electricity generation
source [13,14]. Even when economies of scale are not in play, Levin & Thomas [15] showed
that small solar home systems can play an important role in achieving U.N. ‘Sustainable
Energy for All’ goals. In the developed world, most PV systems are grid-tied and there has
been a surge of interest among consumers because they can effectively lower their electric
utility bills with lower-cost solar electricity [16,17].

Even with clear lifetime economic benefits, however, the capital cost of a PV systems
can be challenging for many consumers, particularly the poor, both in the developing [18]
and the developed countries [19–22]. One approach to overcoming this challenge is to
start with a small do-it-yourself (DIY) [23] or use plug-and-play solar, where PV modules
are connected through microinverters directly to the household circuits by consumers.
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This latter approach is legal throughout some of Europe and is technically compliant with
regulations in the U.S., although there is a widespread disparity in interpretations between
the states and utilities [24,25]. Several studies have proposed methods to streamline the
technology and regulations for such systems [25–28] because it would open up a large
new market for PV to a wide range of consumers and potentially save Americans alone
$13 billion/year [29].

Although these small DIY or plug-and-play systems avoid most of the soft costs as-
sociated with PV systems, they still have a relatively high $/W cost. This is because the
majority of the cost declines in PV have come in the form of reduced PV module costs,
while the relative cost of the balance of systems (BOS) has become more important [4,6,10].
The BOS consists of racking, electronics, and wiring. Racking, in particular, has been
largely ignored in the peer-reviewed literature while the PV industry focused on various
proprietary and costly aluminum extrusion profiles. Until recently, this was not impor-
tant due to the fact that the relative costs of PV racking were marginal for the complete
system and thus only modest progress was made in reducing PV racking materials and
costs [30]. Because of this, current PV racking components can often dominate the costs of
a PV system—particularly for smaller systems. For example, the low spot price for a PV
module is currently US$0.19/W [31] while racking for a 3-module system costs US$535 (list
price US$635) [32] which is US$1.78–0.45/W for 100 W and 400 W modules, respectively.
Similarly, a 3-module pole mount is selling for US$1194, even with 400 W modules this is
equivalent to about US$1/W for racking excluding the foundation [33].

Recently, several types of plastic-based PV racking have been proposed to reduce
costs for low-tilt angle arrays, including: small-scale mobile PV arrays [34], flat roofs [35],
ground-mounted systems at the equator in the developing world [36]. The vast majority of
PV systems, however, have a much greater tilt angle, (e.g., approximately equivalent to the
latitude). In addition, conventional racking materials for ground-mount systems (metal
and concrete) have high embodied energies and play a major role in the environmental
impact of a PV system [37]. Thus, in order to fulfill the promise of distributed DIY and
plug-and-play solar, what is needed is a PV rack design that is; (1) made from locally-
accessible sustainable renewable materials, (2) can be fabricated using simple hand tools by
the average consumer, (3) has a 25-year life time to be equivalent to common PV warranties,
(4) is structurally sound in order to weather high wind speeds and major snow loads
(depending on the region), (5) has a low cost and (6) that it is shared using an open-source
license so that many people can fabricate it themselves, or companies can make versions to
offer in their local markets.

In order to overcome these challenges, this study reports on the technical and economic
viability of an open-source DIY wood-based racking system. Specifically, a full structural
analysis is completed for fixed-tilt wood-based PV racks developed following Canadian
building codes for two locations: Ontario, Canada (to represent a northern latitude with
heavy snow loads) and Togo (to represent a low-tilt angle system with no snow loads for
locations close to the equator). The complete designs and bill of materials (BOM) of the
racks are provided along with basic instructions and are released with an open-source
license that will enable anyone to fabricate the rack system. The BOM costs are compared to
the cost of proprietary commercial PV racks for both locations. The results of this study are
discussed in the context of using an open-source DIY design for increasing PV deployments
both in the global north and the global south.

2. Materials and Methods

All abbreviations are detailed in Abbreviations section.

2.1. Renewable Materials Selection for Racking: Wood

Wood was selected as a building material because it is locally available throughout
most of the world. Choosing wood for the construction of PV racking can have both
economic and environmental advantages. Unlike other construction materials, responsibly-
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sourced wood has the advantage of being sustainable [38], renewable, and comprised of
approximately half carbon, which was recently taken from the atmosphere. When combined
with lower energy needs for processing, wood actually has a negative combined embodied
energy and carbon over alternative racking construction materials. For instance, aluminum
(even with 31% recycled content), which is the most common PV racking material, has over
5 times the embodied CO2e/kg of wood [39], giving wood a distinctive advantage.

There are many choices, however, when it comes to wood species and how they might
be treated for decay resistance. These are somewhat governed by local availability. Since
the most common and easily available choice is treated softwood species it is reviewed
here. Pressure-treating greatly extends the service life of wood and is commonly used
on the fast-growing and more economical softwood species. Micronized copper azole
is among the latest generation of wood preservatives and is considered safer than other
preservative systems for humans, animals, and the environment [40]. Now, a common
treatment used in residential settings, micronized copper azole, goes by many brand names,
(e.g., MicroPro/LifeWood and Wolmanized Outdoor wood, Yellawood, and SmartSense).
Micronized copper azole is also less corrosive on fasteners and can come into direct contact
with aluminum, which is typically used in solar panel frames. Pressure-treated SPF (Spruce,
Pine, Fir) lumber was selected because of its low cost, high availability, and overall dura-
bility in outdoor conditions. It is the most common wood used to construct decks, fences,
gazebos, and other outdoor structures in Canada. Depending on the weather conditions,
pressure-treated lumber can stay up for up to 40 years without signs of decaying [41].

2.2. Material Properties

There is a limited variety of dimensional lumber that can be used in building wooden
structures. The dimensional properties of common structural lumber are summarized in
Table 1. It should be noted that in all cases, the base should be less than the height so that
the member is loaded in its strong axis, thus producing the optimal moment of inertia and
the first moment of area values.

Table 1. Dimensional properties of common sizes of construction lumber.

Lumber Base b [mm] Height h [mm] Area A [mm2] Moment of Inertia I [mm4] First Moment of Area Q [mm3]

2 × 4 38 89 3382 2,232,402 37,625
2 × 6 38 140 5320 8,689,333 93,100
2 × 8 38 184 6992 19,726,763 160,816
2 × 10 38 235 8930 41,096,604 262,319
2 × 12 38 286 10,868 74,079,911 388,531
4 × 4 89 89 7921 5,228,520 88,121
6 × 6 140 140 19,600 32,013,333 343,000

Where the cross-sectional area, A, in mm2 is calculated by,

A = bh (1)

The moment of inertia, I, in mm4, for rectangular cross-sections is calculated by,

I =
1
12

bh3 (2)

The first moment of area, Q, in mm3, for rectangular cross-sections is given by,

Q =
hA
8

(3)
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2.3. Case Studies

Two case studies were selected to demonstrate the wide range of potential PV system
design situations. London, Ontario, Canada (42.9849◦ N, 81.2453◦ W) was selected as an
example of a high-latitude location in the global north that would be expected to experience
snow loading and need a substantial tilt angle. Lomé, Togo (6.1256◦ N, 1.2254◦ E) located
near the equator was selected as a global south-based installation that would not have any
snow-related losses nor necessitate designing for snow loads. The open-source System
Advisory Model (SAM) [42–44] was used to determine the optimal fixed-tilt angle for both
locations on an annual basis of energy production.

The optimal angle for London, Ontario for a fixed-tilt solar PV system according to
SAM is 34◦ as shown in Figure 1a and for Lomé Togo is 10◦ as shown in Figure 1b.

 
(a) (b) 

Figure 1. Annual energy production for a solar module in (a) London Ontario and (b) Lomé Togo as
a function of tilt angle.

These locations represent the extreme cases of a system in a location of high latitude
and a system located by the equator. SAM can be used to determine the optimal angle for a
location of any latitude. The optimal angle for locations with most of the human population
is expected to be between these two extremes.

2.4. PV Racking Basic Design Parameters

The PV rack was designed to do a small system of ~1 kW so that it could be used
for plug-and-play PV [25] and represent an initial cost that would be accessible to a
greater population. A 400 W LG 400 W NeON2 BiFacial Solar Panel [45], was selected to
take advantage of the bifacial PV rear surface solar absorption, which not only enhances
electricity production [45–47] but also increases snow clearing on the front [48,49]. This
racking system was specially designed for bifacial PV, but the design is still useful for any
type of solar module. In regions where snow clearing or rear reflection are not of interest,
bifacial modules can be substituted for any rigid framed module, which may further reduce
the cost of the system. When selecting modules, it is important to ensure the module’s rear
and front load capacities are greater than the design load calculated in Appendix A. The
lumber structural capacities are shown in Appendix B. The approximate dimensions of the
LG 400 W NeON2 modules are 1 m × 2 m. If modules with different dimensions are to be
used, then the specifications in the assembly instructions in Section 3.1.2 can be scaled up or
down to meet the given module’s requirements. Resizing the system will modify the design
load calculated in Appendix A, which means smaller systems reduce costs by selecting
smaller members such that no limits are exceeded in the structural analysis outlined in
Appendix C.
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In order for the racking to be widely applicable, they are designed to be ground-
mounted and have a 500 mm ground clearance to avoid obstructing snow slide-off even in
extreme northern environments [50]. The tilt angle is 34◦ for London, Ontario, and 10◦ for
Lomé, Togo. Both systems are designed to withstand 80 mph winds and the London racking
system must be able to handle typical snow load as well. These were chosen as extreme
conditions so that if the system could withstand the mechanical loads in these conditions, it
would be able to handle any loads in less severe environments. Following open hardware
design guidelines [51–53] the design is released under CERN Open Hardware License V2
strong reciprocal variant (CERN-OHL-S) [54].

2.5. Design Analysis Assumptions

The snow, wind, and dead loads are calculated and combined for both case study de-
signs following Appendix A. The structural analysis calculations are shown in Appendix B.
Many common assumptions must be made to simplify and idealize the structural analysis.
It should be noted that these assumptions are conservative, meaning that they further
ensure that the structure will not fail unexpectedly.

• All loads shall act perpendicular to the face of the modules, so joists are experiencing
the worst-case flexural load.

• All members are idealized as pins connected with no fixed end moments since joist
hangers and brackets still allow for rotation [55].

• The wind load and snow load will only be applied to the surface of the modules
because the accumulation of snow on wooden members is practically negligible.

• The wind load and snow load are assumed to be distributed evenly throughout the
surface of the modules because snow and wind accumulation is only considered for
large structures as per NBCC 4.1.6 [56].

• The modules can be idealized as a one-way slab since the length to span ratio is 2 [57].
• The modules used for these systems are the LG NeON 2 from Volts Energies in Quebec.

According to the supplier, the modules can endure a front load of up to 5400 Pa, and
a rear load of up to 4000 Pa [45]. Since the design loads will be much less than these
values, the modules will have sufficient structural capacity.

2.6. Economic Analysis

The economic cost of the solar PV wood racking equipment for Togo is obtained locally.
The dimensions of the wood pieces are converted into metric units and used for pricing. In
Togo, and the Western Africa region in general, one type of wood that is widely available
and suitable for use in racking is teak wood [58,59]. Togolese teak is not pressure-treated,
but it is naturally resistant to water. Furthermore, the lumber is usually treated using a
water-resistant varnish that allows it to be used in outdoor applications. Because of the
lack of strict enforcement of the regulations on local wood costs, the price varies from one
vendor to another, and an average price has been used in this study. Additionally, the cost
of the connection equipment is obtained from local vendors in Togo.

The comparison between the cost of the different racking systems is done on a 3-
module basis, a per W basis, and extended to the levelized cost of electricity (LCOE). The
percent differences for each are given. The costs of these DIY wooden racking systems are
compared to the cost of both commercial and residential DIY metal racking in Canada and
Togo. This comparison is important because in Togo, for non-utility grade solar PV systems,
the racking is usually manufactured locally using steel that is treated with water-resistant
paint. It should be noted that commercial systems are typically not sold in three module
systems and will usually include the modules in their pricing. Thus, the cost of commercial
metal racking systems, minus the commercial cost of modules, is converted to a cost per
W basis, and then multiplied by the 1200 W in 3 bifacial modules [volts.ca] to calculate a
cost per 3-module basis. The LCOE of the racking is obtained by dividing the cost of the
racking by the lifetime energy production of the system. The lifetime energy production of
the system is obtained by performing a SAM simulation using the optimal tilt angles for
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Canada and Togo, respectively, as shown in Figure 1. The SAM simulation is performed by
considering bifacial solar modules, a system lifetime of 25 years, and a module degradation
rate of 0.5%/year [60].

After the calculation of the cost of wood racking for London, Ontario, the result is
compared to that of a design with no snow load. The no snow load case is provided as
the projections for snow losses are substantially decreased with climate change future
projections even over the relatively medium-term (e.g., 2040) [61].

3. Results

Following the design procedure outlined in the previous section, two wood-based
fixed-tilt wood-based racks were designed for both case study locations.

3.1. London, Ontario: 34 Degree Fixed Racking System
3.1.1. Bill of Materials

The bill of materials (BOM) of the London, Ontario system is shown in Table 2 in
Canadian dollars sourced from Copp’s Build-All, London, or Home Depot, London.

Table 2. 34-Degree Fixed Rack List of Materials.

Member Name Piece 1 Cost per Piece 2 Quantity Cost

Outside Joists 2 × 6 × 8 $16.12 2 $32.24
Inside Joists 2 × 8 × 8 $22.75 2 $45.50

Beams 2 × 8 × 10 $28.50 2 $57.00
Back Posts 6 × 6 × 8 $47.05 2 $94.10
Front Posts 4 × 4 × 10 $21.95 1 3 $21.95

Lateral Bracing 2 × 4 × 8 $9.99 2 $19.98
Lateral Bracing 2 × 4 × 10 $12.48 1 $12.48

Joist to Beam Connection 2 × 4 Fence Bracket $0.36 8 $2.88
Bracing to Post Connection 2 × 4 Fence Bracket $0.36 6 $2.16

Beam to Post Connection
1
2 ” Carriage Bolt (6” & 8”),

Nut, & Washer
$4.44 4 8 $35.52

Tension Based Connections 2-1/2” Brown Deck Screws $9.99 100 Pack $9.99
Shear Based Connections 1-1/2” Joist Hanger Nails $3.62 1 lb $3.62

Module to Block Connections 1/4” Carriage Bolt (2-1/2”),
Nut, & Washer $0.48 4 24 $11.52

Total Cost with
No Concrete $348.94

Concrete for Posts 30 MPa Quikrete concrete $4.98 8 bags $39.84

Total Cost: $388.78
1 All lumber is to be pressure treated, and all hardware is to be hot-dipped galvanized. 2 All costs are in Canadian
Dollars as of 13 December 2021, before tax. 3 1 piece to be cut to serve as 2 front posts. 4 Cost per connection
(1 bolt, 1 nut, 1 washer).

3.1.2. London Assembly Instructions

The system requires at least two builders to install. Refer to Table 3 for the typical time
spent completing each component per two builders.

To begin, four holes at least 250 mm in diameter are dug at least 1.2 m into the ground
to prevent frost heaving of any soil type according to Table 9.12.2.2 in the National Building
Code of Canada (NBCC) [56]. The holes are spaced according to Figure 2 from center to
center. The front posts are made by cutting one 4 × 4 × 10 into two pieces at 1.6 m. The
back posts are made by cutting each 6 × 6 × 8 to a length of 2.7 m. If concrete is being
used for the footings, mix two bags of 30 kg Quikrete ready-mix concrete with water in
a wheelbarrow. The mix should be evenly distributed under and around the posts. Once
the hole is filled, dug-up topsoil should be used to cap the dug hole to ensure water slopes
away from the footing as shown in Figure 3. Refer to instructions provided on the bag to
ensure the mix cures to a serviceable hardness before continuing construction.
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Table 3. Forces and deflections of structural members in the fixed angle rack.

Task Typical Time Spent 1

Digging holes and post installation 2.5 h 2

Beam Installation 1.0 h
Brace Installation 0.5 h
Joist Installation 2.0 h

Block Installation 0.5 h
Module Installation 1.0 h

Total Time Spent 7.5 h
1 Assuming 2 builders with some construction experience. Not including time to gather materials, acquire
equipment, etc. 2 Not including curing time for concrete/footing mixture. Refer to supplier’s instructions for
suitable curing time before continuing to construct.

Figure 2. Center to center spacing of vertical posts for the 34-degree rack.

Two 2 × 8 × 10 beams cut into 3 m pieces are to be installed as shown in Figure 4a.
Use 2-1/2” brown deck screws to tighten the connection between the beams and the posts.
Two 1/2” holes are drilled through the posts and beams as seen in Figure 4b, and 6” and 8”
carriage bolts are inserted for the 4 × 4 and 6 × 6 posts, respectively. All carriage bolts are
to be tightly secured with a washer and nut as shown in Figure 4c.

A 2 × 4 bracing must be installed to enhance the system’s stability. Two 2 × 4 × 8 s
are cut to 1.6 m to install from front post to back post, 300 mm above the ground as seen in
Figure 5a. Another 2 × 4 × 8 is cut to 2 m to be installed between the first 2 × 4 s in the
middle of the system, about 750 mm from the front posts. All 2 × 4 s are installed as shown
in Figure 5b with 2 × 4 galvanized fence brackets and 1-1/2” joist hanger nails for stronger
and more ductile connections. 2-1/2” brown deck screws should be used to further sink
the 2 × 4 into the post, and to improve the connection’s resistance to pullout.
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Figure 3. Foundational installment of vertical posts.

(a) 

Figure 4. Cont.
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(b) (c) 

Figure 4. (a) 2 × 8 horizontal beam installment onto 4 × 4 and 6 × 6 posts, (b) 1
2 ” holes are drilled,

and carriage bolts are inserted, and (c) connections are tightly secured using a nut and washer.

 

(a) (b) 

Figure 5. (a) Spacing for 2 × 4 bracing, and (b) 2 × 4 fence brackets, joist hanger nails, and screws
used for connections.

The outside joists are made from 2 × 6 × 8 s, and the inside joists are made from
2 × 8 × 8 s as shown in Figure 6a. A miter saw is adjusted to cut the joists to an angle of
34 degrees, and pieces are cut to 1.95 m. The joists are spaced 1 m from each other as shown
in Figure 6b. Additional fence brackets are used for the bracing to install the joist to beam
connections. The bottom lip of the bracket can be bent to align with the 34-degree angle.
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Four brown deck screws per beam should be installed as shown in Figure 6c to further sink
the joist into the beam, and to improve load transfer between the members.

 
(a) 

  
(b) (c) 

Figure 6. (a) Joist spanning specifications between the beams, (b) fence brackets with joist hanger
nails to be installed at the bottom of the joists, and (c) 4 brown deck screws installed from behind
the beam.

Once the joists are installed, scrap pieces of lumber can be cut into blocks and installed
onto the joists with two screws as shown in Figure 7a. These blocks serve as the connection
between the module and the lumber and can be adjusted to match the holes of the module
frame. The overhang of these blocks shall not exceed 100 mm. Once these blocks are
installed, the modules can be placed onto the blocks. Drill a 1

4 ” hole through the bottom
of the block, and insert a 1

4 ” × 2 − 1/2” galvanized bolt from under the system. Then,
place the module onto the bolt, and secure the connection with a nut and washer as shown
in Figure 7b. To enhance the load transfer to the joist, place another block under the
overhanging block, and screw the second block into the joist as shown in Figure 7c.
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(a) (b) (c) 

Figure 7. (a) Extra lumber made into blocks that line up with the module’s holes, (b) a bolt inserted
from under and secured with a nut and washer, and (c) extra blocks placed under the overhanging
block to enhance load transfer to the joist.

Once all connections are secured, the build is complete (Figure 8). The system can
then be disassembled in the reverse order it was initially constructed.

 

Figure 8. Finished system.

Following the calculations shown in Appendix B for the structural analysis, the forces
and deflections of the fixed angle system specifically for the London, Ontario system have
been summarized in Table 4. When constructing a system, it is important to follow the
structural design process in Appendix B to ensure the system can withstand the design load
outlined in Appendix A. Depending on the design load, smaller members can be selected,
and thus the net cost of the system can be reduced such that the maximum shear, moment,
deflection, and axial forces are less than the capacities shown in Table A7 of Appendix B.
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Table 4. Forces and deflections of structural members in the fixed angle rack.

Member Name Shear [kN] Moment [kNm] Deflection [mm] Tension/Compression [kN]

Outside Joists 0.95 0.55 3.30 N/A
Inside Joists 1.90 1.10 1.65 N/A

Beams 1.90 0.50 2.73 N/A
Back Posts 3.86 0.90 0.6 −2.70 1

Front Posts 3.86 0.31 1.6 −2.70 1

Bracing Support N/A N/A N/A −1.59
1 For a 250 mm diameter hole, this load induces a bearing pressure of 55 kPa.

3.2. Lomé Togo 10 Degree Fixed Rack
3.2.1. BOM 10 Degree Fixed Rack

The bill of materials (BOM) of the Lomé Togo system is shown in Table 5 in Canadian
dollars (CAD) to compare to Table 2.

Table 5. 10 Degree Fixed Rack List of Materials for Lomé Togo if purchased in Canada.

Member Name Piece 1 Cost per Piece 2 Quantity Total

Joists 2 × 6 × 8 $16.12 4 $64.48
Beams 2 × 6 × 10 $20.15 2 $40.30

Back Posts 4 × 4 × 8 $17.49 2 $34.98
Front Posts 4 × 4 × 10 $21.95 1 3 $21.95

Lateral Bracing 2 × 4 × 8 $9.99 3 $29.97
2 × 4 × 10 $12.48 1 $12.48

Joist to Beam
Connection 2 × 4 Fence Bracket $0.36 8 $2.88

Bracing to Post
Connection 2 × 4 Fence Bracket $0.36 6 $2.16

Beam to Post
Connection

1
2 ” Carriage Bolt (6”),

Nut, & Washer
$4.44 4 8 $35.52

Tension Based
Connections 2” Brown Deck Screws $9.99 100 Pack $9.99

Shear Based
Connections 1-1/2” Joist Hanger Nails $3.62 1 lb $3.62

Module to
Block Connections

1/4” Carriage Bolt (2-1/2”),
Nut, & Washer $0.48 4 24 $11.52

Total with no concrete $269.85

Concrete for Posts 30 MPa Quikrete concrete $4.98 8 bags $39.84

Total Cost: 309.69
1 All lumber is to be pressure treated, and all hardware is to be hot-dipped galvanized. 2 All costs are in Canadian
Dollars as of 13 December 2021, before tax. 3 1 piece to be cut to serve as 2 front posts. 4 Cost per connection
(1 bolt, 1 nut, 1 washer).

The values in Togo found in Table 6 are converted to $CAD where 1 $CAD = 457.800
XOF [62] so the total with no concrete is $507.63 and with concrete, it is $540.10, which is
39% percent more than building in Canada.

3.2.2. Lomé, Togo Fixed Rack Installation Instructions

The post installation process for the Togo system is the same as the fixed-angle process
in Canada. The spacing of posts changes with a fixed tilt angle so that it shall correspond
to the center to center spacing shown in Figure 9.

The beam, bracing, joist, and block installation are the same process as the 34-degree
fixed rack. The miter saw should be set at 10-degree cuts when cutting the joists.

The 10-degree (Figure 10) structural analysis process is identical to the 34-degree
structural analysis. Lomé, Togo’s design load is half of London, Ontario’s design load, thus,
analysis results were half of London Ontario’s analysis results.
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Table 6. 10 Degree Fixed Rack List of Materials for Lomé Togo if purchased in Togo 1.

Member Name Piece 2 Cost per Piece 3 Quantity Total

Joists 2 × 6 × 8 $28.14 4 $112.56
Beams 2 × 6 × 10 $34.63 2 $69.26

Back Posts 4 × 4 × 8 $32.47 2 $64.94
Front Posts 4 × 4 × 10 $37.88 1 4 $37.88

Lateral Bracing 2 × 4 × 8 $27.06 3 $81.18
2 × 4 × 10 $32.47 1 $32.47

Joist to Beam
Connection 2 × 4 Fence Bracket $5.41 8 $43.28

Bracing to Post
Connection 2 × 4 Fence Bracket $5.41 6 $32.46

Beam to Post
Connection

1
2 ” Carriage Bolt (6”),

Nut, & Washer
$1.30 8 $10.40

Tension Based
Connections 2” Brown Deck Screws $16.23 250 Pack $16.23

Shear Based
Connections 1-1/2” Joist Hanger Nails $4.33 1 lb $4.33

Module to
Block Connections

1/4” Carriage Bolt (2-1/2”),
Nut, & Washer $0.11 24 2.64

Total with no concrete $507.63

Concrete for Posts Concrete (Cement + Sand + Gravel) $32.47 528 lbs $32.47

Total Cost: $540.10
1 It should be noted that lumber price has doubled in Togo during 2021 [63]. 2 All the lumbers are varnish-treated,
and all hardware is to be hot-dipped galvanized. 3 All costs are in Canadian Dollars as of 28 January 2022, before
tax. 4 1 piece to be cut to serve as 2 front posts.

Figure 9. Foundational installment and spacing of 4 × 4 posts.
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Figure 10. Completed 10-degree fixed rack.

3.3. Economic Analysis

The cost per 3-module basis, cost per W, and LCOE for each system have been sum-
marized in Table 7.

Table 7. Cost per 3 modules, Cost per W, and LCOE for each system in $CAD.

System Cost per 3-Modules [CAD$] Cost per W [CAD$/W] LCOE [CAD$/kWh]

London Canada Design DIY
Wood purchased in Canada 388.78 0.32 0.010

Lomé, Togo Design/No snow DIY
Wood Purchased in Canada 309.69 0.26 0.008

Lomé, Togo Design/No snow DIY
Wood Purchased in Togo 540.10 0.45 0.014

The material costs for the open-source wood rack for London, ON Latitude purchased
in Canada, is CAD$388.78. The cost per installed W for this system is CAD$0.32/W, which
corresponds to an LCOE of CAD$0.010/kWh. Subtracting the cost of the footings (which
do not come with any commercial systems) the cost is CAD$348.94, which is CAD$0.29/W.
Using a US$ to $CAD of 1.28 [64] for comparison, 3-module system costs CAD$682.83 [32]
using the same PV is CAD$0.57/W and a 3-module pole mount rack is CAD$1523.93 [33]
is CAD$1.27/W. Other Canadian racking systems available on the market fall between
this range. Even when scaled up to a 12-module system (4 of these OS wood designs) the
cost is CAD$0.32/W, while commercial systems cost CAD$3430.75 [65] or CAD$0.71/W.
Thus, the percent savings for small systems range from 49% to 77% and this also leaves the
open-source wood rack less expensive (17% savings) than residential roof racking costs of
CAD$0.35/W [66].

The 10-degree design that does not need to handle snow loads is CAD$309.69; however,
if the wood is purchased in Togo, it increases to CAD$540.10. The impact that wood prices
have on this design is substantial. In Togo, the availability of an extremely inexpensive DIY
metal rack (CAD$165) coupled with the much higher cost of wood, makes it uneconomic.
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It should be noted there is no structural stability study behind the design of the locally
manufactured steel racking in Togo.

For a no snow load design, when following the design load procedure outlined in
Appendix A, a London, Ontario system with a fixed tilt angle of 34 degrees will have a
design load of approximately 0.83 kPa, which is practically the same design load as Lomé,
Togo’s design load of 0.81 kPa. Thus, the no snow system can be built with the same BOM
as the wooden Togo system at a cost of CAD$309.69. A no snow load design results in a
price reduction of about 20%.

The Canada and Togo systems represent the two extreme cases of a system being used
in a location of high latitude and a location near the equator. Therefore, a system anywhere
in the world will have a cost roughly between these two extreme cases. The cost of any
given system is dependent on the region’s wind and snow load, which can be calculated
using Appendix A, and the cost of lumber in the region, which is further discussed in
Section 4.2.

4. Discussion

4.1. Limitations

For the wood members, regardless of the preservative system chosen or available, the
buried wood posts must be rated for a below-ground application, while the upper structure
can be rated for ground contact or lower. The higher the rating, the more preservative
chemicals are in the wood, and normally the higher the cost. More information and
resources for homeowners can be found American Wood Protection Association (awpa.org).
A treated wood solar rack can last a lifetime common to the PV warranties of 25 years
if installed in accordance with manufacturers’ instructions. This typically includes hand
treating exposed board cuts and drilled holes with a 2% copper naphthenate solution
(commonly available at home improvement stores, lumber yards, or online). In addition,
particular care must be taken if the installation is in a higher wood deterioration zone.
The Forestry Chronicle provides a decay hazard map showing high hazards of decay off
the coast of British Colombia [67]. The American Wood Protection Association (AWPA)
provides a decay hazard zone map showing high hazard decay in California, and the
south [68]. As all materials come to an end of their service lives, treated wood must be
disposed of properly, which usually means taking it to a landfill or transfer station. The
material should not be burned or reused as mulch so there is a need for future work to find
an environmentally benign method of recycling treated wood such as low-temperature
pyrolysis [69].

To avoid the use of treated wood, there are species that offer natural decay resistance.
White oak (Quercus alba) offers impressive strength and decay resistance [70] and would
be suitable for long life in most solar racking applications. White oak also has slightly
better mechanical properties [71] than red oak. Additionally, white cedar and western red
cedar are commonly available at hardware stores for approximately 2.5 times the cost of
pressure-treated wood. This again pushes the wood rack to become uneconomical with the
current cost of metal.

The footings of the system can be made with concrete, or any other type of ground-
rated mixture to hold the posts in place. However, the mixture should have a compressive
strength of at least 30 MPa to ensure it can withstand ground stresses due to freeze–thaw
cycles if put in cold environments [72]. For warm regions in which freeze–thaw cycles
will not be problematic, a minimum compressive strength of 20 MPa is required [72]. To
make a 20 MPa mix, use a water to cement ratio of 0.70 instead of the typical ratio of 0.55.
Additionally, the air content of the mixture should not exceed 8% to ensure water does not
induce too much internal stress in the mix. These compressive strength requirements lend
the opportunity to work with alternative building materials, which are left for future work.
All hardware used in the system, such as nails, screws, brackets, bolts, etc., shall be either
hot-dipped galvanized, electrogalvanized, or stainless steel to ensure a lifetime of 25 years.
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Although common zinc plated hardware is inexpensive and easily accessible, it cannot be
used for outdoor applications.

4.2. Wood Price Sensitivity

Although the open-source wood-based PV rack provided substantial savings in
Canada and was able to be constructed with no special tools, the same was not found in
Togo. The system is highly sensitive to the price of lumber, which recently has been volatile
and increasing as shown in Figure 11. Once a sustainable equilibrium is reached, the costs
of this design could decrease by a factor of 2–3 as shown by the earlier years in Figure 11.
This would make the substantial savings observed in the Canadian market even more
striking and allow for the system to compete with the low-cost metal racks in Togo.

 
Figure 11. Lumber prices [USD] in U.S. over last decade [73].

The costs of this design in all parts of the world will also be dependent on the local
sources of wood being available and if imported the taxes and import duties. Consid-
ering all of these issues and the results of this study, the open-source wood rack has
the potential to be less expensive than proprietary offerings everywhere but is highly
situation-dependent. Refer to Table 7 for the typical price of a construction grade pres-
sure treated 2 × 4 × 8 in various countries around the world, which shows the impact of
international import duties and material availability. As can be seen in Table 8—the two
case studies selected represented both the high (Togo) and relatively low (Canada) costs of
wood globally.

Table 8. The typical price of a pressure treated 2 × 4 × 8 in various countries converted to USD as.

Country Price [USD] 1 Source 2

Canada $8.46 The Home Depot
USA $9.68 The Home Depot

Togo $21.67 Tao Bentho and Komi Jacques
Gakli-Gaka

United Kingdom $15.70 B & Q
Netherlands $10.32 Woodvision

Australia $13.92 Bunnings
Brazil $12.03 Fremade Madeiras
India $4.96 3 IndiaMart

1 Priced as of 2 April 2022. 2 Prices at each source’s competition are approximately the same. 3 Priced before
pressure treating. The cost is expected to at least double to treat.
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The cost of pressure-treated lumber is noticeably higher in other continents compared
to the cost in North America. This makes it more difficult to observe the economic benefits
of using wood for PV racking globally, but once sustainable equilibrium is reached, the cost
of a wood system can prove to be competitive with metal systems on a global level.

As per Section 1.3.1.1 Div. A of the Ontario Building Code [56], a building inspection
and permit for a ground-mounted system is not required. A grid-connected PV system
may require an inspection from the Electrical Safety Authority [74]. These rules depend on
locality and may change as PV obtains high grid penetration rates [75].

Future work can further refine the design to make a rack specific for: (1) monofacial
PV (which would use less wood as the cross members could go behind the module back
surface and decrease lumber lengths), (2) multi-tilt angle capability, (3) vertical racks and
(4) investigate at the impact of the designs on a greater number of woods and recycled
plastic lumber. In addition, the use of strategic bracing or wire tension can also be explored
for reducing the materials needed. Wood racking should also be evaluated for viability for
use in spray cooling PV systems [76].

In addition, a full life cycle analysis is needed to determine if this design, although
able to be made with sustainably harvested wood, is indeed ecologically superior to more
traditional metal-based racking designs. This analysis can include all the externality costs
and evaluate the system for on-grid, off-grid, and microgrid [77]. All of this work supports
the potential for further reducing the costs and applications of open-source PV racks.

5. Conclusions

Wood can be a sustainable source of photovoltaic system racking materials to support
a circular bioeconomy. The open-source wood-based fixed-tilt ground-mounted bifacial
photovoltaic rack design evaluated here is appropriate throughout North America. The
results found the open-source wood rack contributes only 1.1 US cents to the LCOE and
can be fabricated for roughly 49% to 77% less than proprietary small-scale metal racks.
Although the design of the system needs fewer materials in regions that do not experience
snowfall, this may or may not equate to lower capital costs. This is because the system is
highly dependent on the costs of lumber. For designers attempting to optimize both the
LCOE as well as the environmental impact of PV systems, wood may be a viable lower-cost
option than conventional racking materials. As wood costs come back towards historic
norms, wood PV racking provides a promising method to further improve the economical
footprint for PV systems anywhere in the world. Lastly, this design provides for a rack
that can be manufactured with a distributed means throughout most of the world enabling
more equitable access to solar energy.
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Abbreviations

Structural Analysis

w Uniform distributed load
L Member length
Vmax Maximum Shear Force
Mmax Maximum Bending Moment
Δmax Maximum Deflection
Design Loads

S Design Snow Load
IS Snow Importance Factor
SS Ground Snow Load Factor
Cb Basic Roof Snow Load Factor
CW Wind Exposure Factor
CS Slope Factor
Ca Accumulation Factor
Sr Rain Factor
W Design Wind Load
Iw Wind Importance Factor
q 1/50 Year Wind Pressure
Ce Exposure Factor
CpCg Pressure and Gust factor
Cei Internal Exposure Factor
Cgi Internal Gust Factor
Cpi Internal Pressure Factor
D Design Dead Load
Material Properties

b Cross-Sectional Base
h Cross-Sectional Height
A Cross-Sectional Area
I Moment of Inertia
Q First Moment of Area
fb Flexural Resistance
fv Shear Stress Resistance
ft Tensile Stress Resistance
fc Compression Stress Resistance Parallel to the grain
E Elastic Modulus
Emin Minimum Elastic Modulus
Cd Duration Factor
Ct Temperature Factor
CL Beam Stability Factor
CM Wet Service Factor
Cfu Flat Use Factor
Ci Incising Factor
Cf Member Size Factor
fb*, fv*, ft*, fc*, E* Factored Resistances
Mr Factored Bending Moment Resistance
Vr Factored Shear Force Resistance
Tr Factored Tensile Force Resistance
Cr Factored Compression Force Resistance
Dfooting Diameter of ground footing

Appendix A. Specified Loads

Appendix A.1. Snow Load NBCC 4.1.6

The governing snow load [56] is composed of multiple factors shown in
Equation (A1),

S = Is[Ss(CbCwCsCa) + Sr] (A1)
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The Importance Factor, IS, is taken as 0.8 because the failure of a PV system has little
to no risk of the loss of life.

The Ground Snow Load Factor, SS, is dependent on the location of the structure. It is
the 1-in-50-year snow load found in Table C-2 in NBCC 4.1.6 For London, Ontario, a value
of 1.90 must be taken [56].

The Basic Roof Snow Load Factor, Cb, is 0.80 for small structures.
The Wind Exposure Factor, Cw, is taken as 0.75 if the structure is exposed to wind in

all directions.
The Slope Factor, Cs, is dependent on the tilt angle of the system. It can be calculated

using the following equation from NBCC 4.1.6.

CS =
60 − angle

45
(A2)

The Accumulation Factor, Ca, is taken as 1.00 for small monoslope structures.
The Rain Factor, Sr, depends on the location of the structure. For London, Ontario, a

value of 0.40 must be taken according to Table C-2 in NBCC 4.1.6 [56].
The factors and calculated net snow load are summarized in Table A1.

Table A1. Design Snow Load. Note that the minimum specified snow load is to be taken as 1.00 kPa.

Coefficient Value

Is 0.80
Ss 1.90 1

Cb 0.80
CW 0.75
CS 0.58 2

Ca 1.00
Sr 0.40 1

S 0.85 3

1 This value is specific to London, Ontario. Refer to Table C-2 in NBCC 4.1.6 for other locations. 2 This value is
specific to 34-degree systems. Refer to Equation X for other angles. 3 As per NBCC, the minimum specified design
snow load shall not be less than 1.00 kPa.

Appendix A.2. Wind Load

The specified wind load is adapted from the National Building Code of Canada
2015, Division B, 4.1.7, and is composed of both an external wind pressure, and internal
wind pressure,

W = p + pi (A3)

where the external wind pressure is composed of the following factors,

p = IwqCeCtCpCg (A4)

The internal wind pressure is composed of the following factors,

pi = IwqCeiCtCgiCpi (A5)

The Wind Importance Factor, IW, is taken as 0.80 because the failure of a PV system
has little to no risk of the loss of life.

The Hourly Wind Pressure Factor, q, is dependent on the location of the structure. It is
the 1-in-50-year wind load found in Table C-2 in NBCC 4.1.6 For London, Ontario, a value
of 0.47 must be taken.

The Exposure Factor, Ce, shall be taken as 0.90 for structures less than 10 m in height.
The topographic factor, Ct, is to be taken as 1.00.
The Pressure and Gust Factors, Cp and Cg, are combined and found using the table from

Figure 4.1.7.6-A from NBCC [56]. From the figure, the governing building for 34-degree
systems is 2, which corresponds to a CpCg value of −1.30.
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The Internal Exposure Factor, Cei, is the same as the External Exposure Factor, Ce since
the structure has a “dominant opening”, meaning that wind can attack the inside of the
system just as easily as it can attack the outside.

The Internal Gust Factor, Cgi, is taken as 2.00 since is not a large unpartitioned volume,
such as an arena.

The Internal Pressure Factor, Cpi, will be taken as −0.70 because the wind has easy
access to push against the back of the system.

The factors and calculated net snow load are summarized in Table A2.

Table A2. Design Wind Load as per NBCC 4.1.7.3.

Coefficient Value

IW 0.80
q 0.47

Ce 0.90
Ct 1.00

CpCg −1.30
Cei 0.90
Cgi 2.00
CPi −0.70
p −0.44
pi −0.47
W −0.91 kPa

Appendix A.3. Specified Dead Load

The dead load, or the self-weight of the structure, will consist of the weight of the PV
modules, and the weights of the wooden members. The weight of brackets and fasteners is
much smaller than the design load and can be considered negligible. According to Natural
Resources Canada’s CanmetENERGY research centre [78], a dead load of PV systems, also
known as the superimposed dead load, shall be taken as 0.24 kPa. The self-weight of the
lumber depends on what dimensions of lumber has sufficient capacity to carry the load.
The self-weight of lumber is variable due to changing moisture content and amount of
knots. For analysis purposes, it is best practice to use the lumber weights provided by the
supplier, and translate the given weight into a uniform distributed load in kN/m.

Appendix A.4. Load Combinations

Since many simple assumptions are made in the analysis process, safety factors must
be applied to the specified loads to reduce the probability of failure. These factored loads
are then combined as principle loads and companion loads via the load combinations found
in NBCC 4.1.3.2 [56]. The combination of principal loads and companion loads that creates
the largest net load shall be used in the analysis. Principle loads are the mandatory loads
that must be checked, and companion loads are only added if they act in the same direction
as the principal loads. Since the design wind load acts in the negative direction and the
governing snow load is in the positive direction, they shall not be combined as doing so
will reduce the net load. The combinations that produced the largest positive and negative
are found in Table A3.

Table A3. Load Combinations as per NBCC 4.1.3.2. Based on Design Dead, Snow, and Wind Loads.

Combination Net Load [kPa]

0.9D 1 + 1.4W −1.06
1.25D + 1.5S 1.80

1 A factor of either 0.9 or 1.25 can be used for the dead load D. Since the wind load W acts in the opposite direction
as D, 0.9 is selected to create the maximum negative net load.
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It should be noted that the load path for the positive case is the same as the negative
case, the only difference being the direction of the load. Since all connections can resist loads
in both directions, and all members have the same material properties in both directions,
the analysis for the negative case is the same as the positive case. Thus, the negative case
can be ignored, and the positive case will be used for the analysis.

The same process will be applied to a system located in Lomé, Togo. For this system,
it is justified to assume that the snow load is 0 kPa. All wind coefficients can be the same
as the London, Ontario system with the exception of q and CpCg because they depend
on the wind speed and tilt angle, respectively. The hourly wind pressure q for Lomé,
Togo, is not readily tabulated, but can be calculated using the wind pressure Equation (A6)
shown below,

q =
1
2

ρV2 (A6)

where ρ is the density of air, and V is the 1-in-50 year wind speed. NBCC suggests taking a
ρ value of 1.29 kg/m3 [56]. According to the European Conference on Severe Storms 2019,
V for Lomé, Togo will be taken as 20 m/s [79]. Plugging these values into the equation, q
becomes 0.26 kPa.

CpCg for 10 degrees turns out to be −1.30 as well, thus producing a net wind load of
−0.42 KPa. The governing load combination for this system is 0.9D + 1.4W, which produces
a specified design load for this system to be −0.81 KPa.

Appendix B. Lumber Structural Capacity

The material properties of lumber are extremely variable due to the multiple different
species of wood, the existence of knots that alter the load path in the member, and the
fluctuating moisture content carried inside the wood. The National Design Speciation
for Wood Construction 2018 [80] provides engineers with trustworthy design values for
the vast majority of wood species. Almost all pressure-treated lumber in Canada is made
of Spruce Pine Fir grades number 1 and 2 [81], which possess the structural capacities
summarized in Table A4.

Table A4. Unfactored capacities for No. 1/2 Spruce Pine Fir Lumber.

Capacity Value [MPa]

fb 6.03
fv 0.93
ft 3.10
fc 7.93
E 9652.60

Emin 3516.30

Although these capacities have proven to be reliable, resistance factors must be ap-
plied to the capacities to account for unexpected weaknesses and to ensure a safe and
serviceable design.

The load duration factor, Cd, is selected as 1.15 since the snow load is the governing
load on the structure.

The temperature factor, Ct, is 1.00 since the structure will not be exposed to tempera-
tures over 100 degrees Fahrenheit.

The beam stability factor, CL, is calculated as 0.98 as per the guidelines outlined in
Appendix C of the NDS.

The wet service factor, CM, is calculated as 1.00 because the product of fb and Cf is less
than 7.9.

The flat use factor, Cfu, is 1.00 because all members are to be loaded upon their strong
axis in which h > b.

The incising factor, Ci, is selected as 0.8 as per Table 4.3.8 in the NDS [80].

397



Designs 2022, 6, 41

The repetitive member factor, Cr, is 1.00 since the structure cannot be considered a
floor or roof system with multiple of the same member.

Finally, the size factor, Cf, is selected as 1.00 because lumber greater than 2 × 12 will
not be used for this design.

These factors have been summarized in Table A5,

Table A5. Resistance factors as per the National Design Specification for Wood Construction.

Coefficient Value

Cd 1.15
Ct 1.00
CL 0.98
CM 1.00
Cfu 1.00
Ci 0.80
Cr 1.00
Cf 1.00

As per the National Design Specification for Wood Construction, the factored bending
capacity is calculated as,

f b∗ = f b
[
CDCtCLCMCf uCiCrCF

]
(A7)

The factored shear stress is calculated as,

f v∗ = f v[CDCMCi] (A8)

The factored tensile stress is calculated as,

f t∗ = f t
[
CDCMCf Ci

]
(A9)

The factored compressive stress is calculated as,

f c∗ = f c
[
CDCMCtCf Ci

]
(A10)

Finally, the factored elastic modulus is calculated as,

E∗ = E[CMCtCi] (A11)

These factored capacities have been summarized in Table A6.

Table A6. Factored capacities for No. 1/2 Spruce Pine Fir Lumber.

Factored Capacity Value [MPa]

fb* 5.44
fv* 0.86
ft* 2.85
fc* 7.29
E* 9169.97

Using the factored capacities and dimensional properties, resistance values can be
computed using the following equations,

The resisting bending moment, Mr, can be calculated as,

Mr =
2 f b∗ I

h
(A12)
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The resisting shear force, Vr, can be calculated as,

Vr =
f v∗ Ib

Q
(A13)

The resisting tensile force, Tr, can be calculated as,

Tr = f t∗A (A14)

The resisting compressive force, Cr, can be as,

Cr = f c∗A (A15)

Resisting values for each dimensional lumber have been summarized in Table A7.

Table A7. Resisting values for No. 1/2 Spruce Pine Fir Lumber.

Lumber Mr [kN·m] Vr [kN] Tr [kN] Cr [kN] 1

2 × 4 0.27 1.93 9.65 24.66
2 × 6 0.67 3.03 15.18 38.79
2 × 8 1.17 3.99 19.95 50.98
2 × 10 1.90 5.09 25.48 65.12
2 × 12 2.82 6.20 31.01 79.25
4 × 4 0.64 4.52 22.60 57.76
6 × 6 2.49 11.18 55.92 142.92

1 Compression resistances are for loads parallel to the wood grain.

To ensure that the structure does not fail, the following conditions must be met for
each member:

The resisting bending moment must be greater than or equal to the maximum applied
bending moment,

Mr ≥ Mmax (A16)

The resisting shear force must be greater than or equal to the maximum applied
shear force,

Vr ≥ Vmax (A17)

The resisting tensile force must be greater than or equal to the maximum applied
tensile force,

Tr ≥ Tmax (A18)

The resisting compressive force must be greater than or equal to the maximum applied
compressive force,

Cr ≥ Cmax (A19)

Finally, the maximum deflection cannot exceed the member length divided by 360 as
per NBCC 9.4.3 [NRC],

L/360 ≥ Δmax (A20)

Now that a design load and material properties are given, structural analysis can
be conducted to determine the optimal dimensions of lumber needed to build a service-
able system.

Appendix C. 34 Degree Fixed System Structural Analysis

The net load is distributed evenly throughout the surface of the modules. As per the
supplier of the modules [volts.ca], it is assumed that the panels have sufficient capacity
to carry these loads. The load is then transferred from the panels to the joists. Each joist
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carries its own weight as a uniform distributed load, w, and 4-point loads that represent
the block connections. w is calculated using Equation (A21),

w = 1.25(OW) (A21)

OW represents the own weight of the member, which needs to be multiplied by a
factor of 1.25 because it is a dead load [82]. Since the required dimensions of lumber to
carry the load is unknown, an assumption needs to be made (for example, assume 2 × 8)
to carry out the analysis. If the assumption results in the maximum applied value being
greater than the resistance values, then a larger member needs to be used.

The point loads can be calculated by dividing each joist’s tributary loading into four
points because it is assumed that the load is distributed evenly throughout the modules.
The tributary area represents how much width of the panels each joist is responsible for
carrying. For example, in this three-module system, which is 3 m wide, the middle joists
have a tributary width of 1 m (0.5 m on each side), and the end joists have a tributary width
of 0.5 m (only one side). The value for each point load on the joists is calculated as,

Point Load =
Design Load × Tributary Area

4
(A22)

Once w and the point loads are calculated, the free body diagram for each joist can be
made (Figure A1),

Figure A1. Free body diagram of joists. Note that the two outside joists will have half the tributary
area of the inside joists, and thus will carry approximately half of the load.

Each joist is supported by a beam on each end. The reaction, and thus the load that
each joist transfers to each beam is the following,

Reaction =
4 ∗ Point Load + wL

2
(A23)

The shear force diagram throughout each joist is the seen as Figure A2,

Figure A2. Joist Shear Force Diagram.
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The maximum shear force occurs at the supports, and thus the maximum shear is
calculated as the reaction shown above.

The bending moment diagram in each joist is seen as Figure A3,

Figure A3. Joist Bending Moment Diagram.

The maximum bending moment of the joists occurs at the midspan. The maximum
bending moment can easily be calculated by

Mmax =
wL2

8
+

3(Point Load)L
5

(A24)

The deflection diagram throughout each joist is seen as Figure A4,

Figure A4. Joist Deflection Diagram.

The maximum deflection of the joists occurs at the midspan. For simplicity of analysis,
assume the 4-point loads serve as a uniform distributed load and calculate the maximum
deflection using the following equation,

Δmax =
5(w + 2(Point Load)L4

384EI
(A25)

The beams then carry the point loads of each joist and the factored own weight of the
member. The free-body diagram is described in Figure A5,
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Figure A5. Beam Free-Body Diagram.

Due to the symmetric loading of the beams, the post loads, or the support reactions
are described as,

Reaction =
(∑4

k=1 Joist Reactions) + wL
2

(A26)

The shear force diagram for the beams is described in Figure A6,

Figure A6. Beam Shear Force Diagram.

The maximum shear forces occur on the inside of the reactions with a value of,

Vmax = Reaction − Joist Load1 − wL
6

(A27)

The bending moment diagram for the beam is shown in Figure A7,
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Figure A7. Beam Bending Moment Diagram.

The maximum moment occurs at the supports and can be found by integrating the
shear force throughout the first sixth of the beam as described in Equation (A28), or by
simply finding the area under the shear force diagram.

Mmax =
∫ L/6

0
V(x)dx = (Joist Load1)

L
6
+

wL2

72
(A28)

The deflection diagram is shown in Figure A8,

Figure A8. Beam Deflection Diagram.

The maximum deflection occurs at midspan and can be solved using the differential
equation and initial conditions below, or by using the moment area theorem or virtual work
method described in many structural engineering textbooks.

d2Δ
dx2 = M(x)

EI

Δ
(

L
3

)
= 0

Δ′
(

L
2

)
= 0

(A29)

The load is then transferred to the posts. It should be noted that the posts are not loaded
purely in compression; an eccentricity described in the free body diagram in Figure A9
induces a bending moment. The post can be idealized as a cantilever with a support
reaction from a 2 × 4 brace.
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Figure A9. Post Free Body Diagram.

The compressive load of the column is equal to the beam reaction solved above. Along
with this compressive load comes a shear loading that is induced by wind and snow
loads. This loading can act in either the left or right direction, but the load should be
analyzed in the direction that induces bending in the same direction as the beam reaction
for assessment of the critical case. The magnitude of this shear load in each post is described
in Equation (A30),

Shear Load =
(Design Load) cos(θ)

4
(A30)

where θ is the tilt angle of the system. It should be noted that this cantilever with bracing
support is an indeterminate structure, meaning that it has too many supports to be solved
with static analysis, and thus can not be expressed with generalized equations. The structure
can be solved by using finite element analysis, or by an analytical method such as the
moment distribution or slope-deflection method.

The shear force diagram of the post is seen in Figure A10,

Figure A10. Post Shear Force Diagram.

The bending moment diagram of the post is seen in Figure A11,
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Figure A11. Post-Bending Moment Diagram.

The deflection diagram of the post is seen in Figure A12,

Figure A12. Post Deflection Diagram.

The 2 × 4 brace support is a slender compression member. Not only should the
applied force be less than the compressive resistance, but should be less than the buckling
resistance governed by the following Euler Buckling equation,

Cbuckling =
π2EIweak

L2 (A31)

where Iweak =
1

12
hb3 (A32)

Once all components of the post have been analyzed, the load will finally transfer itself
to the ground. Table 9.4.4.1 of the NBCC provides maximum allowable bearing pressures
for different types of soil and rock [56]. In the worst case, soft clays support a maximum
bearing pressure of 75 kPa. To ensure, that the ground is not overloaded and settles, the
bearing pressure can be calculated with the following equation,

Bearing Pressure =
Post Compression

π
4 (DFooting)

2 (A33)

If the applied pressure is more than the allowable, 150 mm of compacted clear stone
gravel can be added to the bottom of the footing, or the footing diameter can be increased.

Throughout the system, each connection transfers the load from one member to
another via a shear force within the fasteners that compose that connection. For bolts
complying with ASTM A307A, the shear resistance of a 1

2 ” carriage bolt holding the beams
is about 23.8 kN, and the shear resistance of a 1

4 ” carriage bolt holding the modules is
5.21 kN [83], both of which are beyond the demand of these systems, and thus will not be
critical to the design.
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Abstract: Building system operation faces the challenge of reducing energy use and implementing
a demand response, which can be defined as a temporary modification in energy loads affecting
dynamic energy price and reliability information. The heating, ventilation, and air-conditioning
(HVAC) system in buildings provides an opportunity for implementing demand response strategies
due to the thermal inertia in building zones. However, an HVAC-based demand response is not a
prevalent strategy in actual facility management due to the lack of understanding among building
operators of their facilities and occupants. Herein, we focus on developing a better understanding of
the occupant side by obtaining a reliable prediction of occupants’ thermal satisfaction. We evaluate
the prediction performance of a probabilistic model provided in our previous paper using a case
study with a subset of the ASHRAE Global Thermal Comfort Database II. The influence of a better
prediction of thermal satisfaction on the implementation of the HVAC-based demand response
strategy is further discussed. The conventional method overestimates productivity deterioration due
to changes in the thermal environment, making it challenging to implement an HVAC-based demand
response strategy aggressively. A robust prediction model using a probabilistic approach can solve
this problem, allowing building operators to adopt an aggressive stance for implementing a demand
response. The results of this study offer fresh insight into the impact of a probabilistic model in the
prediction of thermal satisfaction for establishing an HVAC-based demand response strategy.

Keywords: thermal comfort; thermal satisfaction; demand response strategy; thermal sensation;
occupant performance; predicted mean vote

1. Introduction

The purpose of heating, ventilation, and air-conditioning (HVAC) systems is to main-
tain desired environmental conditions in a specific physical space. These conditions are
collectively referred to as the conditions for human thermal comfort, which is defined as a
mental state of satisfaction with the thermal environment [1]. The term satisfaction is often
synonymously used with acceptability [2]. A thermally comfortable environment ensures
that the conditions are satisfactory/acceptable to most occupants (i.e., more than 80%,
according to ASHRAE Standard 55 [3]) within a specific physical space. HVAC systems
are responsible for efficiently maintaining the desired service level in accordance with
ASHRAE Standard 55.

Recently, energy use in buildings has emerged as an important issue. Building op-
erators and facility managers face the challenge of reducing energy costs to temporarily
reduce the load in response to the spike in electricity prices [4,5], which is called a demand
response. HVAC systems, along with lighting, are most commonly adjusted to achieve
energy savings in demand response strategies in buildings. This is because HVAC systems
are well-suited to a demand response strategy that evenly distributes the burden across
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the facility, which is least likely to have negative effects on building occupants. Further-
more, large thermal inertia in an occupied space allows HVAC systems to be temporarily
unloaded without an immediate negative impact on the occupants. However, despite this
potential for energy saving, the HVAC-based demand response is not a prevalent strategy
in actual facility management. One reason is the lack of automated HVAC control systems
required during demand response events [6]. Because of a lack of hardware, simple strate-
gies are typically prioritized, such as the global temperature adjustments of spaces (e.g.,
turning the cooling thermostat up by 3 ◦C) [7]. However, applying the demand response
strategy also requires software that determines proper operating points. In this study, we
focused on a software approach to develop a successful HVAC-based demand response
strategy (e.g., a setpoint temperature adjustment), for example a predictive model capable
of accurately predicting occupants’ thermal satisfaction under varying thermal conditions.

In implementing HVAC-based demand response strategies, building operators and
facility managers should consider meeting energy saving targets while minimizing the neg-
ative impacts on occupants’ thermal comfort, because thermal discomfort due to reduced
service levels can harm occupants’ productivity, leading to economic losses [8–12]. In other
words, changes in thermal satisfaction due to setpoint temperature adjustments not within
acceptable boundaries can result in the further deterioration of the occupants’ well-being
and lead to an expected loss of productivity, which is the most significant concern for
building operators. To this end, a multi-objective optimizer for HVAC control is sometimes
installed and tested. Homod et al. [13] proposed a fuzzy forward control strategy to si-
multaneously balance energy saving and achieve occupant satisfaction. Schito et al. [14]
demonstrated the multi-objective optimization of the HVAC control in museums to achieve
visitors’ comfort and energy savings without compromising the integrity of the artwork.
Reena et al. [15] and Turley et al. [16] presented a framework for energy and comfort
management in buildings. Although these previous works are meaningful advances in this
field, there are limitations associated with simulation-based approaches and with using
the existing thermal comfort index, such as the predicted mean vote (PMV) and predicted
percentage of dissatisfied (PPD) proposed by Fanger [17]. In reality, even a simple strategy,
such as setpoint adjustment, is difficult to aggressively implement for achieving energy
saving goals because building operators and facility managers are generally afraid of not
meeting the desired service level and facing complaints from occupants as a result [18].
To successfully implement an HVAC control that meets both the thermal comfort and
energy saving requirements, a technique that can offer reliable data on occupants’ thermal
satisfaction should be developed.

For over 50 years, PMV and PPD have been widely employed to assess the indoor
climate and thermal satisfaction of occupants. As addressed by Benton et al. [19], several
studies have validated the relationship between indoor climate and occupants’ thermal
satisfaction provided by the PMV–PPD model. However, several studies, such as those by
Schiller [20] and Xavier and Lamberts [21], reported discrepancies between the PPD and
occupant dissatisfaction in practical scenarios. Recent advancements in data science have
facilitated overcoming this prediction failure. Katić et al. [22] and Ghahramani et al. [23]
focused on individuals’ thermal comfort responses and developed a personal comfort
prediction model by adopting machine learning algorithms such as support vector machines
and ensemble algorithms. Li et al. [24] proposed a high accuracy comfort prediction
method using an artificial neural network with three physiological input parameters.
Although the intrinsic objective of these studies and our study was to improve prediction
performance, we mainly focused on strategies to reflect the stochastic characteristics of
thermal satisfaction in the prediction model.

We believe that the reported failure in the prediction by Fanger’s model may be a
result of inherent limits in the deterministic approach used to provide a link between
environmental conditions and human sensations. Additionally, nonthermal factors (such as
race, age, gender, ethnicity, and region), which are not considered in typical deterministic
PMV models but make the prediction highly uncertain, may also cause a prediction failure.
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In the authors’ previous study [25], a stochastic model which is distinct from the
existing simple linear regression methods and can probabilistically reproduce dispersed
occupants’ response to thermal sensation, was developed. Compared with the determin-
istic method based on Fanger’s PMV–PPD model, our model adequately provides the
stochastic characteristics of dispersed thermal sensation votes across occupants and a
robust prediction of thermal satisfaction.

In this study, we present an argument that the reliable prediction of thermal satisfaction
can assist building operators and facility managers in aggressively implementing demand
response strategies, ever since determining that proper operating points can reduce energy
use while minimizing deterioration in productivity and thermal comfort. To support
this argument, we compared a conventional prediction model (i.e., Fanger’s PMV–PPD
model [17]) for thermal satisfaction with a data-driven probabilistic prediction model
proposed in our previous research [25]. In addition, we also discussed the influence of
the differences in prediction accuracy for the implementation of an HVAC-based demand
response strategy.

The remainder of this paper is structured as follows. In Section 2, the field survey
data used in the case study are briefly presented. Thereafter, in Sections 3 and 4, the
prediction performance is tested with publicly available data on occupants’ response
to thermal sensation (ASHRAE Global Thermal Comfort Database II [26]), emphasizing
thermal satisfaction, and compared with that of the conventional method. In addition,
the impact of the better prediction of occupants’ thermal satisfaction on the prediction
of occupants’ productivity is quantified. The significance of implementing HVAC-based
demand response strategies is also discussed. Finally, the limitations of this study and the
conclusions, along with directions for future studies, are presented in Sections 5 and 6,
respectively.

2. Data Description

A subset of ASHRAE Global Thermal Comfort Database II [26] was used to base
the discussion on thermal satisfaction and productivity on real-world data. Although
the database is a collection of field surveys performed under various conditions (climate,
building type, experimental range, etc.), we extracted and used only specific field survey
data collected from an air-conditioned office in the Midlands, UK (number of data: n = 4316;
monitoring data measured continuously for one week in summer), which was also used
by Oseland [27]. Table 1 lists the contents of the dataset used. Three additional indices
related to thermal comfort, i.e., the PMV, PPD, and operative temperature (OT), were then
calculated for each observed value by guidance in engineering references [1,3,28].

Table 1. Dataset contents.

Variable Description

Thermal sensation vote (TSV)
The seven-point scaled thermal sensation

−3: cold, −2: cool, −1: slightly cool, 0: neutral,
1: slightly warm, 2: warm, 3; hot

Thermal acceptability 0: unacceptable, 1: acceptable
Clothing insulation [clo] Intrinsic clothing ensemble insulation of the subject

Metabolic rate [met] Average activity level of the subject
Air temperature [◦C] Air temperature 1.1 m above the floor

Globe temperature [◦C] Globe temperature 1.1 m above the floor
Relative humidity [%] Relative humidity

Air velocity [m/s] Airspeed 1.1 m above the floor

3. Limitations of the Conventional TSV Model

A field survey is considered in which participants are requested to vote their ther-
mal sensation on a seven-point scale, and the measured OT value defines the indoor
thermal condition.
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In surveys, the measured PMV value often disagrees with the thermal sensation
perceived by the occupants because the psychological and behavioral factors influencing
the occupants’ perceptions are not fully considered in the PMV model. Consequently, the
actual TSVs are often biased towards the warm or cool sides compared with the measured
PMV. Figure 1 shows the OT–TSV and OT–PMV relationships obtained from the survey.
These relationships show a bias between TSV and PMV that often exceeds 1 scale unit.
Fortunately, a least-squares line can provide a good approximation of the mean TSV for
each OT level (r2 ≈ 0.94).

 

Figure 1. OT−TSV and OT−PMV relationships. The mean TSV and mean PMV are plotted against
OTs binned in 0.5 ◦C increments. Least-squares lines are generated using weighted regression to
account for the number of votes in each OT bin.

A comfort zone [3] can be deduced as the OT range from 20.05 to 23.37 ◦C using a
least-squares line (the blue line in Figure 1). Table 2 lists the statistics of the TSVs made
in this range. Although this range should be equivalent to 90% satisfaction, the actual
percentage of thermally satisfied occupants in this range is approximately 76%. This is
attributed to the discrepancy in the deterministic estimation approach that solely produces
the mean vote and ignores its variation. This limitation is closely associated with the
conventional method of predicting thermal satisfaction.

Table 2. TSV statistics obtained at the comfort zone identified in the survey data.

Thermal Sensation Cold Cool Slightly Cool Neutral Slightly Warm Warm Hot

Counts 46 118 251 561 280 137 39
Share 3.2% 8.2% 17.5% 39.2% 19.6% 9.6% 2.7%

Generally, a simple linear regression model based on constant variance is used to de-
rive the dose–response relationship between a given thermal condition and the consequent
thermal sensation in occupants, presumably owing to its mathematical simplicity. However,
this is an optional method, and its results may not necessarily be linked to the prediction of
thermal satisfaction.
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Figure 2 shows the percentage of dissatisfied occupants as determined using the
field survey dataset, wherein the data points are organized in terms of OT. The following
components are listed in the legend:

(a) OPD: Observational thermal dissatisfaction (percentage of occupants voting for a
thermal sensation of cold, cool, warm, or hot for each data bin divided into 0.5 ◦C OT
intervals).

(b) PPD: Percentage of dissatisfied occupants calculated using Fanger’s PMV–PPD equa-
tion.

(c) mPPD: Percentage of dissatisfied occupants calculated using Fanger’s PMV–PPD
equation modified with the mean TSV (the blue line in Figure 1). Many studies on
the modification of the thermal comfort model based on field surveys have used this
approach [29–32].

 

Figure 2. Relationship between the operative temperature and the percentage of dissatisfied occupants.

The following discussion is only concerned with the results between the OTs of 20 and
30 ◦C because the data from the other ranges were insufficient.

In Figure 2, the observed thermal satisfaction was the highest (i.e., the lowest OPD)
at an OT of ~22 ◦C. The mPPD captured the OT range wherein the lowest thermal dis-
satisfaction was observed. However, the PPD did not reflect this observation, as it was
biased to the higher OT side. Furthermore, both the PPD and mPPD predicted an extremely
low dissatisfaction rate (approximately 5%) in the thoroughly conditioned environment.
However, in a field survey, more than 20% of the occupants remained thermally dissatisfied
even within the OT range, where the lowest thermal dissatisfaction appeared.

4. Results

This section aims to emphasize the performance of our model in predicting thermal
sensation and thermal satisfaction and discuss its importance in implementing HVAC-
based demand response strategies. First, the predicted results of applying the probabilistic
model proposed in our previous study [25] are presented; this is based on a case study with
the data presented in Section 3. The used model was validated by k-fold cross-validation
(k = 5) to prevent overfitting to the specific training data. Then, the influence of a better
prediction of thermal satisfaction by using the probabilistic prediction approach for the
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implementation of an HVAC-based demand response strategy is discussed. Although
the essence of the prediction method is briefly described below, the details of the predic-
tion method are omitted here to avoid obscuring the focus of this paper (for details, see
Lim et al. [25]).

The prediction model comprises a statistical framework for estimating model pa-
rameters and a regression method for considering the impact of the measured (thermal)
and non-measured (nonthermal) factors on thermal sensation. Our model, including the
variance parameter defined as a thermal-condition-dependent variable, provides a reli-
able prediction of the distribution of thermal sensations in a given indoor climate. This
consideration can generate reliable information on the thermal satisfaction of occupants.

4.1. Model-Predicted Thermal Sensation

Figure 3 shows the observed probability of occupants responding to each category of
the seven-point scale TSV in given OT conditions. Figure 4 presents the prediction results
obtained from the conventional and proposed models in given thermal conditions. The
predictions shown in Figure 4a were deterministically established as 0 or 1 according to
the pseudocode listed in Algorithm 1. Figure 4b shows the probability distribution of the
occupant response in each TSV category. A comparison of Figures 3 and 4 indicates that
the proposed model reflects the observations better compared to the prediction by a simple
linear regression. Therefore, the proposed model can provide a thermal sensation profile
reflecting the inherent stochastic characteristics of the actual TSV.

Algorithm 1. Pseudocode for deterministically establishing the response probability for each TSV
category.

mean TSV = −6.5368 + 0.3011 × OT (based on the blue line in Figure 1).
If mean TSV < −2.5 then “thermal sensation of cold”

elseif mean TSV < −1.5 then “thermal sensation of cool”
elseif mean TSV < −0.5 then “thermal sensation of slightly cool”
elseif mean TSV < 0.5 then “thermal sensation of neutral”
elseif mean TSV < 1.5 then “thermal sensation of slightly warm”
elseif mean TSV < 2.5 then “thermal sensation of warm”
elseif “thermal sensation of hot”

end

 

Figure 3. Observational percentage of occupants responding to each TSV category from the
(a) training and (b) validation datasets. Each stacked bar was drawn using bin width of 0.5 ◦C.
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Figure 4. Thermal sensation profiles based on the (a) conventional and (b) probabilistic models.

4.2. Model-Predicted Thermal Dissatisfaction

In Figure 5, the model-predicted thermal dissatisfaction (MPD) data are superimposed
on the observed data, and the data predicted using the conventional methods plotted in
Figure 3. The MPD, the percentage of dissatisfied occupants, was predicted using our
model proposed in [33], which was generated with points estimated from the MAP and a
99% credible interval (CI). In our model, the MPD predicted thermal satisfaction (i.e., the
percentage of thermally satisfied occupants) more accurately (without overestimation) and
captured the thermal conditions that yielded the highest thermal satisfaction. In addition,
the probabilistic prediction results using the 99% CI of the estimated model parameters
showed good agreement with the observations compared to other prediction results.

 

Figure 5. Relationship between the operative temperature and the percentage of dissatisfied occupants.
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4.3. Impact on the Implementation of the HVAC-Based Demand Response Strategy

As indicated by the scenario mentioned in Section 1, HVAC engineers must determine
a demand response strategy that temporarily decreases energy use. For example, HVAC
engineers must tune the indoor climate such that a suboptimal environment is obtained.
The advantages (the financial incentives earned by limiting and/or shifting power de-
mands) and disadvantages (the economic losses due to the deterioration of the occupants’
performance resulting from a sub-optimal indoor environment) of this choice must be
balanced. In this section, the implications of a better prediction of thermal satisfaction
while achieving this balance are discussed.

Such discussions can be ineffective because of the variation in the occupants’ per-
formance with the quality of the indoor environment, which often depends on indirect
evidence [1]. In such cases, measurement results such as [9,10,34,35] serve as references.
Herein, the discussion presented is based on a meaningful relationship between the rela-
tive occupant performance (RP) and TSV, which was reported by Jensen et al. [9] and is
expressed as follows:

RP = −0.0069 × TSV2 − 0.0123 × TSV + 0.9945 (1)

It is concluded that the initial approximation of the prediction of practical office work
performance and the generated OT–RP relationship shown in Figure 6 is based on Equa-
tion (1). When deterministically approaching the TSV, the RP is calculated by applying
the TSV–OT relationship based on the blue line shown in Figure 1. When probabilisti-
cally approaching the TSV using the proposed model, the RP at a given OT is calculated
as follows:

RP =

⎡
⎢⎢⎢⎢⎢⎣

P(TSV = −3)
P(TSV = −2)

...
P(TSV = 2)
P(TSV = 3)

⎤
⎥⎥⎥⎥⎥⎦

T

×

⎡
⎢⎢⎢⎢⎢⎢⎣

−0.0069 × (−3)2 − 0.0123 × (−3) + 0.9945
−0.0069 × (−2)2 − 0.0123 × (−2) + 0.9945

...
−0.0069 × (2)2 − 0.0123 × (2) + 0.9945
−0.0069 × (3)2 − 0.0123 × (3) + 0.9945

⎤
⎥⎥⎥⎥⎥⎥⎦

(2)

where each element in the left vector is the probability of the TSV being −3, . . . , 3, which
can be obtained from Figure 4b.

As shown in Figure 6, the deterministic approach overestimates the occupant per-
formance around the comfort zone. The overestimation level decreases with increasing
OT and eventually proceeds to an underestimation after a certain OT point. Further in-
vestigation is required to quantitatively prove the gap between the two curves shown in
Figure 6 because Equation (1) is one of the numerous indicators of occupants’ performance
over a wide range of tasks in indoor environments, for which there are different scientific
arguments. It is noteworthy that, despite the lack of quantitative agreement, it is agreed
that lowering indoor environmental quality decreases productivity [1], which indicates
the wider implications of the proposed model. The proposed method predicts that occu-
pant performance would more smoothly decrease with increasing OT than the occupant
performance predicted using the conventional method. In addition, the proposed method
provides more accurate predictions. This allows HVAC engineers to aggressively tune
the indoor climate to meet energy-saving goals. Using such temporary demand response
strategies, HVAC engineers and building operators can permanently improve the energy
efficiency of HVAC systems while maintaining acceptable levels of occupant productivity.
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Figure 6. Relationship between the operative temperature and the relative performance of occupants
carrying out regular office work.

5. Discussion

The results suggest that building operators and facility managers can more actively
utilize demand response strategies if the prediction accuracy of thermal sensation and
thermal satisfaction is improved by using a data-driven probabilistic approach. Therefore,
the probabilistic prediction method proposed in this study can not only improve the
understanding of thermal comfort exhibited by occupants in a specific space but also be
used as an HVAC control technology considering the trade-off relationship between the
energy use of building facilities and the service level.

Despite our attempt to provide a comprehensive description of the impact of thermal
satisfaction prediction on implementing an HVAC-based demand response strategy, this
study should be regarded as a case study using in situ experimental data. The results of this
study (Figure 6) reveal an apparent change in the productivity level due to environmental
variations. However, further research is required to determine how well the relative
difference value represents the actual differences. Herein, we adopted the claims of the
existing research (i.e., Equation (1)) to quantify relative occupant performance; however,
quantitative evidence on productivity deterioration due to the changes in the thermal
environment by demand response control is scarce.

The probabilistic prediction method for thermal satisfaction proposed in this study
was verified using subset data of the ASHRAE Global Thermal Comfort Database II. To
generalize the prediction performance of this model, validations using various field survey
data on changes in thermal comfort and occupant performance should be accompanied in
the future.

6. Conclusions

Thermal satisfaction contributes to productivity in daily life. Therefore, it is an impor-
tant criterion that designers and engineers in charge of building projects must consider.
Recently, as energy use in buildings has emerged as a significant issue, the real challenge is
balancing thermal satisfaction with energy use for HVAC systems. HVAC-based demand
response control is an important technology for reducing energy use while minimizing
the negative impacts on occupants’ thermal satisfaction, and this can be achieved using
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both hardware and software development. As it is costly to replace the control hardware of
existing buildings, improvement using software will attract attention in the future.

This study provides new insights into the important issue faced by building operators
and facility managers, which is achieving energy savings targets while maintaining the
desired level of service. An improved thermal satisfaction prediction, a type of software
improvement, allows building operators and facility managers to operate their systems
more flexibly, which helps to aggressively implement HVAC-based demand response
strategies, such as a setpoint temperature adjustment. In addition, the results of this study
will be helpful for studies that require a deep understanding of thermal comfort, such as
PMV-based HVAC controls, and future research on effective strategies for implementing
HVAC-based demand responses.
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Abstract: The visual linking of a building’s occupants with the outside views is a basic property of
windows. However, vision through windows is not yet a metricized factor. The previous research
employs a human survey methods to assess the vision through conventional windows. The recently
fabricated smart films add a changeable visual transparency feature to the windows. The varied
operating transparency challenges the evaluation of vision. Therefore, surveying human preferences
is no longer a feasible approach for smart windows. This paper proposes an image-processing-
based approach to quantify the vision quality through smart windows. The proposed method was
experimentally applied to a polymer dispersed liquid crystal (PDLC) double-glazed window. The
system instantaneously determines the available contrast band of the scenes seen through the window.
The system adjusts the excitation of the PDLC film to maintain a desired vision level within the
determined vision band. A preferred vision ratio (PVR) is proposed to meet the requirements of
occupant comfort. The impact of the PVR on vision quality, solar heat gain, and daylight performance
was investigated experimentally. The results show that the system can determine the available vision
comfort band during daytime considering different occupant requirements.

Keywords: vision through windows; visual comfort; PDLC smart film; smart windows; image
processing

1. Introduction

Windows are considered to be an essential part in the envelope of buildings as they
play an important role in providing the daylight for the internal environments and main-
taining vision comfort for the occupants.

The major tendency to conduct large studies on windows has resulted in associated
challenges such as vision comfort. Vision comfort not only concerns the quantity of
daylight in indoor environments, but also refers to the vision quality through the window.
Understanding the quality and quantity of daylight in buildings is thus crucial to satisfying
the indoor occupant comfort. Daylight glare (DG), correlated color temperature (CCT), and
color rending index (CRI) are the three crucial components to understand visual comfort [1].
However, these components describe the comfort in a static scenario where glazing has a
constant transparency. Using switchable glazing, such as the newly developed thin films,
in which the transparency changes, results in more challenges to assess the vision comfort.

Studies have been carried out to investigate the impact of daylight, and evaluate or im-
prove the daylight performance and visual comfort in current and future
buildings [2–4]. For example, Wang et al. [5] studied the influence of outdoor views
provided by the window on patients who had undergone surgery in Taiwan. The authors
concluded that vision comfort through the window dramatically reduced the usage of
medicines to treat aches.
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Pilechiha et al. [6] introduced a new method to optimize energy consumption through
windows of office buildings. The author emphasized that the proposed method should
not impact the quality of vision through the window or the quantity of the daylight inside
the building.

Dušan et al. [7] proposed a special approach to design a lighting system for industrial
buildings. The author stated that, in addition to the availability of adequate daylight in the
working area, the workers must have contact with the external environment to improve
their performance.

In addition to the studies mentioned above, other papers analyzed the function of
windows and their influence on different kinds of occupants, such as employees, workers,
and patients. These studies affirmed that the essential functions of windows are providing
daylight and maintaining good vision of the outdoor views [8–10].

Ma et al. [11] surveyed the preferences of a set of students regarding the vision comfort
and discomfort glare of a study area for six months. The authors used the output data to
create a building information model (BIM), which was translated into an algorithm for
a machine learning system, and the resultant algorithm was used to control a proposed
window shading system.

Day et al. [12] surveyed 5031 people in the United States regarding their satisfaction
in their visual comfort. They were distributed in three different buildings. The buildings
employed automated blinds, electrochromic glazing, and roller shades techniques, respec-
tively, to control the accessed daylight in the buildings. The people in buildings 1 and
2, who occupied the most luminous environments, were satisfied, with higher levels of
output and higher levels of contentment. Moreover, the satisfaction level of occupants
was directly proportional to the seating position inside the building. The most satisfied
people where those sitting closer to the windows. Negative feedback was provided by
the occupants of building 3, which had the lowest level of luminance due to the use of
electrochromic glazing.

Lim et al. [13] examined the influence of an artificial light-controlled system on energy
consumption and occupants’ behavior in two different workplaces. Access to daylight was
provided in the first workplace, but not in the second. The results showed that utilization
of the authors’ proposed lighting system in the first area contributed to a reduction of 78%
in the lighting energy consumption. Additionally, the occupants in both workplaces were
satisfied with the brightness of the environment.

The cases cited above, in addition to other studies [14–16], depended on individu-
als’ observations to evaluate the vision comfort in different environments, including the
quantity of the received daylight and the quality of vision through the window towards
external views. However, questionnaires are a time-consuming method to gather human
preferences during different seasons. In addition, this approach cannot ensure that the
gathered data are sufficient to cover all expected user needs in practical applications.

New technologies have been developed recently in the windows industry, which have
introduced innovative materials to replace or add to the glazing, such as semi-transparent
photovoltaic panels (STPVs), suspended particle device (SPD) films, electrochromic films,
and polymer dispersed liquid crystal (PDLC) films. All have different optical and thermal
characteristics compared to normal glass. Integrating these panels and films into glazing
introduces other dimensions to be investigated, i.e., some have controllable optical and
thermal properties [17–22].

Another study by Ghosh et al. [1] analyzed the daylight performance of building-
integrated photovoltaic (BIPV) windows in an office building in Saudi Arabia. The result
shows that a transparency of 50 to 70 percent can ensure a comfort glare level during winter,
and 70% transparency in summer. By comparison, increasing the transparency to 90%
resulted in a high daylight level inside the building; however, the discomfort due to glare
was indicated to be high.

Detsi et al. [23] evaluated the energy consumption of lighting, cooling, and heating
loads in office buildings in Athens and Stockholm. The study proposed a triple-glazed
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window of thermochromic, electrochromic, and low-e coatings in Insulated Glass Units
(IGUs). Overall annual energy savings of 18.5% and 8.1% were achieved in Athens and
Stockholm, respectively. The study concluded that the proposed window provides good
visual comfort for employees in terms of the daylight glare index. The visible transparency
of the proposed window ranged from 0.46 to 0.75; however, the study did not evaluate the
quality of the external views within the given range of transparency.

Ko et al. [24] investigated the performance of an SPD window in an office building
in South Korea. The research method relied on varying the visible transparency of the
SPD film by changing the applied voltage; thus, the solar heat gain coefficient (SHGC) was
modified accordingly (the SHGC controllable range was 0.11 to 0.45). An annual energy
saving of 4.1% was realized; however, reducing the visible transparency compromised the
clarity of the vision toward the outside environment for the employees.

Oh et al. [25] analyzed the feasibility of attaching different types of PDLC thin film to
the windows and the façade walls in terms of energy consumption and daylight perfor-
mance. Utilization of different kinds of PDLC thin films with existing windows showed
energy savings of between 3.1% and 17%; in addition, the discomfort glare ratio of the inter-
nal environment was enhanced. Again, the study ignored the effect of reducing the visible
transmission, after adding the PDLC film, on the quality of vision through the window.

Hemaida et al. [26] investigated the influence of employing PDLC windows in office
buildings on cooling consumption in Riyadh, Saudi Arabia, and heating consumption in
London, UK. The study concluded that the proposed window was more efficient, reducing
cooling capacity by 12.8% in Riyadh, while the same window led to a reduction in heating
capacity of 4.9% in London. The study also deduced that the PDLC window provides an
acceptable level of daylight for interior environments. The results showed that the window
accomplished 75.8% of the annual required daylight glare in Riyadh and approximately
63% in London. The study mentioned that the visible transmittance of the window ranged
from 44% (OFF state) to 79% (ON state); however, the study neglected to assess the impact
of decreasing the glazing visible transmission on the vision through the window.

Previous research, especially that utilizing dynamic windows, has focused on evaluat-
ing vision comfort by quantifying the daylight in internal environments. The assessment
usually relies on measuring the available luminance. However, visual access to the external
environment through the window has been studied only by surveying and analyzing hu-
man preferences. With introducing the switchable films and dynamic optical and thermal
properties of glazing, there are many settings that can bring challenges to be surveyed
or investigated to assess the vision comfort properly. If artificial intelligence is used to
dominate how windows are controlled, it is important to quantify visual comfort and
develop algorithms to parameterize it.

Human visual perception is based on the contrast of images [27–29]. The contrast prop-
erty enables human eyes to distinguish between two adjacent objects in an
image [30,31]. Therefore, quantifying vision through glazing can be achieved using an
artificial vision system to derive the real-time contrast value, which reflects the quality of
human vision.

Previous studies have employed image processing to determine the daylight glare
index, discomfort glare index, and other factors that reflect the quantity of daylight in a
specific area. For example, Fan et al. [32] used image-based simulation to determine the
daylight level in a gymnasium. In addition, Hegazy et al. [33] quantified the daylight
in a virtual environment using luminosity histogram analysis. This method uses digital
images of the environment, in which each pixel is represented in the luminosity histogram
according to its brightness level, which reflects the luminance of a particular point in
a given area. Futagami et al. [34] utilized an image-based motion sensor to determine
the luminance level of a workplace. The images were taken by a visible light camera.
Day et al. [12] evaluated the daylight illuminance in three office buildings. The research
team captured HDR images and then processed them using the Evaglare algorithm [35]
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to determine the daylight glare probability. None of these studies evaluated the vision to
exterior views through PDLC glazing.

To summarize, the previous studies emphasized that visual linking of occupants to the
external views is an essential function for windows. Unfortunately, assessment of vision
through windows was not considered by most of the previous research, although some
papers relied on surveying of individuals’ preferences to assess the vision through windows.
However, surveys usually require a large amount of time to cover all seasonal conditions;
in addition, the outcome data may not be adequate to cover the wide variety of preferences
of users in real life. Furthermore, following the integration of thin-film technologies with
the window industry, and the addition of variable-transparency features to windows,
surveying is no longer a feasible method to evaluate the vision through windows.

Therefore, this paper proposes an online image-processing-based method to quan-
tify the vision through a PDLC double-glazed window. This approach can be used to
establish levels of occupants’ visual comfort, which are fed into a controller to constrain
the transparency setting of the PDLC to prevent discomfort. The proposed system adds
observability and controllability features for buildings’ controllers, i.e., artificial intelligence
systems, to mathematically define the visual comfort of smart windows and to ensure a
minimum level of viewing quality towards external views for the occupants. Overall, the
proposed method will provide an alternative way to assess vision through windows, and
save time in window design, considering all the expected configurations of smart windows.

2. Materials and Methods

Figure 1 demonstrates the proposed online vision quantification methodology. It has
two components: (a) an image-processing model and (b) a mathematical model.

a. To develop the image-processing model, a vision sensor, such as an HD camera,
captures a set of photos from inside an environment towards the external views
through the PDLC double-glazed window. A group of 16 photos is captured every
30 min. Each photo is taken with different levels of PDLC transparency, i.e., from an
opaque state to a transparent state. Thereafter, the contrast value of each image is
extracted individually based on a developed algorithm that sends a combination of
transparency and contrast.

b. To develop the mathematical model, an instantaneous contrast curve is obtained
between contrast values and the operating visible transmission for each time slot
during the daytime. The vision comfort band is derived with the lowest and highest
allowed values of image contrast at a given time. This is fed back to the PDLC
transparency setting to further limit the transparency range.

 
Figure 1. Visual comfort quantification block diagram.
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2.1. Methodology Setup

The experimental setup includes a test room, sensors, and data loggers required for
indoor and outdoor measurements, as shown in Figure 2. The optical properties of the
glazing were measured by a spectrometer device in the laboratory. In addition, a weather
data file was necessary to apply the experimental outdoor conditions to the simulated
model; however, three kinds of data were required to prepare the weather data. Firstly,
outdoor weather data include the temperature, humidity, atmosphere pressure, wind speed,
and wind direction. Secondly, solar radiation data encompass global horizontal irradiance,
diffused horizontal irradiance, and global vertical irradiance. The direct normal irradiance
(DNI) is also needed for the weather data file; however, Equation (1) was used to estimate
it [36]:

DNI =
GHI − DHI

cos θ
(1)

where DNI is the direct normal irradiance in W/m2, GHI is the global horizontal irradiance
in W/m2, DHI is the diffused horizontal irradiance in W/m2, and θ is the zenith angle.

 

Figure 2. Methodology setup.
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Thirdly, the illuminance data comprise global horizontal illuminance, diffused hori-
zontal illuminance, and direct normal illuminance. The Illuminance Engineering Society of
North America (IESNA) approach provides an appropriate approximation for the avail-
able illuminance in solar radiation. The following equations elucidate the illuminance
calculation procedures of the IESNA method, as proposed by Kandilli and Ulgen [37]:

EXT = GSC {1 + 0.034 cos[
2π

365
(n − 2)]} (2)

where EXT is the extraterrestrial illuminance, GSC is the solar illuminance constant, and
n is the day of the year. Then, the direct normal illuminance EDN can be determined using
Equation (3):

EDN = EXT exp(−cm) (3)

where m is the air mass, which can be expressed as follows:

m =
1

sin(∝S)
(4)

where ∝S is the angle of altitude in degrees, and the small “c” is a constant, which can be
quoted from Table 1 according to the sky condition. Thereafter, direct horizontal illuminance
EDH is calculated using Equation (5):

EDH = EDN sin(∝S) (5)

Table 1. The constants of sky parameters.

Sky Condition c A, Klux B, Klux C, Klux

Clear 21 0.8 15.5 0.5

Partly cloudy 0.8 0.3 45 1

Cloudy No direct sun 0.3 21 1

Based on the condition of the sky, the diffuse (or sky) horizontal illuminance EKH can
be computed using Equation (6):

EKH = A + B sinC(∝S) (6)

The constants A, B, and C categorize the condition of the sky into cloudy, partly cloudy,
and clear. Table 1 depicts the value of sky parameters for each category; it is noted that, on
a cloudy day, no direct sun is available; therefore, EDN = 0.

Finally, the total illuminance E falling on the horizontal plane is given in Equation (7):

E = EKH + EDH (7)

The experimental indoor measurements involve the temperature and illuminance
level inside the test room, which are used to evaluate the performance and validate the
system. Additionally, digital images are captured from inside the test room towards the
external environment through the window. These images are applied to the proposed
vision quantification model to determine the comfort vision band in real time. The outdoor
measurements were employed to prepare the weather data file of the commercial DESIGN
BUILDER software. DESIGN BUILDER software was used to derive the energy model.
The weather and optical data were applied to the model to achieve the simulation. The
simulated and experimental data, in addition to the outcome of the quantification process,
were used to validate the experimental model, verify the experimental result, and evaluate
the system performance.
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2.2. Image Processing

For contrast measurement, the RMS contrast method in Equation (8) was adopted [38]:

RMS Contrast =

√
1

M ∗ N ∑M−1
i=0 ∑N−1

j=0

(
Iij − I

)2 (8)

where M and N are the numbers of columns and rows of the image I, respectively; Iij is the
value of the pixel in the ith column and the jth row; and I is the average brightness of the
image I, which is given in Equation (9) in the range [0, 1]:

I =
1

M ∗ N ∑M∗N−1
i=0 Ii (9)

The images in Figure 3 were captured in an external environment during daytime on
a sunny day through a double-glazed PDLC window with different visible transparencies.
Each image was taken after setting the applied AC voltage of the PDLC within the rated
voltage (0 to 200 V), as shown in the figure.

 
Figure 3. Digital images with different applied voltages.

The relationship of the contrast with the applied voltage was obtained, as shown in
Figure 4. Three regions can be recognized in the curve. The first region is between the
minimum contrast point (Cmin) and point (Cy); obviously, the contrast has low values as
the PDLC film is in its opaque state. The second region is between (Cy) and the threshold
contrast point (Cth), in which the contrast value is dramatically increased with the increase
in the applied voltage. The third region is between (Cth) and the maximum contrast point
(Cmax), in which the contrast begins to show a saturation response to the applied voltage.
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Figure 4. Contrast curve.

The vision is considered to be comfortable if the contrast is above approximately 0.48;
this value is the threshold value of the contrast, and was calculated graphically from the
contrast–voltage curve. However, this point does not correspond to a fixed transparency
and voltage in all cases. The threshold contrast point (vth, Cth) represents a proposed
minimum comfort band that limits the transparency. In Figure 4, the threshold contrast
value lies between two given points, (Cv1, v1) and (Cv2, v2); hence, the threshold contrast
value can be expressed mathematically as below:

Threshold Contrast (Cth) = 0.707 (Cmax − Cmin) (10)

To estimate the threshold voltage (vth), the segment of the curve between (Cv1 and Cv2)
is assumed to be a linear relationship; this assumption leads to:

Cv2 − Cth
Cv2 − Cv1

=
v2 − vth
v2 − v1

,

or:

vth = v2 −
[
(v2 − v1)

(
Cv2 − Cth
Cv2 − Cv1

)]
(11)

Consequently, the system chooses one operating point within the comfort vision band
based on the user’s preference. However, the user’s preference is also referenced to vth.
The range that the user can set is from 0 to 100%, which maps to the range from vth to vmax.
In our paper, a preferred vision ratio (PVR) is proposed to quantify the user setting. Thus, if
the PVR = 0%, then the operating point is at the threshold value (Cth), whereas the system
works at (Cmax) if the PVR = 100%. Consequently, the preferred contrast value (CPVR) can
be determined as below:

The preferred contrast value (CPVR) = PVR (Cmax − Cth) + Cth (12)

The corresponding applied voltage at the preferred contrast vPVR can be defined by
substituting Equation (12) into Equation (11), as shown below:

vPVR = vb −
[
(vb − va)

(
Cb − (PVR(Cmax − Cth) + Cth)

Cb − Ca

)]
. . . . . . 0 ≤ PVR < 1 (13)
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3. Experiment

3.1. Experimental Setup

Two small-scaled test rooms of the same size were made from a triple-layer insulated
board. The board consists of a thick layer of polystyrene with thermal conductivity of
0.046 W/m.K. The polystyrene is sandwiched between two thin layers of steel. The first
room had a conventional double-glazed window having the specifications shown in Table 2.
This room was considered as the reference model in the experiments. The second room
had the same window, except that a PDLC thin film was attached to the inner pane of
the double-glazed window. The second room was used to evaluate the proposed vision
quantification process. Both rooms were equipped with a temperature sensor to measure
the temperature of the enclosure; in addition, a flux sensor was centered inside each test
room at a height of 15 cm. Table 2 provides more details about the test room structure,
double-glazed window, and the PDLC film.

Table 2. Specifications of the experimental setup.

Item Part Details

Board
Polystyrene thickness 4.9 cm

Steel thickness 0.05 cm

Wall dimension of the room 55 × 55 cm2

Room dimensions 45 × 45 × 45 cm3

Double glazed
window

Room area 30 × 30 cm2

WWR 44%

Glazing type Clear

Glazing thickness 0.4 cm

Thermal conductivity for the glazing 0.9 W/m.K

Glazing transmittance 0.83

Glazing reflectance 0.12

Glazing absorbance 0.039

Depth of the air layer 2 cm

Outside reveal depth 0 cm

PDLC film

Rated voltage 220 AC volt

Thickness 0.36 mm

Visible transparency (OFF/ON) 0.05/0.83

For outdoor weather conditions, a weather station was utilized to record the tempera-
ture, humidity, pressure, wind speed, and wind direction. Additionally, three pyranometers
were employed to measure global horizontal irradiance (GHI), diffused horizontal irradi-
ance (DHI), and global vertical irradiance (GVI). All pyranometers were interfaced with a
datalogger device to collect the data. More details about the sensors used in the experiment
are provided in Table 3.
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Table 3. Technical specifications of the sensors.

Sensor Technical Specifications

Pyranometer (for global horizontal irradiance
measurement)

Veinasa-ZFS Solar total radiation sensor,
sensitivity 7~14 μV per w/m2, and
measurement range 0~2000 W/m2

Pyranometer (for diffused horizontal
irradiance measurement)

Veinasa-SFS Scattered radiation sensor,
sensitivity 7~14 μV per w/m2, and
measurement range 0~2000 W/m2

Pyranometer (for global vertical irradiance
measurement)

Davis Instruments 6450 Solar Radiation Sensor,
sensitivity 1.67 mV per W/m2, measurement

range 0~1800 W/m2

Lux meter (for indoor illuminance
measurement)

OPT3001 Ambient Light Sensor, measurement
range 0.01 lux to 83 k lux

Temperature sensor (for indoor temperature
measurement)

AM2302 humidity and temperature sensor,
sensitivity 0.1 Celsius, and measurement range

−40~80 Celsius

In the second test room, because the experiments required a variable AC voltage
for the PDLC film, a 300 V/500 VA VARIAC transformer was used to adjust the desired
voltage during the experiment. Furthermore, a high-definition camera was fixed in the
room 5 cm from the inner pane of the window. The camera was horizontally oriented
toward the window to capture the external views through the window. The digital camera
was connected to a PC via an IP network; therefore, the images were directly transferred to
the PC, and Windows-based software was used to manage the image-capturing operation.
Finally, MATLAB code was developed to compute the contrast value of the captured images
during the execution of the experiments. The frequency of this process was 30 min. Figure 5
shows the experimental setup, including the reference test room, PDLC test room, three
pyranometers, and weather station.

 

Figure 5. Experimental setup. (A): Reference room with double-glazed window (closer), PDLC room
(further), and the pyranometer for vertical global irradiance measurement (circled). (B): Pyranometer
for global horizontal irradiance measurement. (C): The weather station. (D): Pyranometer for diffuse
horizontal irradiance measurement.
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3.2. Experiment Scenarios

The two test rooms were installed in Basra, Iraq (latitude: 30.5 and longitude: 47.8) on
the roof of the Basra oil training institute. The window for each room was oriented to the
south. The experiment was continuously carried out for four days during daytime, from 11
to 14 August 2021. The experiment was executed every day with a different PVR. Table 4
shows the four scenarios, 1 to 4, that were implemented during the first to the fourth day
of the experiment, respectively. It is worth mentioning here that the PVR was determined
only for the window of the second test room to show the influence of the PVR on vision
quality, in addition to the other parameters of the system, such as internal temperature,
internal daylight, and solar heat gain.

Table 4. The scenarios of the experiment.

Scenario Day
Test Room 1 Test Room 2

Window Type PVR Window Type

1 1st
Conventional
double-glazed

window

0

Double-glazed
PDLC window

2 2nd 0.3

3 3rd 0.65

4 4th 1

The experiment was executed from 5:30 AM to 6:30 PM. The process shown in Figure 6
was run 27 times daily (every 30 min) on the second room. The process required 2 min to
be executed manually each time. The algorithm started by setting the PDLC film voltage to
a specific value from among 16 values in the range 0 to 200 V. One image was taken each
time for each voltage value. MATLAB then obtained the voltage versus contrast relation
and the threshold value Cth.

 
Figure 6. Algorithm for adjusting the excitation of the PDLC film used in the experiment.
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Thereafter, the instantaneous contrast value was calculated using Equation (12) based
on the preferred value of the PVR. The corresponding voltage was graphically determined
from the instantaneous contrast–voltage curve, or from Equation (13). Finally, VARIAC
output was set to the new voltage value from Equation (13) to realize the instantaneous
preferred transparency. This value should ensure visual comfort.

3.3. Simulation

The two experimental test rooms, namely, the first room with the conventional double-
glazed window and the second room with the PDLC double-glazed window, were modeled
in DESIGN BUILDER software based on the properties listed in Table 2. Simultaneously,
the weather data file required for the simulation was prepared using the computed illumi-
nance data, experimental solar irradiance data, and weather conditions recorded by the
weather station. Since the visible transparency of the PDLC film was changed during the
experiments, during the simulation, it was necessary to adjust the visible transmission of
the PDLC film accordingly at different times. This task was achieved by referring to the
transparency–voltage curve of the film. A spectrometer was used to measure the visible
transmission of the utilized PDLC film against different input AC voltages; the resultant
curve is shown in Figure 7.

 

Figure 7. Transparency–voltage curve of the PDLC thin film.

4. Results, Validation, and Discussion

The objectives of this section are:

a. To demonstrate the experimental and simulation results of the implemented scenarios
mentioned in Table 4.

b. To compare the experimental and simulation outcomes to validate the system.
c. To investigate the impact of the PVR on different factors of the system.

According to the IESNA approach mentioned in Equations (2)–(7), the illuminance
data were calculated for 11 to 14 August 2021, as shown in Figure 8, including direct normal
illuminance EDN , diffuse horizontal illuminance EKH , and the total illuminance E. The
effective daylight period was from 5:00 am and 7:00 pm; however, the calculation showed
that the available estimated illuminance during the four days was approximately equal.
There are two reasons for this: first, since the days of the experiment were consecutive, the
sun elevation angle was almost the same; second, because the four days had the same sky
clearness parameters (sunny days).
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Figure 8. Calculated outdoor illuminance data during experiment days based on IESNA approach.

The solar irradiance data during the four days are shown in Figure 9, including global
horizontal irradiance GHI and diffuse horizontal irradiance DHI; solar radiation slightly
varied from 11 to 14 August 2021.
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Figure 9. Solar irradiance data.
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The indoor and outdoor temperatures of the test rooms are plotted against the days of
the experiment in Figure 10. During the first day, when the PVR was adjusted to 0, which
corresponds to the minimum available contrast in the comfort vision band, the experimental
and simulated indoor temperatures responded to the variation in the outdoor temperature
with good correlation. The maximum recorded temperature inside the reference model at
2:00 p.m. was 58.8 ◦C, and the average temperature was 41 ◦C, whereas the highest and
average temperatures for the PDLC model were 56 and 38 ◦C, respectively. The average
deviations between the experimental and simulated temperatures inside the double-glazed
window room and the PDLC room were 0.12 and 0.37 ◦C, respectively.

 

Figure 10. Indoor temperature for the test rooms versus PVR.
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During the second day, the PVR was equal to 0.3, and the experimental and simulated
indoor temperatures varied in the same pattern as that of the outdoor temperature. The
experimental and simulated indoor temperatures in both rooms were approximately equal.
Moreover, the maximum observed temperature inside the reference model at 2:00 pm was
61.7 ◦C, and the average temperature was 41.5 ◦C, whereas the highest and average tem-
peratures for the PDLC model were 58.5 and 39.4 ◦C, respectively. The average differences
between the experimental and simulated temperatures inside the reference room and the
PDLC room were 0.19 and 0.22 ◦C, respectively.

Similar observations were made on the third day, when the PVR was set to 0.65. The
greater temperature noted inside the reference model at 2:00 pm was 62 ◦C, and the average
temperature was 42.3 ◦C, whereas the highest and average temperatures for the PDLC
model were 60.7 and 40.8 ◦C, respectively. The average variances between experimental
and simulated temperatures inside the reference window room and the PDLC room were
0.1 and 0.3 ◦C, respectively.

For the fourth day, when the PVR was set to 1, the highest recorded temperature
inside the reference model was at 2:00 pm, and was 58.6 ◦C, and the average temperature
was 40 ◦C, whereas the highest and average temperatures for the PDLC model were
57.5 and 38.8 ◦C respectively. The average disparities between the experimental and
simulated temperatures inside the reference room and the PDLC room were 0.2 and 0.24 ◦C,
respectively.

Evidently, increasing the value of the preferred vision ratio (PVR) led to an increase
in the PDLC room temperature; for instance, for PVR of 0, 0.3, 0.65, and 1, the average
temperature inside the reference room exceeded that of the PDLC room by 3, 2.1, 1.5, and
1.2 ◦C respectively. Alternatively, with the rise in the PVR, the temperature of the PDLC
model approached the temperature inside the reference room; this is because the increase
in the PVR allows more solar irradiance to enter the PDLC test room as the transparency
becomes higher.

Figure 11 shows the experimental and simulated daylight values, in lux; these rep-
resent the illuminance intensity at the point inside the test rooms where the flux sensor
was positioned. For the simulated daylight curves, DESIGN BUILDER software provides a
range of illuminance values for a given point during the simulation; therefore, the values of
simulated indoor illuminance are sketched as ranges in different hours during the daytime.
Figure 11 also elucidates vertical global irradiance (VGI).

Starting with day 1 and a PVR of 0, the experimental and simulated indoor illumi-
nance values respond to the variation in the outdoor vertical global irradiance with good
correlation. The maximum recorded illuminance inside the reference model at 12:00 pm (at
the highest value of VGI) was 4.1 Klux, and the average illuminance was 2.6 Klux, whereas
the highest and average illuminance values for the PDLC model were 3 and 1.9 Klux,
respectively. Similar trends can be observed for other PVR settings on other days.

As a result of increasing the PVR, more daylight reached the internal environment.
For example, when the PVR was set to 0 during the first day of the experiment, the average
daylight in the PDLC test room was 73% of that in the reference test room. Thereafter,
the change in daylight increased to 76, 80, and 85% for PVR values of 0.3, 0.65, and 1,
respectively. As mentioned previously, raising the PVR offers higher visible transparency
and permits more daylight to enter the PDLC test room. The average deviations between
experimental and simulated daylight values inside the reference room and the PDLC room
were 20 lux and 39 lux on day 1, 57 lux and 69 lux on day 2, 81 lux and 29 lux on day 3, and
39 lux and 108 lux on day 4, respectively.

As the PDLC window has different transparency compared to the conventional double-
glazed window, the window has a different solar heat gain coefficient (SHGC). Conse-
quently, the solar heat gain values inside the two test rooms were not identical. Figure 12
depicts the experimental solar irradiance on the window and the simulated solar heat gain
for both test rooms during the days of the experiment.
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Figure 11. Indoor illuminance for the test rooms versus PVR.
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Figure 12. Solar heat gain for the test rooms versus PVR.

Overall, the effective solar heat gain occurred between 5:00 am and 6:00 pm, with the
highest gain at 12:00 pm. The heat gain mimics the envelope of the solar irradiance on the
window. During the first day of the experiment, with a PVR of 0, the maximum heat gain in
the reference test room was 14.6 W and the average value was 8.32 W. By comparison, the
highest recorded heat gain in the PDLC test room was 2.23 W and the average value was
1.38 W. Furthermore, with a PVR of 0.3, the greater heat gain noted inside the reference test
room was 17.85 W and the average value was 8.95 W, whereas for the PDLC test room, the
highest recorded heat gain was 4.25 W and the mean value was 2.24 W. Additionally, when
the value of the PVR was set to 0.65, the superior observed heat gain in the reference test
room was 17.8 W, and the average value was 8.81 W; similarly, the highest registered value
in the PDLC test room was 5.88 W and the median value was 3.05 W. Finally, during day 4
of the experiment, with a PVR of 1, the heat gain in the reference room had a maximum
value of 18.28 W and an average value of 9.09 W, whereas the highest observed value in the
PDLC test room was 8.33 W and the mean value was 4.28 W.

Clearly, raising the preferred vision ratio resulted in an increase in a heat gain inside
the PDLC test room; for instance, with a PVR of 0, the average heat gain inside the PDLC
test room was only 16.6% of that in the reference room; this percentage was 25.1% with a
PVR of 0.3, 34.7% with a PVR of 0.65, and 47.1% with a PVR of 1. Moreover, the solar heat
gain coefficients computed by the DESIGN BUILDER software were 0.42, 0.49, 0.56, and
0.78 based on PVRs of 0, 0.3, 0.65, and 1, respectively.

Modifying the PVR has a direct impact on the quality of vision through the PDLC
window, as elucidated earlier, since it determines the operating point on the comfort vision
band of the contrast–voltage curve, which represents the contrast value of the instantaneous
external scene seen through the window. Consequently, the visible transparency was
estimated accordingly. Figure 13 depicts the contrast values during daytime, which were
determined by the proposed algorithm during the days of the experiment. Obviously,
choosing a higher PVR prompts the system to increase the contrast; thus, the average
contrast values were 0.18, 0.25, 0.31, and 0.37 for PVRs of 0, 0.3, 0.65, and 1, respectively.
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Figure 13. Contrast versus the PVR.

However, Figure 13 shows a fluctuation in the contrast value during the daytime. The
proposed system increases the contrast value during the early and late hours of daytime
(low illuminance hours). In contrast, the system lessens the contrast during midday hours
when the available illuminance in the external environment is too luminous. Hence, the
lowest contrast occurred at the highest outdoor illuminance (at 12:00 pm).

During the experiment, the contrast–voltage curves were inflated during low daylight
hours or reduced during high daylight hours; thus, the comfort vision band was expanded
or limited accordingly. This modification in the contrast–voltage curve led to a change in
the PVR; therefore, the system tried to keep the PVR constant by simultaneously updating
the contrast value.

The interaction of the system with the outdoor illuminance mimics the behavior of
the human eye. The pupil in the human eye is responsible for controlling the quantity of
light that enters the eye to maintain a certain level of vision, and has a dilatable diameter to
achieve a light-controlling action [39,40].

The proposed algorithm was executed every 30 min during daytime, as mentioned
earlier; however, the experiment shows that the achieved contrast values were in the
vicinity of the setpoint. To achieve a more precise contrast value, the processing frequency
can be increased to 10 min.

In practical applications, the present study assumed that the scene was fixed during
image capturing. However, if the view instantaneously changes (e.g., the sudden appear-
ance of dirt, dust, or rain on the window), two consequences can be expected. First, if the
sudden change is small then it will not affect the contrast calculation. Second, if the sudden
change is large, then it may lead to a nonstandard form of the contrast curve. In this case,
the quantification process should be modified to recognize this change and to avoid this
limitation in real time using image-processing techniques.

Figure 14 shows the overall assessment of the system in terms of the daylight entering
the indoor environment, indoor temperature, solar heat gain, and vision contrast through
the window, which are directly proportional to the PVR.
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Figure 14. Results summary.

It can be concluded that setting a higher PVR leads to better vision quality through the
window and enhances the daylight performance in indoor environments. Unfortunately,
this choice results in an increase in the heat gain inside buildings, and raises the average
indoor temperature; as a result, more energy consumption is required for cooling loads in
hot regions. However, providing good vision quality is undoubtedly an essential challenge
and a trade-off can be considered. By comparison, in a temperate climate, such as that
of the UK, this challenging trade-off may be more easily addressed because the energy
consumption is expected to increase due to the lower temperature. Utilizing the newly
developed thin films must not impact the vision through windows, but it is necessary to
achieve a balance between energy consumption, vision quality, and daylight performance
to obtain optimum overall performance.

The conducted experiment showed that utilizing normal LDR images is a suitable
approach for the contrast–voltage curve. Using HDR images can generate more precise
contrast curves. However, HDR images have greater color representation (16 bit instead of
8 bit in LDR images); this increases the complexity of the image processor, which effectively
inflates the cost. At the stage of implementing the processor, it will be possible to compare
the efficiency of the processing using LDR and HDR images, and thereby evaluate the
precision of the contrast values in both cases.

If a commercial building is equipped with the proposed system, based on the pro-
cedures of the quantification algorithm, the visible transparency of the windows would
change from an opaque to a translucent state every 30 min. This would not be acceptable
to the occupants. Therefore, it is proposed to conduct the quantification procedures on a
reference window located in a building that has fewer people, and distribute the data and
transparency settings to other glazing in the building.

It is worth mentioning that the proposed quantification method is not restricted to
PDLC windows, but can also be employed for other kinds of conventional and smart
windows, whenever it is necessary to evaluate the quality of vision. However, conventional
windows provide a high quality of external scenes, mostly due to the high visible trans-
parency of their glass; therefore, the proposed method may be more useful in the case of
smart windows.

5. Conclusions

This study aimed to quantify the vision through smart windows using an image-
processing approach to achieve visual comfort for the occupants. A small-scale room was
equipped with a PDLC double-glazed window and used as an example to realize the
proposed system. Online image processing was proposed to derive the available comfort
vision from the contrast–voltage curve of the PDLC film in real time, and to constrain the
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PDLC transparency range to achieve occupant satisfaction. The main contributions were as
follows: first, mathematically defining the comfort vision band for PDLC double-glazed
windows; and second, introducing the preferred vision ratio (PVR), which ensures a desired
level of vision for the occupants. The main outcomes of this work can be summarized
as follows:

1. Vision through smart windows can be quantified in terms of the contrast of the scenes
measured through the window toward the external views.

2. The proposed PVR allows users to choose the preferable level of vision through the
window.

3. The experiment showed that varying the PVR from 0 to 1 can modify the average
contrast value from 0.18 to 0.37 in a clear sky environment.

4. The proposed algorithm ensures that the transparency of the window will not be less
than a threshold value, in turn ensuring a minimum level of vision quality.

5. The experiment showed that varying the PVR of the PDLC window from 0 to 1
increased the solar heat gain coefficient (SHGC) from 0.42 to 0.623.

6. The experiment showed that modifying the PVR of the PDLC window from 0 to 1
allowed more daylight to enter the internal environment (73% to 85% compared to
conventional double-glazed windows).

The test room was simulated in the DESIGN BUILDER software under the experimen-
tal weather conditions, and the simulation results were compared with the experiment
outcome to validate the experimental results. In commercial buildings, employing the
proposed system constrains the vision through smart windows within the comfort vision
band. The system also helps to replace the conventional human preference surveying meth-
ods, thus saving time and effort. Moreover, future studies can utilize the proposed PVR
to evaluate the vision level through smart windows. Overall, the proposed system adds
observability and controllability capabilities for building controllers, thus helping achieve
comfortable living environments for the occupants. In future, the proposed system may
use HDR images for more precise contrast curves. Moreover, employing image-processing
techniques enables the system to deal with instantaneous changes that may occur in the
scenes during image capturing. In addition, an embedded system can be designed to
implement the proposed quantification algorithm. This would help to reduce the time
taken in the process and obtain more precise real-time visible transparency values for
the glazing.
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Abstract: National legal and political regulation in the field of energy efficiency is closely connected
to minimizing energy consumption in buildings. Within the framework of implementing Directive
2018/844/EU on the energy performance of buildings in Europe, the practice of its application
differs from country to country. This study aims to reveal the differences in the energy indicators
of an energy-efficient building in European states. To that end, an analysis was made to compare
the results of a single-family home model in 11 city locations with different climatic conditions
(from the Mediterranean to Nordic) and appropriate national regulations in place for the past three
years. The simulation was done using IDA Indoor Climate and Energy software, EQUA Simulation
AB, Stockholm, Sweden. The demand for primary energy is based on primary energy factors. A
comparison of overall heat transfer coefficients for walls and windows in an energy-efficient building
in different locations was made to reveal the differences in applicable national regulations. The results
showcase the primary energy demand depending on the different climatic conditions for building
heating and cooling purposes, as appropriate, and on CO2 emissions. The study has shown the energy
demand for cooling to increase significantly—by 65% in the case of Vilnius, whereas only a slight
decrease in the demand for heating. Furthermore, a Lithuanian energy class A+ building is singled
out as an individual case, its energy indicators determined for a different location under analysis.

Keywords: energy class; energy efficiency; primary energy; heating and cooling; CO2 emissions

1. Introduction

Modern buildings have come to be the third-largest group of consumers of fossil
fuel after industry and agriculture. What is more, 30–40% of all key global resources are
consumed by none other than the construction sector [1]. The building sector is considered
the main and largest energy consumer on the global scale, and 40% of all primary energy
(PE) generated in the US and the European Union (EU) is consumed in buildings [2,3]. With
the economy growing and urban development picking up pace, one can look forward to a
further increase in the building sector and a parallel surge in energy consumption, to be
boosted by the accelerating climate change as well. The primary objective of this study is
to assess the energy performance of energy-efficient buildings in European countries, to
analyze the relationship between different climatic conditions and the building’s primary
energy needs, and to determine how climate change contributes to a building’s energy
consumption for heating and cooling.

It is a widely known fact that greenhouse gas (GHG) emissions are the number one
reason behind climate change and the global warming that follows, as well as extreme
weather [4]. Obviously, buildings also have a role in driving climate change: 19% of all
GHG emissions occur through energy processes decarbonization in buildings [5]. It is the
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matter of building decarbonization that has been the focal point of attention over the past
few decades, as achieving energy efficiency in buildings and switching to renewable energy
has a large potential in reducing GHG emissions in the future [6].

In a bid to improve the energy performance of buildings, in 2018 the EU adopted
Directive 2018/844/EU, partially amending Directive 2010/31/EU on the energy perfor-
mance of buildings [7]. The latest EU directive is geared towards improving the energy
efficiency of buildings, ensuring the right indoor climate, and reducing the use of fossil fuel
whilst increasing the availability of renewable energy. This directive aims to contribute to
the EU’s goal of decarbonizing the building sector by 2050 [8]. The results of an analysis
conducted by the European Commission (EC) in 2011 have shown that GHG emissions in
the building sector can be cut by a staggering 90% by 2050 [9]. The EU goal of becoming
a climate-neutral zone is also seeing a contribution from the building sector with nearly
zero-energy buildings (NZEB), which were supposed to become the benchmark in the EU
residential building market as of 2021 [7].

EU member state documents provide varying definitions of energy-efficient buildings,
yet their underlying feature is defined as follows: these buildings consume little energy, and
any energy consumption is done in an efficient way [10]. Some of Europe’s first high-energy
class buildings were introduced in German: these are the so-called passive houses and
buildings bearing the Minergie seal of quality in Switzerland [1].

Following the adoption of the updated Building Energy Performance Directive [7],
European countries and Member States had to amend their national legislation to include
legal solutions in connection with NZEB. The main requirements for the primary energy
consumption, total annual heating, and cooling demands, envelope heat transfer indicators,
airtightness, and infiltration of buildings differ from one European country to another.
However, these are just some of the differences that affect an effective entrenchment of
NZEB in Europe.

A review by the Institute for Energy Efficiency has backed the information presented
in the amendment to the European Commission regulation (Directive (EU) 2018/844) that
differences in climatic conditions preclude the application of a single NZEB efficiency value
suitable for all European countries [11]. Therefore, in the EU (and Norway) these buildings
are covered by different national regulations and requirements, which makes a consistent
increase in the availability of such buildings in different economies more difficult.

The latest review of political strategies by the Building Performance Institute Europe
(BPIE) has highlighted the key differences when it comes to implementing the requirements
of Directive 2018/844/EU among the EU states. According to the BPIE, (1) the timing of
hands-on application of the NZEB concept varies among the states (some of the Member
States have complied with the requirements for implementation ahead of time while
others are lagging behind); (2) Member States use different definitions and approaches
to determine national NZEB definitions; (3) approaches to calculation and performance
levels to be achieved by NZEBs under construction are variegated; (4) a portion of the
energy consumed to be replaced by renewable energy varies from country to country.
Another important aspect is that some of the Member States had developed (and have
never updated) their approaches to NZEB years before such buildings became mandatory.
As a result, the national standards of these buildings are not aligned with the EU’s goal of
becoming a climate-neutral zone by [12].

One stipulation of Directive 2018/844/EU is the mandatory inclusion of the numerical
indicator of primary energy (kWh/m2/year) in the national plans of Member State NZEB
strategies. Considering that the energy efficiency of a building is affected by different
climatic conditions and the building’s typology, geometry, location, engineering mechanical
systems, and so on, many Member States (with the exception of Austria, Flanders, Germany,
Italy, Luxembourg, and Portugal where PE values are calculated on the basis of benchmark
buildings) have set a certain range of primary energy consumption [12]. In its 2016 rec-
ommendations and guidelines for ensuring the good NZEB practice in the Member States,
the EC indicated the comparable limit values of primary energy differentiated by four
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key climatic zones: Mediterranean, Oceanic, Continental, and Nordic [13,14]. According
to a report by the International Energy Agency (2018), there is a global slowdown in the
progress of energy policy, indicating that the evolution of building energy codes is failing
to keep up with the growth of the economies of rapidly developing countries [14]. In 2018,
two-thirds of countries worldwide were short on building energy efficiency codes and legal
regulations. It means that in 2018 more than three billion square meters of useful building
area were built without any mandatory energy performance requirements.

1.1. Climate Change on Residential Buildings in Europe

To achieve the sustainable development scenario, all countries of the world must
switch to mandatory building energy efficiency laws by the year 2030 [14]. Improvements
in the energy efficiency of buildings and sustainable development of renewable energy are
a must in terms of overcoming the ever-growing energy consumption and the consequences
of climate change [8]. Climate change and building energy processes share a paradoxical
bond: these days, the processes that take place in buildings contribute to climate change;
according to a number of studies (Table 1), the consequences of climate change will drive
the energy consumption for building cooling purposes up. Scientific studies conducted
decades ago noted that climate change would have a direct impact on the energy and
thermal properties of buildings [15,16].

Table 1. A summary of previous studies pertaining to the effect of climate change on residential
buildings in Europe.

Country Period Climate Scenario Conclusion Reference

Sweden 2050–2100

RCP 1 scenario 4.5 (the radiative forcing of
GHG is reduced to 4.5 W/m2) and RCP

scenario 8.5 (GHG increases, its radiative
forcing going up to 8.5 W/m2) [17]

A 13–22% drop in the demand for
heating, a 33–49% increase in the

demand for cooling
[18]

Finland 2030–2050–2100 Drafted on the basis of the CMIP3 global
climate model [19]

A 20–40% drop in the demand for
heating, a 40–80% increase in the

demand for cooling
[20]

Switzerland 2100
It is assumed that the average annual air

temperature will increase by 4.4 ◦C compared
to the climatologic standards of 1961–1990

A 33–44% drop in the demand for
heating (cooling is not considered) [21]

Germany 2060 It is assumed that the average annual air
temperature will increase by 1–3 ◦C

A 44–75% drop in the demand for
heating and a 28–59% increase in the

demand for cooling
[16]

Greece 2100 Three scenarios by the Intergovernmental
Panel on Climate Change are used [15]

A 44–75% drop in the demand for
heating and a 28–59% increase in the

demand for cooling
[22]

1 RPC—Representative Concentration Pathway.

All kinds of research have been undertaken around the globe over the past few decades
in order to analyze the effect climate change has on buildings. Table 1 shows the results of
simulation studies of residential buildings in Europe highlighting the impact of climate
change on the energy needs of buildings.

Depending on the climatic data of different countries, climate change scenarios, and
other assumptions, the summary of studies in Table 1 shows that when the building’s
demand for heating drops by roughly one-half, the demand for cooling may go up by a
massive 80%. Isaac and van Vuuren have estimated that climate change will drive the need
for heating energy by more than 30% worldwide by 2010, while the demand for cooling
energy will go up by nearly 80% [23].

1.2. The Current Situation in the European Zones Covered by the Analysis

Based on the values established by the EC, countries with prevalently milder (Mediter-
ranean) climates must ensure the lowest demand for net primary energy and the largest
share of energy from renewable sources [12]. Still, considering the primary energy of a
building and notwithstanding whether it is supplied from renewable sources, the range
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of primary energy across all four European climate zones is much narrower: the PE de-
mands of a single-family home must fall within the recommended 50–90 kWh/m2/year
(Table 2) [13].

Table 2. European Commission standards of building performance and renewable energy resources
for different climate zones [13].

Climate Zone
Demand for Net PE,

kWh/m2/year

Energy from
Renewable Energy

Sources, kWh/m2/year

PE Ceiling, Including
Energy from Renewable
Sources, kWh/m2/year

Renewable Energy
Sources as a

Percentage of Total PE

Mediterranean 0–15 50 50–65 87%
Oceanic 15–30 35 50–65 61%

Continental 20–40 30 50–70 50%
Nordic 40–65 25 65–90 32%

Based on a review by the BPIE (2021), regulations of 13 Member States point to primary
energy values that fall within the limit of 50–90 kWh/m2/year as recommended by the
Commission. Denmark, Croatia, and Ireland are more stringent in their requirements,
and their recommended values are below those laid down in the EC guidelines. Whereas
countries such as Bulgaria, Latvia, Cyprus, Hungary, the Czech Republic, Finland, and
Romania are disregarding the guideline recommendations and have set primary energy
values above those recommended by the EC [12]. The differences in PE demand in European
states and the gap between the national values and the EC requirement for the demand in
countries covered by the analysis are shown in Figure 1.

Figure 1. NZEB values (kWh/m2/year) for single-family homes in European countries analyzed.

A more precise breakdown of the values established by the countries analyzed and
those recommended by the EC are presented in Table 3.

Evidently, only Lithuania and Poland make it to the EC’s brackets of primary energy
demand. Denmark’s national regulations stipulate a PE value that is nearly three times
below the EC recommendations. For Norway (it is assumed that Norway is appraised on a
par to the EU countries) and Slovenia, the PE limits are close to what the EC recommends.
Therefore, the aim of this paper is to analyze and compare differences in the energy
indicators of an energy-efficient building in different European states (with climate from
Mediterranean to Nordic). This reveals differences in both climatic conditions and country
legislation. At the same time, this contributes to the application of the NZEB concept. A
single-family home is selected as a case study.
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Table 3. PE values in the countries covered by the analysis and those recommended by the European
Commission.

Country
Analyzed

PE Value as Recommended
by the EC, kWh/m2/year 1 Source

Italy 65
PE value determined based on an

assumption (considering the results of
projects completed) [24]

Lithuania 70 [25]
Finland 90 [12]
Austria 70 [26]

Denmark 65 [12]
Portugal 65 [27]
Slovenia 70 [12]
Poland 70 [12]

Norway 90 [28]
1 Ref [13] is the source of PE value as recommended by the EC. If the subject countries provide several limit values,
the average PE values are specified for the purposes of this comparison.

2. Methodology and Case Study

This case study analyses the following European countries and cities: Lithuania (Vil-
nius), Finland (Jyväskylä), Italy (Palermo and Bologna), Denmark (Copenhagen), Portugal
(Lisbon and (Bragança), Slovenia (Ljubljana), Poland (Warsaw), Norway (Oslo), Austria
(Bregenz). This choice has been driven by the desire to analyze and compare the data and
results for northern and southern, as well as eastern, western, and central states alike. A
comparison of the heating transfer ratios applicable to energy-efficient buildings is followed
by an analysis of building energy indicators in different climatic conditions conducted on
the basis of the methodology developed by Sartori et al. and D’Agostino and Parker [29,30].

The methods used in the study are presented in Figure 2. They are based on the data
gathered from Guidelines on Energy System Analysis and Cost Optimality in Early Design
of ZEB, a report by Sartori et al. and the methodology developed by D’Agostino and Parker
designed to analyze NZEB buildings in terms of price optimization [29,30].

2.1. Study-Case Building Characteristics

The modeled building is a single-apartment, one-floor residential home with a gross
useful area of 100 m2. The home is assumed to be inhabited by a family of four. The façade
of the simulated building is facing south, nearly 68% of the façade (17.60 m2) is a panoramic
window. The key data of the building’s envelopes are presented in Table 4.

Table 4. Envelope areas of the modeled building.

Building Envelope Envelope Area, m2

Walls 72.20
Doors 1.60

Windows 30.2
Floors 100.0
Roof 100.0
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Figure 2. Study method (adapted by the authors in reliance on [29,30]).

The key data of the building’s windows are presented in Table 5. The ratios were
obtained from the IDA-ICE database. The type of window chosen is a quad-glazed window
with in-between areas 90% filled with argon gas.

Table 5. Data of see-through building envelopes.

See-Through
Envelopes

Solar Heat Inflow
Ratio, g

Solar Permeability
Ratio, T

Visible Permeability
Ratio, Tvis

Interior Emission
Ratio

Exterior Emission
Ratio

Windows 0.60 0.55 0.74 0.837 0.837

The number and behavior of the residents have a large impact on the outcomes of
energy calculations, which makes selecting the right data highly relevant. Table 6 contains
the key usage mode parameters for the building model.

Notwithstanding the model of the state under analysis, these building usage param-
eters do not change in the course of modeling and remain the same for each building
model. A visualization of the building in the environment of IDA-ICE 4.8 software used for
dynamic simulation is shown in Figure 3.
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Table 6. Building usage parameters.

Parameter Comment

Energy consumption by electrical appliances The annual consumption of electrical energy by household appliances in a
residential district is 30 kWh/m2 [31]

Lighting 630 kWh per residential home per year [31]
Energy for water heating Hot water consumption per 24 h is assumed to be 75 L/person/24 h

Building occupancy From 8 a.m. until 3 p.m. (or until 5 PM for one-half of the residents) on weekdays,
weekends at home.

Resident activity level 0.77 MET. 1 MET = 58 W/m2 of the body surface area (assumed to be 1.80 m2) [31]

 

Figure 3. Visualization of the modeled residential home in the environment of IDA-ICE software.

2.2. Analysis of Energy Indicators of Buildings under Different Climatic Conditions

Each building model in IDA-ICE software is designed to conform to the principal
requirements laid down in the building directives and standards of the subject country
(Table 7) that apply to energy-efficient buildings, the main difference among the models
being the envelope parameters and climatic data. Data such as building geometry, occu-
pancy, number of residents, hot water consumption, and electrical energy consumption for
electrical appliances remain the same across all building models covered by the analysis. A
summary of the climatic data used in the models of the building analyzed is presented in
Table 7, the key assumptions used for the purposes of the study are given in Table 8 and
primary energy factors and CO2 emission factors are presented in Table 9.

Table 7. Summary of study models.

Model No. Climatic Data Used
Methodology Defining the Energy Characteristics

of the Building, Which Is Used for Modelling
Purposes

1 Vilnius, Lithuania [25]
2 Jyväskylä, Finland [32]
3 Palermo, Southern Italy [33]
4 Bologna, Northern Italy [33]
5 Copenhagen, Denmark [34]
6 Lisbon, Southern Portugal [35]
7 Bragança, Northern Portugal [35]
8 Ljubljana, Slovenia [36]
9 Warsaw, Poland [37]
10 Oslo, Norway [38]
11 Bregenz, Austria [26]
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Table 8. Study assumptions.

Indicator Assumption

Scope of application New buildings
Building type A single-household residential home (100 m2)

Climatic data Vilnius, Jyväskylä, Palermo, Bologna, Copenhagen, Bragança,
Lisbon, Ljubljana, Warsaw, Oslo, Bregenz

Established parameters
Envelopes (walls, floors, windows, roof, partitions), air flow,
mechanical ventilation, heating, cooling, hot water, building

usage mode, electrical energy consumption
Survey of energy indicators Computer modelling using IDA-ICE software

Indicators analysed Primary energy for heating and cooling, CO2 emissions

Table 9. Primary energy factors (PEF) and CO2 emission factors (EF) in subject countries.

Type of Energy Country PEF kg CO2/kWh Comment

Central heating

Lithuania 0.62 0.100 Heat from heating systems, Lithuanian average

Finland 0.50 0.195 EF average for Finland’s central systems

Italy 1.50 0.500

Denmark 0.60 0.260

Portugal 1.00 0.200

Slovenia 1.20 0.371

Poland 0.80 0.270 Central heating in Warsaw comes from a combined heat
and power plant (fueled with coal)

Norway 0.11 0.019
The CO2 EF value was chosen with reference to the

central heating technology in place in Oslo (based on
wood pellet boilers and biofuel)

Austria 0.19 0.200

Central cooling
Finland 0.28 0.027

Italy 0.50 0.270

Electricity

Lithuania 2.50 0.420 An average for different methods to generate electricity

Finland 1.20 0.141

Italy 2.42 0.410

Denmark 1.80 0.420

Portugal 2.50 0.144

Slovenia 2.50 0.353

Poland 3.00 1.190

Norway 1.79 0.0022

Austria 1.91 0.176

Natural gas

Lithuania 1.10 0.220

Finland 1.34 0.199

Italy 1.05 0.3696

Denmark 1.00 0.220

Portugal 1.00 0.202

Slovenia 1.20 0.200

Poland 1.20 0.201

Norway 1.244 0.203

Austria 0.19 0.200

2.3. Climatic Data and Potential Climate Change Effect

Climate in Europe can be described as a mid-latitude climate with the following
climate zones: Mediterranean, oceanic, continental, and Nordic [30]. Climate zones are
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defined on the basis of heating degree days (HDD) or cooling degree days (CDD). A
heating/cooling degree day is a unit of measure for quantitative evaluation of the demand
for heating/cooling in a building. A map of heating and cooling degree days in Europe is
shown in Figure 4.

 

Figure 4. Heating and cooling degree days in Europe [39].

The climatic data used for the purposes of the modeling were obtained from the
ASHRAE IWEC2 database using IDA-ICE software. ASHRAE stands for the American So-
ciety of Heating, Refrigerating, and Air-Conditioning Engineers. This society has initiated
a collection of typical climatic data across over 3000 locations worldwide, to be used in
energy calculation and modeling programs. Every climatic data package contains hourly
climatic data for the selected location: the outside air temperature, relative humidity, wind
speed, solar irradiance.

3. Results of the Analysis of Primary Energy for Building Heating and Cooling

Following the analysis of the differences in heat transfer ratios applicable to efficient
buildings covered in this chapter, the study proceeds with four separate cases and produces an
appropriate set of results for each of them. A summary of these phases is shown in Table 10.

Table 10. Summary of phases of the analysis of the study.

Case No. Analysis Details

Case 1
The energy indicators of an energy-efficient building in the European states covered by the analysis (thermal energy consumption

for heating and cooling; primary energy for heating and cooling; primary energy consumption in the building when all of the
subject countries use a typical source of energy)

Case 2

The energy indicators of an energy-efficient building in the European states covered by the analysis (thermal energy consumption
for heating and cooling; primary energy for heating and cooling; primary energy consumption in the building when all of the

subject countries use the same source of energy (natural gas for heating, electricity for cooling (the average of different ways to
generate electricity); identification of CO2 emissions)

Case 3

The energy indicators of a Lithuanian building, energy class A+, in the European states covered by the analysis (thermal energy
consumption for heating and cooling; primary energy for heating and cooling; primary energy consumption in the building when
all of the subject countries use the same source of energy (natural gas for heating, electricity for cooling (the average of different

ways to generate electricity); identification of CO2 emissions)

Case 4
The energy indicators of a residential building conforming to the regulations for new buildings in the European states covered by
the analysis (Italy, Finland, Austria, Denmark, Portugal, Slovenia, Poland, Norway) under Lithuanian climatic conditions (thermal

energy consumption for heating and cooling; primary energy for heating and cooling; identification of CO2 emissions)
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3.1. Comparison of Heat Transfer Ratios Applicable to Energy-Efficient Buildings

To be able to highlight the key differences in the regulations governing energy-efficient
buildings in the states covered by the analysis better, a comparison of heat transfer co-
efficients (of walls and windows by choice) is carried out, its results are presented in
Figure 5.

 

Figure 5. Heat transfer coefficient values of the exterior walls and windows of a building in the
subject countries.

To achieve a set of standards on a par with an energy-efficient building with economi-
cally optimal measures, the focus must be placed first and foremost on different climatic
conditions: insulation and airtightness of buildings are a must in colder climates, whereas
high energy class equipment and efficient lighting are the number one measures to reduce
the building’s energy consumption in warmer European climate zones [30].

Figure 5 shows that the tightest requirements in relation to the values of building
envelope heat transfer coefficients apply in countries with colder climates, such as Lithuania,
Denmark, Finland, and Norway. In Denmark, the value of heat transfer coefficients in a
class B2020 building is comparable with that which applies to a class A+ energy-efficient
building in Lithuania. Higher heat transfer coefficient values for exterior walls and ceilings
apply in southern and central Europe—Italy, Portugal, and Austria.
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3.2. Case 1. Typical Source of Energy

The building model primary energy demands for heating and cooling in different
European states using the typical sources of energy in those states and considering the
different factors of primary energy conversion are presented first (Figure 6). The results
of primary energy for heating and cooling of the calibrated model depending on the heat
source LT A+ (similar to nZEB) building are 40–67 kWh/m2/year (Figures 6 and 7), which
shows that the model is suitable considering the requirements and recommendations
(Figure 1).

The data presented in Figure 6 show that the highest level of consumption of primary
energy for building heating and cooling purposes exists in Ljubljana, Slovenia, Warsaw,
Poland, and Bragança, Portugal. Whereas the lowest aggregate primary energy demand for
heating and cooling was obtained in buildings that conform to the national requirements
for energy-efficient buildings that apply in Austria and Norway. It is important to mention
here that the amount of primary energy used for building heating and cooling purposes
in Denmark is similar to that in Lithuania (4.2 MWh and 4.0 MWh, appropriately). A
building designed for the Lithuanian climate conforms to energy class A+, and for the
Danish climate, to the B2020 label [34].

 

Figure 6. The aggregate primary energy demand for heating and cooling (MWh) in a building and
the aggregate carbon dioxide emissions for heating and cooling (kg) with countries’ typical sources
of energy.
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Figure 7. The aggregate primary energy demand for heating and cooling (MWh) in a building and
the aggregate carbon dioxide emissions for heating and cooling (kg) using the same source of energy
(natural gas for heating and electricity from RES and NER for cooling).

A building designed for the cold climate of Jyväskylä, Finland with its chilly winters
and temperatures that drop to −27.9 ◦C (Tables 3 and 5) will consume 50% less primary
energy compared to a building that exists in Ljubljana, Slovenia, and, for instance, 37% less
primary energy compared to a building in Bologna, Italy. In Bologna, central heating is
provided by a CHP plant (fueled with methane gas) [40], while the main fuel used in the
central heating systems of Finland consists of peat and wood [41].

3.3. Case 2. The Same Source of Energy

The results shown in Figure 7 indicate the amount of primary energy (MWh) that
would be required to satisfy the energy demands of a building if all models of the building
use the same type of fuel (natural gas for heating and electricity from renewable energy
sources (RES) and non-renewable energy resources (NER) for cooling).

The data shown in Figure 7 indicate that the highest demand for primary energy for
heating and cooling with natural gas and electricity (from RES and NER) exists in a Finnish
residential building. Compared to the original option (where the Finnish central systems
use biofuel for heating and cooling purposes), the building’s demand for primary energy
goes up by 63%. In Lithuania, when the primary energy demands of a building are satisfied
with natural gas, this gap stands at 40%. The largest difference can be observed in Norway:
if Oslo used natural gas and electricity from NER instead of biofuel for heating and supply
of electrical energy, the demand for primary energy would increase by 84%.
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3.4. Case 3. Lithuania in Analysed European Countries

This analysis aims to determine the thermal consumption for heating and cooling in
an energy class A+ building and the demands for primary energy in the European states
covered by the analysis. To that end, the building model “Vilnius, Lithuania”, its envelope
heat transfer ratio values conforming to the values of energy class A+, is built on the
bases of the climatic data of the subject states (for instance, the model “class A+ building
in Palermo” shows results obtained by modeling an energy class A+ building with the
climatic data for the city of Palermo, stating in the model that the building is located in the
city of Palermo).

Figure 8 shows the aggregate demand for primary energy to secure the heating and
cooling needs of an energy class A+ building in the subject countries. The same figure also
shows the aggregate carbon dioxide emissions. The primary energy and the CO2 emissions
are calculated with PEF and EF values applied in the countries covered by the analysis
(for instance, with the model “class A+ building in Palermo”, primary energy and CO2
emissions are calculated using PEF and EF as applicable in Italy).

 

Figure 8. The aggregate primary energy demand for heating and cooling (MWh) in an energy class
A+ building and the aggregate carbon dioxide emissions for heating and cooling (kg) in different
European climate zones.

The data in Figure 8 show that the highest demand for primary energy in an energy
class A+ building would exist if the building were located in typical central European
climate in Ljubljana, Slovenia, where said demand would be about 61% more than if the
building were located in Lithuania. The largest CO2 emissions would occur if the building
model in question were located in Warsaw, Poland, surpassing the CO2 emissions in
Lithuania by 79%, the smallest, in Lisbon, Portugal, falling 39% below the Lithuanian level.
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3.5. Case 4. Analyzed European Countries’ Buildings in Lithuania Climate

In this case, the modeling results covered by the analysis were obtained by modeling
buildings in the subject countries with the climatic data for the city of Vilnius. The aim
here is to identify the demands for primary energy if the building models of the subject
countries were located in Vilnius and exposed to the Lithuanian climate.

Figure 9 shows the total demand for primary energy for heating and cooling in
buildings of the European states covered by the analysis, as well as the total amount of
carbon dioxide emissions under prevalent Lithuanian climatic conditions. The primary
energy and the CO2 emissions were calculated with the PEF and EF values that apply
in Lithuania (heating from heating systems, the Lithuanian average, and the average of
different methods to generate electricity; see Table 9 for details).

Figure 9. The aggregate primary energy demand for heating and cooling (MWh) in a building and the
aggregate carbon dioxide emissions for heating and cooling (kg) in Lithuanian climatic conditions.

So, the data in Figure 9 indicate that under prevalent Lithuanian climatic conditions,
the highest level of consumption of primary energy would exist in a building that matches
the Austrian residential house model. With the Lithuanian climatic conditions preva-
lent, this building would consume 70% primary energy more compared to the Austrian
consumption level (yet its CO2 emissions would drop by 7%).

3.6. Discussion

From 2016 to 2022, Lithuania underwent significant changes in the regulation of
energy efficiency in buildings. This has led to a reduction in the U-values of buildings
and an increase in the use of renewable energy to meet energy needs. The study aimed to
analyze what these changes look like at the European level. It is obvious that the tightest
requirements for the heat transfer of building envelopes (exterior walls and windows) exist
in northern Europe (such as Denmark and Lithuania), and the highest permissible heat
transfer coefficients are in southern countries (such as Portugal and Italy).

Furthermore, it should be emphasized that, in determining the primary energy of
electricity (which is very important when using heat pumps), the fuels used for production
are often difficult to define due to common electricity networks. Therefore, it is most
appropriate to compare the heating and cooling demands “up to” the heat source. This
study did not address energy efficiency alternatives and the inclusion of additional RES to
increase the sustainability of the building, so in the future it is planned to examine the energy
performance of energy buildings in a broader perspective, taking into account not only
climatic differences but also applied technological alternatives and architectural solutions.
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Finally, going back to the beginning, not all buildings in the countries surveyed meet
the required, recommended primary energy consumption values for heating and cooling.
The purpose of this study was to compare and illustrate these differences and to highlight
that good practice can be shared.

4. Conclusions

Four analyses with different viewpoints were performed in the study. This included
such cases as the single-family building in subject countries used a typical source of energy;
the same source of energy; Lithuanian building of A+ energy class is placed in other
countries, and the simulated buildings are in Lithuanian climate. The outcomes of the
simulations were as follows:

• The results of the different analyses performed within the scope of this study have
shown the gap in the demand for primary energy in a building located in Denmark
and one located in Lithuania to be the smallest, standing at about 9%. The biggest
difference can be seen between the energy indicators of a high energy class building in
Palermo and those of an energy class A+ building: if a Palermo residential building
was operated in Lithuania, its primary energy demand for heating and cooling would
surge by 88% compared to a building located in Palermo. The annual volume of
thermal energy consumed for heating is the highest in the building model that mirrors
the Finnish energy-efficient building. An energy class A+ building based in Lithuania
requires 52% less thermal energy to satisfy its heating demands per year compared to
Finland. The lowest value of thermal energy consumption for cooling is observed in a
class B2020 building located in Copenhagen, Denmark. Compared to Lithuania, this
building will use 55% less thermal energy for its cooling needs than an energy class
A+ building in Lithuania.

• The largest amount of primary energy and CO2 emissions to satisfy the heating and
cooling demands of a building is consumed in Ljubljana, Slovenia (11 MWh), Warsaw,
Poland (10 MWh), and Bragança, Portugal (9 MWh), whereas the lowest demand for
primary energy and CO2 emissions for heating and cooling was observed in buildings
that conform to the Austrian and Norwegian national requirements for energy-efficient
buildings, standing at about 2.0 MWh of primary energy.

• The highest demand for primary energy and CO2 emissions for heating and cooling
with natural gas and electricity (from RES and NER) exists in a residential building
in Finland. Compared to the original option (where the Finnish central systems use
biofuel for heating and cooling), the building’s demand for primary energy rises by
63%. In Lithuania, if the demand for primary energy in a building is met with natural
gas, this difference stands at 40%. The lowest degree of primary energy consumption
with natural gas and electricity (from RES and NER) would exist in an Austria-based
building: 2.2 MWh.

• Under prevalent Lithuanian climatic conditions, the highest level of primary energy
consumption and CO2 emissions would exist in a building that corresponds to the
Austrian residential house model. Under such conditions, the building would con-
sume nearly 70% more primary energy than under ordinary conditions, as they exist
in Austria. In Lithuania, the smallest amount of primary energy under prevalent
Lithuanian climatic conditions would be consumed by a Lithuanian energy class A+
building: 4 MWh of primary energy.
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Nomenclature

U overall heat transfer coefficient, W/(m2K)
Abbreviations
BPIE Building Performance Institute Europe
CDD Cooling Degree Days
EC European Commission
EF Emission Factor
EU European Union
GHG Greenhouse Gas
HDD Heating Degree Days
NER Non-renewable Energy Resources
NZEB Nearly Zero-Energy Building
PE Primary Energy
PEF Primary Energy Factor
RES Renewable Energy Sources
RPC Representative Concentration Pathway
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Abstract: Windows are among building components that have the strongest effect on thermal load.
They play a significant role in heat loss in buildings because they usually have a largely higher
thermal conductance than other components of the building envelope. Although many studies
have highlighted the relevance of heat transfer through frames and aimed to improve their thermal
performance, poorly insulated aluminum frames (thermal conductivity of aluminum is 160 W/m·K,
while that of polyvinyl chloride [PVC] is 0.17 W/m·K) are still in use in Japan. Therefore, the U-values
of different window frames were calculated, and annual thermal loads were calculated according
to the window configurations, including the frame, glazing, and cavity. We focused on standard
residential buildings in Japan with a total floor area of 120.6 m2 (two-story building), and the number
of newly built houses and the application rate of window configurations in 2019 were surveyed to
estimate the CO2 emissions by regions. CO2 emissions were reduced by approximately 3.98–6.58%
with the application of PVC frames. Furthermore, CO2 emissions were converted into the amount
of CO2 gas absorbed by cedar trees, which cover nearly 18% of the total land area of Japan. In
conclusion, analogous to the amount of CO2 gas absorbed by cedar trees, the absorption effect was
equivalent to 327,743–564,416 cedar trees. Changing the window frame material can facilitate a
significant energy-saving effect as a considerable amount of energy is saved, especially at a city scale.

Keywords: window frame; thermal transmittance; CO2 emissions; energy consumption; city scale

1. Introduction

A recent publication by the Intergovernmental Panel on Climate Change [1] indicated
that the largest growth in carbon emissions originates from electricity generation, trans-
port, industry, and building operations. The building sector accounts for approximately
40% of the total energy consumption in many countries; this indicates the importance of
minimizing energy consumption in this industry [2,3].

Windows are typically responsible for a large fraction of heat loss in buildings because
of the large differences between their thermal transmittance values (U-value) and other
building components [3–6]. However, windows can contribute to heating via solar energy
transmitted through glazing. Window frames cover a relatively small fraction of the entire
building’s surface; however, they can be responsible for a major part of heat loss depending
on their insulation properties (compared to those of other elements of the building envelope)
and solar transmittance [5,6]. However, although significant improvements have been
made in designing highly insulating window frames [3,6–10], poorly insulated aluminum
frames are still in use in many regions worldwide [11,12]. The thermal conductivity of
aluminum is 160 W/m·K, while that of polyvinyl chloride (PVC) is 0.17 W/m·K.

In Japan, as of 2020, the application frequencies of relatively poorly insulated alu-
minum frames and composite frames (polyvinyl chloride with aluminum) were 10.1%
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and 67.5%, respectively [13]. The installation rate of PVC frames was 10% in 2013 and
increased to 16.5% and 22.5% in 2016 and 2020, respectively [13,14]. This implies that PVC
frames have been applied rapidly in the Japanese construction industry in recent years.
However, given that PVC frames are applied to more than 50% of buildings in America and
Europe [15], the insulation level of window frames in Japan remains low, which attracted
our attention. In many countries, including Japan, the thermal performance of window
frames can be significantly improved, which warrants additional research. Therefore, it is
necessary to quantify the effect of significant efforts to increase the thermal performance
of window configurations—an ongoing trend in Japan and around the world—on the
annual energy consumption and CO2 emissions in the building sector. In addition, to
evaluate the effect of improving the thermal performance of window frames nationwide,
the energy-saving effect of window configurations should be quantified at the city scale
and not at the scale of single residential buildings.

Although many studies have highlighted the relevance of heat transfer through frames
with the aim of improving the thermal performance of frames, research on the impact of a
typical frame material (e.g., aluminum frame, PVC frame, and aluminum–PVC composite
frame) on the overall thermal performance of residential buildings or its impact on the
energy consumption reduction rate at the city scale is lacking. Few studies have evalu-
ated the impact of typical frames on the building’s energy performance [16,17]. Certain
investigations have focused on using low-conductivity materials to reduce the thermal
transmittance of the frame and minimize the additional heat loss caused by glazing and
spacer systems [15]. Appelfeld et al. [6] used three novel designs of thin glass fiber-
reinforced polyester frames to calculate the impact of replacing aluminum frames without
thermal breaks on the energy consumption of an office building. They found that the
optimal design could reduce total energy consumption by 6.5 kWh/m2 per year (almost
20%). However, the window design proposed in their study included the lately developed
uncommon frame. Moreover, existing investigations have focused on single buildings; the
embodied impacts of typical window frames on the annual energy consumption at the city
scale have been overlooked.

The objectives of this study were (1) to identify the impact of differences in the
frame material on the heating and cooling energy consumption of residential buildings,
(2) quantify the energy-saving impact of the application of highly insulated frames for
new residential buildings in various regions in Japan at the city scale, and (3) discuss the
feasibility of national countermeasures to minimize the CO2 emission rate by improving
the thermal insulation level of window frames.

This paper is structured as follows. In Section 2, the methodology and research
process for analyzing the impact of the frame material on the annual energy consumption,
heating and cooling, and CO2 emission rates are presented. In Section 3, the simulation
configurations used to determine the U-values of the frames and the simulated results are
presented. In Section 4, the impact of the window frame on the building’s annual energy
consumption and the energy conversion to CO2 emissions at the city scale are analyzed.
Finally, Section 5 summarizes the key findings of this study.

2. Methodology

To achieve the goals of sustainability, a multi-disciplinary approach covering a number
of features in the whole life cycle assessment phase, which includes the manufacturing
phase, use phase, and demolition phase, is required [18]. However, energy consumption on
operating accounts for approximately 80–90% of total life cycle energy [19]. Therefore, in
this study, energy consumption during the operation stage due to different window frames
have been discussed. The thermal properties of window frames based on their material and
effect on annual energy consumption and CO2 emissions at the city scale were calculated
in three steps: (1) calculation of the U-value of the frame by material, (2) quantification
of the annual energy consumption with the application of different window frames, and
(3) conversion of the effect of different window frames on energy consumption and CO2
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emission rate into the city scale. The three steps of the research methodology are explained
in the following subsections.

2.1. Step 1: U-Value of the Frame

In the first step, we calculated the U-values of the frames based on the material. U-
values were obtained using a simulation program called THERB for HAM [20], which was
originally an unsteady computational simulation tool for evaluating the thermal environ-
ment of buildings. This software has been validated through standardized tests in Japan,
such as the building energy simulation test procedure [21]. For the user-selectable option,
THERB for HAM can simulate highly precise heat transfer through the building envelope
using two-dimensional analysis based on the finite element method under unsteady-state
conditions. The U-values of the frames were calculated using the method recommended in
ISO 10077-2 [22]. The method is based on using a highly insulated panel that substitutes
glazing and eliminates the effect of the thermal bridge using the glazing spacer [6,22].

2.2. Step 2: Impact of Window Frame on Building Thermal Load, Energy Consumption,
and CO2 Emissions

Based on the U-value of the frame calculated in Step 1, the effect of the material change
in the frame on the annual building thermal load was evaluated. THERB for HAM was
used to evaluate the thermal load of the target buildings.

The annual thermal load of the target residential building was calculated and con-
verted into energy consumption in terms of electricity and CO2 emission rate to determine
the energy-saving effect based on the window configurations. The annual performance
factor (APF) was used to convert the thermal load into energy consumption. The power
consumption was calculated by dividing the thermal load by APF. APF was set at 5.8, which
is the median value of the basic statistics on the sales performance of home appliances [23].

The CO2 emission rate can be calculated by multiplying the power consumption by the
CO2 emission factor. For the CO2 emission factor, the values of the local power company
by region were sourced from the Ministry of the Environment [24].

2.3. Step 3: Impact of Window Frame on CO2 Emissions at City Scale

To quantify the CO2 emission rates according to the application of window combina-
tions (including glazing, cavity, and frame) by region, data analysis was performed on the
application rate of window combinations according to region and the number of newly
built houses.

According to energy conservation standards [23], Japan is divided into eight regions.
In this study, to analyze the effect of window frame materials on energy saving at the city
scale, seven regions with thermal insulation regulations were selected [25]. One city was
selected from each of the seven regions; Asahikawa, Sapporo, Morioka, Nagano, Toyama,
Tokyo, and Fukuoka were selected as sample cities in regions 1 to 7, respectively.

Table 1 shows the frequency of window frame applications according to region [13]
and the number of newly built households (last column) [26] in 2019. Frames can be
fabricated using a variety of materials [27], but most installed window frames in Japan
are made of aluminum, PVC, and composites of aluminum and PVC [13]. The application
frequency of the PVC frame in the cold regions (regions 1 and 2) was approximately 99.00%,
as shown in Table 1. However, the nationwide adoption rate of PVC frames in Japan was
only 23.47%. The frequency of adoption of aluminum frames in window configuration is
still quite high in Japan. In this study, wooden frames were excluded from the analysis
because wooden frames are rarely used in houses in Japan [13].

A total of 151,569 newly built residential buildings were investigated in this study.
Region 6, which includes cities with high population densities, such as Tokyo, had the
highest number of newly built households, accounting for approximately 72.6% of the total.

The number of new households surveyed in this study (151,569) was approximately
17.2% of the total number of newly constructed households in Japan [28]. Therefore, the
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results of this study represent approximately 17% of the energy consumption of the entire
residential building sector in Japan, which has considerable research significance.

Table 1. Frame application frequency and number of newly built households by region.

Region

Frame Application Frequency by Households
(Number of Households, %)

Sum (Number of
Newly Built

Households, %)PVC Composite Aluminum Wood

Entire area 35,571 (23.47%) 97,709 (64.47%) 18,155 (11.98%) 24 (0.02%) 151,569 (100%)
Region 1 (Asahikawa) 1495 (99.00%) 0 (0.00%) 14 (0.90%) 2 (0.10%) 1510 (100%)

Region 2 (Sapporo) 15,839 (99.00%) 0 (0.00%) 144 (0.90%) 6 (0.10%) 15,999 (100%)
Region 3 (Morioka) 1063 (53.60%) 893 (45.00%) 26 (1.30%) 2 (0.10%) 1984 (100%)
Region 4 (Nagano) 433 (18.50%) 1729 (73.80%) 176 (7.50%) 5 (0.20%) 2343 (100%)
Region 5 (Toyama) 1102 (35.50%) 1983 (63.90%) 19 (0.60%) 0 (0.00%) 3103 (100%)
Region 6 (Tokyo) 12,982 (11.80%) 81,195 (73.80%) 15,733 (14.30%) 10 (0.10%) 110,020 (100%)

Region 7 (Fukuoka) 2658 (16.00%) 11,909 (71.70%) 2043 (12.30%) 0 (0.00%) 16,610 (100%)

3. Simulation for U-Value of the Frame (Step 1)

3.1. Description of the Examined Window Configurations

Figure 1 shows a representative cross-section for each window frame. In this study,
PVC, composite (PVC and aluminum), and aluminum frames were selected for analysis.
The geometry of each frame is that of a typical window frame in Japan. The width of the
frame varied depending on the frame material. The width of the PVC frame was 103 mm,
and the widths of the composite and aluminum frames were 61 mm.

Figure 1. Cross-section of (a) aluminum frame including wall, (b) aluminum frame, (c) composite
frame (aluminum and polyvinyl chloride [PVC]), and (d) PVC frame.
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Glazing was configured in the same manner; the windows were double-glazed with a
low-e coating and filled with air to a thickness of 16 mm. The PVC frame was set as white,
and the composite and aluminum frames were gray to ensure that solar absorption rates
were uniform among the frame materials. The effect of the frame material only on thermal
performance was analyzed.

3.2. Simulation Conditions

This section presents the simulation conditions used to calculate the U-values of the
frames. The temperature distribution was determined by calculating the two-dimensional
heat transfer for the cross-sectional models. The thermal transmittance rates for all frame
materials were calculated and compared according to the temperature distribution. The
input conditions and material properties were based on ISO 1007-2 [22]. The indoor and
outdoor temperatures were fixed at 20 ◦C and 0 ◦C, respectively, and the calculation was
performed until a steady-state was achieved in the absence of external solar radiation
and wind speed. The thermal conductivity of the window cavities was calculated in
terms of the equivalent thermal conductivity according to ISO 1007-2 [22]. The thermal
conductivity values of the frames were set as 0.17 W/(m·K) for PVC-Hard and 160 W/(m·K)
for aluminum. The densities of the frames were set as 1390 kg/m3 for PVC-Hard and
2800 kg/m3 for aluminum.

3.3. Simulation Results: U-Value of Frames

Figure 2 shows the calculated temperature distributions for each reference frame. The
indoor surface temperature of the frame was maintained at its highest value in the PVC
frame (Figure 2c), followed by that of the composite (Figure 2b) and aluminum frames
(Figure 2a). Additionally, the temperature distribution of the PVC frame was clearly
divided between the indoor and outdoor sectors. However, low temperature values were
distributed almost uniformly throughout the aluminum frame. Therefore, the PVC frame
exhibits the lowest heat loss due to transmission, and the aluminum frame exhibits the
highest heat loss. In conclusion, the thermal conductivity values of the PVC, composite,
and aluminum frames were 1.88 W/m2·K, 5.32 W/m2·K, and 8.78 W/m2·K, respectively.

(a) (b) (c) 

Figure 2. Temperature distribution for each reference frame. PVC, polyvinyl chloride. (a) Aluminum;
(b) Composite; (c) PVC.
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4. Impact of the Window Frame on Annual Building Thermal Load, Energy
Consumption, and CO2 Emissions (Steps 2 and 3)

4.1. Description of Reference Building and Window Configurations

To analyze the effect of the frame materials on the annual thermal load, energy con-
sumption, and CO2 emissions, a standard residential building in Japan was selected for
analysis. Figure 3 illustrates a prototype of a residential building from the Institute for
Building Environment and Energy Conservation (IBEC) [29]. This is a standard two-story
building in Japan, with a total floor area of 120.6 m2; that is, 67.9 m2 for the first floor and
52.17 m2 for the second floor [29].

Figure 3. Floor plan of a reference building.

The window-to-wall ratio—the total area of the glazing (window) divided by the total
wall area—of the reference building varies according to climatic conditions. The window-
to-wall ratio of the reference building for regions 1 and 2 was 14.7%, whereas that for
regions 3–7 was 18.9% [29]. The cold area had a relatively small window area. Table 2 lists
the thermal performances of the building envelope. The thickness of the thermal insulating
material varied according to the energy conservation standard for each region [23].

The main purpose of this study was to analyze the effect of frame materials on energy
performance. Therefore, examining the effect of the changes in the frame material under
uniform conditions of glazing or air cavity is important. However, in the actual construction
market, generally applied glazing specifications differ for each frame material. Therefore,
seven different types of window combinations were determined, as shown in Table 3.
Table 3 shows the window configurations based on the window frame material, filled-
gas-type air cavity, and cavity thickness, with regard to the sales performance of Japanese
manufacturers [14]. The application status of each window configuration, according to the
region and based on the defined window configuration, is shown in Table 4. In regions 1
and 2, which are cold regions, the application of high-performance windows with PVC
frames was approximately 99%. Conversely, in regions 6 and 7, the installation ratio of the
aluminum frame, which has a low thermal performance, was approximately 12–15% owing
to the relatively warm outdoor conditions. Among the window configurations adopting
PVC frames, window type 3, in which cavities are filled by dry air, is not popular in the
Japanese market. Nevertheless, this window type was selected to identify the U-value of
the window frame based on its material and to analyze the effect of the frame material on
the annual building thermal load.
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Table 2. Description of material parameters.

Category Layer Thickness [m]
Thermal

Conductivity
[W/(m·K)]

Specific Heat
[J/(kg·K)]

Specific Weight
[kg/m3]

Exterior wall

Gypsum board 0.009 0.220 870.0 706.0
Thermal insulation

(glass wool) * 0.130/0.080/0.040 0.045 840.0 56.0

Structural
plywood 0.012 0.160 1880.0 556.0

Ventilated cavity 0.022 0.024 1005.0 1.2
Siding 0.015 0.140 760.0 1110.0

Ceiling

Interior finishing
materials 0.012 0.160 1880.0 556.0

Ventilated cavity 0.030 0.024 1005.0 1.2
Thermal insulation

(glass wool) * 0.280/0.210/0.090 0.050 840.0 56.0

Structural
Plywood 0.012 0.160 1880.0 556.0

Sheet 0.001 0.160 840.0 1270.0
Roof finish 0.030 0.349 800.0 2000.0

Floor

Plywood 0.012 0.111 1880.0 550.0
Thermal insulation

(glass wool) * 0.150/0.110/0.050 0.045 840.0 56.0

Plywood 0.012 0.160 1880.0 556.0

* Thickness of thermal insulation varied according to the region (Regions 1–2/Regions 3–4/Regions 5–7).

Table 3. Description of window configurations. AL, aluminum; PVC, polyvinyl chloride.

Classification
Type of Window

1 2 3 * 4 5 * 6 * 7

Frame PVC PVC PVC AL+PVC AL+PVC AL AL

Glazing Low-E triple Low-E
double

Low-E
double

Low-E
double

Low-E
double

Low-E
double Single

Cavity Argon Argon Air Argon Air Air Air
15 mm × 2 16 mm 16 mm 16 mm 16 mm 16 mm 16 mm

* Window specifications used to calculate U-value for each frame material in Section 3.

Table 4. Application frequency or window assembly according to region.

Region
Type of Window

Sum
1 2 3 * 4 5 * 6 * 7

Region 1
(Asahikawa)

881
(58.42%)

613
(40.65%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 14 (0.93%) 0 (0.00%) 1508 (100%)

Region 2
(Sapporo)

9345
(58.47%)

6494
(40.63%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 144 (0.90%) 0 (0.00%) 15,983

(100%)
Region 3

(Morioka)
239

(12.06%)
824

(41.57%) 0 (0.00%) 264
(13.32%)

629
(31.74%) 26 (1.31%) 0 (0.00%) 1982 (100%)

Region 4
(Nagano) 42 (1.80%) 391

(16.72%) 0 (0.00%) 294
(12.57%)

1435
(61.38%) 176 (7.53%) 0 (0.00%) 2338 (100%)

Region 5
(Toyama) 177 (5.71%) 924

(29.79%) 0 (0.00%) 508
(16.38%)

1475
(47.55%) 8 (0.26%) 10 (0.32%) 3102 (100%)

Region 6
(Tokyo)

2298
(2.09%)

10,684
(9.72%) 0 (0.00%) 21,029

(19.13%)
60,165

(54.74%)
5727

(5.21%)
10,006

(9.10%)
109,909
(100%)

Region 7
(Fukuoka) 691 (4.16%) 1967

(11.84%) 0 (0.00%) 4514
(27.17%)

7396
(44.52%) 276 (1.66%) 1767

(10.64%0
16,611
(100%)

* Window specifications used to calculate U-values for each frame material in Section 3.
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4.2. Simulation Conditions

The calculated U-value of the frame for each material was applied as an input value
for the unsteady-state energy analysis simulation to calculate the annual building load,
power consumption, and CO2 emission rate for each condition.

Weather data for the standard year of the expanded Automated Meteorological Data
Acquisition System [30] were used for weather conditions. In all cases, the internal gain
was generated constantly, and sensible heat of 260 W and latent heat of 220 W were set as
the internal heat generations from four people in the house. The ventilation rate was set as
0.5 air change rate per hour and heating and cooling systems were operated continuously
(27 ◦C in the cooling season and 20 ◦C in the heating season). The simulations were
conducted for a year, and the simulation time step was 10 min.

4.3. Simulation Results: Impact of the Window Frame Material on Annual Energy Consumption
and CO2 Emissions (Step 2)

The heating, cooling, and total heat loads by region for the seven window configu-
rations are presented in Table 5a–c. In regions 1–2, which are relatively cold regions, the
heating load is lower than that of other regions owing to the strengthening of the thermal
insulation performance of the building envelope (Table 5a). However, regions 4–7 show
higher heating loads than the cold regions despite warm external conditions, owing to
the low insulation performance of the buildings. The regions also exhibited a significant
reduction in the heating load following an improved thermal performance of the window
configurations (window types 1 to 7).

In the case of the cooling load in Table 5b, owing to the high level of thermal insulation
of the building envelope, a low level of cooling load was observed in the warm climate
regions. The cooling load decreases as the insulation performance of windows is improved
in all regions. In cold regions, the cooling load is increased owing to a decrease in the heat
transfer rate through the windows, attributable to the improved insulation performance of
the window glazing (window types 1 and 2). Owing to the conflicting relationship between
the insulation performance and cooling load, the identification of an appropriate insulation
level appears to be necessary.

Regarding the annual thermal load in Table 5c, the total load decreased as the insu-
lation performance of the window configurations was strengthened. This tendency was
evident in all regions. The window configurations adopting the aluminum frame (window
types 6–7) clearly require a higher annual building thermal load than windows adopting
PVC frames (window types 1–3).

Figure 4 shows the results of window combinations (window types 3, 5, and 6) where
the filled-gas-type air cavity and the thickness of the cavity are uniform, and only the frame
material is changed. In this analysis, the net effect of the frame material alone on energy use
is observed. The results of the annual energy consumption and CO2 emission reductions
for the three window combinations are shown according to region. When changing from
an aluminum frame to a composite frame of aluminum and PVC, the annual energy
consumption decreased by approximately 0.11–1.26%. On a regional average, the annual
energy consumption decreased by approximately 0.75%. In addition, when the frame
material was changed from aluminum to PVC, the annual energy consumption according
to region decreased by approximately 1.49–3.55%, and on average, by approximately 2.62%.
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Table 5. (a) Annual heating load by window configurations. (b) Annual cooling load by window
configurations. (c) Annual total heat load by window configurations.

(a)

Region

Annual Heating Load [kWh/year]

Window
Type 1

Window
Type 2

Window
Type 3

Window
Type 4

Window
Type 5

Window
Type 6

Window
Type 7

Region 1
(Asahikawa) 915.0 1655.7 1611.1 1896.5 1849.2 1751.0 1795.7

Region 2
(Sapporo) 695.1 1221.8 1183.5 1301.6 1259.3 1169.0 1296.4

Region 3
(Morioka) 869.1 883.3 872.7 880.2 867.8 828.2 916.4

Region 4
(Nagano) 2344.8 2585.0 2561.8 2666.0 2644.0 2577.0 3518.4

Region 5
(Toyama) 3097.6 3373.2 3352.7 3479.4 3457.2 3406.3 4469.3

Region 6
(Tokyo) 4165.3 4511.1 4495.2 4652.9 4635.2 4597.9 5963.1

Region 7
(Fukuoka) 4720.4 5087.1 5070.2 5223.4 5206.3 5165.3 6529.1

(b)

Region

Annual Cooling Load [kWh/year]

Window
Type 1

Window
Type 2

Window
Type 3

Window
Type 4

Window
Type 5

Window
Type 6

Window
Type 7

Region 1
(Asahikawa) 8762.1 8255.6 8478.4 8303.0 8546.6 8709.9 10,466.6

Region 2
(Sapporo) 7025.2 6539.3 6727.0 6583.2 6787.7 6952.7 8397.5

Region 3
(Morioka) 8784.1 9201.8 9340.3 9304.1 9487.7 9538.8 10,905.3

Region 4
Nagano) 6582.2 6689.0 6806.7 6729.8 6891.1 7030.8 7484.7

Region 5
(Toyama) 7477.7 7675.5 7829.4 7731.4 7902.0 8023.6 8756.8

Region 6
(Tokyo) 4705.6 4742.5 4859.2 4779.3 4907.4 5066.3 5325.2

Region 7
(Fukuoka) 4420.8 4492.0 4599.7 4533.7 4652.7 4789.3 5118.6

(c)

Region

Annual Total Heat Load [kWh/year]

Window
Type 1

Window
Type 2

Window
Type 3

Window
Type 4

Window
Type 5

Window
Type 6

Window
Type 7

Region 1
(Asahikawa) 9677.1 9911.2 10,089.5 10,199.5 10,395.8 10,460.9 12,262.3

Region 2
(Sapporo) 7720.3 7761.0 7910.5 7884.8 8047.0 8121.7 9693.9

Region 3
(Morioka) 9653.2 10,085.0 10,213.0 10,184.3 10,355.5 10,367.0 11,821.7

Region 4
(Nagano) 8927.0 9274.0 9368.6 9395.8 9535.1 9607.8 11,003.1

Region 5
(Toyama) 10,575.3 11,048.6 11,182.1 11,210.8 11,359.2 11,429.9 13,226.1

Region 6
(Tokyo) 8870.9 9253.6 9354.4 9432.2 9542.6 9664.2 11,288.4

Region 7
(Fukuoka) 9141.2 9579.1 9669.9 9757.1 9859.0 9954.6 11,647.7
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Figure 4. Annual energy consumption and CO2 reduction rate of window frame according to region.
PVC, polyvinyl chloride.

The energy-saving rates were the highest where the frame material was changed
from aluminum to composite (0.6%) and PVC (3.6%) in the coldest region (region 1).
Nevertheless, a similar energy-saving effect is expected in regions 2–7 regardless of the
external temperature conditions.

The CO2 emission rate was calculated by multiplying power consumption by the
CO2 emission factor. Based on the aluminum frame in the coldest region (region 1), the
application of the PVC frame and the composite frame reduced the CO2 emission rate
by 42.01 kg and 7.36 kg, respectively, yielding the largest reduction among all regions.
Furthermore, in a relatively warm region (region 6), when the aluminum frame was
replaced with composite and PVC frames, CO2 emission savings of 9.54 kg and 24.3 kg
were achieved, respectively.

In summary, depending on the application of the composite frame, the reduction
amounts were 1.04–9.54 kg of CO2 per household per year, and 14.02–42.01 kg of CO2
depending on the application of the PVC frame. On average, compared to the installation
of aluminum frames, composite and PVC frames showed a reduction of 6.31 kg of CO2 and
23.19 kg of CO2, respectively. Furthermore, CO2 emissions were converted into the amount
of CO2 gas absorbed by cedar trees, which are prevalent in Japanese forests and cover
nearly 18% of the total land area of Japan [31,32]. The amount of CO2 gas absorbed per year
by a single cedar tree is approximately 14 kg of CO2 [33]; therefore, it is possible to reduce
the CO2 gas emission equivalent to that absorbed by a single cedar tree by strengthening
the thermal insulation performance of the frame. In particular, when the window frame
was changed to PVC, a greenhouse gas reduction effect equivalent to the amount of CO2
gas absorbed by 1–3 cedar trees per household for one year was observed; therefore, the
effect of changing the window frame material on the annual energy consumption and CO2
emissions throughout the study region was observed to be quite significant.

4.4. Simulation Results: Impact of the Window Frame on CO2 Emissions at the City Scale (Step 3)

Figure 5 shows the annual CO2 emissions according to the regions in 2019. Figure 5a–g
compare CO2 emissions under three conditions: (1) CO2 emission status of newly built
houses in each region as of 2019, (2) an alternative where the window compositions
were changed to window types 1 and 2 (Alternative 1), and (3) an alternative where
window compositions were all changed to window type 1 (Alternative 2). In Alternative
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1, the frequency of window types 1 and 2 was based on the sales ratio of window frame
manufacturers in 2019.

Figure 5. Cont.
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Figure 5. CO2 emission rate by window configurations in (a) region 1, (b) region 2, (c) region 3,
(d) region 4, (e) region 5, (f) region 6, (g) region 7, and (h) nationwide.

CO2 emissions in all regions clearly decreased upon applying Alternatives 1 and 2. In
the cold regions, the original PVC frame installation rate was high. Therefore, in regions
1 and 2, the reduction rates were approximately 1.06–17.43 t of CO2 and 6.26–36.50 t of
CO2, respectively. In conclusion, in regions 1 and 2, a CO2 reduction effect equivalent to
the amount of CO2 absorbed by 76–1245 cedar trees and 448–2607 trees per year can be
achieved. In region 2, the reduction exceeded that in region 1 owing to the large number of
newly constructed residential buildings. Consequently, the amount of the CO2 emission
reduction in cold regions throughout the region accounted for 0.16% and 0.68% following
the implementation of Alternatives 1 and 2, respectively (Table 6).

Table 6. CO2 reduction rate according to alternative window configurations.

Region

Alternative 1 Alternative 2

CO2 Reduction Rate
[t CO2]

Frequency of CO2

Reduction Rate [%]
CO2 Reduction Rate [t

CO2]
Frequency of CO2

Reduction Rate [%]

Region 1 (Asahikawa) 1.06 0.02% 17.43 0.22%
Region 2 (Sapporo) 6.26 0.14% 36.50 0.46%
Region 3 (Morioka) 26.65 0.58% 87.03 1.10%
Region 4 (Nagano) 41.56 0.91% 98.66 1.25%
Region 5 (Toyama) 65.17 1.42% 176.92 2.24%
Region 6 (Tokyo) 3955.81 86.21% 6671.42 84.43%

Region 7 (Fukuoka) 491.89 10.72% 813.87 10.30%
Sum 4588.41 100% 7901.82 100%

In regions 3–5, the CO2 reduction rates of Alternatives 1 and 2 corresponded to
26.65–65.17 t of CO2 and 87.03–176.92 t of CO2, respectively, corresponding to the amount
of CO2 absorbed by 1904 to 12,637 cedar trees per year. Compared to cold regions (regions 1
and 2), the application rate of the aluminum frame was high; therefore, the amount of CO2
reduction due to frame replacement was relatively large. The amount of CO2 reduction in
regions 3–5 compared to the reductions throughout the region were approximately 2.91%
(Alternative 1) and 4.59% (Alternative 2) (Table 6).

Region 6, which has a relatively high aluminum frame adoption rate, has a high
population density and a large number of new buildings; therefore, Alternatives 1 and
2 in region 6 accounted for 86.21% and 84.43% of the reduction rate of the entire region,
respectively. In conclusion, as the thermal performance of the frame is improved, an effect
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equivalent to the CO2 gas absorption effect of approximately 282,558–476,530 cedar trees
in Tokyo alone can be achieved. Region 6 includes many cities with a high population
density, such as Tokyo and Osaka; therefore, it is expected that PVC frames can significantly
contribute to the reduction of greenhouse gas emissions, especially in areas such as region 6,
which has a high population density and a large amount of new housing.

In region 7, the hottest region, CO2 emissions of approximately 491.89 CO2 and
813.87 CO2 can be reduced under the conditions of Alternatives 1 and 2, respectively.
In conclusion, in region 7, the CO2 absorption is equivalent to 35.135 and 58.133 cedar
trees, accounting for a relatively high rate of the total CO2 emission reduction in the area
(approximately 10.30–10.72%).

In all of the regions, it was confirmed that CO2 gas emissions could be reduced by
approximately 3.98% and 6.85% following the implementation of Alternatives 1 and 2,
respectively (Figure 5h), corresponding to CO2 absorption by 327,743 and 564,416 cedar
trees, respectively. This confirms that changing the material of the window frame has a
significant energy-saving impact, and a considerable amount of energy can be saved at the
city scale.

5. Conclusions

This study examined the potential consequences of global warming on the energy
performance of window frames in seven cities in Japan. The U-value of window frames was
simulated according to the frame material: aluminum, composite (aluminum and PVC), and
PVC. This study suggests the energy-saving effect of increasing the thermal performance
of window frames at the city scale. The main results of this study are as follows:

(1) The U-values of different window frames were calculated using a two-dimensional
simulation, and the heat-loss characteristics of the envelope were analyzed. The U-values
of the PVC, composite, and aluminum frames were 1.88 W/m2·K, 5.32 W/m2·K, and
8.78 W/m2·K, respectively.

(2) The impact of the window frame material on only the annual energy consumption
varied from approximately 0.11% to 3.55%, depending on the region. On a regional average,
the annual energy consumption decreased by approximately 0.75%. Consequently, if the
composite frame was used instead of the aluminum frame, the reduction amount was
1.04–9.54 kg of CO2 per household per year. Reductions of 14.02–42.01 kg of CO2 could be
achieved following the application of a PVC frame instead of an aluminum frame. When
the window frame was changed to PVC, a greenhouse gas reduction effect was observed
to be equivalent to the amount of CO2 gas absorbed by 1–3 cedar trees per household for
one year.

(3) CO2 gas emissions can be reduced by approximately 3.98–6.85% through the
application of PVC frames in seven regions of Japan. If the reduction rate is converted to
the amount of CO2 gas absorbed by cedar, the absorption effect corresponds to 327,743 and
564,416 cedar trees. This confirms that changing the material of the window frame has a
significant energy-saving impact, and a considerable amount of energy can be saved at the
city scale.

(4) Even in areas where PVC frames are already used commonly, the city-level energy-
saving effect is proportional to the number of new houses. Tokyo is one such area, and the
energy-saving rate in Tokyo accounts for approximately 85% of all examined regions. This
necessitates the continuous improvement of the insulation of window configurations, even
in regions or countries that have already adopted numerous PVC frames.

The results of this study may provide a basis for predicting the future energy-saving
potential of countries targeting the dealumination of windows. In addition, related studies
and national policymakers can use our research methods as references. Research studies
related to energy-efficient retrofits can refer to the effects of the window configurations
reported here.

It is worth noting that this study analyzed only approximately 17.2% of all new
housing units in Japan. Therefore, for accurate analysis and practical application, it is
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necessary to conduct analyses of all new housing units in Japan. This limitation will be
addressed in future studies.
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Abstract: This study aims to analyze the actual heating energy consumption according to the location
and size of apartment houses. The study shows the variation in heating energy consumption in
accordance with the living pattern of residents in such apartments. By calculating the average
annual heating energy consumption and distribution of the measured heating energy of two years, it
was found that the outdoor temperature was inversely proportional to the average heating energy
consumption. Moreover, the lowest/highest floors and corner houses were the most vulnerable since
they had a lot of area exposed to the outside air and, thus, consume a huge amount of heating energy.
According to this study, the heating load had relevance to the factors such as wall loss, window
loss, ventilation loss, and solar radiation gain that were analyzed in accordance with the growth in
house size. Based on the survey outcome on the living pattern and number of residents, a simulation
was conducted to analyze the variation in heating energy consumption. Households consumed the
average heating energy for 15.8 h/day and occupied for 16.4 h/day. Households consumed more
than the average heating energy for 22.2 h/day and occupied for 21.2 h/day, meaning 6.4 extra hours
than those consuming the average heating energy. Households consumed less than the average
heating energy for 5.2 h/day and occupied for 10.9 h/day, meaning 10.6 less hours/day than those
consuming the average heating energy and 17 less hours/day than those consuming more than the
average heating energy.

Keywords: actual heating energy consumption; district heating system; EnergyPlus; variation;
living pattern

1. Introduction

Building energy takes up the largest portion of greenhouse gas emission and energy
consumption by 36%. As environmentally friendly low-energy building technology has
come to the fore, the goal is to ensure every new apartment building that will be built from
2025 to be a zero-energy house, which is a 100% energy-independent building generating
zero carbon emission. The government also intends to save building energy and cut down
greenhouse emissions by enforcing the Green Building Creation Support Act. Although
existing research examines energy reduction studies and application plans supported by
changes in the building planning factors such as direction and floor of houses as well
as the enhancement in building materials, they have not been realized due to economic
feasibility [1,2]. In a recent study, an annual simulation and economic analysis on orienta-
tion of office buildings were conducted for four cities with different Iranian climates [3].
As a result of the analysis, in the east–west orientation, energy saving was up to 13.6%,
and the value of the simple payback period was also evaluated to be lower than in the
north–south orientation. However, analysis of residents’ behavior was not included. Ac-
cording to the existing study, the behavior of residents is the main influence on the total
energy consumption and the behavior of building dwellers is attributable to a twofold
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energy consumption deviation [4,5]. The study also revealed that the variation in energy
consumption within the same building was caused by the difference in living pattern of
residents, density of occupation, and building environment system [6,7]. In particular,
Shin [8,9] developed an algorithm for occupant-based heating control and conducted a
study applying it. The accuracy of the algorithm developed based on indoor CO2 concen-
tration and passive infrared (PIR) signals was evaluated as 83.5–98.9%. In addition, it was
analyzed that the optimal heating start and stop time was found through simulation and
the heating energy consumption was reduced by up to 3.1%. In addition, it was found that
the thermal discomfort time was reduced from 62.5 to 8.3 h. The limitations of existing
studies include that results were derived only by simulation and comparative verification
with measured data, and the behavior of residents, a major influencing factor of heating
energy, was not considered, and there is no comprehensive research.

The novelty of this study is divided into three. First, while most of the existing
studies were simulated, this study aims to analyze the measured heating energy of the
selected flat-type apartment, the most common type of apartment in Korea, and verify
the results through simulation reflecting the resident survey. Second, the actual heating
energy consumption of apartment houses is analyzed by location and size of the house,
and the heating load factors are classified into ventilation loss, window loss, wall loss,
solar heat increase, human heat generation, and facility heat generation. Finally, this
study has novelty that was not present in previous studies by investigating patterns of
residents and analyzing variation in heating energy. This study looked into a total of
two years of measured heating energy in the winter season between November 2010
and March 2011 (hereinafter referred to as ‘2010 measured data’) as well as November
2011 to March 2012 (hereinafter referred to as ‘2011 measured data’), and categorized the
consumption by different house sizes (35, 84, and 164 m2). The study also calculated the
annual heating energy by accumulating the heating energy from November to March and
compared between the measured average monthly heating energy and monthly outside
air temperature measured by KMA (Korea Meteorological Administration). The measured
heating energy from each household was identified by house size and location. Lastly, the
study analyzed the variation in heating energy consumption according to the residents’
living patterns to determine how the behavior of residents affects their energy consumption.
Figure 1 shows the study flow chart.

Figure 1. Study flow chart.
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2. Materials and Methods

2.1. Subject and Method of Evaluation
Apartment Houses Subjected to Evaluation

This study analyzes the apartment houses located in Seongnam city, Gyeonggi Province,
where the actual heating energy consumption in the winter season through district heating
was obtained. For the study, three buildings with different exclusive private areas within
the housing complex were selected. They were all flat-type apartment houses. The subjects
are shown in Table 1 and were modeled and simulated by placing nearby buildings accord-
ing to the apartment-housing layout in order to consider the impact of solar shading from
those nearby buildings. A total 240 households composed of 120 households sized 35 m2,
70 households sized 84 m2, and 50 households sized 164 m2, were evaluated

Table 1. Selection by type of apartment for evaluation.

Exclusive
Private Area

Modeled Households Modeled Nearby Buildings

35 m2

(120 households)

84 m2

(70 households)

164 m2

(50 households)

2.2. Simulation

This study compared between the simulation inputting the envelope composition
materials of apartment houses and the measured heating energy. It examined the influence
of loss or gain of heating load elements on the increasing heating energy consumption as
the size of exclusive private area of households grew (Refer to Section 3.5). In addition, to
verify that the residents’ living patterns (reflecting the density of occupancy and hours of
heating use) and the number of residents were the reasons behind the differences in heating
energy consumption from the same building (Refer to Section 4.5), the study conducted a
resident survey on living patterns and reflected such outcome into the simulation.

2.2.1. Evaluation Tools for Simulation

The heating energy analysis program used in this study is EnergyPlus, which enables
text-based input and selection, and uses the same engine as the DOE-2 and BLAST pro-
grams. In addition, it can be linked with Google SketchUp and is a program that calculates
the building energy using numeric analysis based on heat balance algorithms. Additionally,
LBNL Window 7 program was used for calculating the g-value and visible transmittance
value of windows that met the criteria of heat transmission coefficient being inputted.
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2.2.2. Input Criteria for Simulation

In this study, regarding the outer wall, floor, roof, and outside window components,
the heat transmission coefficient by each region constructed on the apartment house was
applied as a material property. The below Table 2 shows the set value of material property
for envelope composition.

Table 2. Set up value of material property for envelope composition of apartment houses subjected
to evaluation.

Division Input Data Set Value of Material Property

Setpoint
temperature Heating 20 ◦C

Internal heat
Equipment 3.24 W/m2

People 1.44 W/m2

Number of residents 0.03 person/m2

Air change per
Hour (ACH)

Heating space 0.7 ACH
Non-heating space 2.0 ACH

Wall
U-Value

Exterior wall 0.58 W/m2·K
Interior wall 0.64 W/m2·K
Roof/floor Adiabatic (insulation)

Windows
U-Value

Exterior window 3.84 W/m2·K
Interior window 5.47 W/m2·K

Windows
properties

SHGC
(Solar Heat Gain Coefficient) 0.613

Visible transmittance 0.56

Regarding the material property from Table 2, the set temperature of heating, air
change per hour, electric power heating value, and heat from people referred to the Op-
erational Regulation on the Certification of Building Energy Efficiency [10]. The weather
data for simulation utilized the KMA’s data regarding Seoul region, which is the nearest
to the studied apartment house. Additionally, the mid-floor houses were simulated as a
benchmark. Since the mid-floors had both upper and lower neighbors to their border of
roofs and floors, adiabatic process was set up.

3. Analysis of the Measured Heating Energy Data

The measured values of actual heating energy consumption targeting 240 households
sized 35, 84, and 164 m2 were analyzed. During the data analysis, households that con-
sumed zero energy from November to March were excluded from the calculation of average
consumption of heating energy.

3.1. Analysis of the Measured Heating Energy by Household Size
3.1.1. Measured Annual Average Heating Energy Consumption from Households Sized
35 m2

The below Figure 2 shows the distribution of measured annual average heating energy
consumption from 120 households sized 35 m2.

The average heating energy consumption per unit area of 120 households sized 35 m2

was measured at 69.7 kWh/m2·a in 2010 and 58.6 kWh/m2·a in 2011. The average heating
energy consumption that was revised by excluding the households with zero consumption
from November to March was measured at 83.0 kWh/m2·a in 2010 and 70.8 kWh/m2·a
in 2011.
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Figure 2. Analysis of the measured heating energy consumption from households sized 35 m2.

3.1.2. Measured Annual Average Heating Energy Consumption from Households Sized
84 m2

The below Figure 3 shows the distribution of annual average heating energy consump-
tion from 70 households sized 84 m2 in 2010 and 2011.

Figure 3. Analysis of the measured heating energy consumption of households sized 84 m2 in 2010
and 2011.

The average heating energy consumption per unit area of 70 households sized 84 m2

was measured at 51.0 kWh/m2·a in 2010 and 39.6 kWh/m2·a in 2011. The average heating
energy consumption that excluded the households with zero consumption during Novem-
ber and March was measured at 53.9 kWh/m2·a in 2010 and 43.4 kWh/m2·a in 2011.

3.1.3. Annual Average Heating Energy Consumption by Households Sized 164 m2

The below Figure 4 shows the distribution of annual average heating energy consump-
tion from 50 households sized 164 m2 in 2010 and 2011.

The average heating energy consumption per unit area of 50 households sized 164 m2

was measured at 38.1 kWh/m2·a in 2010 and 33.4 kWh/m2·a in 2011. The average heating
energy consumption that excluded the households with zero consumption during Novem-
ber and March was measured at 41.3 kWh/m2·a in 2010 and 35.3 kWh/m2·a in 2011.
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Figure 4. Analysis of the measured heating energy consumption of households sized 164 m2 in 2010
and 2011.

3.2. Comparison between the Measured Monthly Heating Energy Consumption by Household Size
and the Outside Temperature

Figure 5 classified the measured monthly average heating energy consumption from
2010 to 2011 by house size. Figure 5 shows a graph comparing the monthly outside
temperature data of 2010 with that of 2011 provided by KMA.

Figure 5. Comparison between the measured monthly average heating energy consumption by house
size and the outside temperature.

The lowest outside temperature during the winter season of 2010 and 2011 was in
January. From Figure 5, when the outside temperature of January 2010 was −7.2 ◦C, the
measured average heating energy consumption was the highest of the year, recording
18.3 kWh/m2·a from 35 m2 houses, 11.7 kWh/m2·a from 84 m2 houses, and 9.8 kWh/m2·a
from 164 m2 houses. From Figure 5, given that the lowest temperature of January 2011
was −2.8 ◦C, the measured average heating energy consumption was the highest of the
year, recording 17.2 kWh/m2·a from 35 m2 houses, 10.9 kWh/m2·a from 84 m2 houses,
and 9.4 kWh/m2·a from 164 m2 houses. Additionally, the highest outside temperature
during the winter season was in November. From Figure 5, when the outside temperature
of November 2010 was 6.5 ◦C, the measured average heating energy consumption was
the lowest of the year, recording 14.4 kWh/m2·a from 35 m2 houses, 8.7 kWh/m2·a from
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84 m2 houses, and 6.6 kWh/m2·a from 164 m2 houses. From Figure 5, given that the
highest temperature of November 2011 was 10.7 ◦C, the measured average heating energy
consumption was the lowest of the year, recording 9.9 kWh/m2·a from 35m2 houses,
5.3 kWh/m2·a from 84 m2 houses, and 4.3 kWh/m2·a from 164 m2 houses.

Since the monthly outside temperature of 2010 was lower than that of 2011, the
monthly average heating energy consumption of 2010 was larger accordingly. The average
heating energy consumption from 35 m2 houses recorded 83.0 kWh/m2·a in 2010, larger
than 70.8 kWh/m2·a recorded in 2011. A similar trend was witnessed from 84 and 164 m2

houses, respectively. The graph in Figure 5 indicates that the average heating energy
consumption is inversely proportional to the outside temperature.

3.3. Maximum and Minimum Values of Measured Monthly Heating Energy Consumption by
Household Size
3.3.1. Maximum and Minimum Values of Measured Monthly Heating Energy
Consumption from Households Sized 35 m2

The below Figure 6 shows the maximum and minimum values of measured monthly
heating energy consumption from 35 m2 houses in 2010 and 2011.

Figure 6. Maximum and minimum values of monthly heating energy from households sized 35 m2.

The measured monthly average heating energy consumption in 2010 and 2011 reached
the maximum in January when the temperature was the lowest and the minimum in
November when the temperature was the highest during the winter season. Such findings
imply that the outside temperature and the measured monthly average heating energy
consumption are inversely proportional. Still, as shown in Figure 6, the maximum heating
energy consumption in January 2010 from 35 m2 houses was 50.5 kWh/m2·a, failing to be
the highest of the year. Meanwhile, the maximum heating energy consumption in January
2011 was 67.3 kWh/m2·a, being the highest of the year.

3.3.2. Maximum and Minimum Values of Measured Monthly Heating Energy
Consumption from Households Sized 84 m2

The below Figure 7 shows the maximum and minimum values of measured monthly
heating energy consumption from 84 m2 houses in 2010 and 2011.
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Figure 7. Maximum and minimum values of monthly heating energy from households sized 84 m2.

From Figure 7, the measured average heating energy consumption in November 2010
and 2011 from 84 m2 houses reached the lowest by 8.7 and 5.3 kWh/m2·a, respectively, in
reverse proportion to the highest outside temperature during the winter season. However,
the measured minimum heating energy consumption was 1.1 kWh/m2·a in November
2010, failing to be the lowest of the year, and 0.1 kWh/m2·a in 2011, posting the lowest.

3.3.3. Maximum and Minimum Values of Measured Monthly Heating Energy
Consumption from Households Sized 164 m2

The below Figure 8 shows the maximum and minimum values of measured monthly
heating energy consumption from 164 m2 houses in 2010 and 2011.

Figure 8. Maximum and minimum values of monthly heating energy from households sized 164 m2.

From Figure 8, the measured maximum heating energy consumption from 164 m2

houses recorded 43.4 kWh/m2·a in December 2010, meaning that January was not the
highest. However, in January 2011, the measured maximum heating energy consumption
recorded 32.3 kWh/m2·a, which was the highest of the year.

As shown in the graphs in Figures 6–8, it was found that the maximum and minimum
values of measured heating energy consumption by household size were uniformly in
reverse proportion to the outside temperature. Such analysis indicates that despite the
same household size and outside condition, the energy consumption of households can
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differ by going above or below the average usage level depending on the residents’ living
patterns and number of residents.

3.4. Analysis of the Measured Heating Energy Consumption According to Household Location

Below the measured heating energy consumption from 84 m2 houses as well as the
variation in heating energy by floor location and room number is analyzed.

3.4.1. Comparison of the Measured Heating Energy Consumption from the Households
Sized 84 m2 by Floor Location

Figure 9 shows the distribution graph of measured heating energy consumption from
all floors (by the height of household) in 2010 and 2011.

Figure 9. Distribution of measured heating energy consumption by the height of households.

Table 3 comparatively analyzes the measured heating energy consumption by each
floor including the lowest, middle, and highest floors. The 1st floor was evaluated as the
lowest floor since its surface bordered to the outside air. As for the mid-floors, the measured
heating energy consumption from the 2nd to 18th floors was averaged. As for the highest
floor, the measured heating energy consumption of the 19th floor whose roof touched the
outside air was measured.

Table 3. Analysis of measured heating energy consumption by the height of households.

(Unit: kWh/m2·a) 2010 2011

Lowest floor (1st floor) 96 68
Mid-floors (average between 2nd and 18th) 50 41

Highest floor (19th floor) 103 75

As a result of comparing the measured heating energy consumption of 2010 and 2011
by floor location, the mid-floors were measured at 50 and 41 kWh/m2·a whereas the lowest
floor recorded 96 and 68 kWh/m2·a and the highest floors posted 103 and 75 kWh/m2·a.
The reason why the lowest and highest floors showed larger heating energy consumption
than the mid-floors was assumed to be due to the heat loss occurring through the roof
and floor.
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3.4.2. Comparison of the Measured Heating Energy from the Households Sized 84 m2 by
Room Number

Figure 10 shows the distribution graph of measured heating energy consumption of
all floors by room number in 2010 whereas Figure 11 shows that in 2011.

Figure 10. Distribution and measured average heating energy in 2010 and 2011 by room number.

Figure 11. Measured heating consumption and heating energy per unit area.

When averaging out the distribution of measured heating energy in 2010 by room
number, house no. 1 and no. 4 on the corner showed higher average heating energy
consumption (70.6 and 52.1 kWh/m2) than those from mid-floors (41.9 and 50.3 kWh/m2·a).
The reason why households on the corner-side showed higher heating energy consumption
than those from mid-floors was because they had more space bordering the outside air and,
thereby, leading to the rise in wall loss. The average heating energy consumption of house
no. 1 and no. 4 on the corner in 2011 were 57.4 and 47.1 kWh/m2·a, being larger than
32.9 and 35.6 kWh/m2·a from mid-floors (household no. 2 and no. 3). Since the outside
temperature was lower in 2010 than in 2011 (see Figure 5), the measured average heating
energy consumption by room number was higher in 2010 than in 2011.
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3.5. Analysis of the Measured Annual Heating Energy Consumption According to the Growth in
Household Size

Table 4 classified the monthly heating energy consumption in 2010 from the households
sized 35, 84, and 164 m2 whereas Table 5 shows that in 2011.

Table 4. Measured annual heating energy consumption according to the growth in household size
in 2010.

Size
2010~2011 (Unit: kWh) Measured Heating

Energy (Unit: MWh)November December January February March

35 m2 569 647 703 706 587 3.2
84 m2 845 1095 1182 1099 1132 5.4
164 m2 1152 1791 1875 1344 1491 7.7

Table 5. Measured annual heating energy consumption according to the growth in household size
in 2011.

Size
2011~2012 (Unit: kWh) Measured Heating

Energy (Unit: MWh)November December January February March

35 m2 365 560 660 591 518 2.7
84 m2 487 939 1068 915 744 4.2
164 m2 792 1589 1782 1454 1099 6.7

As shown in Tables 4 and 5, when the household size becomes larger, the measured
annual heating energy consumption increases to 3.2, 5.4, and 7.7 MWh in 2010 as well as
2.7, 4.2, and 6.7 MWh in 2011.

3.6. Analysis of the Measured Annual Heating Energy Consumption According to the Growth in
Household Size

Table 6 shows the annual heating energy consumption per unit area of 2010 and 2011
as well as the flat surface of each household and building.

Table 6. Heating energy per unit area as well as flat surface of each household and building according
to household size.

Household
Size

Year of
Measurement

Heating Energy
(kWh/m2·a)

Flat Surface of
Each Building

Flat Surface of
Each Household

35 m2 2010 83.0
2011 70.8

84 m2 2010 53.9
2011 43.4

164 m2 2010 41.3
2011 35.3

Figure 11 shows the measured heating consumption and the heating energy per
unit area.

As shown in Figure 11, when the household size becomes larger, the measured annual
heating energy consumption increases whereas the heating energy per unit area decreases.
To analyze such, a simulation was conducted.
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4. Comparison between the Measured Average Energy Consumption and the
EnergyPlus Simulation

4.1. Simulation for Analyzing the Heating Load and Heating Load Elements According to
Household Size

EnergyPlus was operated for the simulation to analyze the cause of decreasing heating
energy consumption per unit area according to the growth in house size. The material
property of envelop composition in Table 2 was entered as an input for simulation while
the KMA’s 2010 Seoul region data were used to create weather data. Figure 12 shows the
simulation results of heating energy consumption and heating load per unit area.

Figure 12. Simulated heating energy consumption and heating load per unit area (EnergyPlus).

According to the simulation results of Figure 12, as the house size grew, the annual
heating energy consumption increased while the heating load per unit area decreased.
Tables 7 and 8 examined the impact of heating load elements on the heating load as the
house size grew. In the process of such analysis, the annual heating energy consumption
and heating load were sorted by ventilation loss, wall loss, window loss, solar heat gain,
heat from people, and heat from equipment.

Table 7. Annual heating load usage according to the growth in house size (EnergyPlus).

Simulation of Annual Heating Load Usage (Unit: MWh)

Household
Size

Ventilation
Loss

Wall
Loss

Window
Loss

Solar Heat
Gain

Heat from
People

Heat from
Equipment

Heating Energy
Consumption

35 m2 2.3 1.9 0.4 0.8 0.3 0.3 3.2
84 m2 7.5 1.9 1.6 4.2 0.6 0.7 5.5
164 m2 11.8 4.1 2.8 8.0 1.2 1.3 8.1

Table 8. Annual heating load per unit area according to the growth in house size (EnergyPlus).

Simulation of Heating Load and Elements per Unit Area (Unit: kWh/m2·a)

Household
Size

Ventilation
Loss

Wall
Loss

Window
Loss

Solar Heat
Gain

Heat from
People

Heat from
Equipment

Heating
Load

35 m2 50.5 41.2 9.0 18.2 6.0 6.0 70.6
84 m2 71.8 18.4 14.8 40.2 5.9 6.3 52.6
164 m2 58.6 20.2 13.8 39.7 5.9 6.4 40.5
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When splitting up the annual heating energy consumption per unit area, the heating
load usage per unit area also saw equal values or increase in window loss, solar heat gain,
heat from people, and heat from equipment as the house size grew. According to Table 8, as
the house size grow by about 2.4 times from 35 to 84 m2, the heating load decreases due to
the declining wall loss and the rising solar heat gain. According to Table 9, the households
sized 35 and 84 m2 both show equal heating load usage (1.9 MWh) for wall loss regardless
of the growth in house size. Therefore, when splitting up such households per unit area,
Table 8 shows that the wall loss per unit area greatly decreases from 41.2 kWh/m2·a for the
35 m2 house to 18.4 kWh/m2·a for the 84 m2 house. If referring to the floor plan of different
house sizes in Table 8, the 35 m2 house is vertically long with a relatively large wall area
whereas the 84 m2 house is horizontally long with a large window area. Although the wall
area is similar between two different house sizes, the window area greatly increases in case
of the 84 m2 house. Therefore, although the households sized 35 and 84 m2 both show
1.9 MWh for wall loss, the solar heat gain jumps about fivefold from 0.8 MWh for the 35 m2

house to 4.2 MWh for the 84 m2 house, reducing the heating load from that of the 35 m2

house. According to Table 7, as the house size doubles from 84 to 164 m2, the increased rate
of ventilation loss falls short of twofold from 7.5 to 11.8 MWh. Therefore, when splitting
up such households per unit area, Table 8 shows that the ventilation loss per unit area
reduces from 71.8 kWh/m2·a for the 35 m2 house to 58.6 kWh/m2·a for the 84 m2 house.
In summary, as the house size grows, the ventilation loss and wall loss among the elements
of annual heating load usage will remain the same or increase but to a lesser extent than
the growth rate of house size. Such factors lead to a decline in heating load per unit area.

4.2. Ratio between Volume and Elevation Area (AV Value) According to the Growth in
Household Size

Although the shape of the building is the same, the amount of load varies according
to the W/D ratio while the length, width, and height of the building have an impact on
the solar heat gain and the amount of external heat loss [11]. For this reason, the index for
building volume ratio is used to design in a way to reduce the heat loss from the external
building environment. Figure 13 shows the calculation of the ratio between volume and
elevation area based on the following Equation (1).

Ratio between volume and floor area (AV value) = Ratio between floor area(A)/volume(v) (1)

Figure 13. Ratio between volume and elevation area (AV value).

According to Figure 13, as the house size grows, the AV values decreases to 0.7, 0.39,
and 0.29. The lower the ratio between volume and elevation area (AV value) is, the lesser
the impact from the heat gain or heat loss from radiation and convection [11]. In summary,
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as the house size grows in Figure 12, the annual heating load per unit area decreases
because the impact of heat gain or heat loss from convection becomes smaller.

4.3. EnergyPlus Simulation

For the overview of simulation, refer to Section 2 while the schedule for people and
equipment is set up as follows.

4.3.1. People Schedule Setup

As shown in Figure 14, the ratios of occupancy by residents during weekdays and
weekends were entered in EnergyPlus as an hourly schedule by using the 2009 time use
survey data from Statistics Korea for simulation [12].

Figure 14. People schedule from Statistics Korea’s survey.

4.3.2. Indoor Equipment Schedule Setup

The schedule of using indoor equipment from Figure 15 referred to the estimation
method of housing sector electricity consumption using the time for living activities [13,14].
By referring to the estimation method of electricity consumption based on statistical data
such as the population and housing survey and people’s time use survey, this schedule of
using indoor equipment was entered into EnergyPlus for simulation.

Figure 15. Equipment schedule from Statistics Korea’s survey.

4.4. Comparison between the Measured Average Energy Consumption and the Simulation

Figure 16 shows the comparison of heating energy simulation results from mid-floor
houses and 84 m2 houses using the measured average heating energy consumption of
84 m2 houses in 2010 and Seoul region’s weather data in 2010.

492



Energies 2022, 15, 3909

Figure 16. Comparison between the measured average heating energy consumption and the Energy-
Plus simulation.

When comparing between the measured average heating energy consumption by
room and the simulation results, 50.3 kWh/m2·a from room No. 3 was similar to the
simulation result of 52.4 kWh/m2·a. Additionally, room No. 1 and 4 of corner houses that
border to outside air showed larger heating energy consumption than mid-floor houses in
terms of both simulation and actual measured results.

4.5. Analysis of the Variation in Heating Energy Consumption According to Residents’
Living Patterns

Through the survey on measured heating energy, it was found that the heating en-
ergy consumption by each household differed despite the same size and envelope perfor-
mance [15–18]. This was due to the residents’ living patterns, occupancy patterns, usage
of home appliances, and number of residents. The following Table 9 indicates the survey
items and details used to analyze the impact on the heating energy consumption.

Table 9. Survey details and simulation overview.

Items Survey Details

No. of residents Survey
Occupancy schedule Survey on weekdays and weekends

Heating on/off schedule Survey of heating on/off per hour during weekdays/weekends
on a monthly basis (November, December, January, February, March)

Heating setpoint temperature 23 ◦C (References [19–22])
Equipment and lighting schedule Survey from Statistics Korea (References [13,14])—Figure 16

Air change per hour (ACH) Heating 0.7 ACH Refer to the Operational Regulation on
the Certification of Building Energy

Efficiency [10]

Non-heating 2.0 ACH
Occupancy density 1.44 W/m2

Equipment density 3.24 W/m2

Among the 84-m2-sized mid-floor houses of room No. 2 and 3, a total of 12 households
(6 households showing average energy consumption, 3 households showing more than
the average, and 3 households showing less than the average) were selected for the survey.
The simulation reflecting such survey results was compared with the measured heating
energy consumption.

4.6. Comparison between the Simulation and the Actually Measured Value from the Households
Consuming the Average

Table 10 shows the survey results of 6 households consuming the average heating
energy of 41.9~50.3 kWh/m2·a among the 84-m2-sized mid-floor houses of room No. 2 and
3 from Figure 16.
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Table 10. Survey results of residents consuming the average heating energy.

Case Selected Household No. of Residents Survey Results

1 Room No. 202 4 Salary worker, housewife, high school senior, high school junior
2 Room No. 303 3 Salary worker, salary worker, high school graduate
3 Room No. 503 4 Salary worker, housewife, elementary 1st grade, kindergartener
4 Room No. 603 3 Elderly couple, elementary 3rd grade
5 Room No. 1102 4 Salary worker, housewife, high school graduate, university student
6 Room No. 1303 4 Salary worker, salary worker, elementary 3rd grade and 6th grade

Table 11 and Figure 17 indicate the survey results of heating hour and occupancy
hour of 6 households consuming a heating energy of 43.6~51.5 kWh/m2·a as well as the
simulation and actual measured values.

Table 11. Survey results of heating energy, heating hour and occupancy hour (Case 1–6).

Case
Heating Energy [kWh/m2·a] Heating Hour [Hours/Day] Occupancy Hour [Hours/Day]

Actually Measured Value EnergyPlus Weekday Weekend Average Weekday Weekend Average

1 49.9 47.4 14.4 14.4 14.4 14.0 16.0 14.6
2 51.5 56.9 18.4 18.4 18.4 17.8 18.5 18.0
3 43.6 47.9 12.0 24.0 15.4 16.7 19.7 17.5
4 49.3 50.3 15.4 15.4 15.4 21.0 24.0 21.9
5 47.3 50.4 15.0 15.0 15.0 12.8 14.8 13.3
6 50.2 53.5 15.2 18.0 16.0 12.5 14.0 12.9

Survey average 15.1 17.5 15.8 15.8 17.8 16.4

Figure 17. Comparison between the measured heating energy consumption and simulation as well
as living pattern (case 1–6).

According to Figure 17, the simulation reflecting the survey results of households
consuming the average heating energy amount showed similar results to the measured
heating energy consumption. Except for case 1, cases 2~5 showed slightly higher simulation
results than the measured heating energy consumption. Among the 6 cases in Table 11, the
households consumed the average heating energy for 15.8 h/day and for 16.4 h/day. The
households from cases 1, 5, and 6 occupied an average of 14.6, 13.3, and 12.9 h/day and had
similar numbers of residents (4 people) as shown in Table 12. According to Table 13, the
households from case 1 consumed the average heating for 14.4 h/day at 47.4 kWh/m2·a of
heating energy whereas the households from cases 5 and 6 consumed the average heating
for 15 and 16 h/day at 50.4 and 53.5 kWh/m2·a, respectively.
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Table 12. Survey results of residents consuming more than the average heating energy.

Case Selected Household No. of Residents Survey Results

7 Room No. 703 1 Freelancer
8 Room No. 902 3 Elderly couple, salary worker
9 Room No. 1603 4 Salary worker, housewife, baby 1 and 2

Table 13. Survey results of heating energy, heating hour, and occupancy hour (Case 7-9).

Case
Heating Energy [kWh/m2·a] Heating Hour [Hours/Day] Occupancy Hour [Hours/Day]

Actually Measured Value EnergyPlus Weekday Weekend Average Weekday Weekend Average

7 63.5 65.9 21.6 21.6 21.6 22.1 21.0 21.8
8 63.3 59.6 21.0 21.0 21.0 20.0 21.7 20.5
9 70.2 61.4 24.0 24.0 24.0 21.0 22.3 21.4

Survey average 22.2 22.2 22.2 21.0 21.6 21.2

4.7. Comparison between the Simulation and the Actually Measured Value from the Households
Consuming More Than the Average

Table 12 shows the survey results of 3 households consuming more than the average
heating energy of 41.9~50.3 kWh/m2·a among the 84-m2-sized mid-floor houses from
Figure 16.

Table 13 and Figure 18 indicate the survey results of heating hour and occupancy
hour of 3 households consuming a heating energy of 63.3~70.2 kWh/m2·a as well as the
simulation and actual measured values.

Figure 18. Comparison between the measured heating energy consumption and simulation as well
as living pattern (case 7–9).

According to Figure 18, except for case 7, cases 8 and 9 showed slightly lower simula-
tion results than the measured heating energy consumption. From Table 13, the households
consumed more than the average heating energy for 22.2 h/day and occupied for 21.2 h/day.
Accordingly, the heating hour and occupancy hour increased compared to the households
from cases 1~6 from Table 11 that consumed the average heating energy. From Table 13,
the households from cases 7 and 8 consumed the average heating energy for 21.6 and
21.0 h/day and occupied for 21.8 and 20.5 h/day. Although the heating hour and occu-
pancy hour of the two households were similar, the heating energy recorded differently by
65.9 and 59.6 kWh/m2·a, respectively. Such difference was because the household from
case 7 had 1 resident whereas the household from case 8 had 3 residents showing higher
heat from people and thereby consumed less heating energy.
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4.8. Comparison between the Simulation and the Actually Measured Value from the Households
Consuming Less Than the Average

Table 14 shows the survey results of 3 households consuming less than the average
heating energy of 41.9~50.3 kWh/m2·a among the 84-m2-sized mid-floor houses from
Figure 16.

Table 14. Survey results of residents consuming less than the average heating energy.

Case Selected Household No. of Residents Survey Results

10 Room No. 402 2 Salary worker, salary worker

11 Room No. 1002 4 Salary worker, salary worker,
university student 1 and 2

12 Room No. 1403 5 Salary worker, salary worker,
university student 1, 2, and 3

Table 15 and Figure 19 indicate the survey results of heating hour and occupancy
hour of 3 households consuming a heating energy of 16.2~24.6 kWh/m2·a as well as the
simulation and actual measured values.

Table 15. Survey results of heating energy, heating hour, and occupancy hour (Case 10-12).

Case
Heating Energy [kWh/m2·a] Heating Hour [Hours/Day] Occupancy Hour [Hours/Day]

Actually Measured Value EnergyPlus Weekday Weekend Average Weekday Weekend Average

10 18 20.7 4.4 5.0 4.6 10.5 18.0 12.6
11 24.6 28.4 6.8 7.2 6.9 9.3 14.0 10.6
12 16.2 19.0 4.2 4.2 4.2 8.4 11.8 9.4

Survey average 5.1 5.5 5.2 9.4 14.6 10.9

Figure 19. Comparison between the measured heating energy consumption and simulation as well
as living pattern (case 10–12).

From Figure 19, the 3 households consuming less than the average heating energy
showed a slightly higher simulation than the measured heating energy consumption. The
households consumed less than the average heating energy for 5.2 h/day and occupied for
10.9 h/day. Accordingly, their heating hours and occupancy hours declined compared to
the households from cases 1~6 that consumed the average heating energy for 15.8 h/day
and occupied for 16.4 h/day and greatly differed from the households from cases 7~9
that consumed more than the average heating energy for 22.2 h/day and occupied for
21.2 h/day.
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According to Table 14, the households from cases 11 and 12 had 4 and 5 residents,
respectively, and their occupancy hours were similar by showing 10.6 and 9.4 h/day from
Table 15. Meanwhile, the average heating hour declined from 6.9 h/day for case 11 to
4.2 h/day for case 12. Accordingly, as a result of simulation in Table 15, the heating energy
declined from 28.4 kWh/m2·a for case 11 to 19.0 kWh/m2·a for case 12. The measured
heating energy consumption also dropped from case 11 to case 12. According to the
households from cases 10 and 12 from Table 15, the average heating hour was similar by
showing 4.6 and 4.2 h/day. However, the occupancy hour of 12.6 h/day for case 10 was
higher than 9.4 h/day for case 12. Still, the simulation results showed similar level of
heating energy by posting 20.7 and 19.0 kWh/m2·a, respectively. This implied that the
impact from occupancy hour was small. If the heating hour was similar, the heating energy
showed a similar level as well.

5. Conclusions

The results of this study are outlined as follows:

(1) Since the outside temperature in the winter season of 2010 was lower than that of
2011, the annual heating energy consumption was higher in 2010 than in 2011. As the
average heating energy of 84 m2 houses was the lowest in November (showing the
highest outside temperature amid the winter season) by recording 8.7 kWh/m2·a in
2010 and 5.3 kWh/m2·a in 2011 whereas it was the highest in January (showing the
lowest outside temperature amid the winter season) by recording 11.7 kWh/m2·a
in 2010 and 10.9 kWh/m2·a in 2011, it was found that the outside temperature was
inversely proportional to the heating energy consumption. Meanwhile, the maximum
and minimum heating energy values were not uniformly in reverse proportion to
the outside temperature. That was because the heating energy consumption of the
households of the same size and condition could be more than or less than the average
due to the residents’ living pattern and number of residents.

(2) The average heating energy consumption of mid-floors was 50 kWh/m2·a in 2010
and 41 kWh/m2·a in 2011. However, the average heating energy consumption of
the lowest floor was 96 kWh/m2·a in 2010 and 68 kWh/m2·a in 2011 while the
highest floor was 103 and 75 kWh/m2·a, respectively. The reason behind higher
energy consumption of highest/lowest floors was that those floors suffered more heat
loss through the roof and floor than mid-floors. Additionally, when analyzing the
measured heating energy consumption of 2010 by room number, household room
no. 1 and no. 4 from the corner-side having larger area exposed to the outside air
showed higher average heating energy consumption (57.4 and 47.1 kWh/m2·a) than
mid-floors. (32.9 and 35.6 kWh/m2·a) Research will be needed to reduce the difference
by applying phase change materials, etc., in the future to the part where the heating
load of the lowest and highest floor is larger than that of the mid-floors.

(3) As the house size grows, the measured annual heating energy of 2010 and 2011
increases whereas the heating energy per unit area decreases. As a result of analyzing
the heating load elements per unit area through simulation, when the house size
expands from 35 to 84 m2 by about 2.4 times, the wall loss per unit area decreases and
the solar heat gain increases and, thereby, reducing the heating load. When the unit
area doubles from 84 to 164 m2, the ventilation loss jumps from 7.5 to 11.8 MWh by
not more than twofold. Accordingly, the ventilation loss per unit area of 84 m2 houses
declines. Among each element of annual heating load usage, the ventilation loss and
wall loss remained the same or increased as the house size grew but at a lesser rate
than the house size growth rate. Therefore, the heating load per unit area declined.

(4) As the house size increased, the ratio between volume and elevation area (AV value)
dropped to 0.7, 0.39, and 0.29. The lower the ratio between volume and elevation area
(AV value) is, the lesser the impact from the heat gain or heat loss from radiation and
convection. In conclusion, as the house size grows, the annual heating load per unit
area decreases.
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(5) The following is the outcome of the simulation reflecting the survey on the living
pattern of households that consumed the average, more than the average, and less
than the measured average heating energy. Households consumed the average heat-
ing energy for 15.8 h/day and occupied for 16.4 h/day. Households consumed more
than the average heating energy for 22.2 h/day and occupied for 21.2 h/day, meaning
6.4 extra hours than those consuming the average heating energy. Households con-
sumed less than the average heating energy for 5.2 h/day and occupied for 10.9 h/day,
meaning 10.6 less hours/day than those consuming the average heating energy and
17 less hours/day than those consuming more than the average heating energy.

This study conducted a comparative analysis on the variation in heating energy
consumption according to the residents’ living pattern and behavior of usage as a method
of energy savings. The outcome will serve as basis data in efficiently managing actual
energy users in consideration of their behavior of energy usage as well as establishing
policies and educational directions. For in-depth analysis in future studies, verification
through long-term measured data for more than two years, performing various climate-
specific analyses for universal application, and an increase in the number of samples when
investigating resident patterns are necessary.
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Abstract: Fixed-tilt mechanical racking, consisting of proprietary aluminum extrusions, can dominate
the capital costs of small-scale solar photovoltaic (PV) systems. Recent design research has shown that
wood-racking can decrease the capital costs of small systems by more than 75% in North America. To
determine if wood racking provides enough savings to enable labor to be exchanged profitably for
higher solar electric output, this article develops a novel variable tilt angle open-source wood-based
do-it-yourself (DIY) PV rack that can be built and adjusted at exceptionally low costs. A detailed
levelized cost of electricity (LCOE) production analysis is performed after the optimal monthly tilt
angles are determined for a range of latitudes. The results show the racking systems with an optimal
variable seasonal tilt angle have the best lifetime energy production, with 5.2% more energy generated
compared to the fixed-tilt system (or 4.8% more energy, if limited to a maximum tilt angle of 60◦).
Both fixed and variable wooden racking systems show similar LCOE, which is only 29% of the
LCOE of commercial metal racking. The results of this study indicate that the novel variable tilt rack,
whether used as a small-scale DIY project or scaled up to fulfill larger energy demands, provides
both the lowest cost option even when modest labor costs are included and also may provide specific
advantages for applications such as agrivoltaics.

Keywords: open source; photovoltaic; racking; solar energy; biomaterials; wood; mechanical design;
balance of systems; renewable energy; do-it-yourself

1. Introduction

Solar photovoltaic (PV) technology is a well-established distributed sustainable energy
technology [1]. There have been massive PV price declines in the last decade [2,3], which
have reduced the levelized cost of electricity (LCOE) [4] to generally be the least-cost option
on a large scale [5,6]. In turn, this has made PV the most rapidly expanding electricity
generation source (notably the former dominant source, coal is in decline) [6,7]. Worldwide
dominance of solar PV as a source of electricity continues to be an economic cost [8]. There
is some evidence that at least part of this economic barrier continues to be the focus on
large-scale PV deployments [9]. This is despite the fact that small solar home systems
can play an important role in achieving the U.N.’s ‘Sustainable Energy for All’ goals [10].
For grid-tied PV systems that have a lower LCOE than the retail rate of grid electricity
(e.g., surpassing grid parity), there is massive interest among consumers because they
can save money with lower-cost solar electricity [11]. This is particularly true if real net
metering is maintained (where prosumers are credited an equivalent economic amount
for the electricity they use and send to the grid even if it is not the full value of solar
electricity) [12]. Despite clear lifetime economic benefits, the capital expenditures (CAPEX)
of PV systems can be challenging for many non-wealthy consumers, both in developing [13]
and developed countries [14].
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Historically, large-scale centralized PV costs were lower than small-scale distributed
costs, and this type of growth continues to dominate the market [9]. The use of small open-
source do-it-yourself (DIY) or plug-and-play solar [15,16] has lower costs per unit power
than possible for large-scale systems [17]. Among residential systems in the U.S., 8–10 kW
systems were roughly 16% less expensive than 2–4 kW systems, and non-residential systems
over 1000 kW were 43% less expensive than systems under 10 kW [18]. This small-scale
approach deserves appropriate regulation [16,19–21] as it could have a substantial economic
impact [22]. (Part of the reason small-scale PV systems can be more economic than large-
scale industrial PV deployments is that DIY or plug-and-play systems avoid most of the
soft costs associated with PV systems. They still have a large CAPEX for many individuals
(e.g., even with a ~9-year simple payback period for PV systems under warranty for
25 years that provide an internal rate of return in the double digits, some consumers cannot
afford to buy 9 years of electricity upfront even if they receive ‘free’ electricity for another
16 years or more)).

The majority of PV system cost declines have focused on the modules themselves
(historically the largest component cost), but now the relative cost of the balance of systems
(BOS) made up of racking, electronics, and wiring has become more important [3,23,24]. For
the smallest systems, the simple mechanical racking, made up of various proprietary and
costly aluminum extrusion profiles that have barely reduced costs [25], can dominate the
cost of a whole system. For example, PV module spot prices are currently USD 0.19/W [26],
so three 400 W modules cost USD 228 while a three-module rack costs USD 535 (list price
USD 635) [27] (e.g., ~2× the cost of the PV) and a three-module pole mount is selling for
USD 1194 [28] (e.g., ~5× the cost of the PV).

To combat the distorted market for small-scale PV systems, there has recently been
several open-source hardware-based PV racks described, including low-tilt angle arrays,
small-scale mobile PV arrays [29], cable-based systems for flat roofs [30], ground-mounted
systems at the equator in the developing world [31], tensegrity structures [32], and post-
market building-integrated PV (BIPV) [33]. These are all fixed-tilt systems, which are
common for industrial PV. This is because simply cleaning large-scale systems can cost
anywhere from USD 15 to USD 35 per module [34], so additional labor-intensive work, such
as adjusting the tilt of multiple arrays, may be cost-prohibitive. A system in Ontario that is
manually adjusted to the optimal tilt angle twice a year generates revenue of USD 1.90 per
module each year [35]. All of these systems are fixed-tilt, based on the assumption in the
large-scale PV industry that it does not make economic sense to pay people to seasonally
adjust the tilt angle of modules. Manual variable-tilt small-scale PV systems exist but have
high racking costs and are limited in availability. Therefore, historically, it has generally not
been worth hiring personnel to adjust tilt angles. Is this still true, however, if the CAPEX
of racking can be radically reduced? More recently, a fixed-tilt wood-based PV DIY rack
showed decreases in costs between 49% and 77% compared to proprietary small-scale metal
racks [36].

To determine if there has been a shift in the economics of manual tilt adjustment for PV
with lower-cost racking, this article develops a variable tilt angle open-source wood-based
PV rack following the evolution of the design in [36]. The complete designs and bill of
materials (BOM) of the variable tilt angle rack are provided along with basic instructions
and are released with an open-source license that will enable anyone to fabricate this
rack in their community. A detailed energy production analysis is performed after the
optimal monthly tilt angles are determined for a case study location, London, Ontario. The
economic analysis accounts for the cost of wood, purchased locally. Then a careful study of
the energy production of DIY tilt angle adjustment is run over sensitivity of tilts per year.
The energy analysis and economics analysis are combined to evaluate the levelized cost of
electricity (LCOE) of the multi-tilt wood racking. The LCOE of the multi-tilt wood racking is
then compared to the LCOE of fixed-tilt wood racking, fixed-tilt commercial metal racking,
and single-axis tracking commercial metal racking. A sensitivity analysis is then run on
the maximum achieved tilt angle as well as the labor cost involved in building the system.
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The results of this study are discussed in the context of upending the assumption that
large scale leads to better economic performance when using open-source DIY design for
increasing PV deployments.

2. Materials and Methods

All variables in this report adopt the same abbreviations from Appendix A of the [36] design.

2.1. Material Properties

Construction-grade pressure-treated lumber and hardware purchased from typical
hardware stores were used for this design. Material properties from the design in [36] were
used for the build of this system. The resisting capacities of each of the wooden members
can be calculated by following Appendix A of the design in [36]. Throughout the structural
analysis of this design, the limitations outlined in [36] shall not be exceeded.

2.2. Material Stability

Most softwoods are natural organic material subject to deterioration under high
moisture conditions, making them an inadequate building material for outdoor use. Some
species of wood, such as mahogany and redwood, can naturally fight against decay but are
too expensive to be used for outdoor structural use. The best alternative is pressure-treated
SPF (Spruce, Pine, Fir) lumber, which offers effective moisture resistance, high availability,
and low costs, thus making it an ideal material for structural use in wet climates. Pressure-
treated lumber can last upwards of 40 years depending on the moisture conditions [37],
making it suitable to use for PV modules with a warranty and expected life of 25 years.

Metal racks are also subject to material degradation that shorten their lifespan due to
cross-sectional rusting and corrosion under moist conditions. To account for degradation,
engineers apply specified resistance factors that reduce the capacities of both metal and
wood structures based on material imperfections under wet conditions. The resistance
factors for steel and aluminum are outlined in their respective engineering design hand-
books, and the resistance factors for wood are detailed in Appendix A of the design in [36].
Compared to steel and aluminum, wood is a much weaker material, meaning that thicker
structural members are required to carry the same loads. Therefore, by designing around
the factored capacities of pressure-treated wood, it is possible to design a wooden rack to
stand as long as a metal rack under the same weather conditions by building with larger
structural wooden members. It should be noted, however, that it makes the most economic
sense to only design a rack to match most modules’ warranty and an approximate lifetime
of 25 years.

2.3. Energy and Economic Analysis

The energy production analysis of the system is performed using the System Model
Advisor (SAM) software [38,39]. A base model is created in SAM with the parameters
in Table 1 for a multi-tilt system located in London, Ontario, Canada. A comparative
analysis is run between the multi-tilt wood rack in this study and the fixed-tilt wood rack
proposed by [36]. The purpose of the energy simulation is to determine the optimal energy
production of the system if the tilt angle is adjusted with varying time steps throughout the
year. Therefore, a first simulation is run to determine the best tilt angle for each month of the
year. To find the best simulation parameters, all the parameters in Table 1 are maintained,
except the value of the tilt angle, which is varied from 0◦ to 90◦. The resulting hourly
energy production for the first year is aggregated by month and for each tilt angle. The
dependence of the maximum monthly energy production on the tilt angle is then analyzed
to determine the best tilt angle for each month. The best monthly tilt angles are then used
as seasonal tilt angle parameters to determine the lifetime energy production of the system.
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Table 1. Parameters used in the PV system energy production simulation in SAM.

System Parameter Value

Modules DC Power (WDC) 1200
Inverter AC Power (WAC) 1225

DC to AC Ratio 0.98
Azimuth (◦) 180

Lifetime (years) 25
Annual PV Degradation Rate (%) 0.5

Three different energy simulation scenarios are analyzed. The first scenario considers
that the racking system is adjusted monthly using the optimal angles. The second scenario
explores the case where the maximum angle that can be reached is 60◦. In the second
scenario, any month with a tilt angle greater than 60◦ is capped at 60◦. As a result, in the
case of London, Ontario, the tilt angles of January, February, November, and December are
set to 60◦ instead of the values. Lastly, the third case scenario is the optimal yearly fixed tilt
angle (34◦), as analyzed by [36].

A detailed economic analysis based on the bill of materials is conducted. The cost of
the multi-tilt wood racking system is based on local purchases, and since the system is
a DIY system, the labor cost is not factored into the base case study. The lifetime energy
production of the PV system and the cost of the racking is used to determine the levelized
cost of electricity (LCOE) of the multi-tilt wood racking system, which is then compared to
the LCOE structural BOS in fixed-tilt wood racking, commercial fixed-tilt metal racking,
and commercial single-axis tracking metal racking. As the system is designed to be DIY and
only the racking cost is being analyzed, the discount factor is not included in the calculation
of the LCOE (see Equation (1)).

LCOE (CAD$/kWh) =
Net Racking Cost (CAD$)

Li f etime Energy Production (kWh)
(1)

Finally, sensitivity analyses are conducted to assess the power output and system
cost in different regions of the world. Simulations are run for multiple locations with
various latitudes to determine if a user in different regions can yield the same technical
benefit. Furthermore, the cost of pressure-treated wood in different countries is compared
to determine if this system can truly provide an economic benefit outside of Canada.

2.4. Design Analysis Assumptions

The same design analysis assumptions from the design in [36] were used for this
system, including the specified snow, wind, and total design load.

3. Results

3.1. Bill of Materials

The bill of materials (BOM) of the multi-tilt system is shown in Table 2 in Canadian
dollars sourced from Copp’s Build-All and The Home Depot, London.

The modules used for this racking design are LG 400 W NeON2 modules. The
approximate dimensions of the modules are 1 × 2 m. If modules with different dimensions
are to be used, then the specifications in the assembly instructions in Section 3.2 can be
scaled up or down to fulfill the given module size requirements. Resizing the system
will change the loads applied to the wood, which means smaller systems reduce costs by
selecting smaller structural members such that no limits are exceeded when conducting the
structural analysis outlined in Appendix A.
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Table 2. Variable angle rack list of materials.

Member Name Piece 1 Cost per Piece 2 Quantity Cost

Outside Joists 2 × 6 × 8 $16.12 2 $32.24
Inside Joists 2 × 8 × 8 $22.75 2 $45.50

Beams 2 × 8 × 10 $28.50 3 $85.50
Posts 4 × 4 × 10 $21.95 2 3 $43.90

Joist to Beam
Connection 2 × 4 Fence Bracket $0.36 8 $2.88

Back Supports 2 × 4 × 8 $9.99 3 $29.97
2 × 4 Hinges 8” Gate Hinges $11.96 6 $71.76

4 × 4 to Beam Hinges 4” Gate Hinges $9.51 2 $19.02
Beam to Post
Connection

1/2” Carriage Bolt (6”) Nut,
& Washer $4.44 4 2 $8.88

Tension Based
Connections 3” Brown Deck Screws $9.99 100 Pack $9.99

Shear Based
Connections 1-1/2” Joist Hanger Nails $3.62 1 lb $3.62

Module to Block
Connections

1/4” Carriage Bolt (2-1/2”),
Nut, and Washer $0.48 4 27 $12.96

Total Cost with
No Concrete $366.22

Concrete for Posts 30 MPa Quikrete concrete $4.98 8 bags $39.84

Total Cost: $406.06
1 All lumber is to be pressure treated, and all hardware is to be hot-dipped galvanized. 2 All costs are in Canadian
Dollars as of 13 December 2021, before tax. 3 One piece to be cut to serve as two posts. 4 Cost per connection
(1 bolt, 1 nut, 1 washer).

3.2. Variable Angle Installation Instructions

To begin, four holes at least 250 mm in diameter are dug at least 1.2 m into the ground,
as shown in Figure 1a, to prevent frost heaving of any soil type, according to Table 9.12.2.2
in the National Building Code of Canada (NBCC) [40]. The 4 × 4 posts should have a
center-to-center spacing, as described in Figure 1b, all cut to 1.825 m.

 
(a) (b) 

Figure 1. (a) Foundational installment of vertical posts, and (b) center-to-center spacing of
vertical posts.
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A 2 × 8 × 10 beam can then be installed onto the back posts, as shown in Figure 2. The
overhang beyond each post is 0.5 m. The beam is to be installed to the posts with 3” brown
deck screws and one galvanized nut, bolt, and washer per post. If the posts are subject to
ground movement, temporary 2 × 4 bracing can be installed to hold the system up during
construction, as shown below. These braces can then be removed once the footings are stiff
and secure.

Figure 2. The 2 × 8 beam installed between the back posts, with temporary 2 × 4 lateral bracing
installed between the left and right posts.

Once the base is installed, the frame can then be assembled, as shown in Figure 3a,
using 2 × 6 outside joists and 2 × 8 inside joists connected to 2 × 8 beams. Connections,
as shown in Figure 3b, should be assembled using fence brackets and 1-1/2” joist hanger
nails. Additionally, 4 3” brown deck screws per joist should be installed to further sink the
joist into the beam and to improve load transfer between the members.

(a) (b) 

Figure 3. (a) Frame composition consisting of two 2 × 8 outside joists, two 2 × 8 inside joists, and
two 2 × 8 beams, and (b) each joist connected with fence brackets, 1-1/2” joist hanger nails, and 3”
brown deck screws.

The frame can then be connected to the two front posts using 3-1/2” traditional gate
hinges. The 2 × 8 of the frame should be connected to the top of the post, as shown
in Figure 4.
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Figure 4. Installation of the frame onto the front posts using galvanized gate hinges.

Three 2 × 4 s should then be cut to a length of 2 m. This will allow for a maximum
tilt angle of 60 degrees. These 2 × 4 s will be used as the adjustable back supports for the
system. Three galvanized gate T hinges will be connected between the joists on the frame,
and another three will be connected on the beam, as shown in Figure 5.

Figure 5. The spacing of 2 × 4 s on the system.

Holes of 1/4” should be drilled in the 2 × 4 s based on the desired tilt angle, as shown
in Figure 6a. Align the frame hinges with the hole for the given tilt angle, and secure
the connection with a 1/4” nut, bolt, and washer, as shown in Figure 6b. While drilling
the 2 × 4 s, temporary supports or extra helpers should be used to hold the frame up to
prevent damage.
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(a) (b) 

Figure 6. (a) 1/4” holes drilled based on preferred tilt angle, and (b) the 2 × 4 connected to the frame
via a nut, bolt, and washer.

Once the joists are installed, scrap pieces of lumber can be cut into blocks and installed
onto the joists with two screws, as shown in Figure 7a. These blocks serve as the connection
between the module and the lumber and can be adjusted to match the holes of the module
frame. The overhang of these blocks shall not exceed 100 mm. Once these blocks are
installed, the modules can be placed onto the blocks. Drill a 1

4 ” hole through the block
and insert a 1

4 ” × 2-1/2” galvanized bolt from under the system. Then, place the module
onto the bolt, and secure the connection with a nut and washer, as shown in Figure 7b. To
enhance the load transfer to the joist, place another block under the overhanging block, and
screw the second block into the joist, as shown in Figure 7c.

   
(a) (b) (c) 

Figure 7. (a) Extra lumber made into blocks that line up with the module’s holes, (b) A bolt inserted
from under and secured with a nut and washer, and (c) extra blocks placed under the overhanging
block to enhance load transfer to the joist.

Once all connections are secured, the build is complete (Figure 8a). The system can
then be disassembled in the reverse order it was initially constructed. Figure 8b provides a
detailed back view to ensure all components of the system are present.

508



Designs 2022, 6, 54

 
(a) 

(b) 

Figure 8. (a) Finished system, and (b) detailed back view of the final system.

Annually, the bolt connections should be checked to ensure loose nuts are retightened.
When possible, it is best practice to brush off snow from the modules to minimize creep in
the lumber.

3.3. Build Time

The system requires at least two builders for installation. Refer to Table 3 for the
typical time to complete each component per two builders.
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Table 3. Time invested in building the multi-tilt racking system.

Task Typical Time to Complete 1

Hole digging and post installation with
temporary bracing 3.0 h 2

Frame Installation 1.0 h
Back Support Drilling and Hinge Installation 3.0 h

Block Installation 0.5 h
Module Installation 1.0 h

Total Time 8.5 h
1 Assuming 2 builders with some construction experience. Not including time to gather materials, acquire
equipment, etc. 2 Not including curing time for concrete/footing mixture. Refer to the supplier’s instructions for
suitable curing time before continuing to construct.

To adjust the angle of the system, the nuts on the 2 × 4 s should be loosened, and the
bolts should be taken off the hinges. It should be noted that once all the bolts are taken
off, the system is free to fall and damage the racking frame. Approximately 150 lbs of
force is required to keep the frame and modules from falling. Thus, temporary supports
or extra help should be used to hold the frame up while repositioning the system to a
new angle. Lift or drop the frame to the desired angle, then align the hinges with the
drilled holes designated to that angle. The tilt angle can be found by using an angle level
or by calculating the arctan of the frame’s rise divided by the run. Secure the connection
with the nut, bolt, and washer. For higher angles, it can be difficult to lift the system, and
thus, more help may be required. Refer to Table 4 for approximate adjustment times and
recommended number of workers based on the desired tilt angle.

Table 4. Number of workers and time required for changing the tilt angle in different cases.

Tilt Angle (Degrees)
Typical Time Spent

(Minutes)
Number of Workers

0 to 35 3 2
35+ 4 3

Following the calculations shown in Appendix A for the structural analysis, the forces
and deflections of the system, specifically for the London, Ontario, system, have been
summarized in Table 5. These values represent the worst-case scenario that governs the
design of this system. When constructing a system, it is important to follow the structural
design process in Appendix A to ensure the system can withstand the design load outlined
in Appendix A. Depending on the design load, smaller members can be selected, and thus
the net cost of the system can be reduced such that the maximum shear, moment, deflection,
and axial forces are less than the capacities shown in Appendix A.

Table 5. Forces and deflections of structural members for the variable angle rack in London, Ontario,
under the worst-case design load.

Member Name Shear (kN) Moment (kNm) Deflection (mm)
Tension/Compression

(kN)

Outside Joists 0.95 0.45 3.30 N/A
Inside Joists 1.90 0.90 1.65 N/A

Beams 1.90 0.50 2.73 N/A
2 × 4 Back
Supports N/A N/A N/A −2.22

Middle Back
Support N/A N/A N/A −1.31

Back Beam 0.70 0.70 0.65 N/A
Back Posts 0.45 0.43 0.80 −2.70 1

Front Posts 0.45 0.51 0.90 −2.70 1

1 For a 250 mm diameter hole, bearing pressure is equal to 55 kPa.
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3.4. Energy Simulation Results

The results of the base model simulation are displayed in Figure 9, which shows the
monthly energy production of the system during the first year for different tilt angles
ranging from 0◦ (horizontal modules) to 90◦ (vertical modules) in steps of 1◦ for the city of
London, ON, Canada.

Figure 9. Monthly energy production during the first operational year of the 1200 W bifacial PV
system for different tilt angles in London, Ontario.

The bell shapes of the monthly energy production curves show the value of the optimal
angle for maximum energy generation each month. The monthly optima tilt angles are
reported in Table 6. According to the values in Table 6, the system is at its highest tilt
angle (79◦) at the beginning of the year. The system has to be lowered every month until it
reaches its lowest optimal tilt angle in July (16◦) and has to be lifted again between August
and January.

Table 6. Monthly optimal tilt angles in London, Ontario.

Month Optimal Tilt (◦)

Maximum Energy
Generation during the First

Operational Year
(kWh/Month)

January 79 114
February 71 133

March 46 153
April 30 164
May 19 182
June 13 192
July 16 206

August 28 186
September 41 160

October 54 119
November 64 96
December 76 87
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Three different energy simulation scenarios are analyzed. The first scenario results
are shown in Table 6, the second scenario results cap the maximum adjustable tilt angle
at 60◦, and the third scenario fixes the optimal yearly tilt angle at 34◦. The results of the
simulations of the three scenarios are shown in Figure 10.

Figure 10. Monthly energy production during year 1 of the simulations’ three scenarios.

The results clearly show that the multi-tilt system produces more energy every month
than the fixed-tilt as it uses seasonal tracking to optimize the solar energy harvested
throughout the year. The maximum energy production gain of the optimum tilt angle
system compared to the fixed-tilt racking system was 17% in December. Even in April,
where the graph shows a similar energy production trend for the two systems, there is a
small production gain from the multi-tilt of 0.13%. Furthermore, capping the maximum
angle of the multi-tilt system to 60◦ only has a noticeable impact on the energy production
of the system during January and December in the case of London, Ontario. During
these months, the production is expected to be lower because of snow-related losses in
Canada [41] and Ontario in particular [42,43], even if somewhat mitigated with bifacial PV
modules [44]. Although, it should be pointed out that with the impacts of climate change,
these losses are expected to decrease in the future [45].

3.5. Economic Analysis Results

The economic analysis of the system is shown in Table 7. As can be seen in Table 7,
the open-source design provided in this study costs less than a third of the commercial
equivalent variable tilt angle racking system.

Table 7. Cost analysis of each racking system with a set of 3 PV modules of 400 W each, the total
system installed DC power is 1200 W, assuming no construction labor costs.

Racking System (3 Modules)
Lifetime Energy

(kWh)
Racking Cost (CAD) LCOE (CAD/kWh)

Cost per W
(CAD/W)

Wood Fixed Tilt [36] 40,065 388.78 0.0097 0.32
Wood Optimal Variable Tilt 42,152 406.06 0.0096 0.34

Wood Optimal Tilt with Max
Angle Capped at 60◦ 41,997 406.06 0.0097 0.34

Metal Optimal Commercial
Variable Tilt [46] 42,152 1399.99 0.0332 1.17
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The results in Table 7 show the lifetime energy production of the PV system, the
racking cost, the LCOE of the racking, and the cost of each racking system per Watt. The
racking systems (metal or wood) with an optimal variable seasonal tilt angle show the
best lifetime energy production (42.15 MWh), which is 5.2% more energy generated by
the fixed-tilt system (40.07 MWh). Even when the maximum angle of the wooden racking
with variable tilt is limited to 60◦, it generates 4.8% more energy (42.0 MWh) than the
fixed-tilt system. In terms of LCOE, the wooden racking systems show similar LCOE
(~CAD 0.01/kWh), and their LCOE represents only 29% of the LCOE of a commercial
metal racking (CAD 0.033/kWh) serving the same purpose.

4. Discussion

4.1. Wooden Racking for Agrivoltaic and Impact of Labor Cost

The impact of the increase in energy production from the fixed-tilt wooden racking
system to the variable angle wooden racking is seen in the LCOE of the two systems. Despite
the wooden fixed-tilt system having a lower capital cost than the variable tilt wooden
racking, they both have similar LCOE (~CAD 0.01/kWh). This is a crucial argument
in determining which racking system to adopt. Specifically, the variable angle wooden
racking design proposed in this study and the fixed-tilt wooden racking proposed by [36]
are suitable for providing standalone clean solar PV energy to remote locations.

When the variable tilt wooden racking is compared to a commercial metal racking
serving the same purpose (variable seasonal tilt angle) and purchased in Canada [46], the
two systems have the same lifetime energy production. Nevertheless, the wooden racking
is less costly than the commercial metal racking. In this study, data have been collected
regarding the manpower and time needed for changing the angle of the proposed system
seasonally (see Table 4). When the numbers in Table 4 are applied to the case of London,
Ontario, the total annual labor time for changing the tilt of the wooden racking system
is 1.9 person-hours/year, representing 47.5 person-hours during the lifetime of the wood
racking system (25 years). Therefore, even when the labor cost for changing the tilt angle
is factored into the wooden racking system’s cost, it remains economically more feasible
than the commercial metal racking as long as the labor cost does not exceed CAD 21/hour.
CAD 21/hour is 50% higher than CAD 14/hour, which is the average minimum wage
across Canada [47]. Furthermore, this assumption is conservative as there is no information
regarding the manpower required to change the tilt angle of the commercial metal racking.
Hence, if the commercial metal racking requires more than one person to operate, the
economic advantages of the variable tilt wooden racking system will be increased. On
the other hand, when the labor cost is considered in the calculation of the variable angle
wooden racking (as high as CAD 0.20), then the fixed-tilt wooden system is economically
more viable. This does not, however, account for the additional benefits provided by the
variable angle racking for specific applications such as agrivoltaics (see Section 4.2).

It should also be pointed out that there are several circumstances where the labor cost
is effectively zero. For small-scale DIY systems [17], where prosumers are not charging
themselves to vary the tilt angle of their own system or there is no opportunity cost to
invest the few minutes once a month to change the tilt angle, the effective cost is zero,
similar to businesses with salaried employees or even hourly employees where there is no
cost to reassigning a few minutes once a month (e.g., secretaries manning a phone).

4.2. Agrivoltaics

Agrivoltaics in farmlands is a promising strategy for the co-development of land for
both PV electrical generation and agriculture [48,49]. Services provided by agrivoltaics
include: (i) renewable electricity generation, (ii) decreased greenhouse gas emissions,
(iii) increased crop yield, (iv) plant protection from excess solar energy, (v) plant protection
from inclement weather such as hail, (vi) water conservation, (vii) agricultural employment,
(viii) local food, and (ix) increased revenue [50]. Benefits (i) and (ii) are well-established for
all PV systems as they produce renewable electricity, which can offset greenhouse gas (GHG)
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emissions from fossil fuel-based electricity production [51]. From a farmer’s perspective,
agrivoltaics also ensure that land remains productive during the winter by generating
electricity year-round. Strikingly, agrivoltaics actually increase crop yield for a variety of
crops [52–56], which along with solar electricity generation, substantially increases land-use
efficiency [57]. Crops grow better with some PV-related shading because the PV array
creates a microclimate beneath the modules that alters air temperature, relative humidity,
wind speed, wind direction, and soil moisture [58]. Agrivoltaics also protects crops not only
from excess solar energy preventing heat stress but also from inclement weather such as hail,
while the PV performance can increase because of lower operating temperatures caused by
the plants [54,59,60]. Combining PV and agriculture has the potential to increase global
land productivity by 35–73% [61] while minimizing agricultural displacement for energy
production [49,61,62]. Additionally, the microclimate created by agrivoltaics provides more
efficient use of water and water conservation [63–66]. Furthermore, the novel variable
tilt racking system analyzed here is particularly useful from an agrivoltaic perspective.
The variable angle system will allow having the same LCOE as the fixed-tilt but will offer
additional advantages specific to agrivoltaic farms, such as raising the modules to the
selected highest angle to facilitate harvesting, planting, or weeding. In addition, the tilt
angle can be lowered to protect the plants, for example, if a hail warning is issued. The labor
involved with this tilt angle changing is trivial compared to that of farming, and additional
farm labor is not always seen as a negative. By maintaining the land for use in agriculture,
employment of farmers remains intact, and these farmers provide local sources of food
along with all of the concomitant benefits [67,68]. Thus, agrivoltaics is looked at favorably
not only by the PV community [69] but also by farmers [70] and farming communities [71].
The combination of farming and PV electricity generation increases revenue per acre for
the farmer, and the local community also benefits from protecting access to fresh food and
renewable energy [72]. Advanced inverter management can also provide stability [73] to
rural electric grids and improve their power quality [74–76] if used in agrivoltaic systems.
Finally, if the agrivoltaic system also includes storage, it can be used to create emergency
islanded power grids that can reduce outage impacts [77,78], which may be particularly
useful for isolated communities. For all these reasons, the system described here is perhaps
best suited for small-scale agrivoltaics.

Lastly, the impact of the microenvironment for this type of racking system should
be considered in the performance of the PV. Considerable work has been conducted to
show that cooling PV modules with water by humidification by placing wet sacks at the
back end of the PV module, water cooling by flowing the water on the front end of the
module, and the combination of these two strategies improve performance in warm and
humid climates [79]. Similarly, it is well-established that agrivoltaics create a microclimate
under the PV modules that have similar but lesser PV performance benefits from direct
intervention measures [80–82]. Although the wet sack method is not easily integrated
into agrivoltaic wood-based racking systems because of compromising the agricultural
potential, there is a potential for future work to consider the use of front-side cooling of
agrivoltaic PV by integrating it into the irrigation of the crops (e.g., water is first used to
cool the PV and then collected and dispersed to water the crops. Future work is needed to
explore this potential both technically and economically.

4.3. System Location Sensitivity

The energy production of the system is simulated for different locations in the northern
hemisphere to assess and compare the energy production performance of the fixed-tilt
wooden racking proposed by Vandewetering et al. [36] and the variable tilt wooden racking
proposed in this study. The location considered for the simulation and the latitude of those
locations are shown in Table 8.
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Table 8. Cities and corresponding latitudes that were considered for the location sensitivity analysis.

Cities Mexico Cairo
Boulder,
Colorado

L’Anse Winnipeg Helsinki

Latitude (◦) 19.45 30.05 40 46.77 49.89 59.97

Figure 11 shows the comparison of the annual energy production during the first
operational year for the locations shown in Table 8. The results in Figure 11 show clearly
that wherever the two systems are located, the variable tilt system will produce more
energy than the fixed-tilt racking for the same operational conditions. Nevertheless, it is
necessary to mention that the actual LCOE of the two systems is highly dependent on the
local wood prices. This sensitivity is briefly discussed in Section 4.4, and a more detailed
wood price sensitivity analysis is available in previous work [36].

Figure 11. Comparison of the energy generated during the first year of operation by the fixed-tilt
racking to the energy generated by the variable tilt racking for different locations in the northern
hemisphere. The percentages on top of the bar plot represent the energy gain by using the variable
tilt racking instead of the fixed-tilt racking.

4.4. Wood Price Sensitivity

The system is highly sensitive to the price of lumber, which has shown to be volatile
in the sensitivity analysis in the design in [36].

The costs of this design will also be dependent on the local sources of wood being
available and, if imported, the taxes and import duties. Refer to Table 9 for the typical price
of a construction grade pressure-treated 2 × 4 × 8 in various countries.

Table 9. The typical price of a pressure-treated 2 × 4 × 8 in various countries converted to USD.

Country Price (USD) 1 Source 2

Canada $8.46 The Home Depot
USA $9.68 The Home Depot
Togo $21.67 Collected Locally

United Kingdom $15.70 B and Q
Netherlands $10.32 Woodvision

Australia $13.92 Bunnings
Brazil $12.03 Fremade Madeiras
India $4.96 3 IndiaMart

1 Priced as of 2 April 2022. 2 Prices at each source’s competition are approximately the same. 3 Price before
pressure-treating, which is expected to cost at least double to treat.
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This open-source wood PV rack is (1) made from locally accessible, sustainable, re-
newable materials, (2) can be fabricated using simple hand tools by the average consumer,
(3) has a 25-year lifetime to be equivalent to common PV warranties, (4) is structurally sound
in order to weather high wind speeds and major snow loads (depending on the region),
(5) has a low cost and (6) that is shared using an open-source license so that many people
can fabricate it themselves, or companies can make versions to offer in their local markets.

4.5. Limitations

This system is entirely built with materials available at local hardware stores and
requires a few hours of labor to complete the build. Since the multi-tilt system is not pre-
assembled, this system is mainly targeted toward do-it-yourselfers (DIYers). The limitation
to DIY multi-tilt racking is that many people, such as the elderly or physically disabled,
may have to hire a general contractor to build the system, which adds a labor cost to the
system build. Depending on the location and labor rates, this would diminish the economic
advantages shown here. Nevertheless, metal racking systems also require initial labor
costs if not built by the owner, thus making the cost comparison between wood and metal
racking still valid.

The primary benefit of this design is to convert physical labor into electrical power, but
on a three-panel array, the difference in power remains small. By making many replications
of this three-panel array, the benefit can be scaled up to produce significantly more power
for the owner. Table 10 summarizes the amount of extra energy generated in a lifetime from
monthly tilt adjustments in many scenarios, where this system is scaled up to satisfy the
energy demand of practical applications. By scaling up the number of three-panel arrays,
both the generated power and economic benefit of monthly adjustments proportionally
scale up. It should be noted that costs can further be reduced in scaled-up systems since
many hardware stores honor a contractor discount to those who purchase orders in bulk.
This makes all economic estimates used in this study extremely conservative for any form
of scale up case.

Table 10. The additional energy generated over the lifetime of a system for scaled up applications,
assuming monthly tilt adjustments, capped at 60◦.

Application System Size
Number of Systems

Required

Additional Energy
Generated over

Lifetime

Base System 1.2 kW 1 1.93 MWh
Typical Residential
Home in Ontario 1 7.2 kW 6 11.58 MWh

Small Business 2 21.6 kW 18 34.74 MWh
Agrivoltaics 100 kW 84 160.19 MWh

1 Assuming an energy consumption of 9500 kWh/year [83]. 2 Assuming an energy consumption of
30,000 kWh/year [84].

Despite the technical and economic benefits the multi-tilt system provides, it is more
difficult to install compared to fixed-tilt systems. Not only does it require more time to
install, but it is also more labor-intensive, especially when measuring and drilling holes
into the 2 × 4 s while holding the large frame in place. To mitigate this, extra lumber to
serve as temporary bracing and support can be used to hold the frame and posts up while
measurements and cuts are being made.

For agrivoltaic applications, the use of pressure-treated lumber can pose the threat of
introducing toxic chemicals into the vegetation. Since the 1930s, pressure-treated lumber
contained chromated copper arsenate to protect the wood from rotting, which caused
major health and environmental concerns but has been discontinued and replaced with
copper azole preservative since 2004 [85]. Copper azole is a much safer alternative since it
removes exposure from chromium and arsenic, and copper is already abundant in soil and
groundwater, but high doses of copper can result in severe liver and kidney damage [86].
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Therefore, if this system is in close contact with vegetation, it is highly advised to prevent
pressure-treated lumber from contacting the soil. Natural alternatives such as cedar lumber
can be used, but the cost is at least 2.5 times that of pressure-treated. The best solution
to eliminate soil contact is to extend the concrete footing up and above the ground. This
may require using an extra bag of concrete in each footing to ensure enough mix reaches a
significant level above the ground. Future work in sand and acrylonitrile styrene acrylate
waste composites [87] or other plastic composites may serve as a less permeable alternative
to concrete footings to further prevent soil contamination in some applications.

5. Conclusions

This study detailed the designs of a novel variable tilt angle open-source wood-based
PV racking system. The system costs less than one-third of the CAPEX of variable tilt angle
commercial racking solutions. These lower costs make it economical in some contexts
for labor to be exchanged profitably for higher solar electric output. The results of this
study show that the racking systems with an optimal variable seasonal tilt angle present
the best lifetime energy production, with 5.2% more energy generated compared to the
fixed-tilt system (or 4.8% more energy, if limited to a maximum tilt angle of 60◦). Thus,
a few minutes of labor per kW can be traded for about 5% more annual solar electricity
production. Both fixed and variable wooden racking systems show similar LCOE of less
than 1 cent, which is only 29% of the LCOE of commercial metal racking. The economic
analysis found that in several contexts, the novel variable tilt rack provides the lowest cost
option even when modest labor costs are included. Finally, the novel variable tilt racking
design shown here has several specific advantages over fixed-tilt designs for applications
such as agrivoltaics.
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Appendix A Variable Tilt System Structural Analysis

It can be difficult to determine the specified design load for this system because the
design load is dependent on the tilt angle, which will vary throughout the system’s life
cycle. For the purpose of analysis, the angle that produces the heaviest combined wind and
snow loads is any angle between 30 and 45 degrees, as suggested by the NBCC wind and
snow design load procedure [40]. For London, Ontario, design loads of 1.80 and −0.81 kPa
are yielded when following the procedure outlined in the design in [36]. To ensure that
the system will not unexpectedly fail, the applied shear forces, bending moments, and
deflections shall not exceed the limits of each structural member outlined in the National
Design Specification for Wood Construction [88].
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The net load is distributed evenly throughout the surface of the modules. As per the
supplier of the modules [89], it is assumed that the panels have sufficient capacity to carry
these loads. The load is then transferred from the panels to the joists. Each joist carries its
own weight as a uniform distributed load, w, and four-point loads that represent the block
connections. w is calculated using Equation (A1),

w = 1.25(OW) (A1)

OW represents the own weight of the member, which needs to be multiplied by a factor
of 1.25 because it is a dead load [90]. Since the required dimensions of lumber to carry the
load is unknown, an assumption needs to be made (for example, assume 2 × 8) to carry out
the analysis. If the assumption results in the maximum applied value being greater than
the resistance values, then a larger member needs to be used.

The point loads can be calculated by dividing each joist’s tributary loading into four
points because it is assumed that the load is distributed evenly throughout the modules.
The tributary area represents how much width of the panels each joist is responsible for
carrying. For example, in this three-module system, which is 3 m wide, the middle joists
have a tributary width of 1 m (0.5 m on each side), and the end joists have a tributary width
of 0.5 m (only one side). The value for each point load on the joists is calculated using
Equation (A2),

Point Load =
Design Load × Tributary Area

4
(A2)

Once w and the point loads are calculated, the free body diagram shown in Figure A1
for each joist can be made.

Figure A1. Free body diagram of joists. Note that the two outside joists will have half the tributary
area of the inside joists and thus will carry approximately half of the load.

Each joist is supported a beam on each end. The reaction and thus the load that each
joist transfers to each beam is calculated using Equation (A3),

Reaction =
4 ∗ Point Load + wL

2
(A3)

The shear force diagram throughout each joist is seen in Figure A2.
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Figure A2. Joist shear force diagram.

The maximum shear force occurs at the supports, and thus, the maximum shear is
calculated as the reaction shown above.

The bending moment diagram in each joist is seen in Figure A3.

Figure A3. Joist bending moment diagram.

The maximum bending moment of the joists occurs at the midspan. The maximum
bending moment can easily be calculated using Equation (A4),

Mmax =
wL2

8
+

3(Point Load)L
5

(A4)

The deflection diagram throughout each joist is plotted in Figure A4.

Figure A4. Joist deflection diagram.

The maximum deflection of the joists occurs at the midspan. For simplicity of analysis,
assume the four-point loads serve as a uniform distributed load, and calculate the maximum
deflection using Equation (A5),

Δmax =
5(w + 2(Point Load)L4

384EI
(A5)

In the frame, half of the load will be transferred to the front 2 × 8, and the other half
to the back 2 × 8. The free body diagram for the front 2 × 8 is shown in Figure A5.
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Figure A5. Beam free body diagram.

Due to the symmetric loading of the beams, the post loads or the support reactions are
described in Equation (A6),

Reaction =
(∑4

k=1 Joist Reactions) + wL
2

(A6)

The shear force diagram for the beams is described in Figure A6.

Figure A6. Beam shear force diagram.

The maximum shear forces occur on the inside of the reactions and are calculated
using Equation (A7)

Vmax = Reaction − Joist Load1 − wL
6

(A7)

The bending moment diagram for the beam is shown in Figure A7.

Figure A7. Beam bending moment diagram.

The maximum moment occurs at the supports and can be found by integrating the
shear force throughout the first sixth of the beam, as described in Equation (A8) or by
simply finding the area under the shear force diagram.

Mmax =
∫ L/6

0
V(x)dx = (Joist Load1)

L
6
+

wL2

72
(A8)
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The deflection diagram is shown in Figure A8.

Figure A8. Beam deflection diagram.

The maximum deflection occurs at the midspan and can be solved using the differential
Equation (A9) and initial conditions below or by using the moment area theorem or virtual
work method described in many structural engineering textbooks.

d2Δ
dx2 = M(x)

EI

Δ
(

L
3

)
= 0

Δ′
(

L
2

)
= 0

(A9)

The back 2 × 8 in the frame is then supported by three hinges. The free body diagram
for the beam is shown in Figure A9. This is an indeterminate structure, meaning that it
has too many supports to be solved with static analysis and thus cannot be expressed with
generalized equations. The structure can be solved by using finite element analysis or by
an analytical method such as the moment distribution or slope-deflection method.

Figure A9. Beam free body diagram for variable angle rack.

The shear force diagram for each beam is shown in Figure A10.

Figure A10. Beam shear force diagram.

The bending moment diagram for each beam is shown in Figure A11.
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Figure A11. Beam bending moment diagram.

The deflection diagram for each beam is shown in Figure A12.

Figure A12. Beam deflection diagram.

The load is then transferred to the supporting 2 × 4 via the T hinges. Since these
hinges are free to rotate, the 2 × 4 s can be idealized as truss members in pure compression
(the moments are released). The compressive force is equal to the reaction supporting the
beam. These back supports are slender and thus should be checked for buckling using
Equations (A10) and (A11).

Cbuckling =
π2EIweak

L2 (A10)

where Iweak =
1

12
hb3 (A11)

After confirming that both Cbuckling and Cmax are less than Cr, the load can then be
transferred to the bottom beam with the free body diagram shown in Figure A13.

Figure A13. Bottom beam free force diagram.

The shear force diagram is shown in Figure A14.

Figure A14. Bottom beam shear force diagram.
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The bending moment diagram is shown in Figure A15.

Figure A15. Bottom beam bending force diagram.

The deflection diagram is shown in Figure A16.

Figure A16. Bottom beam deflection diagram.

The load is then transferred to the posts. It should be noted that the posts are not
loaded purely in compression; an eccentricity, e, described in the free body diagram in
Figure A17, induces a bending moment.

Figure A17. Post free body diagram.

The compressive load of the column is equal to the beam reaction solved above. Along
with this compressive load comes a shear loading that is induced by wind and snow loads.
This loading can act in either the left or right direction, but the load should be analyzed
in the direction that induces bending in the same direction as the beam reaction. The
magnitude of this shear load in each post is described in Equation (A12),

Shear Load =
(Design Load) cos(θ)

4
(A12)

where θ is the tilt angle of the system. For conservative analysis, assume the lowest tilt
angle of 0 degrees to maximize this load calculation. The post will serve as a determinant
beam column. The shear force diagram is shown in Figure A18.

523



Designs 2022, 6, 54

Figure A18. Post shear force diagram.

The maximum shear can be calculated using Equation (A13),

Vmax = Shear Loading (A13)

The bending moment diagram can be found in Figure A19.

Figure A19. Post bending moment diagram.

The maximum bending moment can be calculated using Equation (A14).

Mmax = Shear Loading ∗ L + Beam Reaction ∗ e (A14)

The deflection diagram is shown in Figure A20.

Figure A20. Post bending moment diagram.

The maximum deflection can be calculated using Equation (A15).

Δmax =
Shear Loading ∗ L3

3EI
+

Beam Reaction ∗ e ∗ L2

2EI
(A15)

Once all components of the post have been analyzed, the load will finally transfer itself
to the ground. Table 9.4.4.1 of the NBCC provides maximum allowable bearing pressures
for different types of soil and rock. In the worst case, soft clays support a maximum bearing
pressure of 75 kPa [40]. To ensure, that the ground is not overloaded and settles, the bearing
pressure can be calculated with Equation (A16),

Bearing Pressure =
Post Compression

π
4 (DFooting)

2 (A16)

If the applied pressure is more than the allowable, 150 mm of compacted clear stone
gravel can be added to the bottom of the footing, or the footing diameter can be increased.
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Throughout the system, each connection transfers the load from one member to
another via a shear force within the fasteners that compose that connection. For bolts
complying with ASTM A307A, the shear resistance of a 1

2 ” carriage bolt holding the beams
is about 23.8 kN, and the shear resistance of a 1

4 ” carriage bolt holding the modules is
5.21 kN [91], both of which are beyond the demand of these systems, and thus will not be
critical to the design.

References

1. Pearce, J.M. Photovoltaics—A path to sustainable futures. Futures 2002, 34, 663–674. [CrossRef]
2. Fu, R.; Feldman, D.J.; Margolis, R.M. US Solar Photovoltaic System Cost Benchmark: Q1 2018; No. NREL/TP-6A20-72399; National

Renewable Energy Lab.: Golden, CO, USA, 2018.
3. How Much Do Solar Panels Cost? 2022 Guide. Available online: https://news.energysage.com/how-much-does-the-average-

solar-panel-installation-cost-in-the-u-s/ (accessed on 10 May 2022).
4. Branker, K.; Pathak, M.J.M.; Pearce, J.M. A review of solar photovoltaic levelized cost of electricity. Renew. Sustain. Energy Rev.

2011, 15, 4470–4482. [CrossRef]
5. Dudley, D. Renewable Energy Will Be Consistently Cheaper Than Fossil Fuels by 2020, Report Claims [WWW Document]. Forbes.

2019. Available online: https://www.forbes.com/sites/dominicdudley/2018/01/13/renewable-energy-cost-effective-fossil-
fuels-2020/ (accessed on 13 April 2020).

6. Solar Industry Research Data. Available online: https://www.seia.org/solar-industry-research-data (accessed on 13 April 2020).
7. Vaughan, A. Time to shine: Solar power is fastest-growing source of new energy. The Guardian, 6 October 2017.
8. Barbose, G.L.; Darghouth, N.R.; LaCommare, K.H.; Millstein, D.; Rand, J. Tracking the Sun: Installed Price Trends for Distributed

Photovoltaic Systems in the United States-2018; Berkeley Lab: Berkely, CA, USA, 2018.
9. IEA. Solar PV—Renewables 2020—Analysis. Available online: https://www.iea.org/reports/renewables-2020/solar-pv (ac-

cessed on 7 April 2022).
10. Levin, T.; Thomas, V.M. Can developing countries leapfrog the centralized electrification paradigm? Energy Sustain. Dev. 2016,

31, 97–107. [CrossRef]
11. Lang, T.; Ammann, D.; Girod, B. Profitability in absence of subsidies: A techno-economic analysis of rooftop photovoltaic

self-consumption in residential and commercial buildings. Renew. Energy 2016, 87, 77–87. [CrossRef]
12. Hayibo, K.S.; Pearce, J.M. A Review of the Value of Solar Methodology with a Case Study of the U.S. VOS. Renew. Sustain. Energy

Rev. 2021, 137, 110599. [CrossRef]
13. Agenbroad, J.; Carlin, K.; Ernst, K.; Doig, S. Minigrids in the Money: Six Ways to Reduce Minigrid Costs by 60% for Rural

Electrification. Rocky Mountain Institute. 2018. Available online: https://rmi.org/insight/minigrids-money/ (accessed on
28 February 2022).

14. Alafita, T.; Pearce, J.M. Securitization of residential solar photovoltaic assets: Costs, risks and uncertainty. Energy Policy 2014, 67,
488–498. [CrossRef]

15. Renewables International. Photovoltaics after Grid Parity Plug-and-Play PV: The Controversy 2013. Renewables. 2013.
Available online: http://www.renewablesinternational.net/plug-and-play-pv-the-controversy/150/452/72715/ (accessed on
18 December 2015).

16. Mundada, A.S.; Nilsiam, Y.; Pearce, J.M. A review of technical requirements for plug-and-play solar photovoltaic microinverter
systems in the United States. Solar Energy 2016, 135, 455–470. [CrossRef]

17. Grafman, L.; Pearce, J.M. To Catch the Sun; Humboldt State University Press: Arcata, CA, USA, 2021; ISBN 978-1-947112-62-9.
18. Barbose, G.; Darghouth, N.; Millstein, D.; Cates, S.; DiSanti, N.; Widiss, R. Tracking the Sun IX: The Installed Price of Residential

and Non-Residential Photovoltaic Systems in the United States; Lawrence Berkeley National Lab. (LBNL): Berkeley, CA, USA, 2016.
Available online: https://www.osti.gov/servlets/purl/1345194 (accessed on 10 May 2022).

19. Khan, M.T.A.; Norris, G.; Chattopadhyay, R.; Husain, I.; Bhattacharya, S. Autoinspection and Permitting with a PV Utility
Interface (PUI) for Residential Plug-and-Play Solar Photovoltaic Unit. IEEE Trans. Ind. Appl. 2017, 53, 1337–1346. [CrossRef]

20. Khan, M.T.A.; Husain, I.; Lubkeman, D. Power electronic components and system installation for plug-and-play residential solar
PV. In Proceedings of the 2014 IEEE Energy Conversion Congress and Exposition (ECCE), Pittsburgh, PA, USA, 14–18 September
2014; pp. 3272–3278.

21. Lundstrom, B.R. Plug and Play Solar Power: Simplifying the Integration of Solar Energy in Hybrid Applications; Cooperative Research
and Development Final Report; CRADA Number CRD-13-523; National Renewable Energy Lab. (NREL): Golden, CO, USA, 2017.

22. Mundada, A.S.; Prehoda, E.W.; Pearce, J.M. U.S. market for solar photovoltaic plug-and-play systems. Renew. Energy 2017, 103,
255–264. [CrossRef]

23. Fthenakis, V.; Alsema, E. Photovoltaics energy payback times, greenhouse gas emissions and external costs: 2004–early 2005
status. Prog. Photovolt. Res. Appl. 2006, 14, 275–280. [CrossRef]

24. Feldman, D.; Barbose, G.; Margolis, R.; Bolinger, M.; Chung, D.; Fu, R.; Seel, J.; Davidson, C.; Darghouth, N.; Wiser, R. Photovoltaic
System Pricing Trends: Historical, Recent, and Near-Term Projections 2015; NREL: Golden, CO, USA, 2015.

525



Designs 2022, 6, 54

25. Feldman, D.; Barbose, G.; Margolis, R.; Wiser, R.; Darghout, N.; Goodrich, A. Photovoltaic (PV) Pricing Trends: Historical, Recent,
and Near-Term Projections, Sunshot; NREL: Golden, CO, USA, 2012.

26. PVinsights. PVinsights 2022. Available online: http://pvinsights.com/ (accessed on 16 January 2022).
27. Alt E Store. Tamarack Solar Top of Pole Mounts for Large Solar Panels. Available online: https://www.altestore.com/store/solar-

panel-mounts/top-of-pole-solar-panel-mounts/tamarack-solar-top-of-pole-mounts-6072-cell-solar-panels-p40745/ (accessed
on 16 January 2022).

28. TPM3 Pole Mount for Three 60/72 Cell Solar Modules. Available online: https://www.off-the-grid-solar.com/products/tpm3
-pole-mount-for-three-60-72-cell-solar-modules (accessed on 10 March 2022).

29. Wittbrodt, B.; Laureto, J.; Tymrak, B.; Pearce, J.M. Distributed Manufacturing with 3-D Printing: A Case Study of Recreational
Vehicle Solar Photovoltaic Mounting Systems. J. Frugal Innov. 2015, 1, 1. [CrossRef]

30. Wittbrodt, B.T.; Pearce, J.M. Total U.S. Cost Evaluation of Low-Weight Tension-Based Photovoltaic Flat-Roof Mounted Racking.
Solar Energy 2015, 117, 89–98. [CrossRef]

31. Wittbrodt, B.; Pearce, J.M. 3-D Printing Solar Photovoltaic Racking in Developing World. Energy Sustain. Dev. 2017, 36, 1–5.
[CrossRef]

32. Arefeen, S.; Dallas, T. Low-Cost Racking for Solar Photovoltaic Systems with Renewable Tensegrity Structures. Solar Energy 2021,
224, 798–807. [CrossRef]

33. Pearce, J.M.; Meldrum, J.; Osborne, N. Design of Post-Consumer Modification of Standard Solar Modules to Form Large-Area
Building-Integrated Photovoltaic Roof Slates. Designs 2017, 1, 9. [CrossRef]

34. Fixr. 2022 Solar Panel Maintenance Costs. Solar PV Maintenance Cost. Available online: https://www.fixr.com/costs/solar-panel-
maintenance (accessed on 26 April 2022).

35. Lubitz, W.D. Effect of Manual Tilt Adjustments on Incident Irradiance on Fixed and Tracking Solar Panels. Appl. Energy 2011, 88,
1710–1719. [CrossRef]

36. Vandewetering, N.; Hayibo, K.S.; Pearce, J.M. Impacts of Location on Designs of DIY Low-Cost Fixed-Tilt Open Source Wood
Solar Photovoltaic Racking. Designs 2022, 6, 41. [CrossRef]

37. What You Need to Know about Pressure Treated Wood. Available online: https://www.lumber.com/blog/what-you-need-to-
know-about-pressure-treated-wood (accessed on 17 February 2022).

38. Gilman, P. SAM Photovoltaic Model Technical Reference; NREL/TP-6A20-64102; National Renewable Energy Lab. (NREL): Golden,
CO, USA, 2015; p. 63. [CrossRef]

39. System Advisor Model (SAM); National Renewable Energy Laboratory: Golden, CO, USA, 2022; Available online: https://github.
com/NREL/SAM (accessed on 10 May 2022).

40. Canada, N.R.C. National Building Code of Canada 2015. Available online: https://nrc.canada.ca/en/certifications-evaluations-
standards/codes-canada/codes-canada-publications/national-building-code-canada-2015 (accessed on 17 February 2022).

41. Pawluk, R.E.; Chen, Y.; She, Y. Photovoltaic Electricity Generation Loss Due to Snow—A Literature Review on Influence Factors,
Estimation, and Mitigation. Renew. Sustain. Energy Rev. 2019, 107, 171–182. [CrossRef]

42. Andrews, R.W.; Pollard, A.; Pearce, J.M. The Effects of Snowfall on Solar Photovoltaic Performance. Solar Energy 2013, 92, 84–97.
[CrossRef]

43. Andrews, R.W.; Pearce, J.M. Prediction of Energy Effects on Photovoltaic Systems Due to Snowfall Events. In Proceedings of the
2012 38th IEEE Photovoltaic Specialists Conference, Austin, TX, USA, 3–8 June 2012; pp. 3386–3391.

44. Hayibo, K.S.; Petsiuk, A.; Mayville, P.; Brown, L.; Pearce, J.M. Monofacial vs Bifacial Solar Photovoltaic Systems in Snowy
Environments. Renew. Energy 2022, 193, 657–668. [CrossRef]

45. Ryan, A.; Williams Daniel, J.; Lizzadro-McPherson, J.; Pearce, M. The Impact of Snow Losses on Solar Photovoltaic Systems in
North America in the Future. to be published.

46. Trifecta 3-Panel Ground Mount KitDefault Title. Available online: https://www.thecabindepot.ca/products/trifecta-3-panel-
ground-mount-kit (accessed on 22 April 2022).

47. Retail Council of Canada Minimum Wage by Province. Retail Council of Canada 2022. Available online: https://www.
retailcouncil.org/resources/quick-facts/minimum-wage-by-province (accessed on 10 May 2022).

48. Mamun, M.A.A.; Dargusch, P.; Wadley, D.; Zulkarnain, N.A.; Aziz, A.A. A Review of Research on Agrivoltaic Systems. Renew.
Sustain. Energy Rev. 2022, 161, 112351. [CrossRef]

49. Mavani, D.D.; Chauhan, P.M.; Joshi, V. Beauty of Agrivoltaic System regarding double utilization of same piece of land for
Generation of Electricity & Food Production. Int. J. Sci. Eng. Res. 2019, 10, 118–148.

50. Pearce, J.M. Agrivoltaics in Ontario Canada: Promise and Policy. Sustainability 2022, 14, 3037. [CrossRef]
51. Fthenakis, V.M.; Kim, H.C.; Alsema, E. Emissions from Photovoltaic Life Cycles. Environ. Sci. Technol. 2008, 42, 2168–2174.

[CrossRef]
52. Marrou, H.; Wery, J.; Dufour, L.; Dupraz, C. Productivity and radiation use efficiency of lettuces grown in the partial shade of

photovoltaic panels. Eur. J. Agron. 2013, 44, 54–66. [CrossRef]
53. Valle, B.; Simonneau, T.; Sourd, F.; Pechier, P.; Hamard, P.; Frisson, T.; Ryckewaert, M.; Christophe, A. Increasing the Total

Productivity of a Land by Combining Mobile Photovoltaic Panels and Food Crops. Appl. Energy 2017, 206, 1495–1507. [CrossRef]

526



Designs 2022, 6, 54

54. Barron-Gafford, G.A.; Pavao-Zuckerman, M.A.; Minor, R.L.; Sutter, L.F.; Barnett-Moreno, I.; Blackett, D.T.; Thompson, M.;
Dimond, K.; Gerlak, A.K.; Nabhan, G.P.; et al. Agrivoltaics Provide Mutual Benefits across the Food–Energy–Water Nexus in
Drylands. Nat. Sustain. 2019, 2, 848–855. [CrossRef]

55. Hudelson, T.; Lieth, J.H. Crop Production in Partial Shade of Solar Photovoltaic Panels on Trackers. AIP Conf. Proc. 2021,
2361, 080001. [CrossRef]

56. Sekiyama, T. Performance of Agrivoltaic Systems for Shade-Intolerant Crops: Land for Both Food and Clean Energy Production.
Master’s Thesis, Harvard Extension School, Cambridge, MA, USA, 2019.

57. Trommsdorff, M.; Kang, J.; Reise, C.; Schindele, S.; Bopp, G.; Ehmann, A.; Weselek, A.; Högy, P.; Obergfell, T. Combining Food
and Energy Production: Design of an Agrivoltaic System Applied in Arable and Vegetable Farming in Germany. Renew. Sustain.
Energy Rev. 2021, 140, 110694. [CrossRef]

58. Adeh, E.H.; Selker, J.S.; Higgins, C.W. Remarkable Agrivoltaic Influence on Soil Moisture, Micrometeorology and Water-Use
Efficiency. PLoS ONE 2018, 13, e0203256. [CrossRef]

59. Dupraz, C.; Marrou, H.; Talbot, G.; Dufour, L.; Nogier, A.; Ferard, Y. Combining Solar Photovoltaic Panels and Food Crops for
Optimising Land Use: Towards New Agrivoltaic Schemes. Renew. Energy 2011, 36, 2725–2732. [CrossRef]

60. Schindele, S.; Trommsdorff, M.; Schlaak, A.; Obergfell, T.; Bopp, G.; Reise, C.; Braun, C.; Weselek, A.; Bauerle, A.; Högy, P.; et al.
Implementation of Agrophotovoltaics: Techno-Economic Analysis of the Price-Performance Ratio and Its Policy Implications.
Appl. Energy 2020, 265, 114737. [CrossRef]

61. Mow, B. Solar Sheep and Voltaic Veggies: Uniting Solar Power and Agriculture|State, Local, and Tribal Governments|NREL
[WWW Document]. 2018. Available online: https://www.nrel.gov/state-local-tribal/blog/posts/solar-sheep-and-voltaic-
veggies-uniting-solar-power-and-agriculture.html (accessed on 2 July 2020).

62. Adeh, E.H.; Good, S.P.; Calaf, M. Solar PV Power Potential is Greatest Over Croplands. Sci. Rep. 2019, 9, 11442. [CrossRef]
[PubMed]

63. Elamri, Y.; Cheviron, B.; Lopez, J.-M.; Dejean, C.; Belaud, G. Water Budget and Crop Modelling for Agrivoltaic Systems:
Application to Irrigated Lettuces. Agric. Water Manag. 2018, 208, 440–453. [CrossRef]

64. Al-Saidi, M.; Lahham, N. Solar energy farming as a development innovation for vulnerable water basins. Dev. Pract. 2019, 29,
619–634. [CrossRef]

65. Giudice, B.D.; Stillinger, C.; Chapman, E.; Martin, M.; Riihimaki, B. Residential Agrivoltaics: Energy Efficiency and Water
Conservation in the Urban Landscape. In Proceedings of the 2021 IEEE Green Technologies Conference (GreenTech), Denver, CO,
USA, 7–9 April 2021; pp. 237–244.

66. Miao, R.; Khanna, M. Harnessing Advances in Agricultural Technologies to Optimize Resource Utilization in the Food-Energy-
Water Nexus. Annu. Rev. Resour. Econ 2019, 12, 65–85. [CrossRef]

67. Brain, R. The Local Food Movement: Definitions, Benefits, and Resources; Utah State University: Logan, UT, USA, 2012.
68. Feenstra, G.W. Local Food Systems and Sustainable Communities. Am. J. Altern. Agric. 1997, 12, 28–36. [CrossRef]
69. Pascaris, A.S.; Schelly, C.; Burnham, L.; Pearce, J.M. Integrating Solar Energy with Agriculture: Industry Perspectives on the

Market, Community, and Socio-Political Dimensions of Agrivoltaics. Energy Res. Soc. Sci. 2021, 75, 102023. [CrossRef]
70. Pascaris, A.S.; Schelly, C.; Pearce, J.M. A First Investigation of Agriculture Sector Perspectives on the Opportunities and Barriers

for Agrivoltaics. Agronomy 2020, 10, 1885. [CrossRef]
71. Pascaris, A.S.; Schelly, C.; Rouleau, M.; Pearce, J.M. Do Agrivoltaics Improve Public Support for Solar Photovoltaic Development?

Survey Says: Yes! 2021. Available online: https://osf.io/preprints/socarxiv/efasx/ (accessed on 10 May 2022).
72. Dinesh, H.; Pearce, J.M. The potential of agrivoltaic systems. Renew. Sustain. Energy Rev. 2016, 54, 299–308. [CrossRef]
73. Zhang, P.; Li, W.; Li, S.; Wang, Y.; Xiao, W. Reliability Assessment of Photovoltaic Power Systems: Review of Current Status and

Future Perspectives. Appl. Energy 2013, 104, 822–833. [CrossRef]
74. Jamil, E.; Hameed, S.; Jamil, B. Qurratulain Power Quality Improvement of Distribution System with Photovoltaic and Permanent

Magnet Synchronous Generator Based Renewable Energy Farm Using Static Synchronous Compensator. Sustain. Energy Technol.
Assess. 2019, 35, 98–116. [CrossRef]

75. Craciun, B.-I.; Sera, D.; Man, E.A.; Kerekes, T.; Muresan, V.A.; Teodorescu, R. Improved Voltage Regulation Strategies by
PV Inverters in LV Rural Networks. In Proceedings of the 2012 3rd IEEE International Symposium on Power Electronics for
Distributed Generation Systems (PEDG), Aalborg, Denmark, 25–28 June 2012; pp. 775–781.

76. Abdul Kadir, A.F.; Khatib, T.; Elmenreich, W. Integrating Photovoltaic Systems in Power System: Power Quality Impacts and
Optimal Planning Challenges. Int. J. Photoenergy 2014, 2014, e321826. [CrossRef]

77. Singh, K.; Mishra, S.; Kumar, M.N. A Review on Power Management and Power Quality for Islanded PV Microgrid in Smart
Village. Indian J. Sci. Technol. 2017, 10, 1–4. [CrossRef]

78. Saleh, M.S.; Althaibani, A.; Esa, Y.; Mhandi, Y.; Mohamed, A.A. Impact of Clustering Microgrids on Their Stability and Resilience
during Blackouts. In Proceedings of the 2015 International Conference on Smart Grid and Clean Energy Technologies (ICSGCE),
Offenburg, Germany, 20–23 October 2015; pp. 195–200.

79. Junaidh, P.S.; Vijay, A.; Mathew, M. Power Enhancement of Solar Photovoltaic Module Using Micro-Climatic Strategies in
Warm-Humid Tropical Climate. In Proceedings of the 2017 Innovations in Power and Advanced Computing Technologies
(i-PACT), Vellore, India, 21–22 April 2017; pp. 1–6.

527



Designs 2022, 6, 54

80. Marrou, H.; Guilioni, L.; Dufour, L.; Dupraz, C.; Wery, J. Microclimate under Agrivoltaic Systems: Is Crop Growth Rate Affected
in the Partial Shade of Solar Panels? Agric. For. Meteorol. 2013, 177, 117–132. [CrossRef]

81. Katsikogiannis, O.A.; Ziar, H.; Isabella, O. Integration of Bifacial Photovoltaics in Agrivoltaic Systems: A Synergistic Design
Approach. Applied Energy 2022, 309, 118475. [CrossRef]

82. Gorjian, S.; Bousi, E.; Özdemir, Ö.E.; Trommsdorff, M.; Kumar, N.M.; Anand, A.; Kant, K.; Chopra, S.S. Progress and Challenges
of Crop Production and Electricity Generation in Agrivoltaic Systems Using Semi-Transparent Photovoltaic Technology. Renew.
Sustain. Energy Rev. 2022, 158, 112126. [CrossRef]

83. Residential Electricity and Natural Gas Plans. Available online: https://energyrates.ca/residential-electricity-natural-gas/
(accessed on 10 May 2022).

84. Average Business Energy Consumption. Energy Bills. Bionic. Available online: https://bionic.co.uk/business-energy/guides/
average-energy-usage-for-businesses/ (accessed on 31 May 2022).

85. US EPA, O. Overview of Wood Preservative Chemicals. Available online: https://www.epa.gov/ingredients-used-pesticide-
products/overview-wood-preservative-chemicals (accessed on 28 May 2022).

86. Haywood, S. The Effect of Excess Dietary Copper on the Liver and Kidney of the Male Rat. J. Comp. Pathol. 1980, 90, 217–232.
[CrossRef]

87. Jin, D.; Meyer, T.K.; Chen, S.; Ampadu Boateng, K.; Pearce, J.M.; You, Z. Evaluation of Lab Performance of Stamp Sand and
Acrylonitrile Styrene Acrylate Waste Composites without Asphalt as Road Surface Materials. Constr. Build. Mater. 2022,
338, 127569. [CrossRef]

88. NDS. 2018. Available online: https://awc.org/publications/2018-nds/ (accessed on 17 February 2022).
89. LG 400W NeON2 BiFacial Solar Panel. LG400N2T-J5—Volts Energies. Available online: https://volts.ca/collections/solar-

panels/products/lg400n2t-j5-solar-panel (accessed on 10 January 2022).
90. Dead Loads. Available online: https://www.designingbuildings.co.uk/wiki/Dead_loads (accessed on 17 February 2022).
91. Load Calculator. Fastenal. Available online: https://www.fastenal.com/en/84/load-calculator (accessed on 17 February 2022).

528



Citation: Pham, H.; Bandaru, A.P.;

Bellannagari, P.; Zaidi, S.;

Viswanathan, V. Getting Fit in a

Sustainable Way: Design and

Optimization of a Low-Cost

Regenerative Exercise Bicycle.

Designs 2022, 6, 59. https://doi.org/

10.3390/designs6030059

Academic Editors: Shi-Jie Cao and

Wei Feng

Received: 6 May 2022

Accepted: 16 June 2022

Published: 18 June 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Getting Fit in a Sustainable Way: Design and Optimization of a
Low-Cost Regenerative Exercise Bicycle

Huy Pham 1, Aseesh Paul Bandaru 1 Pranav Bellannagari 2, Sohail Zaidi 2 and Vimal Viswanathan 1,*

1 Mechanical Engineering Department, San Jose State University, San Jose, CA 95192, USA;
huy.pham@sjsu.edu (H.P.); aseeshpaul.bandaru@sjsu.edu (A.P.B.)

2 Intelliscience Institute, San Jose, CA 95192, USA; pranavbella@gmail.com (P.B.); syed.zaidi@sjsu.edu (S.Z.)
* Correspondence: vimal.viswanathan@sjsu.edu

Abstract: With the increase in demand for more sustainable energy sources, recent researchers have
been looking into harvesting energy spent by humans for various purposes. One of the available
sources of such energy is exercise equipment. While a few products are available in the market to
harvest the power expended during an exercise session, these products are costly, and the cost may
prohibit a day-to-day user from purchasing those. Motivated by this challenge, this paper describes a
long-running research project that uses a static exercise bicycle to sustainably harvest human energy.
A regenerative spin bike that uses the friction between a flywheel and a BaneBots wheel was designed
and deployed. For the motor mount, two methods are investigated: linear preloading and rotary
preloading. A commercially available indoor static bicycle is modified to incorporate the flywheel and
the motor attachment. The generated electricity is converted to DC using a three-phase rectifier. A car
charger is used for charging any devices attached to the setup. The resulting configuration is very
effective in operating small electronic devices. This setup, which uses only off-the-shelf components,
can be considered a replacement for its expensive custom-made counterparts.

Keywords: energy harvesting; green energy; green gym; sustainable energy

1. Introduction

Increasing demand for energy and awareness about CO2 emissions [1] has made many
companies invest more in researching and developing an environmentally sustainable
method for energy harvesting. According to REN21(Renewable Energy Policy Network for
the 21st Century) ’s 2021 Report [2], renewable sources contributed 18.1% to our energy
consumption and 26% to our electricity generation in recent years (7.5% from biomass,
4.2% from heat energy, 1% from biofuels, 3.6% from water, 2% combined from wind, solar,
biomass, geothermal, and ocean power). However, several other sustainable energy sources
are overlooked that can provide a solution for the inevitable energy crisis. Human energy
is one such energy form.

Different approaches are proposed in the literature to harvest energy from human
motion. Piezoelectric footwear and other piezoelectric devices have been gaining popularity
recently, e.g., [3–5]. In the piezoelectric footwear design, the dynamic force generated by
the human heel is harvested and amplified using a piezoelectric circuit embedded in
footwear. While several researchers continue to work on this area, these devices face
several challenges, including low power output [6]. A backpack for generating power
using human kinetic energy has also been proposed by researchers [7]. This work uses a
flexible mechanical motion rectifier (MMR) to harvest energy. A few other recent works
have focused on generating power from human joints using wearable, lightweight systems
that involve minimal user effort [8–10]. There are also works focusing on harvesting energy
based on the position of the center of mass of the human body [11–13]. Recent efforts have
also tried to generate electricity from mechanical motions and vibrations [14].
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A typical human burns an average of 2000 kCal (8.5 MJ) of energy daily, equivalent
to the energy stored in a car’s battery. Many studies investigate the capture and reuse
of this human energy e.g., [15–18]. However, only a few have promised sustainable
ways to harvest the energy [19–22]. Gymnasiums (gyms) are the perfect example of the
wastefulness of human energy. In a typical gym, powered exercise equipment consumes
massive amounts of energy. Most gyms operate lights, TVs, fans, and speakers regardless
of the presence of users. The possibility of capturing the energy burnt by the gym-goers
sustainably to operate all these equipment has been mostly overlooked in the literature. If
this human energy can be harvested efficiently, the energy consumption by gyms can be
reduced to a great extent.

In recent years, several research studies have explored the generation of green energy
from gym equipment. A survey of college students found that they were willing to use
a campus gym more often if the energy they burnt in the exercise equipment could be
used for charging their electronic devices [23]. The mechanical engineering researchers
at the University of California at Berkeley have developed a facility within their campus
gym to harvest energy and feed it back to the facility [24]. Another similar study from
California [25] shows that using a four-switch buck-boost topology, human power can be
harvested from gym equipment with more than 90% efficiency. The student researchers
at Cal Poly Pomona have created an array of energy-harvesting elliptical machines in
their recreation center to power the facility [26]. A similar study is also reported from the
University of British Columbia, where energy-harvesting elliptical machines reduced the
CO2 production by 0.2 kg/day [27]. Similar efforts have been reported from other parts of
the world [28–31].

Beyond research studies, there have been a few attempts to commercialize green gym
technology. In the United States, Adam Boesel created a “green micro-gym” in Oregon [32]
that uses a combination of human energy and solar energy to power the gym. A similar
attempt has been reported in England by the “Great Outdoor Gym Company” [33]. In
addition to feeding the gym equipment, the facility uses human power to light a display
board to make the users aware of their contributions to powering the gym.

While many previous attempts to harvest human energy from gym equipment have
been successful, most of them suffer from a considerable initial cost to retrofit equipment
to produce electricity. The technology needs to address several challenges before it can go
mainstream. First, a person cannot generate a good amount of electricity with a bicycle
generator in a single workout [34]. Due to the initial cost of the equipment and the relatively
minor return, it will take several years for the gyms to make this technology profitable.
Many gyms advertise themselves as green gyms to attract environmentally cautious cus-
tomers without taking any action to harvest human energy [35]. This technology requires
significantly more research and refinement before being widely adaptable worldwide.

Motivated by the abovementioned factors, this study targets to develop cost-effective
and efficient technology to harvest energy from an exercise bike-powered generator. The
target is to use off-the-shelf components and existing technology to gather energy from an
exercise bike (static bike) in a laboratory setting and optimize the design using design for
manufacturability and assembly (DFMA) considerations. We have explored this concept in
a previous study [36] done at the San Jose State University gym facility. While the prior
study showed promising results, we found that the technology was not good enough to
achieve sustainable results in the long term. Ideally, the device will be compatible with and
will not change the footprint of the exercise bike and, at the same time, be easy to maintain.
This type of electrical energy generation will help minimize environmental impacts and
preserve the environment by reducing the emission of carbon dioxide into the atmosphere.
Further, a detailed cost analysis is performed on the new design to calculate the years it
will take for an investor to reach the return of their investment point.
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2. Methodology

2.1. Design Specifications

To develop the most cost-effective system, all the available technologies in the literature
are investigated and compared. Several previous works attempted to create a system
to harvest power from exercise equipment. Unfortunately, most of these works only
described their design without providing additional data for quantification. In our study,
we compared the technology used in these designs and chose the best elements that work
for such a system. e.g., the table shows the Pugh chart [37] comparing the energy conversion
subsystems of various designs proposed in the literature and the ranking of those systems
based on the requirements for our project. The target of this approach was to use the
best elements in the existing literature to develop an energy harvesting system that could
provide optimum performance.

Based on this preliminary analysis, a friction-driven mechanism has been identified
as the ideal candidate. The traditional friction wheel mechanism has been updated with
elements from other energy harvesting mechanisms to achieve the project’s end goals. The
target is to develop a device that can be retrofitted to any existing exercise bike. The device
is also expected to be of high quality and low cost. Figure 1 shows the CAD model of an
exercise spin bike, as envisioned, with an RC motor attached. The design uses the friction
between a flywheel and a BaneBot wheel to achieve the drive and generate electricity. The
BaneBot wheel is attached to the motor using a BaneBot Hub. Achieving the right amount
of friction between the flywheel and the BaneBot wheel is critical. It is also crucial to size
the BaneBot Hub correctly to fit the motor shaft.

 

Figure 1. CAD model of a spin bike with an RC motor attached to the flywheel.

2.1.1. Friction Drive Transmission

Compared to gear or belt-driven systems, the friction drive transmission possesses
certain unique advantages. They can transfer torque with high mechanical efficiency and
minimal backlash at high speeds. They are also known for quieter operations. Since their
operation is smoother, high-speed motors can be utilized, which offers a higher power
density [38]. These drives are also mechanically safer and more straightforward to assemble.
This system is also simple to manufacture, making it an ideal candidate for our application.

When the user pedals to rotate the flywheel, the motor rotates. There are two methods
to mount the motor, as shown in Figure 2.
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Figure 2. Two methods of preloading a friction drive transmission.

1. Linear Preloading: The linear preloading method utilizes an oblong hole to mount the
motor using a screw and a nut. The motor wheel is pushed against the flywheel and
then tightens the nut.

2. Rotary Preloading: The motor is mounted on a pivot arm, and a spring is attached to
apply the pressure against the flywheel.

For the linear preloading, the tension must be set precisely for the drive to transmit the
power. On the other hand, in the rotary preloading, we need enough force so that it does not
slip. In addition, if the flywheel surface is imperfect, the spring system is more forgiving.

A friction drive is very similar to a geared transmission with no teeth. The computa-
tions for this drive type are the same as the standard geared transmission. The calculations
performed on the friction drive system are shown in Figure 3 and the equations below.

Gear ratio =
T1

T2
=

R1

R2
=

C1

C2

where T = torque, R = radii, d = diameter, C = circumference

Power, P =
2πNT

60

where N = rotational speed (RPM), T = Torque (Nm)

Instantaneous velicuty o f the point o f contact =
rev
min

· πd
rev

2.1.2. Choosing the Motor

The most critical task is determining a highly efficient and durable permanent magnet
motor that generates power in a usable voltage range. The goal is to have a motor spin at a
rate that will generate 12–15 V when a person pedals the exercise bike.

A Sunny Health SF-BD1423 Belt Drive Indoor Cycling Bike is used to build the
prototype in this project. The Sunny Health SF-BD1423’s flywheel diameter is measured at
18 inches. The following relationships are used to calculate the motor RPM (Figure 4).

Speed1· 2πr1 = V

− Speed2· 2πr2 = V

Speed1

Speed2
= − r2

r1
= −C2

C1

d f lywheel = 18

dBanebotwheel = 2.875
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Figure 3. (a) Motor and flywheel free body diagram; (b) the free body diagram of the motor; and
(c) the free body diagram of the flywheel.

 

Figure 4. Flywheel and motor speed relationship (free body diagram).

Pedaling the spin bike at an average pace rotates the flywheel around 250 to 350 RPM.
Taking the lower end of that, we have:

SpeedBanebotwheel = Speed f lywheel · 18
2.875

= 1583 RPM

The motor needs to produce 11–12 V at this RPM.

1583 RPM
11 V

= 143.9

1583 RPM
12 V

= 131.9

Therefore, the target motor should be around 140 KV.
P = 0.5 KW, Speed = 1583 RPM
Torquemotor = P × 9.549/Speed = 0.5 kW × 9.549/1583 RPM = 3.02 Nm
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We also have
T1

T2
=

R1

R2
=

C1

C2

Using this relationship, we can calculate the torque input by the flywheel.

Torque f lywheel =
d1

d2
Torquemotor

Torque f lywheel =
18

2.875
·3.02 = 18.91 Nm

2.1.3. Design of Shaft

One disadvantage of the friction drive is the internal forces transmitted to the shafts.
The shafts need to be designed to handle these radial loads, which makes it a combined
bending and torsion loading problem (Figure 5).

Figure 5. Motor shaft combined bending and twisting moment.

P = 0.5 kW = 5.0 × 102 W
Speed (N) = 1583 RPM
Radial loading (bending) is 60 N.
Shaft material is mild steel with safe stress τ = 60 MPA
Motor torque is calculated above T = 3.02 Nm or 3.02 × 103 N·mm
The bending moment at point B, MB = 60 N × 20 mm = 1.2 × 103 N·mm
Therefore, the Equivalent twisting moment is given by

Teq =
√

T2 + M2 =
√

3.022 + 1.202

Teq = 3.25 × 103 N·mm
Furthermore, Teq = π

16 d3·τ (by Strength criteria for shaft design)
Teq = 3.25 × 103 N·mm = π

16 d3·60
d3 = 3250 N·mm · 16

π·60
d = 6.5 mm

2.1.4. Components and Cost

Table 1 shows the components required and the estimated cost. If the cost of the spin
bike and some of the optional parts are removed, the electricity harvesting system can be
built for less than $200, not counting the cost of the tools. However, for prototyping, these
items are purchased in small quantities. When purchased in bulk, the cost can be reduced
significantly. In summary, this design costs way less than similar products in the market.
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Table 1. A comparison of the energy harvesting subsystems of various designs in the literature. This
method was used to select the best subsystems for our design.

     

Customer Needs DESIGN A DESIGN B DESIGN C DESIGN D DESIGN E DESIGN F

Power generation efficiency S 0 0 0 0 0

Universality S 0 0 −1 0 0

Portability and compactness S 0 0 −1 1 1

Works with multiple
power sources S 0 0 0 0 0

Integrated USB for
mobile devices S 0 0 0 0 0

Low noise S 0 0 0 0 0

Environment: home
or commercial S 0 0 0 0 0

Ergonomic S −1 −1 1 1 0

Aesthetics S −1 −1 1 1 1

Durability S −1 0 0 −1 0

Energy storage S 0 0 0 0 0

Safety S 0 0 1 0 1

Maintenance S −1 0 0 −1 0

Cost S 0 0 0 0 1

TOTAL + 0 0 0 3 3 4

TOTAL − 0 −4 −2 −2 −2 0

SUM 0 −4 −2 1 1 4

2.2. Prototype Building
2.2.1. Motor Assembly

Figure 6 shows the motor assembly. Two flat sheet metal brackets are used to mount
the motor to the spin bike. The bracket has four screw holes lining up with the hole patterns
on the motor at 38 mm spacing. Four hex cap M4 screws are used to secure the motor to
the bracket. To secure the Babebot wheel to the motor shaft, a T81 Hub was used. The hub
comes with 2 set screws and a snap ring. First, the hub was secured with two set screws,
and then the Babebot wheel was slid in and secured with the snap ring.

2.2.2. Mounting the Motor Assembly to the Spin Bike Frame

Modification to the spin bike frame is required to mount the motor assembly. The
mount is shown in Figure 7. First, the metal frame is drilled through to mount the
two parallel brackets with an all-threaded bolt. Access to the inside frame is obstructed, so
a more extended drill bit is needed to drill the holes at an angle. It should be noted that
this is the only modification needed on the original bike frame for the retrofit.
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Figure 6. (a) The motor assembly as designed; (b) the exploded assembly view of the design.

Figure 7. (a) The motor mounting and assembly as envisioned; (b) the bike frame modification
needed to mount the motor.

The front steel plate must be cut out to avoid interference with the motor bracket,
as shown in Figure 8. An all-threaded bolt and three hexagonal nuts are used to keep
the two flat brackets parallel. A bungee cord applies a radial force to the flywheel so the
Banebot wheel does not slip.

The assembly in the finished prototype is shown in Figure 8.

2.3. Electrical Components and Connections

The power generated can be converted to DC using a 3-phase rectifier. Figure 9 shows
the simple schematic and components. The multimeter reads out the voltage generated
when the motor is spun. The goal is to have 11–15 V recommended for car socket chargers
and inverters. Devices can be charged or connected by using 12 V car chargers. The more
devices are plugged in, the more power is required and hence more resistance.

A “RadioShack project box” is used to house the 3-phase bridge rectifier, multimeter,
two 12 V sockets, and electrical wiring. A Dremel is used to cut out a rectangular slot of
45 mm × 86 mm for the multimeter. A 1.25” spade drill bit is used to make the two slots
for the 12 V sockets. The wiring as completed on the prototype is shown in Figure 10.
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Figure 8. The motor assembly in the prototype (a) the modification of the bike frame to mount the
motor; (b) the friction drive assembly; (c) the friction drive and the motor assembly; and (d) a closer
view of the friction drive with the Motor.

 
Figure 9. Convert AC to DC with a 3-phase bridge rectifier.

 

Figure 10. The electrical components on the prototype.
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3. Data Characterization and Comparison with Similar Work

3.1. The Setup

To power up or charge devices, and Anker USB charger is used. This 24 W dual USB
charger can output 12 W per port and charge any mobile device or tablet. A Jackery battery
pack is added to the system to harvest the excess power for future use. This battery pack has
a carport charger that can be plugged directly into the 12 V car sockets. Connecting directly
into the 12 V car socket is important to avoid power loss through another connection, such
as an inverter. The inverter is used to connect any appliance that requires 110 V AC.

3.2. Results and Discussion

An experiment was conducted with ten participants to evaluate the system’s perfor-
mance. The sample size was restricted primarily due to the global pandemic (COVID-19).
All critical data parameters were recorded, such as exercise duration, input calories, output
voltage, current, power produced, and devices percentage charge. All the data points are
tabulated in Table 2. Of the eleven participants, ten rarely do or never do any cycling
exercise. Fifty percent of the participants said they never go to the gym and rarely do any
exercise. The other half of the participants do some kind of exercise but rarely do any
cycling exercise. Only one participant (trial #11 and trial #12) is a weekend biker who just
picked up the sport for six months.

Table 2. Components and cost (including the bike).

Items Cost (USD)

Sunny Health Spin Bike 299

RC Motor 81.89

35 Amp 3 phase bridge rectifier 12

DC meter 20

12 GA Wire 11

Female Disconnects 8

Female Bullet Connector 11

Heat Shrink Tubing 7

MT60 e wire bullet connectors 17

All-Thread rods 21

Nuts 5

Lock Washer 6

Loctite Threadlocker 6

Washers 12

BaneBots Hub 4

BaneBots Wheel 3

Project box 24

12 V car sockets 36

12 V Socket Splitter 12

Wago Connectors 9

12 V Jackery Battery 250 Optional

Power Inverter DC to AC 30 Optional

USB Car Charger Adaptor 10 Optional

$1000.00
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A basic setup with one iPhone 11 Pro Max and one Jackery, 240 Wh Battery pack, is
connected to the system for the first seven trials. The more devices are plugged in, the
more power draw required and hence a higher resistance the peddler will feel. With one
iPhone and one Jackery battery connected seems to be the sweet spot resistance that most
participants think they can pedal for 15 to 30 min without taking a break.

The raw data obtained from the experiment were compared against the theoretical
calculations using the Coulomb-count method. According to the Coulomb count method,
the state of charge at time t (SOC@t) is equal to the charge at the current time (t−1) divided
by the total capacity. The rated charge capacity (Qnominal) for an iPhone 11 Pro Max is
16.8 Ampere-hour (60,480 Coulombs).

SOC@t = SOC@(t−1) + I@t
Δt

Qnominal

For example, assuming that the battery charge is at 0% at time t = 0,

SOC@15 min = SOC@ 0 min + 4.34 A ∗ 0.25 h
16.8 A h

= 6.46%

From Table 2, the battery is only charged to 3% at 12 min with the current shown
on the multimeter. This translates to an efficiency of approximately 46% for the system.
Please note that the charge percentage of the iPhone is offered only in whole numbers,
and fractions are not available at any given time. Following the same method, theoretical
calculations are performed for all the trials, and the results are shown in Table 3. The last
column shows the experimental values. It is observed that the retrofit design can perform
energy harvesting at 40–50% efficiency consistently.

Table 3. Raw data collected from the experiment.

Trial
Duration

(min)
Average
Voltage

Average Energy
(WH)

Calories
Power

(W)
Battery % Phone %

Battery
Accumulation

Phone
Two %

1 15 12.00 13.25 105 53.00 3 15 3 -

2 14 11.50 11.43 110 49.00 3 16 6 -

3 13 13.00 11.05 108 51.00 4 25 10 -

4 24 11.50 23.20 176 58.00 3 24 13 -

5 16 14.00 15.73 150 59.00 4 18 17 -

6 18 11.00 13.96 70 46.53 1 9 18 -

7 15 11.20 11.90 120 47.60 2 3 20 -

8 18 11.50 11.39 60 37.95 4 N/A 24 -

9 18 11.40 11.29 140 37.62 3 N/A 27 -

10 18 13.00 12.71 120 42.38 4 N/A 31 -

11 30 14.00 31.85 260 63.70 10 35 41 30

12 30 13.45 57.75 315 115.50 9 30 52 25

It is observed that the USB charger always produces a constant output of 13 W.
Measurements are taken for every 1 V output increment from 9 V to 15 V (Figure 11). If the
voltage increases, the current draw decreases so that the total output is always around 13 W.
The charging rate is the same even though the peddling speed is faster. So, the percentage
charged is limited by the charger capacity. According to the specification, each USB port
is rated at 12 W. However, the recorded data showed 13 W, 8.3 percent higher than the
specification. With more advanced technology and newer mobile devices released with
much higher battery capacity, it is necessary to have a portable charger with higher output.
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It is recommended to add a higher-rated charger to take full advantage of our pedaling
power for future design iterations.

 

Figure 11. Experimental measurement with a 12 W charger.

A digital tachometer is used to record the flywheel’s rotational speed, which is used to
calculate the motor’s rotational speed. Figure 12 shows the result of voltage generated vs.
the motor RPM.

 

Figure 12. The voltage vs. motor RPM characteristics of the design.

Theoretically, to generate 12 V, the motor should spin at the speed of 1680 RPM. The
recorded value at 12 V is 1972. This is expected due to the energy loss in the motor and
3-phase bridge rectifier. So, from the motor to the AC-DC conversion phase, there is a
loss of 17.4%. Energy loss is present in every stage, from production to storage. We can
expect another 5–10% loss at the 12 V socket connection, 15% in the battery storage, and
another 15% if the inverter converts DC to AC. Losses can be minimized by reducing the
number of electrical connections and using mechanical links wherever possible. One of the
main reasons a Jackery battery storage is used is its 12 V car socking charging option. This
eliminates the inverter from the equation, which saves 15% efficiency.

For the participants who do not exercise regularly, charging an iPhone and the Jackery
battery pack is enough resistance to allow them to pedal for 15 to 30 min continuously. For
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one participant who bikes every weekend, charging two iPhone 11 Pro Max and the battery
pack is an easy task. Two iPhone and the battery pack is drawing about 65 W. According
to the participant who does cycling weekly, charging two iPhones and the battery pack
is about the same as riding his bike on a leveled street. The more devices are plugged in,
the heavier the resistance. To make it an actual workout for the subject, the two iPhones
are replaced by a desktop electric fan at a “high” setting. This is drawing a total of 115 W.
According to the subject, this setting is similar to going upwards on a steady hill. The
subject was able to pedal for 30 minutes straight without any exhaustion. The participant
reported the ability to continue for an hour in this setting.

Of all the 11 participants, 4 participants generated 13 to 14 V, while four others
generated an average of 11.5 to 12.5 V. Three participants generated an average of 10–11.5 V.
The voltage distribution is shown in Figure 13. If a person pedals at a speed that only
generates at around 11 V, the energy is only enough to charge the iPhone. When the
pedaling rate exceeds the one corresponding to 12 V, the excess energy will go to the battery
pack. The iPhone charging speed is constant since the output wattage of the USB charger is
maxed out at 13 W.

 
Figure 13. The average voltage generated as a function of the number of people using the device.

On the other hand, the faster-pedaling speed, the faster the battery pack is charged.
Since the battery pack can accept a wide range of voltage from 12 V to 30 V, there is no
risk of damaging the battery pack. However, if the inverter is used, the optimal voltage
range when using the inverter is 12 to 15 V. An integrated circuit in the inverter protects
the inverter from overcharge or undercharge devices. This theory is validated by pedaling
at a breakneck speed that generated 20 V, and the inverter shut off the circuit temporarily.
After about 30 seconds, the rate is reset to under 15 V and the inverter is turned back on.

Figure 14 and Table 4 show that in the first ten trials with an average of around
12 V, the Jackery battery pack can be fully charged in about 9 h, which is slower than the
charging time of 7–8 h stated by the manufacturers if it was charged via a regular AC outlet.
However, if we can pedal fast enough and consistently generate 13 to 14 V, the battery can
be charged more quickly than plugging into the wall outlet at less than 6 h to completion
(Table 5).
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Figure 14. Percentage of charge as a function of time for the battery pack and the iPhone 11 Pro Max.

Table 4. Estimating the battery charge using the Coulomb-count method and comparison with the
experimental data.

Trial
Trial

Duration
Total

Duration
Average
Voltage

Average
Current

Battery%
Accumulation
(Theoretical)

Battery%
Accumulation
(Experimental)

1 15 15 12 4.34 6.46 3

2 14 29 11.5 4.3 12.43 6

3 13 42 13 4.23 17.88 10

4 24 66 11.5 4.13 27.71 13

5 16 82 14 4.21 34.41 17

6 18 100 11 4.23 41.95 18

7 15 115 11.2 4.25 48.27 20

8 18 133 11.5 3.3 54.17 24

9 18 151 11.4 3.3 60.06 27

10 18 169 13 3.26 65.88 31

11 30 199 14 4.55 69.27 41

12 30 229 13.45 8.59 94.83 52

Table 5. Charging speed in comparison to a wall outlet.

Level of Experience
% Charge on the

Battery Pack
Time to Charge (h)

Comparison with a
Wall Outlet

Little or no exercise
31 2.82 Slower than the wall

outlet100 9.10 (projected)

Weekend biker
18 1 Faster than the wall

outlet100 5.56 (projected)

3.3. Comparison with Existing Studies

While multiple papers in the literature attempted to develop energy harvesting exercise
systems, studies that presented numerical data to demonstrate their effectiveness are scarce.
In this subsection, the performance of our Banebot-based exercise bike energy harvester
is compared against two other systems developed previously: the design proposed by
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Anyanwu and Anthony [39] (referred to as “design A”) and the bicycle power generator
design by Patowary, et al. [40] (referred to as “design B”). Both the designs use belt drive for
transmission of rotation from the flywheel to the generator. In contrast, in the design of the
Banebot, friction drive transmission has been employed with rotary preloading, ensuring
adequate traction between the flywheel and the motor. Moreover, unlike in the case of
Designs A and B, there is minimal energy loss in the BaneBot’s transmission as there is no
belt or chain drive.

Both designs A and B have the hind wheel of the setup modified into a flywheel
by eliminating the rubber and other parts on the upper surface of the wheel’s rim. The
Rim’s upper surface comes in contact with the belt for the pulley arrangement between
the flywheel and generator. The flywheel operates like any bike’s hind wheel, employing
a chain and sprocket mechanism to transfer the movement from pedals into rotation of
the flywheel, causing transmission losses both in the chain drive and belt drive. Moreover,
these designs made use of traditional road bikes for their setups, unlike in the case of
Banebot, for which a stationary exercise bike has been used, which consists of a heavier
flywheel, making the design even more energy-efficient and stable. Figure 15 shows a
comparison of the RPM-voltage characteristics of all three designs.

 

Figure 15. A comparison of the flywheel RPM vs. generated voltage characteristics of the three
designs being compared.

For design A, the scatter plot is almost linear, whereas the variation in voltage is higher
comparatively. The voltage in the battery changes from 0 to 24 Volts within 800 RPM of
the flywheel. Moreover, the battery selected for Design A is a 12 V DC battery, while the
voltage being produced to charge that battery is 24 Volts, which can cause the battery life to
depreciate, and depending on the usage frequency, the battery can even die out in a few
hours or days. Considering an upgrade to a bigger battery for Design A, the experimental
data collected is still impractical for long-term usage, as the Voltage readings are extremely
RPM sensitive, which indicates that an experienced biker who rides at higher speeds can
wreck the battery in a matter of hours, causing flames or explosions.

For design B, the voltage readings are not as sensitive as those of design A. There
is a steady increase in voltage in a linear fashion, which is optimal for battery charge.
The Voltage recorded up to the maximum possible speed (4000 RPM) on that particular
equipment is under 22 volts. The alignment of the dots in the series indicates a steadier
battery charge comparatively. This closely resembles the plot of the experimental data
from the BaneBot. It can be observed from the plotted data that the BaneBot produced
higher voltages with lower fluctuation in comparison to the Design B. Considering the
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transmission losses, the battery charging fashion, and battery life assumptions from the
results, in comparison, it can be concluded that the BaneBot is the optimal design of the
three options.

4. Design Optimization

4.1. Modularity Design

A modular design approach was taken when redesigning the power generator system.
The goal is to have the power generation and conversion features added to the existing
spin bike without any modification to the spin bike. Modularity will also speed up the
factory assembling process and reduce the overall cost of manufacturing the product. The
final product will have two main modules: the motor assembly and the control box for
AC-DC conversion. The modules will be connected via a single wire harness with an MT30
connector. Minimum assembly is required to mount the motor assembly to the flywheel
and secure the control box to the spin bike frame. All the subassemblies and electrical
wiring will be readily assembled and tested before packaging and shipping to customers.

4.2. Components to Be Manufactured

To lower the material and labor costs, the following list gives components that need to
be designed and manufactured:

1. The control box housing will be an injection-molded ABS. ABS is used for its noncon-
ductive property to prevent users from getting an electrical shock during operation.

2. The mounting plate allows the motor assembly to be easily attached to the spin bike
frame and flywheel.

3. Motor mount bracket with holes’ footprint matches that of the motor footprint.
4. The control box base will be made from sheet metal. This will help dissipate the heat

from the 3-phase bridge rectifier.
5. MT30 Wire harness allows for modular connection between the motor assembly and

the control box. This will save substantial assembly time for not having to solder the
wires into the connector.

The rest of the components can be found off-the-shelf either from online retail stores
or directly from the manufacturers.

4.3. Plastic Injection Molding Design Considerations

The control box houses the voltage meter, the 3-phase bridge rectifier, the electrical
connections between them, and the 12 V sockets. This housing will be made of ABS
using a plastic injection molding manufacturing process. The reasons for choosing plastic
molding are:

• Injection molding is the cheapest process at scale for plastic
• Consistent, repeatable reproduction of a part
• Mid to high-volume manufacturing
• The greatest variety of materials, colors, and configurations
• Can handle a variety of sizes and shapes
• Custom cosmetics from polish to texturing

There are many design considerations to be considered when designing parts for
plastic injection molding, including the tolerances, type of materials, surface finishes, draft
angles on part surfaces, wall thickness, bosses, ribs, gussets, and fillets [41].

4.4. Design for Manufacturability and Assembly (DFMA)

Design for Manufacturability and Assembly (DFMA) is a tool that product designers
use to eliminate waste and inefficiencies at various points of the product development
process [42]. Boothroyd Dewhurst DFM Concurrent Costing tool [43] was used to under-
stand each part’s manufacturing costs. The software interface of this tool has three areas, as
shown in Figure 16:
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1. The process chart is in the upper left. This area shows the list of steps involved in
manufacturing the part.

2. The question panel is on the right-hand side, where the part details are entered.
3. The result box on the lower left shows the cost results regarding materials, setup,

process, and rejects. Depending on the manufacturing process, we can also calculate a
tooling investment. We add up the four buckets of costs shown at the top to give a part
cost and amortize the tooling investment over the specified manufacturing life volume.
By adding those together, we can get the total price in DFM concurrent costing.

Figure 16. DFM of mounting plate.

5. Cost Analysis

5.1. Costed Bill of Materials (BOM)

After conducting DFM and DFA, a costed BOM (Table 6) is put together to estimate the
part and the assembly cost. The total preliminary labor and materials cost is $104. Based
on this information, a target price for the energy harvester bike can be aggressively set at
$400. In the current market, the cheapest commercially available counterpart costs $3000.
Customers can assemble this kit and operate the power generator bike in under 15 minutes.

Table 6. Costed BOM for the exercise bike energy harvester.

Part # Description SYS $ Cost Cateo QTY Source Total

30,001 PACKAGING $3.00 $3.30 BOXES 1 DFM ESTIMATE $3.30

30,002 FLAT MOUNTING BAR
BRACKET REVB $0.24 $0.27 BRACKET 2 DFM ESTIMATE $0.53

30,003 14 GA HARNESS WITH
T30 CONNECTOR $1.08 $1.19 ELECTRONIC 1 DFM ESTIMATE $1.19

30,004 35A 3 PHASE BRIDGE RECTIFIER $2.66 $2.92 HARNESS 1 ALIEXPRESS $2.92

30,005 DC VOLTAGE METER $10.06 $11.07 ELECTRONIC 1 ALIEXPRESS $11.07
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Table 6. Cont.

Part # Description SYS $ Cost Cateo QTY Source Total

30,006 12 VOLT SOCKET $1.73 $1.90 ELECTRONIC 2 ALIEXPRESS $3.81

30,007 3.1A DUAL USB CAR CHARGER $1.86 $2.05 ELECTRONIC 1 ALIEXPRESS $2.05

30,008 5 PORT WAGO CONNECTOR $0.18 $0.20 ELECTRONIC 2 ALIEXPRESS $0.39

30,009 14 GA WIRES $0.50 $0.55 ELECTRONIC 1 ALIEXPRESS $0.55

30,010 WIRE HARNESS SPADE T30 $1.25 $1.38 ELECTRONIC 1 DFM ESTIMATE $1.38

30,011 1/4”-20 HEX NUT $0.05 $0.05 HARDWARE 8 MCMASTER $0.43

30,012

Zinc Yellow-Chromate Plated Hex
Head Screw, Grade 8 Steel, 1/4”-20

Thread Size, 2-1/2” Long,
Fully Threaded

$0.73 $0.80 HARDWARE 2 MCMASTER $1.60

30,013
Zinc Yellow-Chromate Plated Hex
Head Screw, Grade 8 Steel, 1/4”-20

Thread Size, 3/4” Long
$0.12 $0.14 HARDWARE 4 MCMASTER $0.55

30,014 M5 BOLT FOR CONTROL BOX
AND RECTIFIER $0.12 $0.13 HARDWARE 5 MCMASTER $0.66

30,015 M5 NUTS $0.02 $0.02 HARDWARE 1 MCMASTER $0.02

30,016 M4X.7MM SOCKET HEAD SCREW $0.09 $0.10 HARDWARE 4 MCMASTER $0.39

30,017 UBOLT WITH MOUNTING PLATE $1.42 $1.56 HARDWARE 1 MCMASTER $1.56

30,018 CONTROL BOX $1.07 $1.18 HOUSING 1 DFM ESTIMATE $1.18

30,019 CONTROL BOX BASE $0.40 $0.44 HOUSING 1 DFM ESTIMATE $0.44

30,020 RACERSTAR BRH5065-140kV MOTOR $46.95 $51.65 MOTOR 1 ALIEXPRESS $51.65

30,021 BANEBOT T81 HUB, 8MM
SHAFT 60A $3.15 $3.47 MOTOR

HUB 1 BANEBOTS.COM $3.47

30,022 BANEBOTS WHEEL, 2-7/8”X0.8”,
HUB MOUNT, 60A, $2.45 $2.70 MOTOR

WHEEL 1 BANEBOTS.COM $2.70

30,023 RECEPTICAL MOUNTING PLATE $1.93 $2.12 MOUNTING 1 DFM ESTIMATE $2.12

30,024 BUNGEE CORD WITH HOOKS 1M 3.933 $4.33 MOUNTING 1 ALIEXPRESS $4.33

30,025 6” 14G Red Wire with spade
connector-pre-stripped end $0.20 $0.22 Harness 3 DFM ESTIMATE $0.66

30,026 6” 14G Blk Wire with spade
connector-pre-stripped end $0.20 $0.22 Harness 3 DFM ESTIMATE $0.66

MATERIALS COST 99.59

LABOR COST 3.87

TOTAL COST $103.46

5.2. Return on Investment

The collected data concluded that people who do cycling exercises could pedal the
spin bike at a higher speed and easily maintain 13 V to 15 V for 30 to 60 minutes. A person
who does cycling exercise regularly can produce 200 Wh in every hour-long exercise session.
If this spin bike power generator is placed in a gym, with an estimated using time of 8 h
per day, this will generate 1600 Wh per day. Using a utility company cost rate of $0.159
per KWh would save a gym $93.68 per year. It would take 4.28 years to get the return on
cost investment. On the other hand, it would take over 17 years to recover the cost for
a household of four with two hours of usage per day. Table 7 summarizes the return of
investment data for a regenerative exercise bicycle.
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Table 7. Return of Investment calculation.

Wh/Day Wh/Year kWh
Savings on
Electricity

ROI (Years)

Regular cycling exercise
can produce 200 73,000 73 11.68 34.25

In a gym with average usage
time of 8 h/day 1600 584,000 584 93.44 4.28

In a regular household of 4 with
2 h of usage per day 400 146,000 146 23.36 17.12

6. Contributions of This Work

The idea of generating usable power from exercise equipment is not novel, but not
many researchers have attempted to create a complete system that can achieve this func-
tionality. Most of the existing research focuses on either understanding the need for such
a device or developing individual components that can contribute to the design of such
a system in the future (e.g., [11–17]). We attempted to create a device that can generate
electricity from human energy using off-the-shelf components only. We also performed a
design for manufacturability and assembly analysis to optimize the design for future itera-
tions and manufacturing. Further, experimental data are collected to show the efficiency of
the device. The novelty of this work is in developing such a working system and collecting
data to show the system’s working.

7. Conclusions and Future Work

Today, the energy crisis has become a problem worldwide, and renewable energy
research has been trying to address this problem. One such alternate renewable resource,
human power generation, is presented in this paper. The rotational energy of the flywheel
in a stationary exercise bicycle, generated by pedaling, can be used to charge mobile devices
and power small home appliances. This paper presents the design and methodology for
developing a static-exercise bike-based energy harvesting system. The proposed system
consists of the best elements from the previous designs in the literature. Experiments are
performed to quantify the efficiency of the proposed approach. It was observed that for
a person doing a little to no exercise, the energy harvester could be used to charge their
phones at speed lower than the AC wall outlet. At the same time, a person with a regular
exercise habit can charge a phone faster than the wall outlet. Further, this device’s power
outcome is compared against two other designs in the literature that provided quantitative
measurements. The results show that the design proposed in this paper is more efficient
compared to the previous designs.

We plan to continue working on the optimized design for future work. We plan to
optimize the design by rebuilding a new prototype with the mounting plate method. More
research is needed to tie multiple power generators together and feed the power back to
the grid with a grid-tie inverter.
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Abstract: Some of the major challenges of the twenty-first century include the continued increase in
energy consumption and environmental pollution. One approach to overcoming these challenges is
to increase the use of waste materials and environmentally friendly manufacturing methods. The
high energy consumption in the building sector contributes significantly to global climatic changes.
Here, by using date palm surface fibers, a high-performance green insulation material was developed
via a simple technique that did not rely on any toxic ingredients. Polyvinyl alcohol (PVA) was used as
a binding agent. Four insulation samples were made, each with a different density within the range of
203 to 254 kg/m3. Thermal conductivity and thermal diffusivity values for these four green insulators
were 0.038–0.051 W/(m·K) and 0.137–0.147 mm2/s, respectively. Thermal transmittance (U-value)
of the four insulation composites was between 3.8–5.1 W/m2·K, which was in good comparison
to other insulators of similar thickness. Thermogravimetric analysis (TGA) showed that insulating
sample have excellent thermal stability, with an initial degradation temperature of 282 ◦C, at which
just 6% of its original weight is lost. Activation energy (Ea) analysis revealed the fire-retardancy and
weakened combustion characteristics for the prepared insulation composite. According to differential
scanning calorimetry (DSC) measurements, the insulating sample has a melting point of 225 ◦C, which
is extremely close to the melting point of the binder. The fiber-based insulating material’s composition
was confirmed by using Fourier transform infrared spectroscopy (FTIR). The ultimate tensile range
of the insulation material is 6.9–10 MPa, being a reasonable range. Our study’s findings suggest
that developing insulation materials from date palm waste is a promising technique for developing
green and low-cost alternatives to petroleum-based high-cost and toxic insulating materials. These
insulation composites can be installed in building envelopes during construction.

Keywords: building insulation; date palm surface fibers; green insulation; insulation material;
thermal conductivity; thermogravimetric analysis; waste management

1. Introduction

For decades, mostly all industrial applications have initiated energy efficiency and
sustainability. Almost every field of engineering is seeing plans to reduce energy consump-
tion and to improve its conservation [1]. Low energy consumption has also become a major
impediment to achieving urban sustainability. Many countries have nonetheless pledged to
reduce their energy usage and carbon emissions to combat global climate change [2]. This
rising energy demand has prompted a refocusing of energy research towards the usage and
development of renewable sources to replace non-renewable fossil fuels that are rapidly
diminishing in supply and that emit harmful pollutants into the atmosphere [3]. According
to the United Nations Environment Program, buildings consume around 40% of the world’s
energy, 25% of its water, and are responsible for 50% of total greenhouse gas emissions [4].
Therefore, several attempts have been made to improve energy efficiency in the building
sector. Thermal insulation in building materials can help to reduce energy consumption
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significantly. Using efficient insulation materials can help to save energy by reducing heat
losses and gains during building heating and cooling [5]. A pivotal characteristic of all
insulation materials used in modern construction is their low thermal conductivity, this
typically is <0.1 W/(m·K) [6]. If a material’s thermal conductivity is <0.07 W/(m·K), it is
generally called a thermal insulator [7].

In most building construction practices, petrochemical and inorganic insulation ma-
terials are being used, such as polyurethane, mineral wool, expanded polystyrene, and
fiberglass. The manufacturing of these insulation materials consumes much energy, which
greatly impacts the environment in adverse ways over their whole life cycle [8]. For exam-
ple, making 1 kg of expanded polystyrene emits 3 kg of carbon dioxide [9]. Natural fibers
are very appealing and have a huge potential as eco-friendly raw materials for thermal insu-
lation. Moreover, natural fibers are biodegradable and have minimal ecological impact [10].
The market for insulation materials is highly competitive in terms of both performance
and cost. Natural insulation materials are currently a niche market [11]. Green composites
are a type of biocomposite in which natural fibers are used to strengthen a bio-based
polymer [12,13] Matrix. The United Arab Emirates (UAE) is home to ca. 40 million date
palm trees. Their leaves, stem, trunk, leaf stem, surface fibers, and date fruit seeds (Figure 1)
are among the plant parts generated and considered waste materials [14]. The possibility
of discovering uses for date palm wood in developing insulation materials could open
new markets for what is typically regarded as waste or for its usage in low-value products.
In the UAE, the construction industry consumes 35–40% of the country’s total energy
generated [15], the majority of which comes from fossil fuels [16]. The UAE is constantly
extending its development projects as a global hub for the international community, with
real estate being the fastest growing sector in recent decades [17]. Therefore, developing an
insulation material from local waste material will bring a cost saving from waste disposal
and availability of cheap thermal insulation material.

 

Figure 1. A date palm tree and its key material parts at the Al-Foah Experimental Farm of the
UAE University, Al-Ain, United Arab Emirates.

Today, various studies have been carried out to develop building insulation materials
using unconventional approaches. Therefore, researchers are focusing on the development
of sustainable building insulators especially made from renewable/or waste materials.
Piotr Kosinski et al. [18] reported the findings of research on raw hemp shives obtained
from the Polish crop of industrial hemp as a loose-fill thermal insulating material. The
measurements of the pore size distribution, thermal conductivity, and air permeability of
the material were the main emphasis of the research. In the density range of 109–124 kg/m3,
thermal conductivity 0.049–0.052 W/(m·K) showed a slight tendency to rise with density.
In this study, the least density that could be achieved was 109 kg/m3. Yan Qiuhui et al. [19]
performed an acid/base two-step catalytic procedure followed by ambient pressure drying
to produce a hydrophobic and low-cost SiO2 aerogel. The developed material fulfills
well with insulation standards, with a thermal conductivity of 0.0212 W/(m·K), a specific
surface area of 920 m2/g, a density of 0.109 g/cm3, a porosity of 95.05 percent, and a super
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hydrophobic and mesoporous structure. Srihanum et al. [20] developed low-density rigid
polyurethane foam incorporated with renewable polyol. Palm olein-based polyol (PP)
was employed as a partial substitute for conventional sucrose/glycerin-initiated polyether
polyol (GP). When palm-based rigid polyurethane foams with up to 30 percentage PP
were compared with GP foams, the compressive strength and strain were shown to be
improved. The addition of 10 percentage PP resulted in the lowest thermal conductivity
(0.0232 W/(m·K)) of low-density rigid polyurethane foam with a density below 30 kg/m3.
Abu-Jdayil et al. [21] conducted research in which they combined polyurethane dust waste
with unsaturated polyester resin to develop a heat insulation composite material for build-
ing. Insulation composite materials were produced with polyurethane dust ratios ranging
from 10% to 50%. With low thermal conductivity in the range of 0.076 to 0.10 W/(m·K),
the findings demonstrated good thermal insulation performance. Furthermore, the com-
posites had compression strengths of 56 to 100 MPa and tensile strengths of 10.3 to 28 MPa.
Dissanayake DG et al. [22] developed an insulation material using textile waste and a
natural rubber. Textile wastes are harmful when landfilled, therefore cotton/polyester
mixed wastes were utilized to produce sound insulation material. The newly designed
material’s noise reduction coefficient values varied from 0.5 to 0.7. The sound insulation
capabilities of the samples were found to be comparable to those of commercially available
sound insulation panels. Waseem Hittini et al. [23] developed thermal insulation composite
from devulcanized waste rubber tires. Using a melt extruder, a grounded devulcanized
rubber tire was combined with polystyrene in various amounts (0–50 wt%). Insulation
composites with less than 40 wt% filler content showed very good properties, with thermal
conductivity ranging from 0.0502 to 0.07084 W/(m·K), density from 462.8 to 482.32 kg/m3,
and compressive strength from 11.66 to 7.47 MPa.

Hence, utilizing date palm wastes in the UAE and the Gulf region is of paramount
importance. Limited research, however, has been performed on the utilization of date
palm waste to develop thermal insulation materials. An overview of the studies that
included date palm waste to develop building insulators is presented in Table 1. In most
studies, date palm waste was utilized as a reinforcing agent with different polymers to
develop insulation composites through a melt extrusion process. However, there are
very few studies in which date palm waste has been utilized without melt extrusion or
pretreatment process.

Table 1. Date palm waste-based insulators.

Date Waste Type Treatments Polymer
Thermal Conductivity

(W/m·K)
Ref.

Pits (fruit seeds) - Unsaturated polyester 0.126–0.138 [24]

Fibers - Poly (β-hydroxybutyrate) 0.086–0.112 [25]

Fibers Alkaline treatment (NaOH & KOH) Polylactic acid 0.076–0.084 [26]

Wood - Polylactic acid 0.0692–0.0757 [27]

Pits - Polylactic acid 0.0794 to 0.0682 [28]

Fibers silane-treated (APTES) Polylactic acid 0.085–0.105 [29]

Leaflets Expanded polystyrene 0.11–0.16 [30]

Leaves Corn starch and wood adhesive
as binder - 0.045–0.065 [31]

Surface fibers Corn starch as binder - 0.0475–0.0697 [32]

Trunk wood Isocyanate based polyurethane and
polyvinyl acetate as binder - 0.1357–0.14 [33]

Fibers Corn starch, glue, and white cement
as binder - 04234–0.05291 [34]
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Therefore, there exists a demand to devise thermal insulation materials that utilize date
palm waste without any reliance on sophisticated processing. This study aims to develop
such a novel thermal insulation material by utilizing the date palm waste coupled with a
natural binder. In bypassing the extrusion process/or any pretreatment of the date fibers,
this should further promote the insulation composite’s renewability, lower its toxicity, and,
most importantly, reduce its cost of production. Thus, our goal was to build a low-cost
low-impact material with a good thermal performance that may be employed on a large
scale in building applications. To the authors’ best knowledge, this is the first empirical
study to develop building insulation material using date palm surface fibers and polyvinyl
alcohol. A US patent for this process has also been recently granted to the same authors
(US 11255052) [35]. Therefore, utilizing date palm waste material for developing building
insulation materials not only entails nil carbon emissions but its production also helps to
reduce the huge amounts of biomass waste materials that arise yearly in MENA (Middle
East/North Africa) regions.

2. Materials and Methods

2.1. Materials

The natural fibers used in this study were collected from date palm trees at the Al-Foah
Experimental Farm, United Arab University (Figure 1), Al-Ain, United Arab Emirates. The
natural fibers were cut from the tree by knife. The polyvinyl alcohol (PVA) used was bought
from Sigma Aldrich (99% purity) and applied here without any further modification.

2.2. Methods
2.2.1. Sample Preparation

The date palm surface fibers (DPSFs) were first cleaned with water to remove any
lingering dust or contaminants. The raw DPSFs were rough and rather inflexible; hence,
these natural fibers were soaked in water for 24 h at room temperature to render them
flexible for processing. The raw fibers were dried in an oven until constant weight was
obtained. At 230 ◦C, an 8 wt.% PVA solution was made by stirring for 30–40 min until all
the PVA granules had dissolved in deionized water and the solution turned transparent.
Date palm surface fibers were immersed in the PVA solution (200 mL) for 10 min. This
ensured that each thread of date palm fiber came into contact with the PVA binder. No
specific weight percentage of DPFs/PVA was used. After that, the fibers were removed
from the PVA solution and carefully inserted into the mold to completely fill the required
space. Figure 2 shows the filled molds for the DPSF/PVA samples produced for the
later thermal conductivity and mechanical testing measurements. The molds were then
placed in a hot press machine (AUTOFOUR/3015 by Carver, Wabash, IN, USA) for 3 h
at 70 ◦C under a load of 3 tons. Next, the compressed DPSF/PVA samples were oven
dried for 48 h at 100 ◦C. After the water content had been completely vaporized, a co-
herent sample was obtained. Four samples (A, B, C, and D) of varying density (Figure 3)
were created, then comprehensively analyzed [34] and systematically tested. The appar-
ent (bulk) density of each sample was determined using the method of Centiner and
Shea [36]. The total mass of each respective sample was divided by the volume of the
mold. Similarly, a real density can also be measured using the area of the mold. The square
mold used to make each sample for thermal conductivity measurement had dimensions of
11 cm × 11 cm × 3 mm (length × width × thickness). The dog-bone-shaped mold for mak-
ing samples to test mechanical properties had dimensions of 100 mm × 14 mm × 3 mm
(length × width × thickness). The density of each sample is based on three replicates. The
average values have been used to represent the samples (Figure 4).

2.2.2. Thermal Conductivity Measurement

The thermal conductivity of the composite samples was measured using a LaserComp
FOX-200, Tokyo, Japan. This instrument measures the thermal conductivity of a given
sample according to the steady-state method. Its principal is that by measuring the temper-
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ature gradient and the power input, and by following the ASTM C1045-07 standard, one
can calculate the thermal conductivity value. The thermal conductivity measurement was
performed in triplicate. The standard deviation was very low. For example, the calculations
of thermal conductivity at 25 ◦C for the four samples can be seen in Figure 5.

 
Figure 2. The two types of molds used for the DPSF/PVA composite fabrication.

 
Figure 3. Images of the prepared DPSF/PVA insulation composites varying in density (four samples).

 
Figure 4. Density of four insulation composites based on three triplicates.
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Figure 5. Thermal conductivity of four insulation composites based on three triplicates.

2.2.3. Thermogravimetric Analysis (TGA)

This investigation was carried out to determine the prepared composite’s thermal
stability. A thermogravimetric analyzer was used to test an insulation composite sample
consisting of 5–10 mg (TGA Q500 by TA Instruments, New Castle, DE, USA). The insu-
lation composite sample decomposition was studied under a heating rate of 10 ◦C/min
spanning temperatures of 25–800 ◦C. The carrier gas was nitrogen, which flowed at a rate of
20 mL/min. To obtain least error and to have good accuracy the experiment was performed
two times.

2.2.4. Kinetic Study

The activation energy (Ea) was estimated using the fundamental Coats–Redfern equa-
tion, as presented in Equation (1) [37]:

ln

[
g(α)

T2(K)

]
= ln

[
AR
βEa

](
1 − 2RT

Ea

)
− Ea

RT
(1)

where g(α) denotes the model for the reaction mechanism; β (◦C/min) is the rate of heating;
R is a universal constant, taking the value of 0.008321 kJ/mol; T (Kelvin) is the reaction
temperature; and A (m−1) is the pre-exponential or frequency factor.

The α term is the conversion amount, calculated using Equation (2) [38]:

α =
mo − mi
mo − mf

(2)

where mo is the original mass of the respective sample at t = 0, mi is the instantaneous mass
of the respective sample at any time t, and mf is the final mass of the respective sample.

Plotting the left side of Equation (1) (ln
[

g(α)
T2(K)

]
) vs. 1/T will yield both Ea and A. The

fitted straight line’s slope will be equivalent to −Ea/R and its intercept is ln
[

AR
βEa

]
.

2.2.5. Differential Scanning Calorimetry (DSC)

The differential scanning calorimetry (DSC) analysis was conducted using a TA instru-
ment (model DSC25, TA instruments, New Castle, USA). A DSC analysis was performed
on a 5-mg sub-sample across a temperature range of 25–250 ◦C. Nitrogen at a flow rate of
5 mL/min was used to maintain the system under inert conditions. The heating rate was
set to 10 ◦C/min in the ramp mode. To obtain least error and to have good accuracy the
experiment was performed two times.

2.2.6. Fourier Transformation Infrared (FTIR)

The FTIR analysis of the four prepared samples was performed on an IRTracer-100
FTIR spectrometer (Shimadzu, Kyoto, Japan). The FTIR results were used to examine
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the changes in the functional groups at different wavelengths. An advanced Fourier
transform infrared (ATR-FTIR) spectrograph was obtained per sample, having a range of
500 to 4000 cm−1, 34 scans on average, and a spectral resolution of 4 cm−1.

2.2.7. Scanning Electron Microscopy (SEM)

A JEOL/EO scanning electron microscope (SEM), operating at 5 kV, was used to
observe the surface morphology of the prepared composite samples. The samples were
gold-coated before this analysis to avoid any electrostatic charges during their examination.

2.2.8. X-Ray Diffraction (XRD)

The index of crystallization of the samples was determined by the X-ray diffraction
analysis method. Each sample was investigated using Cu K radiation, for which the
working lamp parameters were set as follows: receiving slit = 0.15 mm, v = 40 kV, I = 30 mA.
The SEGAL method was used to calculate the crystallinity index, as follows:

Xcr =
I200 − Iam

I200
(3)

where Xcr is the index of crystallinity; I200 corresponds to the diffracted intensity at the
highest crystalline peak; and Iam denotes the diffraction intensity of the amorphous region.

2.2.9. Mechanical Testing

The tensile properties of the four fabricated composite samples were measured with an
autograph testing machine (Shimadzu Co. AGS-20NJ Series, Kyoto, Japan). To do this, each
sample was extended at a constant elongation velocity of 10 mm/min until it broke. Dog-
bone-shaped samples, as shown in Figure 2, were prepared for this mechanical analysis.

3. Results and Discussion

3.1. Thermal Conductivity (k) and Diffusivity (α)

Figure 6 shows the thermal conductivity profiles of four composite samples, whose
respective densities were 203 kg/m3, 227 kg/m3, 247 kg/m3, and 254 kg/m3. Evidently,
thermal conductivity of the samples increases with their increasing density. At 25 ◦C, the
thermal conductivity of Sample A with the lowest density (203 kg/m3) was 0.038 W/(m·K),
0.043 W/(m·K) for Sample B with a density of (227 kg/m3), 0.047 W/(m·K) for Sample C
with a density of (246 kg/m3), and 0.051 W/(m·K) for Sample D with the highest density
(254 kg/m3).

Figure 6. Thermal conductivity of the four prepared samples of insulation composite differing
in density.
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It should also be noted that for a given density of the composite, its thermal conduc-
tivity also increases linearly with temperature. For example, if the sample has a density
of 203 kg/m3 (Sample A), its thermal conductivity increases from 0.036 W/(m·K) to
0.040 W/(m·K) across a temperature range of 10–40 ◦C (5 ◦C increments).

Figure 7 shows that at every fixed temperature (from 10 to 40 ◦C), the thermal conduc-
tivity increases linearly as the sample density increases. At 30 ◦C, this being close to the
normal application temperature for building insulating materials, the thermal conductivity
increased from 0.03875–0.05215 W/(m·K) over a sample density spanning 203 kg/m3 to
254 kg/m3. Therefore, the thermal conductivity of dried samples is a function of both
temperature and density.

Figure 7. Thermal conductivity profiles of the insulation composite at fixed temperatures.

Figure 8 shows the linear fits of thermal conductivity against temperature. Very high
regression coefficient values characterized all four samples (>0.98), whose slope values
were very small (≈0.0001). This indicated that the thermal conductivity of these insulation
samples changed little (low sensitivity) in response to a rising temperature. This is a
fundamental characteristic of robust insulation materials.

 

Figure 8. Linear regressions of thermal conductivity as a function of temperature.
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In Table 2, thermal conductivity values of our prepared heat insulating samples are
compared with those of other renewable insulation materials. Ali and Alabdulkarem [32]
prepared a thermal insulation material using date palm surface fibers and corn starch
as a binding agent; their lowest thermal conductivity was 0.0475 W/(m·K) at a density
of 176 kg/m3. In our study, the thermal conductivity of the date palm fibers bound with
polyvinyl alcohol was 0.038 W/(m·K) at a density of 203 kg/m3. Hence, although their
density is lower, their thermal conductivity value is higher than that of date palm fibers
bonded with PVA. In addition, the thermal conductivity of this novel composite material
is comparable to that of conventional insulation materials. Cellular glass (0.041 W/(m·K)
at 115 kg/m3), glass mineral wool (0.035 W/(m·K) at ca. 20 kg/m3), polyurethane foam
(0.023–0.026 W/(m·K) at 30–40 kg/m3), expanded polystyrene (0.034–0.038 W/(m·K)
at 15–30 kg/m3), and extruded polystyrene (0.033–0.035 W/(m·K) at 20–40 kg/m3) are
prominent examples of this similarity in performance [39].

Table 2. Thermal conductivity coefficients of the fiber-based insulation composites.

No. Materials Thermal Conductivity Coefficient, k (W/(m·K)) Ref.

1. Date palm surface fibers bonded with PVA
(polyvinyl alcohol)

0.038 W/(m·K) (25 ◦C) at ρ = 203.33 kg/m3

0.043 W/(m·K) (25 ◦C) at ρ = 227.45 kg/m3

0.047 W/(m·K) (25 ◦C) at ρ = 246.53 kg/m3

0.051 W/(m·K) (25 ◦C) at ρ = 254.01 kg/m3

This study

2. Date palm surface fibers bonded with
corn starch 0.047 W/(m·K) (25 ◦C) at ρ = 176 kg/m3 [32]

3.

Date palm surface fibers, apple of Sodom
fibers, and agave fibers bonded with corn

starch, wood adhesive glue, and
white cement

Range of 0.0418–0.056 W/(m·K) for all samples at
ρ = 170–300 kg/m3 [34]

4. Waste wool and recycled polyester fibers 0.035 W/(m·K) (35 ◦C) at ρ = 62.50 kg/m3 [40]

5. Bamboo fibers bonded with protein-based
bone glue 0.055 W/(m·K) (25 ◦C) at ρ = 246 kg/m3 [41]

The heat capacity (Cp) of the date palm thermal insulation composite over various
temperatures is presented in Table 2. Heat capacity clearly has a linear relation with
temperature. Another important physical property of an insulating material is its thermal
diffusivity. It is the rate of temperature distribution through a material that predicts the
behavior in terms of thermal conduction relative to the heat storage capacity (Cp). High
diffusion means a high heat transfer rate and vice versa. The thermal diffusivity (α) was
calculated using Equation (4):

Thermal diffusivity (α) =
Thermal conductivity (k)

ρ× Cp
(4)

where thermal diffusivity (α) is measured in units of m2/s or mm2/s, the ρ is the density
of the sample, and Cp is the heat capacity of the sample.

Table 3 shows the thermal diffusivity values of the four prepared samples. At 25 ◦C,
Sample A had the lowest thermal diffusivity, being 0.137 mm2/s. In the earlier thermal
conductivity analysis, we found the conductivity coefficient (k) rising predictably with
temperature, albeit slightly, and considered better at lower temperatures. However, the
thermal diffusivity attains higher values at lower temperatures and lower values as the
temperature rises. This trend is linked to a greater heat capacity of the samples at higher
temperatures that lowers the transport rate of heat through the material. Hence, thermal
conductivity cannot be used alone as a measure of insulating material performance. More-
over, thermal diffusivity stayed nearly constant for all four composite samples, in that it
changes little with respect to density. A similar relationship between thermal conductivity
and thermal diffusivity was reported by Cetiner et al. [36]. Thermal diffusivity of our DPSF-
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based insulation material is comparable to commercially available insulation materials like
cellular glass boards (0.42 mm2/s) and hempcrete blocks (0.15 mm2/s) [39].

Table 3. Thermal diffusivity values of the different insulation composite samples.

T (◦C)
Heat Capacity Cp

(J/g ◦C)
Thermal Diffusivity (α) (mm2/s)

Sample A Sample B Sample C Sample D

10 0.179 0.248 0.255 0.256 0.270

15 1.122 0.161 0.166 0.166 0.175

20 1.291 0.142 0.145 0.145 0.153

25 1.365 0.137 0.138 0.139 0.147

30 1.442 0.132 0.136 0.133 0.142

35 1.501 0.129 0.133 0.130 0.138

40 1.545 0.128 0.131 0.129 0.136

Although thermal conductivity and diffusivity are significant, we can additionally
account for the thickness of the insulation in our analyses. The thicker the insulating layer
the slower the rate of heat loss and the better the building’s ability to retain heat. The
U-value comes into play here. The U-value represents the amount of heat lost through a
certain thickness of material. This allows you to compare insulation materials and thickness
immediately. The calculation of thermal transmittance (U-value) is as follows [42]:

Thermal transmittance (U-value) =
thermal conductivity

thickness
(5)

where U-value is in W/
(
m2·K), thermal conductivity in W/(m·K), and thickness of sam-

ples is taken in meters. When considering U-values, a lower number is better; a lower
U-value implies that a material transfers less heat and thus is a good insulator [43]. Table 4
shows the U-values of four insulation samples. It can be seen that the U-value of date
palm surface fibers based insulation samples is in close comparison to other insulation
materials. However, the U-value comparison is more accurate when the thickness is the
same between insulators. The general consensus is that the thicker the insulation the
lesser the heat transmission. Thermal conductivity, on the other hand, is unaffected by
insulation thickness, which instead influences thermal resistance [44]. Lakatos et al. [45]
examined the relationships between thermal conductivity and expanded material thickness.
They demonstrated that, contrary to U-values, thermal conductivity is independent of
insulator thickness. Zack J. et al. [46] showed that U-values decreased with increasing the
samples thickness from 40–80 mm. Therefore, the U-values of date palm surface fibers
based insulation material can further be decreased at higher sample thickness. However,
Mahlia T.M.I. et al. [47] suggested that there is a relation between thermal conductivity and
thickness of insulation materials. Therefore, an optimum thickness can be evaluated.

3.2. Thermal Analysis
3.2.1. Thermogravimetric Analysis (TGA)

Thermal degradation behavior is also another crucial characteristic of insulation materi-
als. A higher thermal degradation range with a lower weight loss is considered an excellent
property of insulation materials. Thermogravimetric analysis (TGA) was performed here to
analyze the degradation behavior of raw fibers of date palm and the insulation composite
material prepared with them. Initial degradation temperature (TIN), mass loss (%) at TIN,
major weight loss region, and major degradation temperature range (T) are the primary
physical properties of interest for insulation materials. A multi-step thermal decompo-
sition pattern was obtained from thermogravimetric analysis (Figure 9). These results
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are summarized in Table 5. Raw fibers started to degrade at a very high temperature of
255 ◦C, corresponding to TIN. At this TIN, the sample lost 11% of its original weight. The
initial degradation temperature of the insulation composite further increased to 282 ◦C
where the sample loss was only 6% of its original weight. The major degradation range
of the insulation composite expands going from 282 to 383 ◦C. Major weight loss, which
is ca. 84% of the original weight, thus falls within that major degradation range. Major
degradation rates were also identified by DTG (Figure 10). The TIN for the insulation
composite (282 ◦C) is a very high temperature, one not yet realized for any building insu-
lation material during the normal application period, and its corresponding weight loss
is very small. This makes the DPSF/PVA composite highly suitable for use as a building
insulating material.

Table 4. U-value of insulation materials.

No.
U-Value
W/m2·K Ref.

Sample A (10 mm) 3.8

This studySample B (10 mm) 4.3
Sample C (10 mm) 4.7
Sample D (10 mm) 5.1

Polystyrene (50 mm) 1.25
[48]Celotex (50 mm) 2.25

Glass wool (100 mm) 0.4
[49]Concrete blocks (100 mm) 11.1

Clay bricks (100 mm) 7.6

Fiber glass (50 mm) 1 [50]

Figure 9. TGA analysis of raw fibers and the insulation composite.

Table 5. Thermal characteristics of raw fibers and insulation composite.

Thermal Property Raw Fibers Insulation Composite

Initial degradation temperature at (TIN) (◦C) 255 282

Mass loss (%) at TIN 11 6

Major degradation temperature range (◦C) 255–381 282–383

Maximum degradation temperature (Tmax) 365 368
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Figure 10. DTG of raw fibers and the insulation composite.

3.2.2. Kinetic Analysis

Many researchers have performed kinetic analyses of insulation materials. This type
of analysis is helpful for understanding the thermal stability of insulation materials and
establishing their aging and fire-retardant characteristics. Zheng et al. [51] produced a
thermal insulation material using cellulose pulp, whose fire retardancy was developed
using an intumescent fire retardant, and its activation energy Ea increased due to the
formation of thermally stable char. Later, Lie et al. [52] conducted a kinetic analysis of
thermal insulator waste in the form of extruded polystyrene to learn more about its fire
retardancy and recycling potential. Earlier work by Jiao et al. [53] ran kinetic analyses of
three insulation materials: rigid polyurethane foam, extruded polystyrene, and expanded
polystyrene. The goal of that study was to look at the thermal degradation properties and
volatile products of those insulation materials.

Activation energy (Ea) was calculated here for date palm raw fibers and insulation
composite material by using the Coat–Redfern integral method. Kinetic analyses were
applied to the major degradation region, using the thermogravimetric data. The major
degradation region (i.e., active pyrolysis zone) is indicated in Figure 11.

Figure 11. TGA curves of raw fibers and the insulation composite.
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Two diffusion models, the anti-Jander equation and the Ginstling equation, yielded
excellent linear fits to the thermogravimetric data of raw date palm fibers (R2 ≈ 0.99)
and the insulation composite (≈0.92). These results are summarized in Table 6. The
Ea increased from 101 kJ/mol to a much higher value of 170 kJ/mol for the insulation
composite. The 68% increase in the Ea value shows that the binding of date palm fibers
with PVA augmented its fire retardancy and weakened its combustibility. The best-fitted
diffusion models are also depicted in Figure 12.

Table 6. Activation energy (Ea ) of date palm fibers and the insulation composite.

Equation Model Ea (kJ/mol)

Raw fibers Insulation composite

Anti-Jander 101.26 170.57
Ginstling 101.67 171.63

Figure 12. Fitted diffusion models. (a) The anti-Jander model for raw fibers, (b) the Ginstling model
for raw fibers, (c) the anti-Jander model for insulation composite, and (d) the Ginstling model for the
insulation composite.

3.2.3. Differential Scanning Calorimetry (DSC) Analysis

DPSFs were successfully bound with polyvinyl alcohol (PVA). Differential scanning
calorimetry (DSC) is a technique employed to observe the thermal transitions of polymers
upon heating. An insulation composite sample (one with least thermal diffusivity) was
analyzed to identify its glass transition (Tg), cold crystallization (Tc), and melting point
Tm. A second cycle isotherm for an insulation composite from 25–250 ◦C (10 ◦C/min) is
depicted in Figure 13. Upon heating a sample at a certain temperature, its state changes
from a hard glassy material into a soft rubbery material. This corresponds to the first step
change in the DSC curve, better known as the Tg. The Tg value for the composite sample
was 86.2 ◦C, slightly higher than the Tg value for pure PVA (80 ◦C). Upon further heating a
sample above Tg, a polymer often acquires much greater mobility and, once reaching the
proper threshold temperature, it gives off enough heat to attain an ordered structure. This
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heat release or dumping of heat can be recognized by an upward peak in the DSC plot. The
area of this peak conveys the latent heat of crystallization, and the temperature at this stage
is denoted Tc. Yet, most importantly, it tells us that the polymer in question can crystallize.
In cases where we have amorphous or semi-crystalline polymers, this peak fails to appear,
as we would expect in the DPSF/PVA prepared sample because its PVA component is a
semi-crystalline polymer. When the material is further heated beyond Tc, the molecules
will no longer retain their arranged pattern and a temperature point is reached when they
fall apart and the polymer melts. This is known as the Tm and is discernible on a DSC
curve as a steep downward curve. The melting point temperature (Tm) for the insulation
composite sample was 225 ◦C. Therefore, the developed material has a very high melting
point or dissociation from its binding material.
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Figure 13. DSC thermograph of the DPSF/PVA sample.

We also used the DSC data to measure the crystallinity of the sample, using
Equation (6) [28]:

Degree of crystallinity (Xcr) =
ΔHm − ΔHc

ΔH∞
m

(6)

where ΔHm is the measured melting enthalpy from the sample (55.68 J/g); ΔHc is the mea-
sured enthalpy from the sample; ΔH∞

m is the enthalpy of 100% crystalline PVA (138.6 J/g).
Hence, the Xcr for the insulation sample is 40.17%.

3.3. Microstructure Properties

Figure 14 shows the FTIR analysis of the insulation composite sample (one with least
thermal diffusivity). This analysis is useful for identifying the green nature of a composite’s
fabrication process. The FTIR spectra of insulation composite resembles closely with pure
lignocellulose material exhibiting typical vibration spectrum of natural fibers, where the
cellulose is the dominant component. The examination of the stretching peaks indicated
that carbon, hydrogen, and oxygen were the core components present in the insulation
composite. Hence, it is expected to be fully organic in nature. These functional groups
are allocated different wavelength numbers. Carbon–carbon (C=C), hydrocarbon (C-H),
carbonyl (C=O), and hydroxyl (OH) are the main fundamental groups. There is some
medium stretching at 3321 cm−1, due to an aliphatic primary amine (N-H) group that
appears in the sample, and two strong alkane C-H stretching peaks appear at 2918 cm−1

and 2846 cm−1. Then, at 1602 cm−1, we can see a medium C=C stretching peak associated
with the conjugated alkene group. The medium-bending peak appears at 1418 cm−1

because of an OH-bending alcohol group. At 1237 cm−1 there is a medium C-N stretching
of an amine group. The peak at 1015 cm−1 arises from the medium C-N stretching of an
amine group. Similar FTIR analysis has been reported in the literature for DPSFs [32] and
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agave fibers bonded with corn starch and wood adhesive. [34]. Mohammad Ali et al. [32]
also reported the presence of similar spectrums when date palm fibers were bonded with
corn starch. FTIR results showed that the fabrication process is expected to be a green
process, with no toxic materials present.

 

Figure 14. FTIR spectra of the insulation composite material.

Scanning electron microscopy is used to provide information on the microstructure of
the composites and permits the observation of the interaction of the DPF fibers with the
PVA solution. SEM images of the DPSFs and insulation composite can be seen in Figure 15.
Evidently, the fibers are bonded together with PVA and display a complex binding structure.
This analysis is helpful in showing, at the microstructure level, the bonding capacity of
polyvinyl alcohol to hold together the surface fibers of date palm. The raw date palm fibers
are long and needle shaped. In our recent study [14], it demonstrated that these DPSFs are
a lignocellulosic biomass composed of 44 wt.% cellulose, 22 wt.% hemicellulose, 30 wt.%
lignin, with the remainder of it comprising extractives, such as waxes or pectins, among
others. Good compatibility between date palm fibers and PVA binder has been observed
without any pretreatment of raw fibers. Moreover, a homogenous structure is shown in the
insulation composite without any huge gaps and voids.

 

Raw surface fibers 
PVA binded fibers 

Figure 15. SEM image of raw date palm fibers (left side) and the prepared insulation
composite (right side).

The X-ray diffraction analysis was performed on raw date palm fibers and insulation
composite. Date palm surface fibers are basically composed of lignin, hemicellulose, and
cellulose, of which cellulose is known as crystalline in nature, while lignin is the amorphous
phase; therefore, the semi-crystalline behavior of date surface fibers can be seen in Figure 16.
The crystallinity of insulation composites is an important parameter for evaluating their
strength. A sharp peak appeared in the insulation composite XRD scan, indicating the
presence of the crystalline phase and suggesting that the crystal structure of PVA was
incorporated. The crystallinity index of the DPSFs is only 34.6%, but it increased to 41.7%
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for the insulation composite. This increase in crystallinity is due to the binding of fibers with
a crystalline PVA polymer binder. Due to the ordered PVA structure, the intermolecular
bonding is significant, which results in a higher mechanical strength [54]. The degree of
crystallinity found here matches the crystallinity index of kapok tree fiber (Xcr = 45%) [55].
The value of the crystallinity index also corroborates the value obtained from our DSC
analysis of the insulation composite. A greater crystalline structure provides more hardness
and strength to materials.

Figure 16. XRD analysis of raw fibers and insulation composite.

3.4. Mechanical Properties

Mechanical strength is an indispensable characteristic of any insulation material.
Tensile strength and Young’s modulus were measured for the four prepared insulation
composite samples. Their stress–strain graphs are shown in Figure 17. It is noted that
the tensile strength of the insulation composite increased for Sample B and Sample C as
compared with Sample A. However, it again decreases for Sample D. The tensile strength
of Sample B and Sample C is closely matched. It was expected to not have a clear relation
between density and tensile, since the nature of fibers is uneven. During testing, if any
single fiber breaks the fracture point is obtained, eliminating the effect of samples density.
However, it should be noted that during tensile testing even when any single fiber breaks to
give break point, the remaining sample is still in contact, unlike extruded polymeric samples
that break in parts. The value of tensile strength ranged from 7 to 10 mPa. Additionally,
presented in Table 7 are values for Young’s modulus, which is a measure of tensile stiffness.
We should note that the mechanical properties of fiber/binder composites depend on the
properties of the binder as well as the fiber used. The mechanical properties of natural
fiber-based or biodegradable thermal insulation materials are generally lower than those
of conventional insulation materials. These findings for mechanical performance are
comparable to reported values in recent studies. For example, Feng et al. [56] obtained a
maximum tensile strength of 20.36 mPa for polypropylene composites when these were
reinforced with Kenaf and pineapple leaf fibers and treated with varying concentrations of
sodium hydroxide and 3-aminopropyltriethoxysilane. Pawlak et al. [57] used maleinized
linseed oil to plasticize polylactic acid, which was then reinforced with sheep wool fibers
recovered from the dairy industry; they recorded a tensile strength of ca. 25 mPa for their
PLA composites whose content of sheep wool fibers was 10%. Moreover, in stark contrast,
the tensile strength of polyurethane foam is just 0.110 mPa [58] and 0.120 mPa for the
EPS [59].
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Figure 17. Stress–strain graphs of insulation composites.

Table 7. Mechanical properties of insulation composites.

Sample No. Tensile Strength (MPa)
Young’s Modulus

(MPa)

Sample A 6.9 3.80

Sample B 10 3.56

Sample C 9.8 4.11

Sample D 7.2 5.98

4. Conclusions

Date palm surface fibers, an abundant form of lignocellulosic biomass waste, were
utilized here to develop a thermal insulation material. The goal was to develop a more
environmentally friendly biodegradable material for use as thermal insulation that could
be used in buildings instead of conventional fossil fuel based insulators.

Polyvinyl alcohol was successfully used as a binder in the synthesis of fiber-based
heat insulation composites.
Their thermal conductivity was found to be density- and temperature-dependent.
Four thermal insulation composites with densities of 203–254 kg/m3 had thermal
conductivity and diffusivity values of 0.038–0.051 W/(m·K) and 0.137–0.147 mm2/s,
respectively. Crucially, both the thermal conductivity and diffusivity were on par with
those of existing commercial insulators.
Thermal transmittance (U-value) of the four insulation composites were between
3.8–5.1 W/m2·K, which was in good comparison to other insulators of similar thickness.
TGA and DSC analyses confirm the higher thermal stability of the novel insulation
composite. Initial degradation temperature and melting point were 282 ◦C and
225 ◦C, respectively.
An Ea analysis was applied to predict the more resistive nature of the insulation
material. An activation energy increased to 171 kJ/mol for the insulation composite
compared with raw fibers (Ea = 101 kJ/mol).
FTIR analysis showed that only carbon, hydrogen, and oxygen are the main con-
stituents of the thermal composite and that it is organic in nature.
Further, our SEM results confirmed the binding of PVA into the fiber structures.
The prepared insulation composites had a tensile strength of 6.9–10 MPa.
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Therefore, date palm surface fiber based building insulation material exhibits excellent
properties for use as a substitute for conventional insulation.
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of mechanical, morphological, and thermal properties of reduced graphene oxide-reinforced expanded polystyrene (EPS)
nanocomposites. Adv. Polym. Technol. 2020, 2020, 3053471. [CrossRef]

570



Citation: Villar-Ramos, M.M.;

Hernández-Pérez, I.; Aguilar-

Castro, K.M.; Zavala-Guillén, I.;

Macias-Melo, E.V.; Hernández-López,

I.; Serrano-Arellano, J. A Review of

Thermally Activated Building

Systems (TABS) as an Alternative for

Improving the Indoor Environment

of Buildings. Energies 2022, 15, 6179.

https://doi.org/10.3390/en15176179

Academic Editors: Shi-Jie Cao and

Wei Feng

Received: 31 July 2022

Accepted: 21 August 2022

Published: 25 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

A Review of Thermally Activated Building Systems (TABS)
as an Alternative for Improving the Indoor Environment
of Buildings

María M. Villar-Ramos 1, Iván Hernández-Pérez 2,*, Karla M. Aguilar-Castro 2, Ivett Zavala-Guillén 3,

Edgar V. Macias-Melo 2, Irving Hernández-López 4 and Juan Serrano-Arellano 5

1 Doctorado en Ciencias en Ingeniería, División Académica de Ingeniería y Arquitectura, Universidad Juárez
Autónoma de Tabasco (DAIA-UJAT), Carretera Cunduacán-Jalpa de Méndez km. 1,
Cunduacán 86690, Tabasco, Mexico

2 División Académica de Ingeniería y Arquitectura, Universidad Juárez Autónoma de Tabasco (DAIA-UJAT),
Carretera Cunduacán-Jalpa de Méndez km. 1, Cunduacán 86690, Tabasco, Mexico

3 Centro de Investigación Científica y de Educación Superior de Ensenada CICESE, Carretera Ensenada-Tijuana
No. 3918, Zona Playitas, Ensenada 22860, Baja California, Mexico

4 Departamento de Ingeniería Química y Metalurgia, Universidad de Sonora (UNISON), Blvd. Luis Encinas y
Rosales S/N, Col. Centro, Hermosillo 83000, Sonora, Mexico

5 División de Estudios de Posgrado e Investigación, Tecnológico Nacional de México/IT de Pachuca, Carretera
Mexico-Pachuca km. 87.5, Colonia Venta Prieta, Pachuca de Soto 42080, Hidalgo, Mexico

* Correspondence: ivan.hernandezp@ujat.mx

Abstract: Among the alternatives for improving the thermal comfort conditions inside buildings
are the thermally activated building systems (TABS). They are embedded in different building
components to improve the indoor air temperature. In this work, a review and analysis of the state
of the art of TABS was carried out to identify their potential to improve thermal comfort conditions
and provide energy savings. Furthermore, this study presents the gaps identified in the literature so
that researchers can develop future studies on TABS. The articles found were classified and analyzed
in four sections, considering their implementation in roofs, walls, floors, and the whole envelope.
In addition, aspects related to the configuration of the TABS and the fluid (speed, temperature, and
mass flow rate) were analyzed. It was found that when TABS are implemented in roofs, walls, and
floors, a reduction in the indoor temperature of a building of up to 14.4 °C can be obtained. Within
the limitations of the TABS, the complexity and costs of their implementation compared to the use of
air conditioning systems are reported. However, the TABS can provide energy savings of up to 50%.

Keywords: thermally activated building systems; thermal comfort; thermal mass; energy savings;
radiant envelope; heat exchanger pipes

1. Introduction

According to experts from the Intergovernmental Panel on Climate Change (IPCC),
climate change has impacted all countries [1]. The level of electricity consumption for
thermal comfort has increased dramatically due to population growth. Moreover, in the last
decade, significant changes in many meteorological phenomena and weather conditions
have occurred in the world. It is estimated that the amount of energy consumed by the
residential and construction sector in 2018 was 36%, of which 39% of the energy was related
to CO2 emissions worldwide [2].

A building is a construction or an enclosure made of different materials destined to be
inhabited or destined to be used for conducting other activities. It is well known that most
of the heat gains of the building envelope occur due to the received solar irradiance, the heat
exchange with the outdoor environment, and its geometry and orientation. These heat gains
or losses of the building envelope usually cause the inhabitants to use an air conditioning
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system to achieve thermal comfort. The scientific community has begun to search for and
analyze construction alternatives that can reduce or increase thermal loads in buildings and
reduce global electricity consumption through renewable energy [3,4]. Several construction
alternatives to improve the indoor environment of a building are available, such as earth-
to-air heat exchangers [5–7], ventilated roofs [8–10], reflective materials [11–13], passive
design strategies [14–16], and thermally activated building systems (TABS) [17–19], among
others. These design strategies also contribute to the proposal of intervention alternatives
for the rehabilitation of spaces, considering the occupants, thermal adaptation, and energy
use [14].

TABS can reduce heat gains or losses because of the heat exchange from embedded
pipes installed in different building components. These pipes exchange heat directly with
the thermal mass of the building and improve the temperature of the indoor environ-
ment [20]. Inside the pipes, water or air is generally circulated; these pipes are embedded in
roofs, floors, or walls, depending on factors such as the climatic zone, orientation, and con-
struction materials, among others. TABS are used to decrease or increase the temperature in
the indoor space of an enclosure. The integration of the system with the construction struc-
ture allows the use of solar energy to be included, since the working fluid can be reused
for other applications, helping to reduce pollution from greenhouse gases. According to
the literature, the cost of implementing TABS is higher than traditional HVAC systems.
However, the energy saving provided by TABS is 25% higher compared to the lifetime of a
traditional air conditioning system. Using water as the working fluid in TABS increases
energy savings because water can transport energy 3500 times more effectively than air.
Among the advantages of using TABS over HVAC systems are: high indoor air quality,
greater energy efficiency and smaller size, and low maintenance costs [21]. Although ther-
mally activated systems have been studied, analysis of the envelope is required to obtain a
better performance [22].

Various authors have analyzed the application of TABS, which have been referred
to with different names depending on the application and the location in the building
envelope. The literature is not consistent in labeling TABS. Table 1 summarizes the different
names used for TABS.

Table 1. Other names used for TABS and their applications.

Name Location Mode

• Hollow core slab
• Embedded tubes with hot/cold fluids
• Slab cooling/heating system
• Floor heating system
• In slab heating floor
• Radiant floor
• Concrete core
• Pipe-embedded envelope
• Radiant slab cooling
• Concrete core cooling slab
• Thermally activated building constructions
• Active building storage systems
• Embedded hydronic pipe systems

• Floor
• Roof
• Wall
• Whole envelope

• Heating
• Cooling

TABS have been used for both heating and cooling and are located in different sections
of a building envelope depending on their application. Previous review articles on TABS
are available and discuss several aspects related to the thermal behavior of this technology.
For instance, Rhee and Kim [23] analyzed the basic and applied literature on radiant
heating and cooling systems embedded in the building envelope. The authors analyzed
the main uses of radiant systems and thermal comfort, their cooling/heating capacity,
obtained from different approaches such as computational fluid dynamics (CFD) analysis,
energy simulation, system configuration, and control strategies for use at other times of
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the day. In the literature, TABS have also been analyzed according to their application,
design, topology, and control strategies. Romaní et al. [24] analyzed TABS based on
their application’s simulation and control strategies. The authors studied the system’s
generalities and design and classified the TABS by mode of operation, position, and working
fluid. Romaní et al. classified the TABS as radiant floor, radiant ceiling, hollow core slab,
concrete core, and pipe-embedded envelope. Ma et al. [25] conducted a review of the state
of the art of energy storage and dissipation in TABS. The authors focused on the extraction
of energy from the indoor environment of buildings and how it can be reused in other
systems. The authors concluded that by applying TABS correctly, an improvement in energy
efficiency can be obtained. The possibilities and limitations of using TABS on walls were
analyzed, such as in a work published by Krajčík and Šikula [26]. The authors examined
the use of TABS and compared four types of wall cooling system. Krajčík et al. [27] carried
out a review on TABS embedded in walls and their use as thermal barriers, with a focus on
the reduction in thermal loads. The authors selected only systems with pipes embedded in
the wall for heating and cooling. Krajčík et al. classified the wall system and the thermal
barriers by their function, the configuration of material layers, and the location of the pipes.
On the other hand, the analysis of TABS has also been considered in works incorporating
insulation materials, such as phase change materials, as studied by Cai et al. [28], which
contribute to improving the indoor environment and storing energy.

A bibliometric analysis was performed in order to explore the existing status of the
literature on TABS. Figure 1 shows a visual map where some aspects of the selected articles
were analyzed. To search for the term “Thermally Activated Building System”, the Scopus
database was used by prioritizing the publication period from 2015 to 2022. To input
the collected results, the open-source software VOSviewer, was used. It was found that
the most cited topics in the literature related to the term were: (1) thermally activated,
(2) cooling systems, (3) energy efficiency, (4) heat storage, and (5) thermal comfort. Figure 2
shows the countries of origin where the most articles about TABS have been published for
the last seven years. TABS are being researched extensively in China, the United States,
Germany, Spain, Belgium, and India, among others.

The present study aims to explore the state of the art of TABS in buildings and to
present information that would help researchers to develop new practices, technologies,
and research directions. The reviewed and analyzed articles were obtained mainly from
databases such as Scopus, Web of Science, and Google Scholar by prioritizing the publica-
tion period from 2015 to 2022. Within the criteria for selecting the articles, only articles in
which the heat exchanger tubes were embedded in a building envelope component (either
roof, wall, or floor), or even in the whole building envelope, were considered. This work
is divided into four sections, with the main findings highlighted when TABS are installed
on roofs, walls, floors, and the whole building envelope. In each section, a summary table
describes the applications of TABS in the building envelope, the type of climate studied,
the mode of operation, the TABS features, and the simulation methods.
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Figure 1. Network of keywords relating to thermally activated building systems.

Figure 2. Network of the origins of papers about thermally activated building systems.

2. TABS Embedded in Building Roofs

Building roofs are usually the building components with the most significant tempera-
ture fluctuations, and they receive solar energy for more hours than any other component.
Thus, in zones with a warm climate, building roofs are sources of unwanted heat that affect
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indoor thermal comfort conditions. This section focuses on the research works related to
TABS integrated into building roofs. The improvements in thermal comfort, combinations
with other technologies, and the energy savings provided by this technology are given in
this section.

2.1. Potential of TABS to Improve Thermal Comfort When Installed in Roofs

The thermal comfort conditions inside buildings depend on variables such as air
relative humidity, air temperature, and air speed, among others [29,30]. Several studies
were conducted to determine the influence of roofs with TABS on the indoor air temperature
of buildings, which can be considered as a method of assessing the thermal comfort
improvements provided by TABS.

One of the first studies was that presented by Gwerder et al. [31], who proposed a
control algorithm for TABS to comply with comfort requirements. The proposed method
incorporates the change between the heating and cooling modes of the TABS to satisfy
thermal comfort. The algorithm was tested in a simulation example. The hourly tem-
perature analysis demonstrated that the TABS maintained the indoor air temperature
between 21 and 27 °C for the whole year. Another control strategy for TABS in which the
operating mode (heating or cooling) is determined by the average indoor air temperature
was reported by Wit and Wisse [32]. They analyzed the thermal behavior of TABS with
different hydronic typologies integrated into the roof of two office buildings. After sev-
eral experimental tests, the results demonstrated that TABS could maintain the comfort
conditions of the two buildings because most of the measured indoor air temperatures
fell within the 80–90% satisfaction zones during the testing period. In another study of a
roof integrated with TABS, Rey Martínez et al. [33] analyzed the indoor air quality and
thermal comfort of a building. The building had four floors, TABS powered by a water
chiller, and a cooling tower. The authors found that the operating temperature remained
between 23 and 25 °C and the CO2 levels at 850 ppm during occupancy. A simulation
study of a building incorporated with TABS in the roof is described in Chung et al. [34].
EnergyPlus simulation software was used to apply different control strategies in each area
of the case study building. The authors varied the water supply temperature from 19 to
25 °C in the interior zone and the perimeter for heating and cooling, grouping the tests
into three case studies. Chung et al. concluded that by separating the proposed building
into zones with different control strategies according to each floor’s needs, the thermal
comfort improved by 5%. The experimental study presented by Dharmasastha et al. [35]
analyzed the thermal behavior of a hybrid system integrated with a TABS coupled to a
gypsum roof reinforced with fiberglass (TAGFRG). They built a test chamber with copper
tubes of 0.01 m internal diameter embedded in the roof under hot and humid conditions
in Chennai, India. The authors found that the TABS decreased up to 5.1 °C in the roof
interior surface temperature and 6.7 °C in the indoor air of the test chamber. Saw et al. [36]
studied the thermal behavior of a roof cooling system with a closed-loop pulsating heat
pipe (CLPHP) and compared it with a bare metal roof system design. The authors proposed
a rooftop CLPHP as an active cooling system for a tropical climate. This system consisted
of a closed circuit of copper pipe, placed between two aluminum plates under a sheet roof
and insulated on the lower surface. Methanol was used as a working fluid in the copper
pipe circuit. They simulated solar radiation using two halogen lamps. Saw et al. found that
a cool roof system with CLPHP reduced the indoor air temperature of the test cabin from
34 °C to 29.6 °C compared to the bare metal roof system.

Table 2 summarizes the studies presented in this section. The authors determined
the influence of TABS installed in building roofs on thermal comfort by analyzing the
indoor air temperature, satisfaction zone compliance, and comfort improvement percentage.
The influence of TABS installed in roofs appears to be beneficial for increasing the thermal
comfort in buildings.

575



Energies 2022, 15, 6179

Table 2. Improvements in thermal comfort of buildings with TABS embedded in roofs.

Reference Weather Mode * TABS Features * Model Findings

[31] - H, C
F = Water,

DBP = 0.2 m,
φ = 0.015 m

The thermal comfort can be maintained
between 21 and 27 °C if TABS are used

with intermittent operation.

[32] Temperate H, C F = Water -
TABS maintained the indoor air

temperature within 80–90% of comfort
satisfaction zone.

[33] - C F = Water -
TABS maintained the indoor air
temperature in a range between

23 and 25 °C.

[34] - H, C F = Water
A control strategy by zones improves
the thermal comfort by 5% with the

TABS installed in the roof.

[35] Warm and humid C
F = Water,

DBP = 0.054 m,
φ = 0.01 m

TABS decreased the indoor air
temperature of the test chamber by up

to 6.7 °C.

[36] Tropical C F = Methanol,
φ = 0.00635 m

A CLPHP coupled to a metal roof
reduced the indoor air temperature by

up to 13% compared with the bare metal
roof system.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, and φ = diameter of the pipes.

2.2. Combination of TABS with Other Technologies for Roofs

Several research works analyzed the combination of TABS with other technologies to
improve the indoor temperature of buildings. In the reported studies, TABS was combined
with solar collectors, ground heat exchangers, and materials that favor energy storage.
Wu et al. [37] developed a numerical model to analyze the behavior of a combined heating
system formed by solar air collectors connected to a TABS with intermittent operation.
The authors observed that the solar air collector inlet temperature ranged from 17 to 24 °C,
while the air collector outlet temperature ranged from 35 to 62 °C, with an average efficiency
of 47.1%. They concluded that with the proposed system an acceptable thermal comfort
temperature could be maintained inside the building ranging from 17 to 24 °C. In a recent
study, Chung et al. [38] simulated the behavior of a coupled system (TABS + ground heat
exchanger) considering 28 climatic conditions and varying the burial depth of the ground
heat exchanger. The authors found that the coupled system removed the peak thermal
loads by up to 75%, while a chiller cooling system removed it by 32%. They also found
that in this coupled system, the climatic conditions caused variations in the load-handled
ratio, obtaining better results in warm humid climates when the depth of the ground heat
exchanger was buried at 2 m.

Other authors studied the combination of TABS with phase change material (PCM).
A study of roofs with PCM and TABS is also available. Yu et al. [39] studied a roof with
embedded tubes through which air circulated. They validated and compared through a
CFD numerical simulation the thermal properties of the system with a PCM as insulation.
The authors proposed a concrete roof with a thickness of 0.19 m and a layer of 0.03 m
of paraffin as the PCM. The results show that the optimum phase transition temperature
increases linearly by approximately 2 °C when the average temperature of the outdoor air
rises. Compared to a roof without PCM, they found that the interior surface temperature
decreases by between 3.7 and 4.0 °C in different regions of China. In a more recent study,
the same authors [40] proposed a ventilated roof model with embedded pipes and a
stabilized layer of PCM (VRSP). The authors developed a steady-state three-dimensional
heat transfer model of the VRSP system in ANSYS FLUENT. The convective heat transfer
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coefficient on the interior surface of the roof was 8.72 W m−2 K−1 and 23.26 W m−2 K−1 on
the exterior surface, and the indoor air temperature was set at 26 °C. The effect of the phase
transition temperature, the thickness of the PCM layer, and the airflow rate in the tubes was
studied. The researchers found that the optimal design of the roof had a phase transition
temperature of 29–31 °C, a thickness of the PCM layer of 0.02–0.35 m, and an airflow rate
of 1.4–2.5 m s−1. It was shown that the optimum design reduced the average temperatures
of the interior surface by a factor ranging between 0.4 and 3.2 °C compared to the non-
ventilated roof. Moreover, the daily heat gain of the roof was reduced by a factor ranging
between 9 and 82%. In a recent study, Heidenthaler et al. [41] performed a comparative
analysis of TABS embedded in concrete and wooden roof slabs. The authors used the finite
element analysis (FEA) simulation software HTflux. They analyzed four basic variants of
fir and beech wood, of which they obtained five additional combinations. They also varied
the depth at which the tubes were embedded (0.03 and 0.06 m). The authors concluded
that by using wood in TABS, adequate heat flux densities can be achieved for heating in
low-energy buildings, supplying the fluid at higher temperatures compared to concrete
structures. The authors found that the basic combination of beech (radial/tangential) with
6 cm embedded pipes has a potential energy storage capacity 53% greater than a concrete
structure. Other authors that analyzed the behavior of a roof TABS coupled with a ground
source heat pump (GSHP) were Hu et al. [42]. The authors carried out an energetic and
exergetic analysis of a building for summer and winter. The authors found that adding a
cooling tower improves system performance with an efficiency of up to 16%, maintaining
the indoor ambient temperature within the range of 18–26 °C.

Table 3 summarizes the studies presented in this section. The coupling of TABS with
other technologies such as solar collectors or ground heat exchangers is expected to increase
the cooling or heating effect that TABS provides. Such a combination of technologies
demonstrates that TABS can be integrated into renewable energy sources and will help to
reduce the emission of greenhouse gases. Moreover, as mentioned above, the combination
of TABS with other technologies such as PCM increases the thermal mass of the building
roofs, which enhances the peak indoor air temperature reduction.

Table 3. Studies that analyzed the combination of TABS with other roof technologies.

Reference Weather Mode * TABS Features * Model Combination

[37] Cold region H
F = Air, DBP = 0.12 m,

φ = 0.04 m,
v = 2 m s−1

Solar air collector and TABS

[38]
Equatorial, arid,

warm temperature,
snow, polar

H, C - Horizontal ground heat exchanger
and TABS

[39]
Cool, winter,
hot summer,
mild regions

-
F = Air,

DBP = 0.024 m,
φ = 0.08 m

PCM and TABS
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Table 3. Cont.

Reference Weather Mode * TABS Features * Model Combination

[40] - -
F = Air,

DBP = 0.024 m,
φ = 0.08 m

PCM and TABS

[41] - H
F = Water,

DBP= 0.15 m,
φ = 0.016 m

Wood and TABS

[42] Cold winter H, C F = Water GSHP with TABS.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, and
v = fluid velocity.

2.3. Potential of TABS to Reduce the Energy Consumption When Installed in Roofs

The reduction in the energy consumption of air-conditioned buildings due to the
incorporation of TABS in building roofs was analyzed in two research works. In the first
work, Lehmann et al. [43] investigated the functionality and application range of a TABS
by simulating a typical office in TRNSYS. The authors analyzed thermal comfort aspects,
maximum allowable heat gains in the room, and the re-cooling of the building mass. They
studied a building that was 6 m long, 5 m wide, and 3 m high facing west. This room
had pipes of 0.020 m internal diameter embedded in a 0.3 m-thick concrete roof slab and
a 0.25 m separation between pipes. It was found that the maximum allowable total heat
gains were 39 W m−2 with carpet in the room and 32 W m−2 with a false floor, with a
room temperature between 21 and 24 °C. Furthermore, the authors found that the TABS
reduced the energy consumption for cooling by 50% compared to the base case. The second
study is a simulation study mentioned in Section 2.1. Chung et al. [34] also estimated the
influence of the TABS installed on the roof on the thermal loads of the building prototype.
They found that compared to the reference case, the heating load was reduced by 10%,
the cooling load was reduced by 36%, and the total energy consumption decreased by
13% due to the TABS. Table 4 summarizes the studies presented in this section, where
the authors demonstrated the potential of TABS for reducing energy consumption and
reducing heating and cooling loads.

Table 4. Reductions in energy consumption provided by TABS embedded in building roofs.

Reference Mode * TABS Features * Model Findings

[34] H, C F = Water

The heating load was reduced by 10%,
the cooling load was reduced 36%,

and total energy consumption decreased by
13% with the TABS.

[43] C F = Water, DBP = 0.25 m,
φ = 0.020 m, ṁ = 13 kg h−1 - The TABS reduced the energy consumption

by 50% in cooling mode.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, and ṁ = mass
flow rate.

578



Energies 2022, 15, 6179

3. TABS Embedded in Building Walls

The walls of a building are another type of building envelope component that exchange
energy with the outdoor environment because of their significant surface area. Several
studies about TABS on building walls have been carried out. TABS embedded in walls is
a potential solution to improve their thermal behavior by increasing or decreasing heat
losses and saving energy. The aim of this section is to introduce the simulation methods
to predict the behavior of TABS, the most suitable configuration, and other techniques to
improve the design and construction of TABS.

3.1. Influence of the Flow Characteristics on the Thermal Behavior of TABS Embedded in Walls

Some authors have carried out experimental studies with TABS in walls, where they
have varied the fluid parameters such as inlet temperature and fill ratio to analyze the
thermal behavior of building walls with TABS. Zhu et al. [44] proposed a two-phase
thermosyphon loop (TPTL) incorporated into a thermally activated wall and tested it under
winter conditions. The authors carried out experimental tests using a test wall 1 m wide,
0.9 m, high, and 0.2 m thick with embedded tubes of 0.009 m internal diameter, using
ethanol as a working fluid. The authors varied the fluid temperature from 25 to 65 °C
and the fluid fill ratio from 60 to 144%. The authors found that the fill ratio between
the volume of the working fluid and the evaporator volume has a critical impact on the
thermal resistance and the starting behavior of the TPTL. They found that the optimal fill
ratio is around 116%. A theoretical–experimental study of pipes embedded in a wall for
analyzing the influence of pipe depth and spacing on the indoor temperature gradient
was carried out by Romaní et al. [45]. They installed an experimental prototype in Spain,
which measured 2.85 × 1.85 × 1.95 m. The prototype walls were made of alveolar brick,
with 0.016 m-diameter polyethylene tubes embedded 0.036 m from the interior surface and
a 0.15 m separation between each pipe. The experimental results obtained by the authors
show that the indoor temperature near the east, west, and south walls remains between
25 and 31 °C.

Table 5 summarizes the articles about wall-embedded TABS and the influence that the
working fluid has on thermal behavior. As can be seen, TABS does not only use water as
the working fluid.

Table 5. Influence of the flow on TABS embedded in walls.

Reference Mode * TABS Features * Model Findings

[44] H F = Ethanol, DPB = 0.20 m,
φ = 0.00822 m

The system exchanges 25.5 W m−2 with the
internal surface of the wall

[45] -
F = Water,

DPB = 0.05–0.30,
φ = 0.016 m

The temperature difference between the
inner and outer surface of the wall

decreases by up to 20 °C

* H = heating, F = fluid, DBP = distance between the pipes, and φ = diameter of the pipes.

3.2. Prediction of the Behavior of TABS Embedded in Walls

Some works have analyzed the thermal behavior of building walls with TABS by
modeling the system. The authors have analyzed the system using different methods such
as resistance–capacitance (RC), the number of transfer units (NTU), and finite difference
(FD). Fluid parameters such as inlet temperature, inlet velocity, and mass flow rate were
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analyzed. Some of these studies have been validated with experimental data, such as that of
Todorović et al. [46]. The authors used the analytical expression of Faxen-Rydberg-Huber
to determine the thermal characteristics of walls heated by embedded tubes. This expres-
sion was experimentally and theoretically verified using three heated wall panels with
different structures and geometric characteristics. The panels operated in heating mode,
the temperature of the water from feeding the pump was set at 40 °C, and the volumetric
flow circulated at 2 L min−1. The authors compared measurements of the average surface
temperature of the panels, using a test contact, thermistors, and a thermal imaging camera.
The differences between the average temperatures of the panel surfaces were 1.8 to 4.5%
when measured using a non-contact and contact method. The authors concluded that the
difference between the analytically calculated average temperature and the experimental
measurements is 13.7 and 8.6% by contact and non-contact methods, respectively. A model
of the frequency-domain finite difference (FDFD) of the thermal behavior of a building wall
construction was developed by Xie et al. [47]. The researchers built a test room to validate
the model, being 5.6 m long, 3.3 m wide, and 2.8 m high, divided into two test chambers by
a 0.31 m-wide wall. The experimental test had embedded polypropylene tubes of 0.02 m
diameter placed with a separation of 0.2 m. The authors varied the water inlet temperature
to 17.5, 19, and 20 °C, while the water inlet velocity was set at 0.5 m s−1. They found
that by supplying the water in the tubes at 17.5 °C, a heat exchange with the wall internal
surface of 25.5 W m−2 could be obtained. The results show that the finite difference model
could predict the behavior of construction with embedded pipes. The relative errors were
6.5% and 4.4% between the measurement and the prediction by the FDFD model for the
external surface heat flux and the pipe-embedded building envelope internal pipe surface
heat flux, respectively. In other research by the same group, Zhu et al. [48] developed a
semi-dynamic thermal model of an active pipe-embedded building. The model consists
of construction with embedded pipes in a 3 m-high and 2 m-wide wall . This model was
coupled with a resistance and capacitance model (RC) that predicts heat transfer along the
width of the structure and a number of transfer units model (NTU) to evaluate heat transfer
in the pipes. To assess the behavior of the semi-dynamic model, they developed a CFD
model in FORTRAN that functioned as an experimental virtual test for comparison. They
tested and verified three case studies where the water inlet temperature was set at 20 °C,
varying the water inlet velocity from 0.5 to 0.7 m s−1 and the thermophysical properties
of the wall; the pipe spacing was 0.02 m. The authors observed that the changes in the
heat fluxes taken away by the water are not obvious with different velocities in the water.
Meanwhile, an average difference of about 0.5 °C in the outlet temperature of the fluid was
found throughout the day. The results demonstrate that the semi-dynamic model predicts
the thermal behavior of a TABS with a relative error of 5%. Later, Zhu et al. [49] validated a
simplified semi-dynamic model of a chamber with tubes embedded in the envelope. They
built two chambers with a controlled environment to perform the validation, one with pipes
embedded in the envelope and the other without embedded pipes as a reference. The walls
of the chambers were made of alveolar brick, with a layer of cement mortar covering both
surfaces of the walls, with polybutylene tubes of 0.020 m in diameter embedded in the
layer of cement mortar. The water velocity was varied from 0.8 to 0.5 m s−1, and the water
temperature from 18 to 19 °C. The authors concluded that the difference between the model
and the experimental validation was minimal. The average relative error to predict the
outlet water temperature was less than 0.10 °C, while the heat transferred to the water
had a difference of 11%. Other authors that varied the flow rate with a numerical model
were Ibrahim et al. [50], who analyzed the behavior of the surface temperatures and the
fluid of a chamber with TABS in the walls through which water circulated. To compare
the experimental results with the numerical model, they used two chambers: a reference
sample, and the other as a test. The experimental chambers measured 2.25 × 1.6 × 1.2 m
(length, width, and height), composed of concrete walls with a thickness of 0.12 m with a
layer of 0.04 m aerogel plaster. The copper pipes were embedded in the aerogel plaster and
placed in a serpentine shape, with a separation between pipes of 0.10 m. The authors used
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a mixture of 60% water and 40% antifreeze as the working fluid, with a variable volumetric
flow rate of 5.53–11.6 L h−1 controlled by a pump in a closed circuit. The authors found that
the performance of the wall with TABS is affected by the weather, the indoor temperature,
the solar absorptivity of the envelope, and the mass flow rate. Qu et al. [51] investigated
the relationship between the design and the operating parameters of a thermally activated
wall system (TAW) using a mathematical model developed in COMSOL and validated with
experimental data from a test chamber. The variables analyzed were the separation between
each tube, the area of the thermally activated wall, the flow rate, and the inlet temperature
of the water. The authors proposed optimal design graphics for a thermally activated
wall system for China’s climatic zones. The test chamber measured 2 m × 2 m × 2 m, and
was thermally activated on the south wall with embedded tubes, where three separations
between tubes (0.01, 0.02, and 0.03 m) were tested. The water flow circulating through the
TAW had a velocity of 0.2 m s−1, and a heat pump supplied three different temperatures
(15, 17, and 19 °C). The results indicate that the water inlet temperature and the indoor air
temperature affected the heat transfer of the TAW. They found that the maximum inner
wall surface temperature occurred for a separation between tubes of 0.02 m and a water
velocity of 0.2 m s−1, and the maximum and minimum values reached 1.78 °C and 1.80 °C
during the cooling and heating mode.

Other studies have analyzed the effect that the arrangement, the separation and the
distance between the pipes have on the indoor temperature. Jiang et al. [52] investigated the
influence of the velocity and the type of arrangement on the performance considering the
changes in the water temperature. They compared two TABS arrangements in a numerical
study: a serial pipe-embedded wall (SPW) and a wall with embedded tubes connected in
parallel (PPW). The authors found that the inlet water temperature had a more significant
effect on the interior temperature than the sol-air temperature. The authors observed that
reducing the water temperature below 26 °C in summer and increasing the temperature
above 18 °C in winter reduced the cooling and heating thermal loads. Romaní et al. [45]
made a numerical model of a radiant wall in 2D, validated with an experimental prototype.
The radiant wall was simulated using the finite volume method (FVM). The parametric
study showed that the separation and the depth at which the pipes are placed significantly
influenced the walls’ thermal behavior. The authors obtained better performance when
placing the pipes at a depth of 0.045 and 0.065 m and with a separation of 0.0125 and
0.0150 m because the heat fluxes and the temperature inside are minimized.

Table 6 summarizes the articles about models developed for TABS embedded in walls.
Among the variables analyzed are the fluid supply velocity, the fluid inlet temperature,
and the configuration of the pipes that supply the fluid. As can be seen, TABS are mostly
used for heating and use water as the working fluid. Furthermore, TABS have different
arrangements and configurations depending on the building construction methods.

Table 6. Models developed to predict the behavior of TABS.

Reference Mode * TABS Features * Model Simulation Method/Model Simulation Tool

[45] -
F = Water,

DPB = 0.05–0.30,
φ = 0.016 m

FVM -

[46] H
F = Water, DBP = 0.07 and
0.10 m, φ = 0.016 m and
0.0116 m, V̇ = 2 L h−1,

Faxen-Rydberg-Huber -
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Table 6. Cont.

Reference Mode * TABS Features * Model Simulation Method/Model Simulation Tool

[47] H, C F = Water, DBP = 0.20 m,
φ = 0.020 m, v = 0.5 m s−1 FDFD FLUENT

[48] -
F= Water, DBP = 0.20 m,

φ = 0.02 m,
v = 0.5–0.7 m s−1

RC-NTU Program written in
FORTRAN Code

[49] H, C
F = Water, DBP = 0.20 m,

φ = 0.02 m,
v = 0.8–0.5 m s−1

RC-NTU -

[50] H

F= Water, antifreeze,
DPB = 0.10 m,
φ = 0.012 m,

V̇ = 5.3–116 L h−1

- TRNSYS

[51] H, C
F = Water, DPB= 0.10,

0.20, and 0.30 m,
φ = 0.02 m, v = 0.2 m s−1

FEM COMSOL

[52] H, C
F = Water, DPB = 0.08 m,

φ = 0.008 m,
v = 2.7 m s−1

FVM FLUENT

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, V̇ = volumetric
flow rate, and v = fluid velocity.

3.3. Heat Losses and Heat Dissipation of Walls Integrated with TABS

A building wall integrated with TABS can reduce the heat losses of buildings in
winter. Ibrahim et al. [50] found that heat losses were reduced by between 9% and 35%
in the Mediterranean climates when a wall with embedded pipes was used. On the other
hand, a building wall integrated with TABS can dissipate heat more effectively than a
conventional wall. Li and Zhang [53], analyzed the behavior of a wall implanted with heat
pipes (WIHP). The authors compared the WIHP with a conventional wall in the summer
months in Tianjin, China. The WIPH wall dimensions were 1.72 m long, 1.72 m wide,
and 0.34 m thick, with 24 capillary tubes of 0.002 m in diameter and a length of 0.60 m.
The authors concluded that the WIPH system had a greater heat dissipation effect in the
summer. Its heat transfer capacity was 50.7 kW m−2, and the average temperature of the
WIPH was 2 °C lower than the conventional wall. Other authors, such as Iffa et al. [54],
included the use of an insulating material for energy storage and saving. The authors
coupled an active insulation system with a TABS embedded in a wall. They analyzed the
behavior of the system through simulation and experimental tests. It was found that if both
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systems are coupled, a flux of up to 81.92 W m−2 can be transferred from the wall to the
air. Thermal barriers were proposed by Krzaczek et al. [55] to maintain the changes in the
internal energy of the walls at a level close to zero. They proposed a thermal barrier model
in residential construction, which consisted of a system of tubes embedded in the walls to
heat or cool a building, controlled by a fuzzy logic program. The pipes were supplied by
water without antifreeze at 25.3 °C for summer and 20.5 °C for winter. The experimental
test period was 17 months. They found that the control method through the thermal barrier
system was efficient for maintaining a comfortable temperature inside, finding that the
temperature variations in the exterior and interior wall of construction were less than 1 °C.

Table 7 summarizes the studies presented in this section. These research works indicate
that walls integrated with TABS allow heat gains to the indoor of buildings to be reduced.
However, it is important to analyze the most suitable configurations to increase heat dissi-
pation, because a reduction of 2 °C in the case of the study reported by Li and Zhang [53]
could be considered low if the complexity of the installation of the TABS on the walls
is considered.

Table 7. Heat losses and heat dissipation of TABS embedded in walls.

Reference Mode * TABS Features * Model Findings

[50] H
F = Water, antifreeze,

DPB = 0.10 m, φ = 0.012 m,
V̇ = 5.3–116 L h−1

With the system proposed the heat losses
were reduced from 35% to 9%.

[53] C φ = 0.0042 m

The system has a heat transfer capacity of
50.7 kW m−2. The temperature of the wall

with TABS was 2 °C lower than a
conventional wall.

[54] H F = Water, DPB = 0.076–0.152 m,
φ = 0.019 m

The TABS reduced the temperature of the
wall by 10 °C.

[55] H, C F = Water, DPB = 0.20 m,
φ = 0.025 m,

The control method through the thermal
barrier system was able to maintain a

comfortable temperature inside, with a
temperature variation smaller than 1 °C.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, and
V̇ = volumetric flow rate.

3.4. TABS Walls and Other Techniques for Energy Saving

The TABS is studied for its capacity to improve buildings’ indoor thermal comfort;
some authors have proposed integrating new insulating materials and techniques to control
the system. Comparing two TABS arrangements in a numerical study, Jiang et al. [52]
found that the energy load reduction rate of a serial pipe-embedded wall (SPW) system
is higher (25.2%) than that of a wall with embedded tubes connected in parallel (PPW)
(8.7%). The influence of the TABS on heating energy consumption in a typical Serbian
home was determined by Stojanović et al. [56]. The authors simulated a TABS in Ener-
gyPlus. The TABS was fed with groundwater, where three supply temperatures were
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used: 10, 14, and 18 °C. The authors concluded that when the TABS is used for heating,
energy savings of up to 75% can be obtained with a supply temperature of 18 °C. Further-
more, they emphasized that all renewable sources can be used as an energy source for the
TABS when it is used for heating. Guerrero et al. [57] proposed a new prefabricated panel
for residential building facades. The authors proposed the integration of phase change
materials (PCM) and concrete as structural elements. In this structure, water circulates
through heat exchange pipes embedded in mortar cement, made of plastic material with
an outer diameter of 0.01 m and a separation of 0.10 m between the pipes. The inlet water
temperature and the distance between pipes were varied, from 30 to 45 °C and from 0.08
to 0.12 m, respectively. The authors concluded that the system design depends on the
meteorological conditions; if it is designed for winter, a phase change temperature around
24 °C is required. If it is used for summer, the required phase change temperature is around
20 °C. The efficiency was reduced to 6% when the distance increased from 0.08 m to 0.12 m.
On the other hand, the efficiency reached approximately 7% with the increasing inlet water
temperature of 45 ºC. Chen et al. [58] also proposed a thermo-activated PCM composite
wall (TAPCW). The TAPCW consisted of placing an intermediate layer with tubes em-
bedded in a macro-encapsulated PCM on the outer side. The authors used a validated
numerical model to study the thermal and energy-saving performance of TAPCW under
winter weather conditions in northern China. The authors analyzed different values for the
spacing between each tube, the thickness of the PCM, and the orientation. The parametric
study showed that the separation between pipes has a more significant influence on the
system than the thickness of the PCM. They found that a separation between pipes of
0.01 m could be used for the thermal barrier function and a separation between tubes of
0.075 m for the heating function. The researchers also found that the TAPCW oriented to
the north was more effective because it had an interior temperature increase of up to 1.8 °C
and reduced energy consumption by 65%. Guerrero Delgado et al. [59] characterized and
evaluated a panel designed for facades with an integrated TABS. As a first stage, the authors
studied the behavior of the TABS through modeling in ANSYS FLUENT operated under
different climatic zones. In the second stage, the authors integrated the TABS into a building
using a simplified model to evaluate the energy demand and the system energy-saving
potential. Guerrero Delgado et al. concluded that the proposed TABS is fully compatible
with renewable energies, showing that energy savings of up to 40% for heating can be
obtained. Kisilewicz et al. [60] present preliminary results of the thermal behavior of a
thermally activated wall coupled with a ground heat exchanger. The authors compared
an actively insulated wall against a reference wall under Hungarian climatic conditions.
The thermally activated insulated wall construction consisted of a concrete layer on the
outside, a layer of extruded polystyrene, tubes embedded in reinforced concrete, and an
interior layer of extruded polystyrene. As working fluid in the embedded tubes, in summer,
they used refrigerant at a lower temperature than that of the indoor air and a temperature
higher than that of outdoor air in winter. The authors concluded that thermally activated
insulation significantly improves the exterior wall’s insulation parameters because, in the
periods analyzed, they obtained a reduction in total energy loss through the external walls
from 53 to 81%. To control the water supply temperature in the system, Qu et al. [61]
proposed a model for the heat transfer of a TABS in walls under the climatic conditions of
Beijing, China. The authors built a test chamber to validate the energy consumption and
simulated indoor temperature in EnergyPlus. The test cabin had the following dimensions:
0.8 m long, 0.8 m wide, and 0.8 m high. It had embedded tubes of 0.02 m in diameter
and separation between pipes of 0.05 m. The results indicate that pre-cooling a room
overnight and reducing the water supply temperature can improve thermal comfort and
reduce the unit capacity by over 35%. Kalús et al. [62] proposed the design of a ther-
mally activated precast panel. The authors presented the development of a facade system,
through calculations and a parametric study of the system for heating and cooling mode.
They discovered that a number of variables, including pipe diameter, distance between
the pipes, pipe dimensions, mean heat transfer medium temperature, and the heat storage
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capacity of building structures, affect the thermal and cooling performance of thermal
insulation panels.

Table 8 shows the main works on thermally activated walls. These studies analyzed
the behavior of TABS by changing parameters such as fluid velocity, temperature, and the
location of the pipes, among others. These changes resulted in energy savings from 40 to
75%. Furthermore, by adding a layer of PCM to the TABS wall system, it is possible to
obtain up to 65% energy savings.

Table 8. Energy savings of TABS embedded in walls and other techniques.

Reference Mode * TABS Features * Model Findings

[52] H, C F = Water, DPB = 0.08 m,
φ = 0.008 m, v = 2.7 m s−1

A serial pipe-embedded wall reduced
energy load rate by 25.2% while a wall

with embedded tubes connected in parallel
reduced it by 8.7%.

[56] H F = Water
When the TABS is adapted for heating a
home, it can provide energy savings of

up to 75%.

[57] H
F = Water, DPB = 0.08, 0.10,

0.12 m, φ = 0.01 m,
v = 2.7 m s−1

The efficiency of the TABS increases by up
to 7% when the inlet temperature increases,
and when increasing the distance between

the pipes it decreases by up to 6%.

[58] H F = Water, DPB = 0.15 m,
φ = 0.02 m

The thermo-activated PCM composite wall
increased the indoor temperature and
reduced energy consumption by 65%.

[59] H F = Water, DPB = 0.10 m,
φ = 0.01 m, v = 1–2 m s−1

The TABS provided energy savings of up
to 40% in heating mode.

[60] H, C F = Refrigerant, Water,
DPB = 0.2 m, φ = 0.02 m

TABS improves the exterior wall’s
insulation parameters because it causes a

reduction in total energy loss from
53 to 81%.
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Table 8. Cont.

Reference Mode * TABS Features * Model Findings

[61] H, C F = Water, DPB = 0.15 m,
φ = 0.014 m

The proposed system reduced the
discomfort rate by over 35%.

[62] H, C -

The proposed panel application is most
suitable for buildings made with materials

with good thermal conductivity and
heat accumulation.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, and
v = fluid velocity.

4. TABS Embedded in Floor

This section focuses on TABS installed in the floor, their configurations, and materials
used to improve the thermal comfort of the buildings.

4.1. Strategies for Improving the Behavior of TABS Embedded in Floors

Some authors have chosen to analyze floor TABS by simulating their behavior to
improve thermal comfort [63]. Joe and Karava [64] developed a model predictive control
(MPC) to optimize its behavior, reduce energy consumption and costs, and increase thermal
comfort. The authors compared simulated and experimental data from three buildings in
heating and cooling mode: (1) with a hydronic radiant floor system, (2) with a wall diffuser,
and (3) with a roof diffuser. The authors found that significant energy and cost reductions
were achieved compared to a traditional HVAC system. The cost savings were close to
34%, and the energy savings were 16%. Meanwhile, the building with the radiant floor
system obtained energy savings of 50% and 29% compared to buildings 2 and 3. In the
case of Feng et al. [65], they analyzed the impact of solar radiation on floor cooling in
order to find the cooling load of the proposed system. The authors modeled the system in
Energy Plus with a total of 864 simulations. The authors found the floor cooling capacity
to be 35.6–44.0 W m−2 at an operating temperature of 24 °C. Yang et al. [66] analyzed the
behavior of a radiant floor heating system embedded in concrete. The authors analyzed
the behavior of the system by simulating different scenarios in Modelica. The separation
between tubes (100–500 mm), the thickness of the concrete (50–190 mm) and the temperature
of the water supply (35–60 °C) were varied. The authors found that by supplying a water
temperature of 35 °C, the indoor temperature was kept below the comfort temperature.
However, increasing the separation between tubes and supplying a higher temperature
increased the thermal comfort. With respect to the thickness of the concrete, the authors
found that by increasing the thickness, fewer disturbances were obtained in the indoor air
temperatures, but the energy consumption of electricity increased.

Some authors have analyzed the behavior of TABS using different construction materi-
als on the floor. To analyze its thermal behavior and the ability to store heat, Ma et al. [67]
proposed a radiant floor with embedded pipes. The authors analyzed the thermal behavior
of the radiant concrete panel experimentally and with a simplified model. They compared
two concrete blocks with aluminum-plastic (XPAP) embedded pipes, where one block had
aluminum fins attached to the bottom surface of the pipe and another block had embedded
tubes without fins. Inside the pipes, water was circulated at three different temperatures,
25.0 °C, 29.8 °C and 34.6 °C. The authors found that the radiant floor with aluminum
fins reduced the temperature through the concrete block and improved energy storage,
increasing exponentially with increasing fin height. The authors concluded that the height
and material of the fins integrated into the tubes have a significant effect on the energy
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storage rate. Other authors that analyzed the effect of varying construction materials on the
behavior of TABS were Pardo et al. [68]. The authors developed an RC model of a TABS
embedded in the floor and compared two types of materials as a cover, granite and wood.
The authors analyzed 216 dwellings, where they varied the location, glazing, insulation,
heat capacity and orientation. The authors found that wooden floors can offer a good
performance when compared to materials with high thermal conductivity. With wood as
floor covering, a 6.4% reduction in energy demand and a 1.4% reduction in comfort hours
were obtained.

Table 9 summarizes the studies that analyzed the behavior of TABS in flats. The various
authors have not only analyzed the behavior of TABS, but have also varied the construction
materials. It can be seen that most of the works were carried out for heating, varying
the configuration.

Table 9. Studies that analyzed strategies for improving the behavior of floor TABS.

Reference Mode * TABS Features * Model Findings

[64] H, C F = Water

When applying the MPC, the indoor
temperature was 22–26 °C for the cooling
mode and 17–25 °C for the heating mode.

Soil temperature was maintained in a
range of 15 to 29 °C.

[65] C F = Water The radiant floor increased its cooling
capacity up to 140 W m−2.

[66] H
F = Water,

DBP = 0.1–0.5 m,
φ = 0.026 m

A tube spacing of 0.3 m maintained a
comfort temperature of 21 to 25 °C

[67] H F = Water, DBP = 0.15 m,
φ = 0.02 m

Implementing aluminum fins on the heat
exchanger tubes improves the thermal

behavior of a floor. Storage capacity
increases with fin material embedded in

exchanger tubes.

[68] H
F = Water, DPB = 0.15 m,

φ = 0.016 m,
V̇ = 200 L h−1

By using the TABS on the floor, the energy
demand decreased by 18% and thermal

comfort increased by 14%.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, v = fluid
velocity, and V̇ = volumetric flow rate.

4.2. Combination of TABS with Other Technologies for Floors

Floor TABS have also been coupled with other systems in order to improve system
efficiency and thermal performance. Park et al. [69] conducted a study to estimate the
thermal comfort and energy consumption of a TABS combined with a radiant floor heating
system (RFHS) and an air conditioning system package (PAC). The authors performed
the analysis using simulations from EnergyPlus of a conventional residence construction
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and a low-thermal-load residential construction, in which they proposed 17 different
combinations. The authors found that combining TABS with other systems showed better
thermal comfort. However, the configurations TABS-PAC and TABS in cooling mode
maintained the indoor comfort conditions. The authors suggested that the TABS should be
operated under pre-cooling conditions considering the occupancy and cooling load of the
building. Cen et al. [70] experimentally compared the behavior of a radiant floor system
with a fain coil. The authors analyzed the influence of the size of the space on thermal
comfort, using a variable space height of 3, 5, 7 and 9 m. The authors found that the indoor
air temperature is similar using either of the two systems when the height of the room is 5,
7 and 9 m, with a temperature of 20.8 to 25.4 °C. However, they found that the air velocity is
lower at all heights when using a radiant floor system (0.03 to 0.04 m s−1) than when using a
fan coil (0.09 a 0.12 m s−1). The authors concluded that the thermal comfort is better with a
radiant floor system when the size of the space is lower. Zhang et al. [71] combined radiant
floor cooling with an underfloor ventilation system (RFCUV). The manuscript focused on
developing a dynamic model for radiant floor energy savings compared to the proportional
integral derivative model. The water supplied to the radiant floor was 22 °C to 24 °C.
The authors found that the system had an energy saving of 17.5%, 8.2% for the air-cooled
chiller and 20.5% for the air handling unit. The behavior of a composite hybrid radiant floor
was evaluated by Gu et al. [72] in a hot and humid climate. The authors proposed four case
studies where they combined the floor coil, fan coil and outdoor air unit in an office divided
by zones. The water was supplied to the tubes by means of an air source heat pump in a
temperature range of 7 °C to 45 °C. The best case was the one with the combination of the
four elements, with a surface temperature of the floor that dropped to 22.8 °C, a relative
humidity from 52.1 to 59%, and an average floor heat flux of 60 W m−2. A study of radiant
floor heating was conducted by Hwang et al. [73]. The authors performed a simulation
of a radiant heating floor assisted by air source heating systems in residential buildings,
increasing the floor temperature by 1 °C (20–25 °C). The authors found that there are greater
energy savings (59.2%) when only the air heat pump works and the floor temperature
is lower (20 °C), whereas when only the radiant floor works, the temperature increases
(25°C), thermal comfort decreases, and there is no energy saving. When the radiant floor
is assisted by the heat pump, energy savings of 19.6% to 37.6% are obtained. In the case
of Sharifi et al. [74], an algorithm was developed to determine the optimal load split of a
hybrid TABS. The floor TABS was coupled with a ground source heat pump. They used
a design methodology that guaranteed thermal comfort and a reduction in energy use.
The authors analyzed the behavior of the system and found that the proposed algorithm
reduced the cooling demand by 45% and the heating energy demand by 38%. Authors such
as Zhu et al. [75] experimentally analyzed the coupling of a radiant floor and a fan coil
cooling (RFCAFC) system in a place with a humid climate. The tubes were made of PE-RT
and embedded in a concrete floor with polystyrene insulation and mortar. The system
had the ability to automatically change the temperature of the fluid depending on weather
conditions. The authors analyzed three different climatic conditions: (1) low temperature
and high humidity; (2) high temperature and low humidity; and (3) average temperature
and humidity. Zhu et al. found that the fan coil can reach 73.8% of the proportion of
the cooling load. The case study with medium temperature and humidity consumed
11.36 kWh−1, 15.4% less energy than the case with low temperature and high humidity.
With this coupling the authors were able to maintain the soil surface temperature at 23 °C.
Ren et al. [76] carried out an experimental analysis of radiant floor cooling (RFC) with a
floor cooling source and displaced ventilation. The authors implemented control strategies
with intermittent operation of the system and varying the speed and supply of water flow
in the tubes, according to climatic conditions. The authors suggested that there should be
a pre-cooling time to reduce the temperature inside the construction. With the proposed
control strategies, the surface temperature of the floor decreased to 23.6 °C, with a difference
of 4 °C between the radiant temperature and indoor air.
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The floor studies presented in this section are summarized in Table 10. The table
indicates that floor TABS have also been coupled with other systems in order to save energy
and reduce the indoor temperature of buildings.

Table 10. Studies that analyzed the combination of floor TABS with other technologies.

Reference Mode * TABS Features * Model Findings

[69] H, C F = Water, DPB = 0.2 m,
φ = 0.02 m

The indoor air temperature remained at
26 °C with a TABS and an air

conditioning system.

[70] C F = Water
With a height of 5 m in a room, the radiant

floor helps to improve thermal comfort,
maintaining a temperature of 20.36 °C.

[71] C F = Water, DBP = 0.01 m,
φ = 0.01 m

With the model predictive control, there is
an energy saving of up to 17.5%, with an
operating temperature of up to 24.5 °C.

[72] C F = Water, DBP = 0.05 m,
φ = 0.01 m

With the coupling of the radiant floor + fan
coil + air source heat pump, a comfort

temperature of 24.6–26.4 °C can be
achieved indoors.

[73] H F = Water
The radiant floor heating has a better

performance when the floor temperature is
22 °C, providing an energy saving of 37.6%.

[74] H, C F = Water TABS maintained the indoor air
temperature between 21 and 26 °C.

[75] C F = Water, DBP = 0.06 m,
φ = 0.012 m

With the RFCAFC, the indoor air
temperature remained in the range of

25.4–26.6 °C.
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Table 10. Cont.

Reference Mode * TABS Features * Model Findings

[76] C F = Water
The interior temperature was maintained

between 26 °C and 27 °C with the
proposed system.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, and φ = diameter of the pipes.

5. TABS Installed in Several Building Components

In this section are presented the TABS studied to decrease or increase the indoor
temperature of buildings when they are installed in more than one building component,
and in some cases, TABS was coupled with other technologies. Authors around the world
have analyzed different parameters and scenarios with TABS and some have evaluated the
utilization of TABS in the whole building envelope.

Indoor Temperature Behavior of Buildings with TABS Installed in Several Building Components

TABS has been analyzed to decrease or increase the temperature of indoor buildings.
These systems can be embedded in one or several building envelope components and can
be coupled with other technologies. Khan et al. [77] used a TABS embedded in the roof
and floor working in cooling mode. The authors performed simulations using MATLAB
and EnergyPlus to evaluate the thermal behavior and the energy-saving potential of TABS.
The models were calibrated and validated with experimental data. The authors proposed
two cases: one with a conventional air-cooling system and one with the proposed TABS.
The authors found that the TABS provided up to 30% of energy savings compared to
the traditional system. Leo Samuel et al. [78] studied a hybrid passive cooling system,
which consisted of a cooling tower connected to a TABS. The system was proposed for five
different climatic regions in twelve cities in India. The authors used COMSOL Multiphysics
software to perform simulations of the hybrid cooling system. They compared different
scenarios, such as floor and roof cooled TABS (RF) and all-surface cooled TABS (AS), in
terms of cooling performance for various climatic zones. They concluded that TABS (RF)
configuration in arid climates reduced the indoor air temperature up to 9.5 °C and the TABS
(AS) configuration up to 14.4 °C. In contrast, in humid tropical climates, the reductions
reached up to 4.4 °C and 6.6 °C, respectively. Later, Leo Samuel et al. [79] carried out a
study using CFD and analyzed a TABS with embedded pipes in the roof and floor. In these
pipes, they circulated water with outlet and return from a cooling tower. To validate the
model, they built a prototype of dimensions 3.46 × 3.46 × 3.15 m, with a roof and floor
thickness of 0.15 m. The authors found that the TABS maintained an indoor air temperature
between 23.5 and 28 °C.

Some parameters were varied by Leo Samuel et al. [80] to analyze the thermal behavior
of TABS. The authors numerically and experimentally analyzed the influence of three
parameters: spacing, vertical position, and the arrangement of pipes embedded in the
roof and floor. They found that by reducing the separation between pipes from 0.3 to
0.1 m and moving the pipes to the direction of the interior surface from 0.135 to 0.015 m
reduced the indoor air temperature by between 1.6 and 2.7 °C, respectively. Meanwhile,
changing the arrangement of the pipes from coil to parallel reduced the indoor air to 32.1 °C.
The authors reached such reductions with a separation of 0.1 m, and a vertical position
of 0.015 m, and a parallel arrangement of the pipes reduced the indoor air temperature
by up to 6.8 °C, reaching a comfort temperature of 29°C in semi-arid weather. In the
same year, Leo Samuel et al. [81] simulated the performance of TABS under a warm
weather scenario. The authors used COMSOL Multiphysics to analyze the influence of
the temperature and inlet velocity of water and the number of components with TABS for
cooling. The CFD model was validated using experimental data from a previous study
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of the authors. The researchers found that the parameter that had the most significant
effect on thermal comfort was the number of cooling surfaces. They showed that if all
the room surfaces are cooled, with a flow of 19 L h−1 of water, it reduced the average
indoor temperature by up to 5.7 °C. The same authors, Leo Samuel et al. [82], performed
experimental tests of a scale room with a thermally activated construction system, using
water pipes embedded in concrete in the roof, floor, and walls, with separate water flow
controls. The experimental prototype measured 3.5 × 3.5 × 3.15 m with a 15 cm-thick
reinforced concrete slab, surrounded by trees and structures that provided partial shade.
They used ½” schedule 40 PVC pipes, with a 10 cm separation between pipes. They studied
temperature, relative humidity, air speed, and water flow through the pipes. The authors
found that if only the cooling is activated on the roof, the indoor temperature remained
around 33.1 °C. However, when the cooling is activated on the walls, floor, and roof,
the temperature decreases to 29.2 °C. The authors concluded that this system, coupled with
a passive ventilation system, increases its feasibility in climates with unfavorable conditions
and works with a fluid at relatively high temperatures. To study the internal diameter
of the heat exchanger pipes, the thermal conductivity of the pipes, and the thickness of
the roof slab and floor, Leo Samuel et al. [83] analyzed the influence of those parameters
of TABS on thermal comfort. They used a model built into COMSOL Multiphysics that
was validated using experimental data obtained in the authors’ previous work. They
concluded that increasing the thermal conductivity of the pipes from 0.14 to 1.4 W m−1 K−1

considerably improves the cooling performance of the system. They found that the best
combination of features studied was an internal diameter of the pipe of 0.0017 m, a thermal
conductivity of the pipe of 0.14 W m−1 K−1 and a thickness in the roof and floor of 0.2 m.
This combination reduced the indoor operating temperature by 4.7 °C. Michalak [18] carried
out measurements and analyzed a TABS implemented in a building used as the primary
heating and cooling source. The TABS was coupled with additional heating and cooling
units such as fan coils, floor heating and air handling units (AHUs). The measurements were
carried out during four months in an office with periods of occupation. The measurements
were focused on variables such as indoor air temperature and the temperature of the floor.
The authors also calculated predicted percentage of dissatisfied (PPD) and predicted mean
vote (PMV). The average soil surface temperature was between 20.6 and 26.2 °C, while the
average vertical air temperature was from 22.5 to 23.1 °C, the PMV ranged from 0.52 to 1.50,
and less than 30% of the people expressed thermal dissatisfaction. The system analyzed
by Michalak had 1275 kWh of exchange energy for cooling and 2500 kWh for heating.
The author concluded that implementing a TABS with mechanical ventilation systems
improves the thermal comfort conditions of an office. Other authors that conducted an
experimental study of a hybrid TABS were Dharmasastha et al. [84]. They carried out
an analysis of a TABS coupled with a gypsum roof reinforced with fiberglass (TAGFRG),
where they varied the supply temperature of the water that passed through the pipes
embedded in the roof, walls, and floors. The authors found that by decreasing the supply
water temperature from 26 °C to 18 °C, the interior surface temperature of the roof can
decrease by as much as 5.8 °C. However, the authors found that cooling just the roof of
the building only lessened the effects that the outside ambient temperature had on indoor
air temperature fluctuations. On the other hand, they found that if water was recirculated
throughout the whole envelope of the test chamber, the thermal comfort increased, with a
satisfaction percentage of 90%. Montenegro and Hongn [85] carried out a parametric study
of TABS using a numerical model. The authors used experimental data from previous works
to validate the model and subsequently compared the thermal behavior of two horizontal
TABS configurations: floor and roof. The authors varied the separation between pipes (from
0.1 to 0.3 m), the volumetric flow, and the supply water temperature, as well as the distance
between the pipes and the surface in contact with the interior environment of an enclosure.
The authors concluded that the variables with the greatest influence on the thermal behavior
of the TABS design are the separation between pipes and the water supply temperature,
considered as the key parameters for increasing heat transfer between the construction
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element and the indoor environment. They proposed to reduce the separation between
the tubes and the depth where they are installed, since this maximizes the removal of heat
from the room to be cooled. The authors concluded that the potential for heat removal
from a roof with TABS is 20–30% greater than the TABS on the floor. Oravec et al. [86]
compared six radiant heating systems to make a guide that allows choosing a system
according to its application. The authors compared six heating systems with PE-Xa pipes
with different diameters, embedded in the floor, in the floor with metal fins, and in the
wall (TABS or air gap). The authors analyzed the thermal performance, necessary heating
area, thermal storage, and construction costs and the application of TABS in retrofitted
buildings. They demonstrated that the behavior of TABS depends on the location of the
tubes. The best performance was obtained by the Wall system (TABS) with a heating
flux of 96 W m−2. The authors suggest that floor heating shows an acceptable thermal
performance, controllability, and storage capacity.

Table 11 summarizes the works that analyzed the installation of TABS in different
building envelope components at the same time. In addition, TABS with an insulation
system in the roof and the influence on the thermal comfort of the occupants were studied.

Table 11. Improvements in thermal comfort when TABS are used in several building components.

Reference Weather Mode * TABS Features * Model Findings

[77] - C
F = Water, DPB = 0.10

and 0.15 m,
φ = 0.015 m

The radiant cooling systems
provided energy savings of up to

30% compared to a
traditional system.

[78]

Semi-arid, arid,
humid subtropical,

tropical wet and dry,
tropical wet

C F = Water

The TABS in the roof reduced the
operative temperature by 9.5 °C,

while the TABS in all surfaces
reduced it by 14.4 °C.

[79] Hot semi-arid C
F = Water,

DPB = 0.20 m,
φ = 0.024 m

The system maintained indoor air
temperature between 23.5 °C

and 28 °C.

[80] Hot semi-arid C
F = Water,

DPB = 0.02 m,
φ = 0.00128 m

The indoor air temperature was
reduced by 1.6 °C when the

separation between pipes was
increased; 2.7 °C by moving the

pipes to the interior surface
direction; and 32.1 °C by

changing the arrangement of the
tubes from coil to parallel.
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Table 11. Cont.

Reference Weather Mode * TABS Features * Model Findings

[81] Hot and dry summer C
F = Water,

DPB = 0.2 m,
φ = 0.013 m

The number of cooling surfaces
was the parameter that had the

most significant effect on thermal
comfort. If all the room surfaces
are cooled, the average indoor

temperature is reduced by
up to 5.7 °C.

[82] Tropical wet,
Dry climate C

F = Water,
DPB = 0.2 m,
φ = 0.016 m

When TABS cooling was activated
only on the roof, the indoor

temperature remained at 33.1 °C.
Meanwhile, when the TABS
cooling was activated on the

entire envelope, the temperature
decreased to 29.2 °C.

[83] - C

F = Water,
DPB = 0.2 m,
φ = 0.01 m,

v = 0.4 m s−1

Increasing the thermal
conductivity of the pipes

improves the system’s cooling
performance. The system can
reduced the indoor operating

temperature by 4.7 °C.

[18] - H, C F = Water

Implementing a TABS with
mechanical ventilation systems
improves the thermal comfort

conditions in an enclosure.

[84] Warm and humid C
F = Water,

DBP = 0.054 m,
φ = 0.01 and 0.015 m

The TABS reduced the indoor air
temperature by 2.1 °C when the
temperature of the cooling water
was reduced from 26 °C to 18 °C.

[85] - C F = Water,
V̇ = 8 L min−1

Heat removal in an enclosure
increases when tube spacing and

tube depth are decreased. The
potential of a roof is higher

(20–30%) compared to a floor
TABS, with the

same characteristics.

[86] - H
F = Water,

DBP = 0.8–0.30 m,
φ = 0.009–0.020 m

The thermal performance
depends on the location of the

tubes with respect to the
indoor environment.

* H = heating, C = cooling, F = fluid, DBP = distance between the pipes, φ = diameter of the pipes, v = fluid
velocity, and V̇ = volumetric flow rate.

6. Results and Discussion

The objective of this study was to review the state of the art of TABS. In this study,
the thermal behavior of TABS in roofs, walls, and floors was analyzed. TABS can be
implemented both in a building component and in the entire envelope, helping to maximize
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its efficiency. In the review of the literature, it was found that the TABS can be named
differently on some occasions depending on their location in the envelope and on their mode
of operation: thermally activated building constructions, radiant cooling/heating systems,
and active building storage systems, among others. The development of this study helped
us to determine the main variables that were studied by the authors and conceptualize it
as a summary in tables. Most of the reported works analyzed the behavior of the indoor
ambient temperature in order to reach thermal comfort. Other aspects analyzed by the
authors were the effect of changing the characteristics of the fluid on the indoor ambient
temperature, the energy-saving capacity and the capacity of the cooling/heating load.
The results of the manuscripts analyzed in this work are presented below.

Regarding the improvements in thermal comfort provided by TABS when installed in
building roofs, the results are reported in terms of the reductions in indoor air temperature
(6.7 °C) [35], the range in which the indoor air temperature remains (21–28 °C) [31,33] and
the percentage of time in which the indoor temperature is the satisfaction zone (within
80–90%) [32]. On the other hand, the energy savings provided by TABS when embedded in
building roofs were reported in a few works [34,43]. It was shown that TABS can provide
energy savings between 13 and 50%.

The research on TABS embedded in building walls has shown that this technology
can provide energy savings for heating by a factor ranging between 40 and 75% [56,58,59].
Several studies developed theoretical models validated with experimental results. These
models were used to find the adequate values for pipe separation and pipe depth within
the walls [45,48,50,51], water inlet temperature for cooling or heating [45,47], and water
velocity and volumetric flow rate [47,48,50]. Modeling studies are relevant for the design of
TABS because they allow researchers to find suitable values for the parameters mentioned
above. Studies on TABS embedded in floors reveal that they are mostly made with tubes
with diameters smaller than 0.012 m. The values reported in floor TABS in terms of indoor
ambient temperature range from 21 °C to 27 °C [66,69,74,75]. The energy saving in floor
TABS can reach 17.5%.

Other studies show that when TABS are installed in more than one building envelope
component, they provide an essential contribution to the improvement in thermal comfort.
The results are reported in terms of the indoor air temperature reductions or in terms of
the interval in which the indoor air temperature remains. When the roof and floor had
embedded TABS, and were used for cooling, it was shown that the indoor air temperature
was reduced between 4.4 and 9.5 °C. When all the building envelope components (roofs,
walls, and floor) have embedded TABS and are used for cooling, the indoor air temperature
reductions range between 6.6 and 14.4 °C depending on the type of weather of the zone [78].
Other research shows that when TABS was activated in the whole envelope, it maintained
the indoor air temperature at around 29 °C. When only the roof was activated, the indoor
air temperature remained about 33 °C [82]. Some researchers showed that when TABS
are installed in the building roof and the floor, the indoor air temperature is maintained
between 23.5 and 28 °C [79].

Figure 3 classifies the research works considered in the current review according to the
results presented by each work. Four main groups were formed: (1) research works that
studied the influence of TABS on the thermal comfort conditions; (2) research works that
studied TABS for heating; (3) research works that studied TABS for cooling; and (4) research
works that studied TABS for heating and cooling. Regarding the first group, most of the
existing studies were developed for buildings with TABS embedded in floor. Few studies on
thermal comfort were developed for TABS embedded in the whole envelope. Regarding the
second group, most of the existing studies for heating were developed for TABS embedded
in walls; only few studies were developed for roofs. Regarding the third group, most of the
studies on TABS were developed for roofs and the roof–floor, and a few studies for TABS
embedded in walls. Finally, most studies were developed for TABS embedded in walls in
the fourth group, and few were developed on the roof–floor.
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The studies analyzed indicated that most TABS were developed for TABS embedded
in roofs and walls. Embedded TABS have been combined with phase change materials
(PCM) [40,57,58], with a reduction in the indoor temperature from 0.4 to 4.7 °C. TABS
are mostly applied to cooling and are embedded in roofs, with an indoor temperature
from 21 to 29.6 °C. Meanwhile, TABS embedded in walls are developed for heating and
cooling/heating depending on the outdoor environment.

Figure 3. Studies developed for TABS in different building components.

From the analysis of the available literature, it is possible to identify alternatives that
can contribute to thermal comfort in buildings. TABS is one of these alternatives that
offers many benefits, but it has some limitations. Among the benefits that the authors
report is the integration of TABS with systems that use renewable energy in the heating
mode, and the recirculation of the working fluid of TABS for the needs of the users of
the same building. Its energy storage capacity has been reported as a benefit, which can
be increased by integrating a layer of PCM [20,26,57]. As part of the limitations of the
TABS are the control strategies, because when there are several sections, it is necessary to
activate them independently. According to some authors, it was found that appropriate
control and operation strategies are required to reduce energy waste when changing the
mode from cooling to heating (or vice versa) [32]. Furthermore, it has been reported
that TABS cannot remove latent heat loads, which occur when the temperature of the
building’s interior environment drops below the dew point. This causes condensation
to occur inside the building, which affects its hygrothermal behavior. To contribute to
this, some authors propose the integration of systems with the ability to dehumidify the
interior environment of the building and prevent the accumulation of condensate, especially
in places with a humid climate [35]. On the other hand, another reported limitation of
TABS is the complexity and costs of its implementation compared with the use of [20] air
conditioning systems.

7. Conclusions

This study presents a review of the state of the art of TABS, where its different configu-
rations and its implementation in the different building components (roof, wall, and floor)
or the whole envelope were analyzed. Furthermore, their coupling with other systems was
analyzed. Relevant results from the literature related to the thermal behavior and the critical
parameters of these systems were discussed. TABS are becoming an attractive branch of re-
search for those that analyze measures for improving the indoor environment of buildings.
Several gaps were identified in the literature, and the following can be concluded:

• TABS have not been analyzed from a structural mechanics point of view. From the
knowledge of the authors, there are not yet studies that have considered the effect of
the embedded pipes on the mechanical behavior of building components such as roofs
and walls. This fact is crucial in roofs because of its role in a building; researchers
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should find the maximum diameter of the pipes and the optimal separation between
them that does not affect the structural behavior of the roof.

• The thermal behavior of building components with TABS depends on many param-
eters; some of these parameters are: (a) type of building component, (b) orientation
of the building wall; (b) type of arrangement of the pipes; (c) separation between the
pipes or pipe spacing; (d) diameter of the pipes; (e) material of the pipes; (f) thermo-
physical properties of the fluid that circulates within the pipes; and (g) volumetric or
mass flow rate of the fluid. Thus, optimization methods such as genetic algorithms or
other artificial intelligence techniques should be used to find the optimum value for
the parameters involved in a good design of TABS embedded in building components.

• Regarding the type of arrangement of the pipes, TABS in series or in a serpentine-type
arrangement have been extensively studied. However, other types of pipe arrange-
ment, such as parallel, mixed or even tree-shaped, should be explored to find the best
arrangement that benefits the thermal performance of TABS for each application.

• The effect of fins on the thermal performance of TABS embedded in building compo-
nents needs further development. Few studies have analyzed this measure when TABS
are installed on building floors; the results show that the system with fins improves
the thermal storage capacity compared with the traditional system.

• A building component with embedded TABS designed for heating is expected to
have a material in the exterior layer with a high solar absorptance. On the contrary,
a component with embedded TABS designed for cooling is expected to have a material
in the exterior layer with a low solar absorptance. However, when the building
component performs both heating and cooling, a layer with a suitable value of solar
absorptance should be selected. Future studies on finding the optimal value of solar
absorptance should be performed to improve the efficiency of TABS.

• The coupling of TABS with other systems that contribute to improve the thermal
behavior of a building, such as green roofs and walls, and ventilated roofs and walls,
has not been explored. These passive techniques could help to improve the thermal
behavior of TABS.

In accordance with that mentioned above, it can be said that TABS are systems with
limitations and opportunities. Within the main limitations are the costs of installation and
implementation. However, any new development that changes the paradigm of how it
is built in the traditional way has implications that are reflected in the cost of installation,
operation, and maintenance. However, the opportunities offered by TABS, according to
the studies analyzed, can be said to far outweigh the limitations. This is due to the fact
that TABS present the versatility to adapt to different constructions, climates, and types of
materials, among others. Therefore, based on what was analyzed in this study, it can be
said that TABS contribute to lowering the temperature inside a building, which is reflected
in the reduction of up to 50% in energy consumption due to the use of of air conditioning
systems. Therefore, the trend of the use of TABS is expected to increase as a strategy to
contribute to the reduction in thermal loads in buildings. However, experimental studies
are required under real conditions of use and structural criteria must be taken into account
in order to implement TABS as a strategy that not only offers benefits from a thermal point
of view, but also offers safety for building occupants.
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Nomenclature
C Cooling
CO2 Carbon dioxide
DPB Distance between pipes (m)
F Fluid
H Heating
ṁ Mass flow rate (kg s−1)
V̇ Volumetric flow rate (L h−1)
v Fluid velocity (m s−1)
Abbreviations

AHUs Air handling units
AS All-surface cooled TABS
Bio-PCM Bio-based phase change material
CFD Computational fluid dynamics
CLPHP Closed-loop pulsating heat pipe
FD Finite difference
FDFD Frequency-domain finite difference
FEA Finite element analysis
FVM Finite volume method
GSHP Ground source heat pump
HVAC Heating, ventilation and air conditioning
IPCC Intergovernmental Panel on Climate Change
MPC Model predictive control
NTU Numbers of transfer units method
PAC Air conditioning system package
PCM Phase change material
PE-RT Polyethylene of raised temperature
PE-Xa Cross-linked polyethylene
PMV Predicted mean vote
PPD Predicted percentage of dissatisfied
ppm Parts per million
PPW Parallel pipe-embedded wall
RC Resistance–capacitance method
RF Floor and roof cooled TABS
RFC Radiant floor cooling
RFCAFC Radiant floor and fan coil cooling
RFCUV Radiant floor cooling with underfloor ventilation system
RFHS Radiant floor heating system
SPW Serial pipe-embedded wall
TABS Thermally activated building system
TAGFRG Gypsum roof reinforced with fiberglass
TAPCW Thermo-activated PCM composite wall
TAW Thermally activated wall system
TPTL Two-phase thermosyphon loop
VRSP Ventilated roof model with embedded pipes and a stabilized

layer of PCM
WIPH Wall implanted with heat pipes
XPAP Aluminum–plastic pipe
Greek Symbols

φ Diameter of the pipes (m)
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Abstract: The adoption of phase change materials (PCMs) is a promising solution for the improvement
of building energy performances and indoor comfort, and the integration of geopolymer concrete
(GPC) allows recycling materials and reducing the demand for raw materials in concrete production.
Both materials contribute to reducing the carbon dioxide emission in the building lifecycle. In this
frame, this paper proposes a complete numerical approach for selecting the optimal wall package
made of GPC and PCMs in a Mediterranean climate. The first step of the method consists of a
parametric analysis for evaluating the incidence on energy performance and thermal comfort of the
main designing variables: insulation thickness, air cavity type and its thickness, and PCMs type. Then,
assuming the discomfort hours as a limiting constraint, a multi-objective optimization is applied
to a subset of solutions for determining the Pareto front solutions. The advantage of the proposed
methodology is the combined evaluations of multiple variables with a simplicity in execution; for
this reason, it is useful for other researchers aimed at studying innovative solutions. According to
obtained results, the better exposure for the proposed wall package is the north or northeast one.
The minimization of the cooling energy demand requires the adoption of two PCMs, on internal and
external sides, with melting temperature of 26 ◦C. The optimization of yearly performance requires
the adoption of the maximum insulation level on both sides and a not-ventilated air gap between
the modules. The cooling and heating energy need can be reduced, respectively, by around −29%
and −57%, compared to a reference configuration with vacuum insulation panels and thermal
transmittance of 0.4 W/m2 K.

Keywords: geopolymer concrete; phase change materials; simulations; multi-objectives optimization;
Mediterranean areas

1. Introduction

Research on innovative materials for improving the building performance is of great
interest in relation to the targets of energy saving and environmental impact reduction
planned by the European strategy. On 14 July 2021, the European Commission adopted
several important measures for achieving climate neutrality in the EU by 2050, including
the intermediate target of 55% net reduction in greenhouse gas emissions by 2030 [1].
Construction material technologies are the driving force for enhancing and improving
building energy efficiency and infrastructure functionality [2]. Among the most interesting
materials, there are the geopolymeric concretes and the phase change materials (PCMs).
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Using recycled materials as substitution for natural aggregate to produce geopolymer
concrete is becoming a possible alternative for reusing construction and demolition waste
with interesting eco-friendly benefits [3] and for supporting the sustainable development
of the construction sector [4]. Several types of applications were proposed, such as the
development of rubberized brick by utilizing crumb rubber as the sole fine aggregate in
the production of geopolymer interlocking bricks [5]. Instead, Gerges et al. [6] under-
lined that the rubberized concrete mixture generally has a reduced compressive strength
but also lower density, higher toughness, and higher impact resistance compared to con-
ventional concrete. Cui et al. [7] introduced two new types of geopolymer composite
lightweight sandwich panels; one with fiber-reinforced geopolymer composite skin lay-
ers and polyurethane foam core, and another one with basalt-fiber-reinforced polymer
sheet. Longo et al. [8] worked on rheological behavior, as well as mechanical and thermal
properties, of a geopolymer mortar incorporating fly ash and expanded glass aggregate.

Several papers have investigated the thermal characteristics of different compositions,
and few papers give the indications on the reliable energy savings during the building
use. Colangelo et al. [9] proposed to substitute part of the aggregates with plastic waste
and to use a fly-ash-based geopolymeric binder for the production of low conductivity
concrete. Wu et al. [10] used the basic oxygen furnace slag as a radiative cooling material in
geopolymeric coating by reaching an emissivity of 0.95 within the range of 8–13 μm, and it
also has high conductivity.

Foamed fly ash geopolymer was synthesized by Su et al. [11] to produce geopolymeric
lightweight concrete. For densities from 1200 to 600 kg/m3, the thermal conductivity
diminished from 0.70 to 0.22 W/mK, which is much better than that the ordinary Portland
cement. Parcesepe et al. [12] found that an alkali-activated concrete can achieve mechanical
characteristics higher than those of ordinary Portland concrete but also an improvement
of the thermal insulation capacity. Dhasindrakrishna et al. [13] underlined the interest
for geopolymer foam concrete, thanks to their porous structure which brings the inherent
merits of lightweight, acoustic, and thermal insulation, and fire resistance. For instance,
Zang et al., found that the thermal conductivity is in a range of 0.15–0.48 W/m K [14].
Wang et al. [15] found that for the fly ash-based lightweight geopolymer concrete, the
adoption of 0–1% of polypropylene fibers can increase the thermal conductivity by varying
the moisture absorption. According to Henon et al. [16], by varying the pore volume
fraction in a geopolymer foam between 65 and 85%, the thermal conductivity changes
between 0.35 and 0.12 W/m K.

The heat capacity performance of geopolymer concretes can be also improved by
means of microencapsulated phase change materials (PCMs). A review of the latest re-
search results related to the use of PCMs in geopolymer materials was presented by
Lach et al. [17]. The latent heat and melting temperature of investigated products are
usually in the range 96.1–230 J/g and 21.9–33.8 ◦C, respectively [18].

There are several studies about the in-lab characterization of new composites and
products; for instance, Hassan et al. [19] investigate the thermal and structural performance
of geopolymer-coated polyurethane foam–phase change material capsules/geopolymer
concrete composites with interesting results. Ramakrishnan et al. [20] modified an aer-
ated/foamed geopolymer concrete with a paraffin/hydrophobic expanded perlite, and
they found that the incorporation of 15% and 30% of PCM can reduce the peak indoor
temperature by 1.85 ◦C and 3.76 ◦C, respectively, while enhancing the thermal storage
capacity by 105% and 181%. Hassan et al. [21] tested novel geopolymer-coated expanded
clay–phase change material macrocapsules added to geopolymer concrete. They observed
a decrement of maximum surface temperatures of 8.0 ◦C compared to a mixture without
PCM, and the thermal transmittance passed from 2.0 to 0.9 W/m2 K. by means of a numeri-
cal model. Cao et al. [22] utilized multilayer walls integrating microencapsulated phase
change materials into geopolymer concrete, and found annual energy reduction of 28–30%.
Pilehvar et al. [23] underlined that the addition of PCM slows down the reaction rate of
both geopolymer and Portland cement paste. The setting times were faster when the tem-
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perature was increased. However, the major disadvantage of adding microencapsulated
phase change materials is the significant decrease in compressive strength [24,25].

As reported in the previous analysis, the recent literature is mainly focused on the
characterization of the thermal and structural properties of the mixture for improving
the thermal properties of geopolymer concrete with phase change materials. Instead, the
proposed paper analyzes the behavior of the combination between macro-encapsulated
PCM and geopolymer concrete block with the material mounted in series as two different
layers. This solution could solve the problem of deterioration of structural performance.

Moreover, the estimation of the potential energy saving and the improving of the
thermal comport is usually performed with a simplified model on short periods and there
are few indications about the global energetic behavior. Regarding this, the paper proposes
a complete approach for the evaluation of heating and energy need as well as for the yearly
primary energy, because in some climates it can happen that the PCM improves the building
only on one season, for instance, the summer, but the reduction of solar gains could worsen
the winter performance. This is an optimization problem that requires the consideration
of the main variables, such as the melting point, the thickness, and the position, and the
paper suggests this approach to researchers with a discussion of a real case study that will
be supported by experimental data in next months.

More in detail, a numerical investigation is proposed for selecting the optimal config-
uration of an innovative multilayered package to be installed in Mediterranean climates.
This work was financially supported by Horizon 2020 with the project Green INSTRUCT
(Green Integrated Structural Elements for Retrofitting and New Construction of Buildings).
This project is focused on the development of a prefabricated modular structural building
block that is superior to conventional precast reinforced concrete panels by virtue of its
reduced weight, improved acoustic and thermal performance, and multiple functionalities.
This study describes the design approach and the evaluations carried out for selecting the
types and thickness of materials with the aim to improve energy performance and indoor
microclimate of living space in a typical climate of South Italy. The obtained indications and
the introduced methodological approach can be useful for designers and for researchers
for identifying the best overall layout of innovative experimental installations under real
external conditions.

Moreover, the discussed results will be used in the following months for comparing
the expected performance with the experimental one. Indeed, a monitoring campaign is
ongoing for the described wall package.

2. Research Method and Case Study

A detailed research method is proposed for the optimized design of a new passive
solution considering both energy and indoor comfort aspects. The approach is based on
two main steps: a preliminary parametric investigation followed by a constrained multi-
objective optimization process, in order to provide the best compromise of configurations.

A case study is also developed because the results can be useful for other research in the
field of innovative solution or when designers must select the optimal values for the design
variables of a wall package with PCM materials to be installed in the Mediterranean areas.

2.1. Method for the Optimal Design of a Multilayered Sustainable Wall

The first step is a parametric study with which the influence of the main designing
variables is investigated. In detail, we varied the insulation thickness, the air cavity type
(ventilated or not) and its thickness, and the PCM type, also considering different integra-
tion methods and the position (internal side, external side, and both sides). The comparison
of the possible design configurations is based on the evaluation of the cooling (EC) and
heating (EH) energy need, the annual primary energy request (EPyearly), and the number of
discomfort hours (dH). EC and EH are the energy required to assure the comfort operative
temperature, respectively, during the summer and winter. The comfort conditions are
expressed according to the standard ASHRAE 55-2004 [26]. For the cooling and heating
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seasons, the resistance of clothing has to be set to 0.5 Clo and 1.0 Clo, respectively. The
effectiveness of designed configurations was assessed throughout the evaluation of the per-
centage annual primary energy savings (ΔEP) and the percentage reduction of discomfort
hours (ΔdH).

The multi-objective optimization is the second step for evaluating the best compromise
design configuration between the most interesting solutions founded with the parametric
analysis. The optimization tool has been usefully applied by the authors also in other study
for selecting a living wall configuration in the Mediterranean climate [27]. The optimization
problem needs the definition of the objective functions that in this case are the minimization
of the heating and cooling energy needs; indeed, the adoption of passive solutions can
vary the heat gains and losses throughout the building envelope and, thus, an appropriate
choice can reduce the primary energy demand.

Often, the optimization problems for the building envelope are organized without
considering the aspect of the thermal comfort [28]. Instead, in this study, the hours of
discomfort are considered as a limiting constraint for determining the Pareto front solu-
tions. For the optimization problem, the most interesting configurations obtained in the
parametric analysis are evaluated by varying the exposure of the installation. The final
outcome is the Pareto front [29], which is the set of the non-dominated solutions.

2.2. Presentation of the Case Study

The test room MATRIX (Multi Activity Test-Room for InnovatingX) of the Department
of Engineering of University of Sannio is used as the case study because it is the site of
installation for the experimental campaign. MATRIX is located in Benevento (130 m above
sea level), a city of Campania in the south Italy.

MATRIX (Figure 1a) is a large-scale test room (36 m2) with gross sizes of 6.00 × 6.00
× 5.50 m. Wooden basement and roofs and a vertical steel frame comprise the building
structure. Plywood panels, without interruption, enclose all edges of the cube, in order
to avoid the thermal bridges. MATRIX allows to test facades or components up to 3.0 m
height and 5.0 m width because there is a mechanical system that allows to change three
of the four vertical walls. Aerated cellular concrete and vacuum insulation panels are the
basic elements of the existing configuration with thickness of 14 cm and an overall thermal
transmittance (U) of 0.40 W/(m2 K). There is one window with wood frame, double layer
of elettrotropic glass; U is 2.2 W/(m2 K).

Figure 1. (a) MATRIX layout. (b) Installation of system under investigation for further studies.

A detailed description of the test room was already presented by Ascione et al. [30],
who also built a numerical model of MATRIX by means of EnergyPlus [31], through an
interface program, i.e., DesignBuilder [32]. The numerical model was simulated under real
conditions, both internal and external, and it was calibrated according to the ASHRAE
Guideline [33].

In the present study, the calibrated simulation model was modified to be an office with
one occupant. The air-conditioning system consists of a hydraulic plant with in-room fan
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coils supplied by an air-cooled chiller (nominal energy efficiency ratio of 3.5 WTH/WEL) and
a gas boiler (nominal efficiency of 92%). The adopted boundary conditions are as follows:

• The design set-point air temperature is 20 ◦C in winter and 26 ◦C in summer according
to comfort requirements [34] and conditions imposed by technical standard [35].

• The heating period runs from 15 November to 31 March and the cooling period from
15 May to 30 September, and in both cases only during weekdays, from 8:00 a.m.
to 8:00 p.m.

• The air change rate is equal to 0.3 h−1.

For the simulations, the hourly weather file was created with data monitored from
April 2014 to December 2021 by means of the climatic station on the roof of the laboratory.
According to monitored values, Benevento has a typical Mediterranean climate and it is
inside the Csa zone according to Köppen classification [36].

2.3. Description of Investigated Configurations

The analyzed multilayered system was designed in the frame of the Green INSTRUCT
project. It is made of three main elements: internal panel, middle foam insulating layer,
and the external panel. These panels are held together by an aluminum frame made of
construction and demolition waste (CDW) for extrusion. The internal panel consists of
an aluminum encasing with a magnesium-based concrete layer (MOC) followed by a
geopolymer layer, a recycled polyurethane foam layer, an air gap, another PU foam layer,
and a final geopolymer layer. The results of experiments on mechanical property, such
as the compressive strength of the geopolymer synthesis, are described in the technical
report [37]. The middle layer consists of 10 cm of insulation and it is connected to the
internal panel by means of threaded bars that allow the creation of another air gap.

Table 1 shows the characteristics of all materials involved in the base design config-
uration: thickness (s), thermal conductivity (λ) or thermal resistance (R), density (ρ), and
specific heat (cp).

Table 1. Properties of the basic design configuration.

Materials s (m) λ (W/m K) ρ (kg/M3) cp (kJ/kg K)

MOC 0.01 0.7 1100 1000
Geopolymer 0.015 1.0 1200 750
Polyurethane 0.04 0.025 100 1600

Air gap 0.06 R = 0.18 (m2 K/W)
Polyurethane 0.04 0.025 100 1600
Geopolymer 0.015 1.0 1200 750

Air gap 0.02 R = 0.088 (m2 K/W)
Polyurethane 0.10 0.026 100 1600

The conductivity and the density are furnished by producers during the project; the
not-available properties are taken from international standard [38–40].

The thermal transmittance of this configuration is 0.13 W/m2 K, the thermal capacity
is 66.8 kJ/m2 K, and the surface mass is 65.0 kg/m2. According to this value, it can be stated
that the insulation level is very high compared to the building stock in the Mediterranean
zone but also with threshold values considered by the Italian Ministerial Decree [41].
Instead, the summer performance could be not good because the package is characterized by
low thermal mass (<230 kg/m2). In the following analysis, this configuration is considered
the basic design configuration. The external layer is a green box for which a sensitivity
analysis regarding the green layer was already presented by the authors [27].

Starting from this design proposal, the study is focused on the selection of the PCM to
be coupled with the geopolymer blocks by varying the thicknesses of the main layers of
the base design configuration. More in detail, the alternative configurations are defined
by varying:
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• Thickness of the polyurethane layers and of the air gap for the internal panel;
• Thickness and type of ventilation of air gap in the middle layer;
• The position and the type of PCM.

The variation of the air-gap thickness is also length to a variation of the thickness of
the external polyurethane because the total thickness is kept constant (30 cm) as well as
the dimension for the internal module (18 cm). The insertion of the layer with PCM was
evaluated on the internal side of the described wall package (Figure 2a), on the external
side (Figure 2b), and on both sides. The wallboards or plasters with microencapsulated
PCMs were considered for the internal application in place of the MOC.

Figure 2. Scheme of simulated configurations: (a) PCM on the internal side; (b) PCM on the
external side.

Macro-encapsulated PCMs were considered for external side insertions, and in this
case, the MOC was the internal layer. To facilitate the solidification process, the PCM
was inserted between the air gap and the external polyurethane. Consequently, with the
objective to always have the same total thickness, in the external side applications the
thickness of the air gap was lower than the internal side. Two thicknesses were evaluated
for the external application of PCMs, namely, 1.0 cm and 1.5 cm. These are the most
common commercial values and are also the available size for the selected product.

Finally, 210 configurations with PCM on the internal side, 504 configurations with PCM
on the external side, and 60 configurations with PCM on both sides were evaluated. For
the simulation, the proposed multilayered wall is applied on the south exposure because
the most interesting researchers [42,43] indicate that the experimental assessment of PCMs
is usually performed for this side, which is considered the best one.

It must be underlined that the adopted simulation model was validated with exper-
imental data for the present configuration with vacuum insulation panel. Instead, the
proposed configurations in Figure 2 were not verified by means of experimental data.
Indeed, this study was performed with the aim to select the type of PCM for the experi-
mental campaign to be conducted in the frame of the HORIZON project. In future months,
with the data recorded, a comparison will be made between simulated and monitored
variables for discussing the problem of the deviation of the in-field performance of the
phase change materials.

Moreover, the discussed results will be used in the following months for comparing
the expected performance with the experimental one. Indeed, a monitoring campaign is
ongoing for the described wall package.

In the proposed analysis the reference nomenclature is

PIxyxAzvPUt

where
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• PI is the inner panel, “x” stands for the thickness (cm) of polyurethane, and “y” stands
for the thickness (cm) of the air gap of the PI;

• A is the air gap of middle panel with “z” that indicates its thickness (cm), “v” means
ventilated cavity (slightly) and alternatively “nv” not ventilated;

• “t” is the thickness (cm) of the polyurethane of the middle layer (PU).

All the solutions with phase change material on the internal side were identified by the
name of the material before the described nomenclature. Instead, macro-encapsulated PCM
were identified with the name and thickness of the phase change material between the term
Azv and the term PUt. Finally, the solutions with PCMs on both sides were connoted by
placing “in + out” before the previously described identification criteria.

2.4. Characteristics of Selected PCMs

PCMs were selected among available commercial products for which the melting and
solidification curve is available. With regard to building materials containing microencap-
sulated PCMs, the following products were considered:

• Comfortboard® (wallboard);
• Weber.mur clima® (internal plaster);
• Dry Clay Plaster Trocken-Lehmputz-PCM® (internal plaster);
• SmartBoardTM (plasterboard);
• ENERCIEL® (finishing material).

The first three materials contain the same microencapsulated PCM (Micronal®), with
a melting temperature (Tf) of 23 ◦C [44]. It can be integrated with different systems into
building materials. The first examined wallboard is the Knauf Comfortboard® product that
contains 80% gypsum and 20% paraffin. It has a thickness of 12.5 mm, melting point equal
to 23 ◦C, and a heat storage capacity (LHS) of 207 kJ/m2. Weber.mur clima and Dry Clay
Plaster Trocken-Lehmputz-PCM® are two plasters for indoor applications, manufactured
by Weber Saint-Gobain and Pro Lehm Frauwallner KG, respectively. In particular, the
first one is a dry mineral mortar based on gypsum, in which Micronal® microcapsules are
added with light mineral additives for better processing and to strengthen the bond. For
the purposes of this study, a plaster thickness of 15 mm was considered, and thus the PCM
is 20 wt%. The second product is a clay-based dry plaster with 30 wt% of Micronal® PCM;
a thickness of 10 mm was considered in the following analysis. Briefly, all the information
necessary for modeling the PCM in EnergyPlus was obtained from the web app made
available by the manufacturer [45]. Thanks to this application, it is possible to evaluate the
density, the thermal conductivity, the latent heat capacity (hf), the thermal capacity (Qf),
and the melting curve reported in Figure 3.

The SmartBoardTM has thickness of 15 mm and contains 26% mass fraction of Micronal®

PCM with a melting point of 26 ◦C. The heat storage capacity of the SmartBoard ™
is 330 kJ/m2. In this case, the cumulative mean temperature–enthalpy curve (Figure 3d)
was obtained thanks to the study of Ozdenefe et al. [46].

Finally, ENERCIEL® is a surface coating with biological microencapsulated PCM
(INERTEK 23 in slurry form), 50 wt%, gypsum (10–15 wt%), and a titanium binder. The
melting point can range from 23 ◦C to 26 ◦C. The product can have a maximum thick-
ness of 3.0 mm and it is suitable for interior applications on walls and ceilings. In this
study, a melting temperature of 26 ◦C and a latent storage capacity of 186.3 kJ/m2 are
considered. The cumulative mean enthalpy–temperature curve is already available in the
EnergyPlus library.

Table 2 summarizes main characteristics of the construction materials with microen-
capsulated PCM.
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Figure 3. Enthalpy–temperature function: (A) Comfortboard®; (B) Weber.mur clima®; (C) Dry Clay
Plaster; (D) SmartBoardTM.

Table 2. Properties of building materials with microencapsulated PCM.

Tf

(◦C)
s

(mm)
ρ

(kg/m3)
λ

(W/m K)
cp

(J/kg K)
hf

(kJ/kg)
LHS

(kJ/m2)
Qf

(kJ/m2 K)

Comfortboard® 23 12.5 880 0.230 1170 18.90 207.9 12.87
Weber.mur clima® 23 15 1000 0.200 1380 20.70 205.3 20.70

Dry Clay Plaster PCM® 23 10 1100 0.400 2000 31.10 225.9 22.00
ENERCIEL® 23–26 3 832 0.148 2500 73.56 183.6 6.24

SmartBoardTM 26.5 15 770 0.134 1200 28.57 330.0 13.86

The materials selected for external application are CSMs (compact storage modules)
filled with macroencapsulated PCM [47]. The filling materials can be organic, indicated
as RT®, or inorganic materials, indicated as SP®, and these assure a wide range of tem-
peratures depending on the applications. The CSMs are available in the dimensions
of 450 × 300 mm2, and for different thicknesses. Table 3 summarizes the main characteris-
tics of selected products and Figure 4 shows the melting curves; herein, the range of curves
is different because these were built with the data available from manufacturers.

Table 3. Properties of macroencapsulated PCMs.

CSMs
450 × 300 mm2

Tf

(◦C)
ρ

(kg/m3)
λ

(W/m K)
cp

(J/kg K)
hf

(kJ/kg)
Qf

(kJ/m2 K)

RT26® 26
880 0.2

2000

180 (19–34 ◦C)
17.6RT28HC® 28 250 (21–36 ◦C)

RT31® 31 165 (23–28 ◦C)

SP26E® 26 1500
0.6

180 (17–32 ◦C) 30
SP29Eu® 29 1550 200 (22–37 ◦C) 31

SP31® 32 1350 210 (23–38 ◦C) 27
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Figure 4. Enthalpy–temperature function of: (A) RT26®; (B) RT28HC®; (C) RT31®; (D) SP26E®;
(E) SP29Eu®; (F) SP31®.

In the configuration with the MOC layer containing microencapsulated PCM, the
melting curve was obtained by means of Microtek app [41] and, therefore, assuming
the integration of Micronal PCM with a melting temperature of 23 ◦C. The MOC has
cementitious matrix with aggregates such as wood chips recycled from CDW and reinforced
by wood fibers and thermoplastic polymers. On the basis of this information, the percentage
composition reported in [48] was considered suitable for the case under examination,
with 60% by weight of cementitious compounds and 40% by weight of aggregates. Finally,
a PCM integration percentage of 9% was calculated by making a weighted average of the
microencapsulated PCM integration percentages recommended by the Microtek tool for
cementitious materials and medium-density fiberboard derived from wood. The calculated
properties are shown in Table 4 and the cumulative enthalpy–temperature curve is shown
in Figure 5.

Table 4. Enthalpy–temperature function of MOC with Micronal PCM.

s
(mm)

ρ

(kg/m3)
λ

(W/m K)
cp

(J/kg K)
LHS

(kJ/m2)
Qf

(kJ/m2 K)

MOC + Micronal® 10 1089 0.65 1182 9.3 12.9
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Figure 5. Enthalpy–temperature function of MOC with integrated PCM.

2.5. Numerical Model

EnergyPlus through the interface DesignBuilder is the tool used for the simulations.
A one-dimensional conduction finite difference algorithm (CondFD) can be used for the
simulation of PCM [49]. The CondFD algorithm is based on the implicit finite difference
scheme, and it is possible to choose between Crank–Nicholson or fully implicit. The
equation on which the calculation method is based for the fully implicit scheme within a
homogeneous material is

cp ρΔX
Tj+1

i − Tj
i

Δt
= λw

Tj+1
i+1 − Tj+1

i
ΔX

+ λE
Tj+1

i−1 − Tj+1
i

ΔX
(1)

where

• T = temperature;
• i = node being modeled, i + 1 = adjacent node to interior of construction, i − 1 =

adjacent node to exterior of construction;
• j + 1= new time step, j = previous time step;
• Δt = time step;
• Δx = finite difference layer thickness;
• cp = specific heat of material;
• ρ = density of material;
• λW and λE are the thermal conductivity for interface between i node and i + 1 node,

and between i node and i − 1 node.

If thermal conductivity is variable, it can be defined according to

λw =
λ

j+1
i+1 − λ

j+1
i

2
(2)

λE =
λ

j+1
i−1 − λ

j+1
i

2
(3)

In the CondFD algorithm, all elements are divided or discretized automatically using
Equation (4), which depends on a space discretization constant (c), the thermal diffusivity
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of the material (α), and the time step. The default space discretization value of 3 (equivalent
to a Fourier number (Fo) of 1/3) or input other values can be selected.

Δx =
√

c·α·Δt =

√
α·Δt
Fo

(4)

The CondFD method is coupled with an enthalpy–temperature function that must be
defined for updating an equivalent specific heat at each time step. EnergyPlus offers two
modeling methods, to associate the enthalpy–temperature curve:

• Basic: where the same temperature/enthalpy curve is used for both melting and
freezing.

• Hysteresis: where the melting and freezing processes follow different temperature/
enthalpy curves.

For the simulation of the case study, the basic method is used. The enthalpy–temperature
function was defined through a set by means of a tabular form starting from the previous
proposed figures. The tabular function usually considers the entire temperature range,
from −20 ◦C to 60 ◦C. The limit to consider commercial material is the unavailability
of data for defining the hysteresis phenomenon. The adopted model requires also a
“temperature coefficient for thermal conductivity”. This is used in order to introduce
the temperature-dependent coefficient for thermal conductivity of the material. More in
detail, this is the thermal conductivity change per unit of temperature excursion from 20 ◦C.
Moreover, the time steps per hour equal to 12 are used, and the space discretization constant
is set to 3.

More than 1000 simulations were carried out. Among the capabilities of the program,
there is the use of a non-dominated sorting genetic algorithm based on the NSGA-II
method [50], which is widely used as a “fast and elitist multi-objective” method providing
a suitable trade-off between a well-converged and a well-distributed solution set. This tool
was used for solving the optimization problem. For our scope, the maximum number of
generations was set to 200 and it was typically in the range of 50–500. This value reflects the
complexity of the analysis. The computational domain is the whole year; thus, simulations
run for all months and both daily or monthly results are available; moreover, the time
interval between two consecutive energy balances was fixed equal to 6 per hour.

3. Analysis of Simulation Results

The results of the parametric analysis and the multi-objective optimization are pro-
vided in the following sections.

3.1. Parametric Analysis with PCM on the Inner Side
3.1.1. Analysis of Heating and Cooling Energy Needs

Figure 6 shows the results in terms of heating and cooling energy needs for the
configurations with the application of selected PCMs on the inner side. The yellow point is
representative of the present configuration of MATRIX with vacuum insulation panels, and
it was named base case (BC) The other point for the comparison is named PI464A2vPU10;
it is represented by a blue square and it is the configuration described in Table 1 with the
default thickness and without PCM.

Considering the BC, all proposed solutions, also if applied only on one wall, allow a
reduction of both heating and cooling energy demand without significant differences when
the air-gap ventilation is compared with the same solution but with closed gap. Indeed, in
the figure it can be noted that there are always two quite coincident points for each solution.
The last branch of the graph where PI464A2vPU10 is located collects all simulation results of
the configurations without the PCM. The solution that minimizes the heating request is
highlighted; it is PI707A2nvPU10 for which EC is 15.0 kWh/m2 y and EH is 21.4 kWh/m2 y.
This wall package, compared with the base design solution (PI464A2vPU10), allows a slight
improving of the performance because the cooling energy saving (ΔEC) is −0.43% and the
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heating saving (ΔEH) is −1.63%. The worst solutions, the highest points in the curve, are
PI0140A6nvPU6 and PI0140A6vPU6, for which EC is, respectively, 16.5 and 16.6 kWh/m2 y,
and EH is, respectively, 23.5 and 23.6 kWh/m2 y.

Figure 6. PCMs on inner side: comparison based on heating (EH) and cooling load (EC).

Instead, starting from the left, there is a first sequence of points starting from the solu-
tion ENERCIEL®23-PI707A2nvPU10, which is characterized by the minimum of the cooling
demand (14.5 kWh/m2 y) and by a heating load of 21.5 kWh/m2 y. This wall package,
compared with BC, allows ΔEC of −11.6% and ΔEH of −10.2% and it can be considered
a profitable solution for improving the performance achievable with an insulated system
with low thermal mass. Considering the contribute of the phase change material, the
evaluation of the heating and cooling loads reduction compared with the PI464A2vPU10 in-
dicates that the selected melting temperature contributes to slightly improving the thermal
performance with ΔEC equal to −3.6%. However, during the winter, the panel allows to
increase the utilization of solar gains because it accumulates the energy and release during
the day, allowing ΔEH of −1.4%. The other points are representative of the same solution
but with lower level of insulation until the extreme point ENERCIEL®23-PI0140A6vPU6,
for which EC is 15.9 kWh/m2 y and EH is 23.7 kWh/m2 y. This solution is not better
than PI464A2vPU10 because in both seasons the required energy increases; meanwhile,
compared with BC, ΔEC is −3.3% and ΔEH is −1.1%. Thus, it can be concluded that the
lower insulation level is not suitable for the considered climate and the PCM is not effective
when included in this configuration. Along the same line, there are also the solutions
with SmartBoardTM. In this case, the package that minimizes the cooling energy demand
is SMARTBOARDTM26-PI707A2vPU10; EC is 14.5 kWh/m2 y and EH is 21.5 kWh/m2 y.
With higher melting temperature, the same energy saving compared with BC is achiev-
able (ΔEC −11.6%, ΔEH −10.1%) for ENERCIEL®23-PI707A2nvPU10. This happens because
the ENERCIEL® product has the highest hf of all the products examined (73.56 kJ/kg),
thanks to the higher percentage of PCM; meanwhile, SmartBoardTM has the higher melting
point, 26 ◦C, which is particularly suitable for combating indoor overheating during the
summer months. The other products provide less benefit, and the simulation results occupy
the other branches of the graph. For instance, with the same insulation level, the solution
WEBER.MUR CLIMA®23-PI707A2nvPU10 is characterized by EC of 15.0 kWh/m2 y and EH
of 21.5 kWh/m2 y.
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3.1.2. Analysis of Primary Energy Need and Discomfort Hours

Figure 7 shows the distribution of the simulation results considering the annual
primary energy request (EPyearly) and the number of discomfort hours (dH).

Figure 7. PCMs on internal side: comparison based on primary energy need and discomfort hours.

Additionally in this case there is no appreciable influence of the ventilation regime of
the air gap. For the basic design configuration (PI464A2vPU10), EPyearly is 52.3 kWh/(m2 y)
and dH is equal to 492.5 h/y, and it is a good solution if compared with BC since ΔEP
is −4.6% and the percentage reduction of discomfort hours is −0.7%.

The configuration that minimizes the number discomfort hours is SMARTBOARDTM26-
PI0140A2vPU10 (dH = 491.2 h/y), but a very close result is obtained with WEBER.MUR
CLIMA®-PI1121A2nvPU10 (dH = 491.3 h/y). At the same time, these configurations do
not coincide with the one with the lowest primary energy requirement; in both cases the
lower level of insulation, on the internal side, negatively affects the heating energy needs.
Compared to the basic design, ΔEP is, respectively, +2.0% and +1.6%; instead, compared
with BC, the achievable energy saving is, respectively, −2.8% and −3.2%.

In Figure 7, the points inside the red circle are characterized by the adoption of
Weber.mur clima® plaster or the Comfortboard® panel on the internal side. Among these
points, the WEBER.MUR CLIMA®-PI707A2nvPU10 solution has the lowest total primary
energy need (EPyearly = 1524.3 kWh/m2 y), with ΔEP equal to −5.4% compared with BC. In
the center of the figure (black points), the solutions without PCM are distributed; herein,
the solution PI464A2vPU10 is highlighted. In this area, the outermost points are related to
the configurations with a maximum thickness of the external and internal polyurethane
(therefore with a lower energy requirement for heating). Finally, the solutions with Dry
Clay Plaster, the SmartBoardTM panel, and the ENERCIEL® finish with the maximum level
of thermal insulation are collected in the blue area. The case with minimum value of total
primary energy need is ENERCIEL®23-PI707A2nvPU10, with ΔEP equal to −5.4% compared
with BC, but only −0.8% compared with PI464A2vPU10. This solution benefits from the
high insulation level, meanwhile the PCM allows to reduce the cooling request compared
with BC; however, considering the reduced difference with PI464A2vPU10, it can be stated
that for the considered climate and selected melting temperature, the PCM is not highly
effective in reducing the whole energy demand.

In terms of EPyearly, the worst cases with PCM are characterized by the lower insulation
thickness on internal and external sides, and these are COMFORTBOARD®23-PI0140A6vPU6,
WEBER.MUR CLIMA®23-PI0140A6vPU6, and DRY CLAY PLASTER PCM®23-PI0140A6vPU6;
these have the same energy need of BC (around 54.8 kWh/m2 y) but lower discomfort
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hours thanks to the effect of PCM in the hottest period. Instead, considering the basic
design solution, ΔEP is +4.6%.

3.2. Parametric Analysis with PCM on the External Side
3.2.1. Analysis of Heating and Cooling Energy Needs

With regard to the application of the CSMs on the external side, Figure 8 shows the
distribution of the results in terms of energy need for heating and cooling. Herein, with
different markers, the solutions without PCMs are represented, as well as the panels with
different thickness of phase change material; it must be remarked that among these, six
different macroencapsulated materials are considered (six different melting points). For
the simulations, the PCMs are positioned in the external air gap for favoring the discharge
process during the night. However, negligible differences are observed considering the
ventilation type of the air gap. The points with the lower EH are characterized by the
maximum value (14 cm) of the thermal insulation on the internal side.

Figure 8. PCMs on external side: comparison based on heating and cooling load.

As expected, the cases with PCM thickness of 1.5 cm offer the greatest reductions in
cooling requirements. For any configuration, the best phase change material to be placed
on the external side is the one indicated by SP and a melting temperature of 26 ◦C with a
thickness of 1.5 cm. Probably, for the considered climate, higher melting temperatures, if
also useful to front extreme weather conditions, are not able to ensure a continued charge
and discharge cycle of the material, and the transition is activated fewer times.

By adding to the aforementioned characteristics the maximum level of thermal insula-
tion provided inside and outside, the best case is reached both in terms of EC and EH. In
Figure 8 this is indicated with PI707A0.5nvSP26E-1.5cm-PU10, with EC = 14.8 kWh/(m2 y)
and EH = 21.3 kWh/(m2 y). Compared to the base case, ΔEC is –9.95% while ΔEH is −10.8%.
Furthermore, differently from what was expected, the best configuration is characterized
by an unventilated air cavity with the minimum thickness; this probably happens because
the high value of insulation on the external side induced a delay in the phase transition,
and the ventilation of the air cavity does not provide significant variations compared to the
non-ventilated case. However, it can be observed that for the proposed wall package, when
two PCMs have the same melting temperature and latent heat capacity also with a different
thermal capacity, the performances are comparable. Indeed, in the proposed case study,
PI707A0.5nvRT26E-1.5cm-PU10, EC = 14.9 kWh/(m2 y) and EH = 21.4 kWh/(m2 y), and, thus,
compared to the base case, ΔEC is –9.4% while ΔEH is −10.6%.
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Considering the same configuration, with the same PCM, the increment of melt-
ing temperature does not guarantee higher energy saving. For instance, in the cases of
PI707A0.5nvSP26E-1cm-PU6 and PI707A0.5nvSP31-1cm-PU6, with reference to the base case,
ΔEC is, respectively, –8.68% and −8.28%; with PI707A0.5nvRT26E-1cm-PU6 and PI707A0.5nvRT31-
1cm-PU6, ΔEC is, respectively, –8.49% and −8.18%. Comparable differences are obtained in
all other cases. It can be also remarked that the products with higher melting temperature
are also characterized by higher latent heat capacity; however, this characteristic seems to
not improve the energy performance for the proposed wall package. Probably, the choice of
an activation temperature of 26 ◦C is more advantageous given the external forcing of the
considered location. The higher level of insulation does not allow the complete melting of
the material, or the choice of air-gap thickness is not enough to assure a regular evacuation
of the accumulated heat.

3.2.2. Analysis of Primary Energy Need and Discomfort Hours

For the application of the CSMs on the external side, Figure 9 shows the comparison
between EPyearly and dH.

Figure 9. PCMs on external side: comparison based on primary energy need and discomfort hours.

The solutions are organized in several vertical distributions; each one is characterized
by the same level of insulation but the configurations with the higher thickness of PCM
are usually on the bottom of these lines. For instance, the first distribution on the right,
where the base case is also highlighted, is composed of all solutions with the lower insu-
lation level on the internal and external side. Herein, there is PI0140-A5nv-RT26-1cm-PU6
characterized by the lower energy demand (EPyearly = 54.5 kWh/m2 y) and dH = 490.8 h/y
and PI0140-A4.5nv-SP26E-1.5cm-PU6 with the lower discomfort hours (dH = 489.5 h/y)
and EPyearly = 54.6 kWh/m2 y. In both cases, when the melting temperature increases,
the discomfort hours increase and dH becomes, respectively, 496.5 h/y and 495.8 h/y.
This confirms that the most suitable melting point for the configuration under evaluation
is 26 ◦C.

In the first line on the left, there are the solutions with the high levels of insulation
(both on inner and outer sides) and the lowest energy needs. Different PCMs are coupled
with the considered package: in the case of 1 cm there is an air gap of 1 cm, and the
best solutions are RT26, RT28HC, and SP29Eu; with 1.5 cm and an air gap of 0.5 cm, the
best solutions are RT26, SP26E, and SP29Eu. Among these, the minimum of EPyearly is
obtained with the PI707A0.5nvSP26E-1.5cm-PU10 configuration, with a decreasing of ΔEP
equal to −5.54% compared to the base case. Instead, if PI464-A2v-PU10 is considered as
reference, ΔEP is −0.95%. For the same configuration but adopting RT26, ΔEP is −5.44%
and with SP31 it is −5.42%; more in general, there is a very slight difference with the
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other considered phase change materials and this confirms that the increment of melting
temperature does not guarantee better performance.

At the bottom of the figure, there are the configurations with the lower number of
discomfort hours. In this region it is possible to identify the configuration with the lowest
number of hours of discomfort, namely, the one identified as PI1121A0.5vSP26E-1.5cmPU10
is characterized by ΔdH% equal to −2.18% and ΔEP% of −3.62% compared to the base case.
It has a thermal capacity equal to 102.2 kJ/m2 K, i.e., increased by 78.6% compared to the
same case without PCM and by 53% compared to PI464-A2v-PU10. Compared with this
basic design configuration, ΔEP is + 1.06% due to the low level of thermal insulation on the
internal side of the wall.

3.3. Application of PCM Materials on Both Sides
3.3.1. Analysis of Heating and Cooling Energy Needs

The better configurations described in the previous section were combined for a further
analysis. Table 5 summarizes the characteristics of these configurations and Figure 10 shows
the simulation results, considering both the BC and the basic design configuration.

Table 5. Solutions for parametric analysis with PCM on both sides.

PCM on Internal Side PU-Air Gap-PU Air Gap-CSM-PU

Weber.mur clima®

ENERCIEL®

SmartBoardTM

MOC with Micronal PCM

7-0-7 cm
1-12-1 cm
3-8-3 cm
5-4-5 cm
4-6-4 cm

A5vRT31-1 cm-PU6
A0.5nvSP26E-1.5 cm-PU10
A0.5vSP26E-1.5 cm-PU10

Figure 10. PCMs on both sides: comparison based on heating and cooling load.

Since fewer cases were evaluated, there is a clearer distinction between the results
obtained for the examined configurations. Starting from the left, the first branch (red area)
includes configurations with the SmartBoardTM or ENERCIEL® combined with 1.5 cm
SP26E and 10 cm of external polyurethane. In this area, there is the configuration that
minimizes EC, that is, the one identified as in + out-SMARTBOARDTM-PI707-A0.5nv-SP26E-
1.5cm-PU10. Compared to the base case, ΔEC is −13% and it is −5.2% compared to PI464-
A2v-PU10. Its thermal capacity is equal to 124.26 kJ/m2 and the heating energy need is
reduced by −10.4% compared to the base case. Negligible differences are observed between
this solution and the ones identified as in + out-ENERCIEL®-PI707A0.5vSP26E-1.5cm-PU10
and in + out-ENERCIEL®-PI707A0.5nvSP26E-1.5cm-PU10 that are included in the same branch.
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The solution that minimizes EH is PI707A0.5nvSP26E-1.5cm-PU10 (−10.8% compared to the
base case), but in this case the cooling energy need is higher, by +3.4% compared with in +
out-SMARTBOARDTM-PI707-A0.5nv-SP26E-1.5cm-PU10; meanwhile, the heating demand is
lower only by 0.4%.

In the second branch (gray area), the points with the lowest energy need for heating
are characterized by SmartBoardTM or ENERCIEL® and the maximum thickness of the
external polyurethane. In the upper part, there are the configurations with Weber.mur
clima® combined with 1.5 cm SP26E and 10 cm external polyurethane. In the third branch
(green area), there is the best solution with MOC + Micronal PCM, indicated with in + out +
MOC + MICRONAL-PI707A5vSP26E-1.5cm-PU10. Compared to the base case, ΔEC = −10.5%
and ΔEH = −10.3%.

Finally, in the fifth branch (blue area), there are the basic design configuration and
configurations with 1 cm of RT31 combined with 6 cm external polyurethane on the external
side and MOC + MICRONAL or Weber.mur clima® on the internal side.

More in general, it can be observed that the MOC with microencapsulated PCM
performs worse in the cooling season than the other components evaluated for the internal
application of phase change materials. This is mainly due to the low latent heat of fusion
(9.2 kJ/kg). However, the other characteristics and the melting temperature make the
performance of the MOC with PCM comparable to the plaster with Weber.mur clima®. For
instance, considering the combinations in + out + MOC + MICRONAL-PI545-A5v-RT31-1cm-
PU6 and in + out + WEBER.MUR CLIMA®-PI545-A5v-RT31-1cm-PU6, the heating demand is,
respectively, 15.1 kWh/(m2 ye) and 15.0 kWh/(m2 year), and EC is 22.0 kWh/(m2 year)
and 22.1 kWh/(m2 year).

Furthermore, this analysis also confirms that the combination of SmartBoardTM and
SP26 allows minimizing the energy need for cooling.

3.3.2. Analysis of Primary Energy Need and Discomfort Hours

The comparison in terms of the primary energy need and the hours of indoor discom-
fort is reported in Figure 11.

Figure 11. PCMs on both sides: comparison based on heating and cooling load.

Three groups of points were identified. The yellow one includes the base case and
the solutions with the higher request of primary energy. Among these, the in + out-
ENERCIEL®-PI1121A5v-RT31-1cm-PU6 solution has the highest number of hours of dis-
comfort (dH ≈ 497 h/y), while the solution indicated by in + out-MOC + MICRONAL-
PI1121A5vRT31-1cm-PU6 implies the highest EPyearly, equal to 54 kWh/(m2 year).
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In the central region there is the basic design configuration case (blue area). All other
configurations are characterized by adoption of 1 cm of RT31 and 6 cm of insulation on the
external side. The most interesting combinations, with ΔEP of 5.0%, are characterized on
the internal side by the adoption of MOC + MICRONAL or Weber.mur clima® with a small
variation of discomfort hours (−0.7%).

The most interesting region is evidenced with a green circle. Herein, there are solutions
with SP26E and the maximum thickness of the external polyurethane, and in most cases
with Weber.mur clima® plaster on the inner side.

However, the in + out-ENERCIEL®-PI707A0.5nvSP26E-1.5cm-PU10 solution is the one
that minimizes the total primary energy requirement. For this solution, ΔEP ≈ −5.6% and
dH is 488 h/year. The solution with the lower number of discomfort hours (dH ≈ 484 h/year)
is in + out-WEBER.MUR CLIMA®-PI1121A0.5vSP26E-1.5cm-PU10. In this case, the thermal
transmittance is 0.188 W/m2 K and thermal capacity is equal to 112 kJ/m2 K. The energy
consumption increases and ΔEP is +3.4% due to the low level of thermal insulation on the
internal side.

3.4. Solution of the Multi-Objective Optimization

The second step of the proposed approach consists of the solution of a multi-objective
optimization problem in order to minimize the energy need for heating and cooling by
varying the orientation of the wall on which the wall package is installed. Based on
the results obtained in the previous sections, the best solutions to be considered are in +
out-ENERCIEL®-PI707A0.5nvSP26E-1.5cm-PU10, PI707A0.5nvSP26E-1.5cm-PU10, and in + out-
SMARTBOARDTM-PI707A0.5nvSP26E-1.5cm-PU10. The base case and the basic configuration
were also added to these solutions. The constraint is dH, equal to 491.3 h/year (minimum
value according to the parametric analysis). The results are shown in Figure 12; here, the
red dots represent the Pareto solutions. In detail, three optimal solutions were observed,
as shown in Table 6, where it is clear that there are negligible differences both in term of
heating and cooling request.

Figure 12. PCMs optimization: comparison based on heating and cooling load.
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Table 6. Results of the optimal configurations.

Configuration
Orientation

(◦)
Exposure

EC

(kWh/m2 y)
EH

(kWh/m2 y)
dH (h/y)

in + out-ENERCIEL®-
PI707A0.5nvSP26E-1.5cm-PU10

336 north-east 11.73 10.31 415

PI707A0.5nvSP26E-1.5cm-PU10 273 north 11.74 10.30 414
in + out-SMARTBOARDTM-

PI707-A0.5nv-SP26E-1.5cm-PU10
332 north-east 11.74 10.30 415

The three cases are characterized by the maximum thermal insulation on the external
and internal side of the wall, which allows minimizing the heating losses but it can cause
an increment of the summer overheating; for this reason, the best orientation was sought.
All configurations on the south exposure are characterized by the higher heating demand
and the lower cooling load. This happens because the PCM reduces the utilization of solar
gains during the wintertime.

Among the simulated ones, the configurations with internal and external application
have the greatest potential mainly when the products ENERCIEL® and SmartBoardTM

are applied on the internal side. These allow increasing the thermal capacity of the wall
package, mitigating internal thermal fluctuations, reducing overheating, and ensuring
greater microclimatic comfort. On the outside, the module with SP26E and thickness
of 1.5 cm allows better results. Indeed, the nature of the incorporated PCMs (inorganic
compounds with higher latent heat of fusion compared to organic compounds) and the
melting point compatible with the average external temperature help to counteract the
incoming heat flow in the cooling season. This effect limits indoor temperature peaks and
provides greater microclimatic comfort. The northeast orientation is the best, probably
because it requires greater isolation; meanwhile, in summer months, the sun’s rays strike
the wall perpendicularly in the morning and in the afternoon and the wall requires a
material with a higher latent accumulation capacity. Indeed, for this exposure, the glass
component of the test room is oriented to the southwest and is therefore exposed to intense
solar radiation which would increase the solar gains. For this reason, it is required to
contain the overheating in the environment with the material able to accumulate more
latent heat.

Another interesting conclusion is that when the north exposure is selected, the adop-
tion of one PCM as SP26E on the external side is enough to reach the proposed objectives.

In particular, the solution PI707A0.5nvSP26E-1.5cm-PU10 provides the lowest number
of discomfort hours compared to the other solutions. This happens because the northern
exposure in the cooling season is the side with the lowest surface temperature on the wall.

In all three cases, the heating and cooling loads are comparable; in particular, ΔEc is
around −57% and ΔEH is near −29%, compared to the base case, and these indices are,
respectively, −22% and −53% compared to the basic design configuration.

4. Conclusions

In order to establish a wall package made of geopolymer concrete and phase change
material that can provide sustainable solutions for building performance in Mediterranean
climates, and to find the main outcomes of the overall design, a double step analysis is
proposed for determining an optimal configuration of a real case study.

A numerical analysis is proposed by means of a dynamic simulation tool (Energy-
Plus) for a simple building consisting of a large-scale test room (36 m2), available at the
Department of Engineering of University of Sannio. This was selected as the case study
because in these next months, some experimental activities will be performed in the frame
of the European project “Green Integrated Structural Elements for Retrofitting and New
Construction of Buildings”. The proposed dissertation is the starting point for investigating
the effects of types and thickness of insulation, air gap, and PCM types for a base package
under evaluation in the project. More in detail, the base wall of the test room with vacuum
insulation panels and the base configuration of the project with internal panel with 4 cm
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polyurethane and 6 cm air gap (not ventilated), 2 cm of non-ventilated external air gap,
and 10 cm of polyurethane on external side were compared with other packages in term of
minimization of heating and cooling loads, minimization of discomfort hours, and yearly
primary energy need.

Tree solutions were placed on the Pareto front; the one with north exposure requires
the application only on the internal side of a PCM with melting temperature of 26 ◦C,
and compared with the base case, ΔEH is −57% and ΔEC is −22%. This solution also
minimizes the discomfort hours (−17%). Comparable energy saving can be reached with
the application of two phase change materials (on the inner and outer sides) with melting
temperature of 26 ◦C. All three solutions require the maximum insulation on internal and
external sides, a not-ventilated air gap, and 1.5 cm of PCM thickness.
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Abstract: Due to the influence of surrounding buildings on the radiation transfer process, the irradi-
ance of individual buildings in building stocks is more uneven and different than that of individual
buildings in open spaces. In view of the defect of the existing building surface irradiance calcula-
tion model in the sky radiation energy balance calculation, the complex surface reflection radiative
transfer in diffuse irradiance, and complex processes, this paper combined the calculation of the
complex surface narrow sky view, multiple reflections, and radiation characteristics of nonuniformity,
and finally established the model for irradiance on the facade of a building stock (IFBS model) in a
sheltered environment. The simulation results show that the IFBS model is superior to the traditional
model in the calculation of sky diffuse irradiance and reflection irradiance of building stocks and is
more suitable for the numerical calculation of the radiation transfer process of complex buildings.

Keywords: irradiance; building stock; building facade

1. Introduction

Radiation environment simulation is an important part of the performance simulation
of the building complex. A building group performance simulation is generally attached
to the third party building performance simulation module (e.g., BREDEM, EnergyPlus,
DOE2). In the early days, due to the complexity of modeling and the calculation of single
buildings, in order to reduce the demand for computing resources, scholars would first
classify buildings into groups and then complete the calculation from single buildings to
building groups by simply multiplying the number of similar buildings [1,2]. With the
improvement of classification methods, scholars further classified similar buildings and
made batch calculations, based on building shape [3,4], thermal parameters [5], building
category [6,7] and other parameters. Although the classification processing can retain the
thermal characteristics and other characteristic information of individual buildings, to a
certain extent, the classification process itself is still the average processing of individual
building information, so there is bound to be potential error when falling into the parame-
ters of specific individual buildings. Along with the development of computer hardware
and software, some scholars no longer categorize to simplify, but directly to each monomer
building to simulate the whole compound, as per the obtained information. However, as
a result of the third party building performance simulation module that is based on the
monomer building performance simulation method, the impact of the surrounding build-
ings on the simulation of the target monomer building’s outdoor thermal environment, is
relatively lacking. Therefore, there are problems, such as data distortion and data interface
accuracy mismatch in the input of boundary conditions (meteorological files, etc.). For
example, in EnergyPlus, only one weather file can be input to a wall. The EnergyPlus frame-
work cannot handle different boundary conditions on the same wall, which is particularly
common in buildings. Due to the limitations of tools and methods, traditional building
complex simulation methods will inevitably simplify or ignore the influence of surrounding
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building complexes on the outdoor thermal environment of individual buildings (such as
the differences in radiant heat boundary conditions, local wind environment, etc.), thus
losing some details of the radiant heat process description of building complexes.

Table 1 presents the information of the existing major simulation methods, in terms
of the reflected radiation model and sky diffuse radiation models. By comparison, it
can be concluded that the existing simulation methods mostly calculate the reflected
radiation once. Further, the isotropic sky diffuse radiation distribution model is applied in
most simulations, in order to simplify the calculation of the sky diffuse irradiance [8–10].
However, the accuracy of the isotropic model is acceptable under the assumption of a
cloudy day or large sky view factor (SVF), which is not common in the building complex.

Table 1. Comparison of the methodology of existing buildings simulation models or software.

Model or Software * Reflection Irradiance Sky Diffuse Irradiance

Urban Canyon Model [11] 1 time reflection isotropic

ENVI-met * 1 time reflection isotropic

Town Energy Balance (TEB) [12] Infinite reflection isotropic

Temperature of Urban Facets in
3D (TUF-3D) [8] Simplified multiple reflection isotropic

Model for Urban Surface
Temperature (MUST) [13] Simplified multiple reflection isotropic

DeST * 1 time reflection isotropic

Fluent * + Solene * 1 time reflection Perez model

TEB + EnergyPlus * Infinite reflection isotropic

Citysim * 1 time reflection Perez model

INSEL * + ISO model 1 time reflection Direct dispersion separation
model

UMI * Simplified multiple reflection Perez model

Urban Energy Performance
Calculator [14] 1 time reflection isotropic

* Stands for software.

In the complex environment, the surrounding buildings will block the sky view field
of the target building, which leads to a narrower view of the sky at the point on the surface
of the target building. The narrow sky view will have an impact on the radiation transfer
process of the sky diffuse radiation on the building surface, which will then have an impact
on the numerical solution of the sky diffuse irradiance [15]. Sky diffuse radiation models are
developed to interpret the distribution of sky diffuse radiation in the sky dome. Existing
mainstream algorithms, based on the isotropic sky diffuse radiation model [16] or the
Perez anisotropic sky diffuse radiation model [17,18] are under development. These two
kinds of models use too many simplified assumptions, and their applicability in scenarios
with a small sky view factor is limited. At the same time, it is also necessary to discuss
whether the precision of the sky dome discretization needs to be improved in the current
numerical calculation [19,20]. As for the reflection radiation, the current numerical method
is based on Lambertian assumption and an applied finite reflection (mostly one time
reflection) calculation algorithm, which leads to the heat gain of the reflected radiation
being smaller [21], and the error will be significantly amplified with the increase of the
building density [22].

To sum up, the study of building radiant heat processes should be based on a high-
precision radiation model. The existing radiation simulation algorithms mostly follow
the assumption of a single building. Therefore, there are many simplifications in the
calculation of the reflection radiation and the sky diffuse radiation transfer. However, these
simplifications can be adversely affected under certain conditions, especially in complex
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buildings. As a result, the calculation process cannot fully express the influence of building
stocks on radiation transfer. The errors caused by this simplified algorithm, in calculating
complex buildings and how to improve the algorithm to improve the simulation accuracy of
radiation transfer processes under the influence of complex buildings remain to be studied.

In this work, a new numerical method will be constructed, based on the radiation
transfer theory, and the algorithm in the solution process will be established to realize
the accuracy improvement in the global irradiance simulation on the facades of building
stocks. In Section 2, we analyze the radiant energy balance on the building surface, based
on the net radiation analysis method. Further, we analyze the most appropriate theoretical
algorithm for direct solar irradiance, sky diffuse irradiance, and reflection irradiance on
the facades of building stocks. In Section 3, we develop the numerical solution of the
radiation scheme. We mainly focus on the discretization of surfaces, constructing the matrix
of each component of global irradiance, and obtaining a numerical equation for the global
irradiance value of the building facades. In Section 4, we compare the new sky diffuse and
reflection irradiance algorithm with the existing algorithm from the traditional method.
The comparative analysis is based on the existing measurement study and the theoretical
simulation in this work.

2. Radiation Scheme

2.1. Analysis of the Radiant Energy Balance on the Building Surface

Net radiation analysis was used to analyze the radiation energy on the surface i of
building facades, as shown in Figure 1.

Figure 1. Schematic diagram of the analysis of the radiation energy balance on the element surface.

In the figure, αi, τi, ρi represent the absorption rate, transmittance and reflectance of
the element surface i, respectively, without dimensionality.

For a single element surface i, it can be seen from the schematic diagram of the
radiation energy balance analysis, that the total irradiance received is:

Ig,i = Idir,i + Idi f ,i + Ire f ,i (1)

where Idir,i, Idi f ,i, Ire f ,i, respectively, represent the direct solar irradiance value, sky diffuse
irradiance value and the reflected irradiance from other microscopic surfaces received by
surface i, W/m2.

Meanwhile, the effective radiation (reflected radiation) intensity outward from element
surface i is:
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IR,i = ρi Ig,i = ρi

(
Idir,i + Idi f ,i + Ire f ,i

)
(2)

The reflected irradiance received by a cell surface is the cumulative value of the
reflected radiation intensity from other cells:

Ire f ,i =
N

∑
j=1

IR,jFij (3)

where Fij is the shape factor of the surface i to the surface j, dimensionless. The shape
factor Fij is defined as the fraction of energy leaving a black surface element i that arrives at
another black surface element j [23].

To sum up, the total radiation received by a single micro-element surface i can be
calculated as:

Ig,i = Idir,i + Idi f ,i + ∑N
j=1 ρj Ig,jFij (4)

2.2. Solar Direct Irradiance on the Facades of Building Stocks
2.2.1. Calculation of the Solar Orientation

In the calculation of the surface direct solar irradiance, the traditional method mainly
applies the solar azimuth and solar altitude angles, which are calculated, based on latitude,
declination angle, and solar hour angle, to locate the sun’s position in the sky [13,24]. In the
IFBS model, the same calculation equation is used to calculate the basic parameters related
to the solar azimuth, such as the solar declination angle, solar angle, altitude angle, and
azimuth angle.

The calculation equation of the solar altitude angle is as follows:

sinh = sinδsinφ + cosδcosφcosω (5)

where h is the solar altitude angle, ◦; φ is the local latitude, ◦; ω is solar hour angle, ◦; δ is
declination angle, ◦.

The calculation equation of the solar azimuth is:

cosA = (sinhsinφ − sinδ)/coshcosφ (6)

2.2.2. Judgment of Occlusion

The solar radiation obtained on any plane is related to the incidence angle of sunlight
on the plane. The intensity of the direct solar irradiance, received by the surface i at a fixed
incidence angle can be calculated as [25]:

Idir,i = I0cosθi (7)

where I0 is the direct solar radiation intensity on the surface i without occlusion, W/m2; θi
is the solar incident angle of the micro-surface i, ◦.

In fact, the occlusion phenomenon is quite common in building stocks. Therefore,
whether the plane is occluded, needs to be calculated. Due to the parallel characteristics of
sunlight, the concept of “backward ray tracing” [26] is designed to make ray tracing more
efficient. In backward ray tracing, an eye ray is created at one point; the vector direction of
the ray is in the opposite direction of the sunlight. The sun will be visible from that point if
the eye ray hits no object. In the backward ray tracing method, the calculation process will
trace rays of interest and not consume resources tracing rays that do not contribute to the
solution of the engineering/design problem. Therefore, the backward ray tracing method
is wildly adopted in solar energy calculation [27–29] and will be applied in this paper.

Based on the above calculation of the sun’s altitude angle and azimuth, the X-axis
represents the east-west direction (positive east direction), the Y-axis represents the north-
south direction (positive north direction), and the Z-axis represents the altitude direction

(positive upward direction). The vector of the backward ray
⇀

Irev,i =
(

Ii,x, Ii,y, Ii,z
)

from
surface i at a given time
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⎧⎨
⎩

Ii,x = coshsinA if solar time is less than 12 else − coshsinA
Ii,y = −coshcosA
Ii,z = sinh

(8)

Figure 2 presents the spatial geometric relation between the backward ray and the
building interface. Taking the roof’s occlusion of light as an example, let αj ∈ Vroo f , where
Δdj and Δlj represent the size of the roof interface αj on Y-axis and X-axis, respectively, and

Vroo f is the set of all roof interfaces.
⇀

Irev,i represents the reverse beam vector and intersects
with the plane of the roof interface αj at the point Aij. The geometric center of the roof
interface αj is A0. Then, the judgment of the occlusion relation between the reverse beam
and the roof interface αj can be transformed into the judgment of Aij and A0 distance. If
the distance between Aij and A0 is greater than Δlj/2 on the X-axis or greater than Δdj/2
on the Y-axis, it indicates that the reverse beam is not obscured by the roof interface αj.

Figure 2. Light beam occlusion judgment, based on the backward ray tracing method.

The three-dimensional coordinates of Aij and A0 are
(

xij, yij, zij
)

and (x0, y0, z0), re-
spectively. Then the Boolean value of the occlusion judgment between element surface i
and roof interface αj, can be calculated as follows:

Flagij =
∣∣xij − x0

∣∣ > Δlj/2
∣∣ ∣∣yij − y0

∣∣ > Δdj/2 (9)

where Flagij = 1 represents no occlusion. For all roof interfaces αj ∈ Vroo f , after traversing
the judgment process, it can be obtained:

Flagi−roof = (Flagi1, Flagi2, . . . , FlagiN)
T (10)

Similarly, for the set of other facades of the building, the value of Flagi−wall can be
obtained, and the calculation equation of the Boolean value of the final judgment of whether
the element surface i is covered is as follows:

Flagi = Flagi−roof & Flagi−wall (11)

where Flagi = 1 means that the element surface i is not obtained.
Finally, the equation for calculating the direct solar irradiance value on the element

surface i at a given time is:
Idir,i = Flagi Idir0cosθi (12)

where Idir0 is the direct solar radiation intensity at this moment, W/m2; θi is the solar
incident angle of the micro surface i, ◦.

2.3. Sky Diffuse Irradiance on the Facades of Building Stocks
2.3.1. Determination of the Discrete Precision of the Sky Vault

The surface sky diffuse irradiance is obtained by integrating the product of the sky
radiation intensity with the cosine of the incident angle of the sky points over all solid
angles of the sky. Among them, the solid angle [30] (Figure 3) is defined as:
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dΩ =
d f
R2 =

(Rdθ)(rdφ)

R2 (13)

Figure 3. Definition of the solid angle in the spherical coordinate system.

Assuming that the radiation intensity along the θ direction is Iθ , the equation for
calculating the sky diffuse irradiance on one surface as follows:

Idi f =
∫ 2π

0
IθcosθdΩ =

∫ φ=2π

φ=0

∫ θ= π
2

θ=0
Iθ cosθsinθdφdθ (14)

In a non-sheltered environment, the analytical solution of the sky diffuse irradiance
on the surface of the building walls can be obtained by the above equation. This method
is widely used in the calculation of the surface irradiance of traditional single buildings.
However, in building complexes, the shape of the visible sky area is irregular (see Figure 4),
due to the narrow perspective of the sky on the surface of the buildings. Therefore, the
finite element numerical method is more suitable for the calculation of the sky diffuse
radiation in building complexes. The numerical method first discretizes the sky into the set
of sky lattices, in which the sky diffuse radiation intensity of the micro surface j along the θ
direction is Iθ,sky,j, and then the surface sky diffuse irradiance of the plane i is calculated
as follows:

Idi f ,i =
∫ 2π

0
IFθ Iθ,sky,jcosθijdΩ = ∑n

j=0 IFθ Iθ,sky,jcosθij Areaj (15)

where, θij is the incident angle from the micro-element surface to the plane, ◦; IFθ is the
Boolean value of the sky visible judgment along the θ direction (1 if the sky micro point is
visible, 0 if it is not visible), it is dimensionless; Areaj is the Area of the sky element surface
j, m2; Areaj = sinθdφdθ, m2; Iθ,sky,j is the diffuse radiation intensity at the sky micro surface
j, W/

(
sr·m2).

Figure 4. Fish eye photo in the building stocks environment.

630



Buildings 2022, 12, 1914

Among the variables in Equation (15), the discrete accuracy of the sky lattice model
is particularly important for the expression of the sky diffuse radiation. Existing scholars
have constructed several types of sky dome partition methods, such as the Tregenza145
sky lattice model [31], which is the most widely used [32,33]. However, it is easy to have
calculation errors in the calculation scenes of a narrow sky view in a building complex, due
to its coarse discrete accuracy. For example, the yellow dot in Figure 5a marks a certain
area A in the real sky. Due to the intersection of area A and three sky pieces Bj (j = 1, 2, 3)
in the Tregenza145 lattice model, area A will be rendered as the area B, marked yellow in
Figure 5b. Furthermore, the average sky diffuse radiation intensity of the element surface
Bj will be set to be equal to the area A, so the calculated value of the diffuse irradiance will
be larger, due to the large rendering area in the calculation process.

 
(a) (b) 

Figure 5. Influence of the sky lattice model on the expression of the sky diffuse radiation intensity.
(a) Rendering of a real sky diffuse radiation intensity distribution. (b) Rendering, based on the
Tregenza145 lattice model.

The sky lattice model not only has an impact on the rendering expression of the
sky diffuse radiation intensity, but also directly determines the accuracy of the occlusion
judgment between the sky dome element and the building surface element. Figure 6a
shows a real sky occlusion rendering in the form of a small sky view (the pure white
part represents the sky), and Figure 6b shows the occlusion rendering by the Tregenza145
model. By comparison, it is observed that the occlusion judgment result obtained by the
Tregenza145 lattice model is incorrect in both buildings and the sky (i.e., the outline of the
building is not clear, and the boundaries of the visible part of the sky are blurred). Especially
for the rendering of the visible part of the sky, the Tregenza145 lattice model results in a
larger sky Areaj (the pure white part), in Figure 6b, compared with the real visible sky part
in Figure 6a, which will further lead to a larger sky diffuse irradiance calculation result,
based on Equation (15). Therefore, the sky lattice model with a finer granularity should
be applied to a smaller sky view and a more complex surrounding environment. By the
accuracy improvement trial calculation, the area difference between the real sky and the
sky pieces discretized by the sky lattice model, is less than 2◦ (Tregenza145’s discretization
accuracy is 12◦ at the height angle). Thus, the IFBS model divides the sky lattice every
2◦ along the azimuth and height angles. The hemispherical sphere of the whole sky is
divided into 8100 micro-elements (360◦/2 × 90◦/2). The spatial coordinate distribution of
the center point of the sky lattice after the dispersion is shown in Figure 7.
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(a) (b) 

Figure 6. Influence of the sky lattice model on the occlusion rendering. (a) Real sky occlusion
rendering. (b) Tregenza145 model occlusion rendering.

 

Figure 7. Schematic diagram of the sky lattice.

2.3.2. Determination of the Sky Diffuse Radiation Distribution Algorithm

As for the sky diffuse radiation model, the measurement of the existing sky diffuse
radiation model is mostly carried out in the open scene, which is seriously inconsistent with
the fact that the building surface in the building complex has a narrow sky perspective [34].
Therefore, the measurement and comparison of the sky diffuse radiation model should be
carried out, based on the characteristics of the physical environment of the building surface
in the building complex. The sky diffuse radiation model that is best suited for simulating
the surface irradiance in the building complexes is chosen, and the calculation equation of
Iθ,sky,j is determined. In this paper, it is concluded that, compared with the isotropic model
and the Perez model, the Igawa model is more suitable for the simulation of the surface sky
diffuse irradiance in building complexes. Therefore, this paper uses the Igawa model to
calculate the sky diffuse irradiance of the building surface.

The Igawa model revises the diffuse radiation intensity in the azimuth angle and
the height angle, respectively, to approximate the true anisotropic sky diffuse radiation
intensity distribution, and its calculation equation is as follows:

Iθ,sky,j = Idi f ,z ϕ(γ) f (ζ)/(ϕ(π/2) f (z)) (16)

where Idi f ,z is the zenith radiation, W/
(
m2·sr

)
; ϕ(x) is a gradient function, as shown in

Equation (17); f (x) is a discrete function, as shown in Equation (18).

ϕ(x) = 1 + a·exp(b/sinx) (17)
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ϕ f (x) = 1 + c·[exp(d·x)− exp(d·π/2)] + e·cos2x (18)

where, a, b, c, d, e are the constants involved in the calculation equation of the gradient
function ϕ(x) and the discrete function f (x).

Since the zenith radiation of Idi f ,z is still unknown in Equations (16)–(18), it will be
solved by the simultaneous equation below.

Firstly, the diffuse irradiance value of an unshielded horizontal plane can be obtained
by the numerical solution:

Idi f ,h = ∑n
j=0 Idi f ,z ϕ(γ) f (ζ)/(ϕ(π/2) f (z))cosθij Areaj (19)

The horizontal diffuse irradiance without shielding can be obtained from the total
irradiance and direct solar radiation intensity:

Idi f ,h = Ig,h − Idir0cosθ (20)

The total horizontal irradiance Ig,h and the direct solar radiation intensity Idir0 are given
by the meteorological documents (usually taken from meteorological stations or typical
year meteorological documents), so Idi f ,z can be theoretically obtained by Equations (19)
and (20) simultaneously.

2.4. Reflected Irradiance on the Facades of Building Stocks

The existing building surface irradiance model adopts the simplified treatment of
primary reflection in the calculation of the reflected irradiance, so the simplified treat-
ment is made in the calculation of the energy balance analysis. That is, when calcu-
lating the reflected radiation intensity outward from the cell surface i, equation is not
IR,i = ρi

(
Idir,i + Idi f ,i + Ire f ,i

)
, but IR,i = ρi

(
Idir,i + Idi f ,i

)
, because of the simplified pro-

cess, the calculated results of the surface reflection irradiance are small. Since the reflection
between the interfaces of the building complexes is actually an infinite reflection, and the
proportion of the reflected radiation in building complexes is higher than that in individual
buildings, the surface irradiance value in the environment of the building complexes should
be calculated, based on the net radiation analysis method for the simultaneous equations of
the discrete grids, and then the actual situation under the infinite reflection can be solved.

According to the net radiation analysis method, the effective irradiance value of the
cell surface I received from all other cells can be calculated by the equation:

Ai Ire f ,i =
N

∑
j=1

IR,jFji Aj (21)

where Ai and Aj are the areas of the micro surface i and j, respectively, m2; Fji is the
dimensionless shape factor of the surface j to the surface i.

3. Numerical Solution of the Radiation Scheme

3.1. Surface Discretization

For a single building with no shelter around, the irradiance distribution on its surface
is relatively uniform; thus, it is reasonable to calculate the wall as a whole. However, the
irradiance distribution of the facades in a building complex is obviously different, due to
the characteristics of mutual occlusion and a narrow sky view [21,35]. Therefore, it is not
advisable to calculate the facades as a whole. The IFBS model first discretizes the facades
of the building complex and the ground before the irradiance simulation, as shown in
Figure 8.
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Figure 8. Schematic diagram of the surface discretization.

For the discretized interface, the total surface irradiance in this paper can be expressed
as matrix:

Ig =
(

Ig,1, Ig,2, . . . , Ig,i, . . . , Ig,N
)T (22)

where Ig is the total irradiance value matrix; Ig,i is the total surface irradiance of the element
surface i, W/m2.

The total surface irradiance value is expressed in the matrix form, which can not only
directly express the storage form of the discretized data but also facilitate the numerical
solution of the surface irradiance by the matrix operation. Further, each component of the
global irradiance is expressed in the matrix form:

Idir = (Idir,1, Idir,2, . . . , Idir,i, . . . , Idir,N)
T (23)

Idif =
(

Idi f ,1, Idi f ,2, . . . , Idi f ,i, . . . , Idi f ,N

)T
(24)

Iref =
(

Ire f ,1, Ire f ,2, . . . , Ire f ,i, . . . , Ire f ,N

)T
(25)

where Idir is the direct solar irradiance value matrix; Idif is the sky diffuse irradiance value
matrix; Iref is the reflection irradiance value matrix; Idir,i is the surface direct solar irradiance
value of the micro-surface i, W/m2; Idi f ,i is the surface sky diffuse irradiance of the micro-
surface i, W/m2; Ire f ,i is the surface reflection irradiance value of the micro-surface i,
W/m2;

Then, the solution equation of the total surface irradiance value matrix Ig of the discrete
element surface at a certain time is:

Ig = Idir + Idif + Iref (26)

3.2. Matrix of Each Component of the Global Irradiance

For the direct solar irradiance, the direct solar irradiance value matrix Idir is obtained,
based on Equations (12) and (23):

Idir = Idir0(Flag1cosθ1, Flag2cosθ2, . . . , Flagicosθi, . . . , FlagNcosθN)
T

= Idir0 Flag. ∗ cosθ
(27)

For the sky diffuse irradiance, the sky diffuse irradiance value matrix can be obtained
by Equations (15) and (24). However, this method needs to calculate Idi f ,z before rendering
the calculation of the sky diffuse radiation distribution, which leads to complicated solving
steps. Therefore, the IFBS model builds a new solution method, based on the matrix
operation. Firstly, it takes the diffuse irradiance of the roof of the tallest building in the
building complex as the diffuse irradiance of the unsheltered horizontal plane (there is no
occlusion in the horizon of the roof of the tallest building, which can be equivalent to the
unsheltered horizontal plane. in theory), and sets it as Idi f ,j, and sets Idi f ,z = 1.
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Secondly, the matrix of the relative diffuse irradiance value of the micro-surface of all
building complexes can be calculated:

I′dif =
(

I′di f ,1, I′di f ,2, . . . I′di f ,j, . . . I′di f ,N

)T
(28)

At the same time, the true diffuse irradiance of an unsheltered horizontal plane can be
calculated from the total irradiance of the horizontal plane and the direct solar radiation:

Idi f ,j = Ig,h − Idir0cosθ (29)

Thirdly, the correction coefficient Indexdi f can be obtained from the combination of
Equations (28) and (29):

Indexdi f = Idi f ,j/I′di f ,j (30)

Finally, the true diffuse irradiance matrix of a building complex Idif can be calculated
from the relative irradiance matrix I′dif and the correction coefficient Indexdi f .

Idif = Indexdi f I′dif (31)

For the reflection irradiance, the deduction of the numerical calculation is shown in
the Appendix A and the result can be expressed as:

Iref =
(
E − Fij. ∗ ρN×N

)−1Fij
(
ρN×1. ∗ (Idir + Idif

))
(32)

where Iref is the reflection irradiance value matrix; E is the identity matrix; Fij is the angular
coefficient matrix; ρN×N and ρN×1 are the reflectance matrices. Idir is the direct solar
irradiance value matrix; Idif is the sky diffuse irradiance value matrix. The matrix of
Fij, ρN×N and ρN×1 is shown in the Appendix A.

3.3. Numerical Equation for the Global Irradiance Value of the Building Facades

The numerical solution equation of the total surface irradiance value matrix Ig of the
building complex at a certain time is:

Ig = Idir + Idif + Iref (33)

where, the matrix of the direct solar irradiance value of the building surface in the building
complex obtained, based on the backward ray tracing method is:

Idir = (Idir,1, Idir,2, . . . , Idir,i, . . . , Idir,N)
T = Idir0 Flag. ∗ cosθ (34)

The matrix of the sky diffuse irradiance value of the building surface in the building
complex, based on the Igawa sky diffuse radiation model is:

Idif =
(

Idi f ,1, Idi f ,2, . . . , Idi f ,i, . . . , Idi f ,N

)T
= Indexdi f I′dif (35)

The surface reflection irradiance value matrix of the building complex obtained, based
on the infinite reflection radiation process is:

Iref =
(

Ire f ,1, Ire f ,2, . . . , Ire f ,i, . . . , Ire f ,N

)T
=
(
E − Fij. ∗ ρN×N

)−1Fij
(
ρN×1. ∗ (Idir + Idif

))
(36)

To sum up, the expression equation of the numerical solution model of the building
surface irradiance (IFBS model) in the building complex, namely, the solution equation
of the total surface irradiance value matrix, at a certain time, after the discrete element
surface is:

Ig = Idir0 Flag. ∗ cosθ+ Indexdi f I′dif+
(
E − Fij. ∗ ρN×N

)−1Fij

(
ρN×1. ∗

(
Idir0 Flag. ∗ cosθ+ Indexdi f I′dif

))
(37)
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where Flag is the Boolean value matrix of the micro-element surface occlusion judgment
(1 represents visibility, 0 represents occlusion), dimensionless;Idir0 is the intensity of the
direct solar radiation, W/m2; θ is the incidence angle of the sun, ◦. Indexdi f is the surface
sky diffuse irradiance correction coefficient, which is dimensionless; I′dif is the matrix of
the diffuse irradiance value of the micro-plane, relative to the sky, W/m2; E is the identity
matrix, dimensionless; Fij is the angular coefficient matrix, dimensionless; ρN×N and ρN×1

are the reflectivity matrices.

4. Results and Discussion

4.1. Comparison between the New Sky Diffuse Irradiance Algorithm and the Existing Algorithm

This paper established the algorithm of the building surface sky diffuse irradiance
in a building complex, based on the characteristics of the surrounding environment of
the building envelope and the shortcomings of the existing surface sky diffuse irradiance
algorithm, applied to the building complex. The sky diffuse irradiance algorithm of the
building surface in this paper (referred to as the IFBS model algorithm in this paper), is com-
pared with the existing algorithm (based on the Perez sky radiation model + Tregenza145
sky lattice).

Figures 9 and 10 show the distribution of the sky radiation intensity, based on the sky
lattice of the Tregenza145 sky lattice model and the IFBS model, respectively. By comparison
of Figure 9a,b and Figure 10a,b in the two figures, it can be seen that the sky lattice model in
the IFBS model algorithm has a higher rendering accuracy than the traditional Tregenza145
model, in both the Perez model and the Igawa model. The reason is that the IFBS model
algorithm has a higher dispersion of the sky dome.

  

(a) (b) 

Figure 9. Distribution of the sky radiation intensity, based on the Tregenza145 sky lattice model.
(a) Expression of the Perez model. (b) Expression of the Igawa model.

  

(a) (b) 

Figure 10. Distribution of the sky radiation intensity, based on the sky lattice of the IFBS model
algorithm. (a) Expression of the Perez model. (b) Expression of the Igawa model.
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In terms of the calculation of the intensity distribution of the sky diffuse radiation,
some actual measurements of the intensity distribution of the sky diffuse radiation have
been made by the existing research (e.g., the diffuse radiation intensity distribution in
the sky when the solar altitude angle measured, by Hay and Davies [36], is 67.6◦; the
distribution of the sky diffuse radiation intensity measured, by Temps and Coulson [37],
by shielding the direct solar radiation). These measured studies give sufficient reference
materials for scholars to study the distribution of the sky diffuse radiation intensity in
the sky dome, and provide data support for the comparison of the models in this paper.
Figures 9 and 10 are the renderings of the calculation results of the distribution of the sky
diffuse radiation by the existing algorithm and the IFBS model algorithm, respectively.
Based on the measurements mentioned above, it can be seen that the IFBS model algorithm
is closer to the measured results of Hay, Temps and other scholars, when simulating the
distribution of the sky diffuse radiation intensity, and the particle accuracy of rendering
the distribution of the sky diffuse radiation intensity is significantly improved. Therefore,
it is more suitable for calculating the case of the sky diffuse radiation under the narrow
perspective of the sky in building complexes.

4.2. Comparison between the New Reflection Irradiance Algorithm and the Existing Algorithm

The numerical solution in this paper is to calculate the reflected irradiance of the
surface under infinite reflection, derived from net radiation analysis. Moreover, the matrix
equation for solving the reflected irradiance of the surface under finite reflection in the
existing traditional irradiance model is also given, as follows.

If the number of reflections is 1, then:

I1
ref = Fij

(
ρN×1. ∗ (Idir + Idif

))
(38)

If the number of reflections is greater than 1, the calculated result of the reflection
irradiance value of the micro-surface after N reflections is:

IN
ref = I1

ref + Fij

(
ρN×1. ∗ IN−1

ref

)
(39)

Taking the dot-matrix building complex with the ratio of length to width to height
of 1:1:5 as an example (the building spacing is the same width as the building, and all the
interface reflectance is set to 0.4). If the building spacing is the same width as the building,
1–10 finite times of the reflection will be used. The time to process calculations (CPU: Intel
I7-10710U, RAM: 16 GB), based on the infinite times of the reflection will be recorded, as
shown in Table 2. The comparison shows that the calculation time of the finite reflection
algorithm is positively correlated with the number of reflections, while the calculation time
of the infinite reflection radiation algorithm is in the same order of magnitude as the finite
reflection algorithm, and the calculation time of the infinite reflection radiation algorithm
is less than four or more reflections.

Table 2. Comparison of the calculation time(s) of the different algorithms.

1 Time of Reflection 2 X 1 3 X 1 4 X 1 5 X 1 6 X 1 7 X 1 8 X 1 9 X 1 10 X 1 Infinite Reflections

16.4 28.4 44.0 64.5 73.8 91.7 110.9 128.4 154.9 167.1 54.2
1 X is the shortform for the times of reflection.

In the performance calculation of a building complex, the algorithm itself needs to
consider not only the calculation time but also the calculation accuracy. Although the
mainstream algorithm (one-time reflection algorithm) performs best in computing time, the
potential error caused by the reflection time simplification is rarely mentioned in existing
studies. In this paper, the calculated result of the surface reflection irradiance under infinite
reflection, is assumed to be true. Taking the dot-matrix building complex with the ratio
of length to width to height of 1:1:5 as an example, the calculation errors of the 1–10 time
reflection algorithm and the infinite reflection algorithm are shown in Table 3. Meanwhile,
the maximum error and average error were plotted, as shown in Figure 11.
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Table 3. Comparison of the calculation errors of the finite reflection radiation algorithms.

Number of Reflections 1 2 3 4 5 6 7 8 9 10

average error (%) −27.63 −3.47 −1.00 −0.25 −0.07 −0.02 −0.01 0.00 0.00 0.00

standard deviation (%) 16.91 3.09 1.07 0.32 0.10 0.03 0.01 0.00 0.00 0.00

maximum error (%) −60.21 −23.47 −8.52 −2.82 −0.90 −0.28 −0.08 −0.03 −0.01 0.00

25% quantile −42.11 −4.06 −1.37 −0.29 −0.09 −0.02 −0.01 0.00 0.00 0.00

50% quantile −23.40 −2.36 −0.62 −0.14 −0.04 −0.01 0.00 0.00 0.00 0.00

75% quantile −13.54 −1.68 −0.33 −0.08 −0.02 −0.01 0.00 0.00 0.00 0.00

Figure 11. Comparison of the calculation errors of the finite reflection radiation algorithms.

The calculation results show that the one-time reflection algorithm has a significant error in
the calculation of the building reflection irradiance, and its average error is −27.63%, indicating
that the one-time reflection algorithm is underestimated in the simulation of the reflection
irradiance. The maximum error of the one-time reflection algorithm, in this case, is −60.21%.
Figure 12 shows the relative deviation caused by the limited time reflection algorithm (example:
−0.6 means the error is negative and the absolute value is equal to 60% of the true value).
The figure shows the maximum error is in the backlight surface of the buildings, where the
reflection radiation transfers by multiple reflections. The calculation error of the traditional
algorithm is quite significant because of the simplification of the infinite reflections.

  
(a) (b) 

Figure 12. Relative deviation of the reflection irradiance calculated by the finite time reflection algo-
rithm for the building complexes. (a) one-time reflection algorithm. (b) two-time reflection algorithm.
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Compared with the one-time reflection algorithm, the accuracy of the two-time reflec-
tion algorithm is significantly improved. The average error decreases from −27.63% to
−3.47%, but the maximum error is still as high as −23.47%, indicating that the two-time
reflection algorithm still has a large error in the simulation of the reflection irradiance of
the buildings in a particular position. It is not difficult to find that the maximum error is
located near the ground in the center of the building complex or on the sunny side of the
building. In such areas, the radiation usually reaches the surface after multiple reflections.
Therefore, the limitations of the finite reflection algorithm in simulating the real radiation
transfer process can be seen from the heatmap of the simulation errors.

If the limit of acceptable error threshold is 10%, the mean error and maximum error
are both less than the threshold for the three-time reflection, in this case. If the threshold of
acceptable error is limited to 5%, the number of reflections can be increased to four.

In this case, the building density is only 25%, and the floor area ratio is 1.25. In order
to avoid the limitation of individual cases, this paper also builds buildings with different
floor area ratios for the simulation analysis (floor area ratio is 0.25–2.75, building length,
width, and spacing are equal, and all interface reflectance is set to 0.3). The simulation
results are shown in Tables 4 and 5.

Table 4. Comparison of the average deviation calculated by the finite reflection radiation algo-
rithm (%).

Plot Ratio 1 X 1 2 X 1 3 X 1 4 X 1 5 X 1 6 X 1 7 X 1 8 X 1 9 X 1 10 X 1

0.25 −16.74 −1.52 −0.25 −0.04 −0.01 0.00 0.00 0.00 0.00 0.00
0.75 −20.49 −1.95 −0.41 −0.07 −0.02 0.00 0.00 0.00 0.00 0.00
1.25 −22.30 −1.98 −0.44 −0.08 −0.02 0.00 0.00 0.00 0.00 0.00
1.75 −23.33 −1.94 −0.44 −0.08 −0.02 0.00 0.00 0.00 0.00 0.00
2.25 −24.00 −1.89 −0.43 −0.08 −0.02 0.00 0.00 0.00 0.00 0.00
2.75 −24.28 −1.88 −0.43 −0.08 −0.02 0.00 0.00 0.00 0.00 0.00

1 X is the shortform for the times of reflection.

Table 5. Comparison of the maximum deviation calculated by the finite reflection radiation algo-
rithm (%).

Plot Ratio 1 X 1 2 X 1 3 X 1 4 X 1 5 X 1 6 X 1 7 X 1 8 X 1 9 X 1 10 X 1

0.25 −46.39 −5.05 −1.01 −0.16 −0.03 0.00 0.00 0.00 0.00 0.00
0.75 −50.00 −11.00 −3.03 −0.64 −0.15 −0.03 −0.01 0.00 0.00 0.00
1.25 −52.36 −14.72 −4.05 −1.01 −0.24 −0.06 −0.01 0.00 0.00 0.00
1.75 −55.41 −16.48 −4.62 −1.20 −0.30 −0.07 −0.02 0.00 0.00 0.00
2.25 −57.58 −17.25 −4.88 −1.29 −0.32 −0.08 −0.02 0.00 0.00 0.00
2.75 −58.48 −17.81 −5.02 −1.34 −0.33 −0.08 −0.02 0.00 0.00 0.00

1 X is the shortform for the times of reflection.

The floor area ratio parameter is set to 0.25–2.75 in Tables 4 and 5. The simulation
results show that as the building floor area ratio and density increase, the finite reflection
algorithm produces more errors, with the maximum error increasing faster than the average
error. For the impact of reflectance, Table 3 (reflectance is set to 0.4) and Tables 4 and 5
(reflectance is set to 0.3) compare reflectance’s effect on the simulation accuracy. It can be
concluded that with the decrease in the reflectance of the building interface, the error of
the finite (one-time) reflection algorithm decreases in the same case as the building stocks
model (plot ratio of 1.25). The average error decreases from −27.63% to −22.30%, while the
maximum error decreases from −60.21% to −52.36%.

To sum up, the finite reflection algorithm will introduce errors in the simulation of
the reflection irradiance of the building. Such errors are positively correlated with the
reflectivity and floor area ratio of building facades, and the maximum error is more sensitive
to parameter changes than the average error. In high-rise, high-density, or high-reflectivity
building stocks, in this paper, the times of reflection should be higher than three with a 5%
maximum error threshold, based on the error analysis in Table 5. However, it can be seen
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from the time comparison of the different algorithms in Table 3, that the four-time reflection
algorithm takes longer than the optimized algorithm, so it is inferior to the optimized
algorithm, in both accuracy and calculation time. Therefore, it is recommended to use the
infinite reflection algorithm optimized in this paper in the numerical calculation of the
reflective radiation transfer of high-rise, high-density, or high-reflectivity buildings. In the
case of low-rise buildings with a low density and low reflectivity, the optimized infinite
reflection algorithm is also recommended to minimize the calculation error, as there is no
significant difference between the infinite reflection algorithm and the multiple reflection
algorithm, in the calculation time. If computing resources are limited or equations cannot
be solved by the matrix method, appropriate reflection times can be selected for calculation,
based on the actual accuracy requirements and computing resources. If the acceptable error
threshold is 5%, the four-time reflection algorithm is recommended.

5. Conclusions

This paper first analyzes the radiation energy balance on the surface of the envelope
structure, based on the influence of the building complex on the radiation transfer process.
The framework of irradiance on the facade of the building stock (IFBS Model) and a
radiation scheme for each component of the global irradiance are proposed. The main
focus is on the sky diffuse irradiance and reflection irradiance under the narrow sky view
of the building complex. Secondly, the surface direct solar irradiance value matrix, the
surface sky diffuse irradiance value matrix, and the surface reflection irradiance value
matrix in the IFBS model were solved by the numerical solution, based on the surface
discretization and deduction of the matrix. Finally, based on the simulated and measured
results, the difference between the IFBS Model and the existing model is analyzed, and the
error distribution of the finite reflection algorithm in calculating the reflection irradiance of
buildings is illustrated by using the error heatmap, and the algorithm selection suggestions
are given. The main conclusions of this paper are as follows:

(1) A model for irradiance on the facade of building stocks (IFBS Model) was constructed,
based on the characteristics of the uneven surface radiation, narrow surface sky view,
and the multiple reflected radiation processes of the building groups. The equation
of the global irradiance value matrix is obtained. The model is based on the analysis
of the radiation energy balance of the building surface after discretization, and the
numerical expression of the influence of the building complex on the radiation transfer
process is perfected.

(2) In calculating the sky diffuse irradiance in a narrow surface sky view, the traditional
solution of the sky diffuse irradiance can be improved by ascending the sky lattice
discretization precision and applying a more accurate sky diffuse radiation model.
It is suggested to replace the traditional Perez model with the Igawa model for the
radiation intensity distribution rendering.

(3) Compared with the infinite reflection algorithm, the existing mainstream one-time re-
flection algorithm has a significant error, especially on the surface where the radiation
can reach only after multiple reflections. Such an error increases with the increase of
the floor area ratio and the reflectivity of the building complex. It is recommended
to use the infinite reflection algorithm, based on the net radiation analysis method
in simulating the reflection irradiance of building facades. When the calculation
resources are limited, the maximum error can be maintained within 5% by applying
the four-time reflection algorithm.

Potential limitations of this work include the relatively limited measurements carried
out by other scholars, which are related to the validity of the results by using the IFBS
algorithms. As theoretically illustrated in this paper, the IFBS model will achieve a higher
level of accuracy than traditional models, by applying more advanced models and algo-
rithms. However, getting as many measurement studies as possible is necessary to verify
the improvement in the accuracy of the IFBS model, compared with the traditional model.
Unfortunately, few measurement studies have been carried out under the narrow sky view,
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and the corresponding methods and instruments are difficult to obtain. Therefore, future
work on this paper will focus on the above problem.
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Appendix A Numerical Solution of the Reflection Irradiance Matrix

Based on the net radiation analysis method in Section 2, the effective irradiance value
of the cell surface I received from all other cells can be calculated by the equation:

Ai Ire f ,i = ∑N
j=1 IR,jFji Aj (A1)

where Ai and Aj are the areas of the micro surface i and j, respectively, m2; Fji is the
dimensionless shape factor of the surface j to the surface i.

According to the principle of the shape factor interchangeability,

AiFij = AjFji (A2)

The equation for calculating the reflection irradiance value of the micro-element
surface can be obtained in conjunction with the above equations, as:

Ire f ,i = ∑N
j=1 IR,jFij = ∑N

j=1 Fijρj

(
Idir,j + Idi f ,j + Ire f ,j

)
(A3)

Equations of order N can be obtained by expanding Equation (A3):

Ire f ,1 − F11ρ1 Ire f ,1 − F12ρ2 Ire f ,2 − . . . − F1NρN Ire f ,N = F11ρ1

(
Idir,1 + Idi f ,1

)
+ F12ρ2

(
Idir,2 + Idi f ,2

)
+ . . . + F1NρN

(
Idir,N + Idi f ,N

)
(A4)

Ire f ,2 − F21ρ1 Ire f ,1 − F22ρ2 Ire f ,2 − . . . − F2NρN Ire f ,N = F21ρ1

(
Idir,1 + Idi f ,1

)
+ F22ρ2

(
Idir,2 + Idi f ,2

)
+ . . . + F2NρN

(
Idir,N + Idi f ,N

)
(A5)

Ire f ,N − FN1ρ1 Ire f ,1 − FN2ρ2 Ire f ,2 − . . . − FNNρN Ire f ,N = FN1ρ1

(
Idir,1 + Idi f ,1

)
+ FN2ρ2

(
Idir,2 + Idi f ,2

)
+ . . .+FNNρN

(
Idir,N + Idi f ,N

)
(A6)

Then, the equations given above can be arranged into the matrix form, as follows:(
E − Fij. ∗ ρN×N

)
Iref = Fij

(
ρN×1. ∗ (Idir + Idif

))
(A7)

where Iref is the reflection irradiance value matrix; E is the identity matrix; Fij is the
angular coefficient matrix; ρN×N and ρN×1 are the reflectance matrix. Idir is the direct solar
irradiance value matrix; Idif is the sky diffuse irradiance value matrix. For Iref, Fij, ρN×N
and ρN×1, see Equations (A8)–(A11).

Iref =
(

Ire f ,1, Ire f ,2, . . . , Ire f ,N

)T
(A8)
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Fij =

⎛
⎜⎝

F11 · · · F1N
...

. . .
...

FN1 · · · FNN

⎞
⎟⎠ (A9)

ρN×N =

⎛
⎜⎝

ρ1 · · · ρN
...

. . .
...

ρ1 · · · ρN

⎞
⎟⎠ (A10)

ρN×1 = (ρ1, ρ2, . . . , ρN)
T (A11)

Based on the Equations (A7)–(A11), Iref, the diffuse irradiance value matrix of the
micro-element surface can be obtained by:

Iref =
(
E − Fij. ∗ ρN×N

)−1Fij
(
ρN×1. ∗ (Idir + Idif

))
(A12)
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Abstract: In order to improve the efficiency of the system and promote its application in other
industries, the performance of a thermoelectric subcooled CO2 transcritical heat pump system was
studied. A simulation model of the system was established using steady-state lumped parameter
technology, and the experimental data were compared with the simulation results. The effects of
cooling and chilled water flow rate and temperature, subcooling degree, compressor discharge
pressure on the coefficient of performance (COP), and heating coefficient of performance (COPh)
were analyzed. The results showed that COP/COPh increased with the increase in cooling and
chilled water flow rate and chilled water temperature and decreased with the increase in cooling
water temperature. The experimental COPh and COP of the system with a thermoelectric subcooler
increased by 4.19% and 4.62%, respectively, compared to the system without it. The simulated data
was in good agreement with the experimental data, and the error was within 10%, thus verifying
the correctness of the model. When the subcooling degree increased to 11 ◦C, the system simulation
results showed that COP/COPh increased by about 40% and 13.3%, respectively. The optimal
high pressure was about 8.0 MPa, which corresponded to the maximum COP and COPh of the
system of 3.25 and 4.25, respectively. The research results can provide a theoretical basis for future
system optimization.

Keywords: thermoelectric subcooler; CO2 transcritical cycle; simulation; experimental measurement

1. Introduction

The world is paying more attention to environmental concerns due to fast economic
expansion. At the 75th session of the United Nations General Assembly, China proposed
the targets of “carbon peak” by 2030 and “carbon neutral” by 2060 to address the issue
of global warming [1]. The main solution to the problem of carbon dioxide emission is
to reduce the use of fossil fuels [2]. Heat pump technology has the potential to minimize
the usage of fossil fuels while enhancing energy efficiency. The use of artificial (unnatural)
working medium in heat pump units will cause environmental issues. For a long time,
the widespread use of refrigerants, such as HFC, has intensified the global greenhouse
effect [3,4]. To address this issue, China ratified the Kigali Amendment to the Montreal
Protocol, which came into effect on 1 June 2022. The use of HFCs is also anticipated to
be significantly reduced in the Chinese market [5,6]. The use of natural ingredients as
refrigerants has gained widespread attention in recent years. Due to its advantages of large
volume cooling capacity, good compatibility, low price, low viscosity, and low pressure
ratio, carbon dioxide has begun to be used as a refrigerant worldwide [7]. However, CO2
transcritical heat pump cycles also have several drawbacks, such as high operating pressure
and large throttling losses, which result in low circulation efficiency [8,9].

In order to improve the system efficiency and reduce throttling loss, Dai et al. [10]
proposed a new type of thermoelectric subcooler–expander coupled CO2 transcritical
refrigeration cycle and analyzed the energy losses and efficiencies in detail. Rigola et al. [11]
used theoretical and experimental results to show that the CO2 transcritical cycle with an
internal heat exchanger could increase the cooling capacity and COP.
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A thermoelectric subooler (TESC) is composed of multiple thermoelectric elements
in series or in parallel. Thermoelectric modules are able to pump heat from a cold surface
to a hot surface through the Paltier effect. Its advantages include small size, light weight,
reliable performance, and ease of use. It has been documented that the performance of a
thermoelectric cooler in a heat exchanger is related to the influence of heat transfer area,
thermal conductivity, and heat transfer mechanism [12,13]. In addition, the performance
and operational reliability of TESC are significantly affected by the joule heat generated by
the input current inside the module [14].

To improve the effectiveness of cooling facilities, many authors have proposed ther-
moelectric subcooling in transcritical CO2 refrigeration systems. Koeln et al. [15] found
that subcooling the outlet of the gas cooler of a CO2 transcritical refrigeration system could
significantly improve the efficiency of the system. In a heat pump experiment, Wang [16]
discovered that including a subcooler might raise the product’s energy efficiency ratio.
Yang et al. [17] found that the application of a thermoelectric subcooler at the outlet of the
air cooler in the transcritical CO2 cycle could effectively improve the efficiency of the whole
system. Li et al. [18] designed a subcooling device based on the principle of thermoelec-
tricity and found that the cooling effect of the thermoelectric subcooling device was the
best at 12 V working voltage. Astrain et al. [19] compared a CO2 transcritical refrigeration
system with a thermoelectric module, an air-cooled CO2 transcritical system, and a system
with internal heat exchange and found that the cooling efficiency of the system with a
thermoelectric module was higher than the other two systems. Sánchez et al. [20] proposed
a thermoelectric subcooling system and tested it in a CO2 transcritical refrigeration unit.
The results showed that under optimal operating conditions, the COP and cooling capacity
of the refrigeration unit could be increased by 9.9% and 16.0%, respectively. Aranguren [21]
conducted an experimental study on a transcritical CO2 compression cycle with a thermo-
electric subcooler, and the results showed that the experimental COP increased by 11.3%
and the cooling capacity improved by 15.3%.

Most scholars have established models to analyze the performance of CO2 transcritical
refrigeration cycles with thermoelectric subcoolers. In addition, some scholars have con-
ducted research only through experiments. In this study, the performance of a transcritical
CO2 refrigeration cycle with a thermoelectric subcooler was investigated by experiments
and simulation models. The system model was simulated by MATLAB software. In addi-
tion, the influence of chilled water flow rate and temperature, cooling water flow rate and
temperature, compressor discharge pressure, and subcooling degree on the performance
of the system was also analyzed. The purpose of this study was to provide theoretical
suggestions for further improving the performance and optimization of such systems.

2. Experiment Test

2.1. Refrigeration System

This section describes the configuration of a single-stage vapor compression system,
including a thermoelectric subcooler (TESC). Figure 1 shows the schematic diagram of a
refrigeration system and the system’s P–H diagram.

The four main components of the experimental system were the CO2 heat pump
system, the water system, the data collecting system, and the control system. Figure 2
provides a flow chart of the system.

The main components and technical parameters of the heat pump system are shown
in Table 1.
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(a) 

 
(b) 

Figure 1. (a) Schematic diagram, (b) P–H diagram of the system.

Figure 2. CO2 water–water heat pump system with a thermoelectric subcooler. 1—compressor, 2—oil
separator, 3—gas cooler, 4—thermoelectric subcooler, 5—mass flow meter, 6—regenerator, 7—throttle
valve, 8—evaporator, 9—gas–liquid separator, 10—water flow meter, 11—water pump, 12—electric
heater, 13—water tank, 14—drain valve, 15—inlet valve, T—thermocouple, P—pressure transmitter.

Table 1. The main components and technical parameters of the heat pump system.

Equipment Details

Compressor
The CO2 special compressor produced by Dorin (Torin) in Italy,
model CD380H, speed 1450 rpm, rated input power 3.3 kW, oil

injection capacity 1.3 kg, net weight 77 kg.

Gas cooler

Self-made casing heat exchanger, Φ22.2 seamless steel pipe as
outer pipe, Φ12 nickel white copper threaded pipe as inner pipe,
water pipe layer, CO2 shell layer, pipe length 16 m, total heat

exchange area of 1.2 m2, countercurrent form adopted to
enhance heat transfer, maximum pressure 14 MPa.
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Table 1. Cont.

Equipment Details

Evaporator

Self-made casing heat exchanger, Φ22.2 seamless steel pipe as
outer pipe, Φ12 nickel white copper threaded pipe as inner pipe,
water pipe layer, CO2 shell layer, pipe length 16 m, total heat

exchange area of 1.2 m2, countercurrent form adopted to
enhance heat transfer, maximum pressure 14 MPa.

Thermoelectric subcooler
Composed of thermoelectric refrigeration sheet, water cooler,

and cold end fin of model TEC1-12710, with a size of
16 × 1 × 6 cm.

Regenerator

Self-made casing-type internal heat exchanger, stainless steel
material, copper tube with inner tube Φ12, copper tube with
outer tube Φ19, heat exchange area 0.3 m2, high temperature

CO2 pipe from gas cooler, low temperature CO2 from
evaporator flow outside the tube, countercurrent heat exchange.

CO2 expansion control valve
Inner diameter of the connecting pipe of 2.4 mm, cooling

capacity of 8.6 kW, maximum pressure of 15 MPa, and working
pressure difference of 0–10 MPa.

Gas–liquid separator Self-made stainless steel gas–liquid separator, outer tube Φ50,
inner tube Φ6, height of 0.5 m.

Oil separator Homemade stainless steel oil separator, outer tube Φ100, height
0.5 m, interface size 1–1/8 (28 mm).

CO2 high-pressure reservoir Outer tube Φ100, height 0.5 m.

2.2. Thermoelectric Subcooler (TESC)

The thermoelectric subcooler is composed of thermoelectric refrigerating sheets, a
cold plate, and a radiator. The cold plate is mounted at the cold end of the stack. The
thermoelectric subcooler uses the Peltier principle. Semiconductors are divided into N-
type and P-type according to the different charge carriers. When the power is turned on,
an electron transition occurs at the contact of these two semiconductor materials, which
generates or absorbs energy, forming a cold and hot junction.

For a thermoelectric refrigerating sheet, the theoretical cold end cooling capacity
(Qc) and power consumption (We) can be calculated using Equations (1) and (2), respec-
tively [10].

Qc =
(
αp − αn

)
ATc − 0.5A2R − K(TH − TC) (1)

We = (αp − αn)ATc + A2R (2)

where α refers to the Seebeck coefficient, V/K; P and N refer to the subscripts; A refers
to the current; TC refers to the cold end temperature in K; R refers to the resistance in
Ω; K refers to the thermocouple thermal conductivity, W/K; and Th refers to the hot end
temperature in K.

In order to better measure the pros and cons of the thermoelectric subcooler, the ratio
of the cooling capacity to the power consumption of the thermoelectric subcooler, namely,
the efficiency COPsc, can be calculated as follows:

COPsc =
Qc

We
(3)

Due to the hot end of the thermoelectric subcooler constantly emitting heat during
operation, the water cooled method is utilized to quickly disperse heat and prevent over-
heating damage.

Fins are added to the thermoelectric subcooler’s cold end in order to expand the heat
exchange area to cool the refrigerant in the pipeline. Here, the thermal contact resistance
between the thermoelectric tube and the pipe is reduced by the thermal paste. The size of
the thermoelectric subcooler is marked in Figure 3. Figure 4 is a physical diagram of the
thermoelectric subcooler.
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Figure 3. Structure of the thermoelectric subcooler.

 

Figure 4. Physical diagram of the thermoelectric subcooler.

In order to achieve the subcooling degree of 5 ◦C, the cooling capacity of the thermo-
electric subcooler should be 1.5 kW according to calculation using Equation (4) assuming
the evaporation temperature is 0 ◦C, the discharge pressure of compressor is 8.5 MPa, the
outlet temperature of the gas cooler is 35 ◦C, and the mass flow of the CO2 is 180 kg/h.

Thus, 22 thermoelectric refrigerating sheets of the model TEC1-12710 were chosen
with the size of 40 × 40 × 3.4 mm. The specific parameters are shown in Table 2.

Q = Gr
(
h3 − h′3

)
(4)

where h3 refers to the enthalpy value of the gas cooler outlet; h′3 refers to the enthalpy value
of the thermoelectric subcooler outlet; Gr refers to the refrigerant mass flow; and Q refers
to the refrigeration capacity of the thermoelectric subcooler.

Table 2. Performance parameters of thermoelectric refrigerating sheet.

Model
Maximum Operating

Temperature/
◦C

Maximum Cooling
Capacity/

W

Maximum Temperature
Difference/

◦C

Input Voltage/
V

Maximum Current/
A

TEC1-12710 80 89 65 12 10

2.3. Experimental Condition

The performance of the CO2 transcritical water–water heat pump system was evaluated
under various operating conditions, including with and without a thermoelectric subcooler.

The experiment’s rated working conditions were as follows: CO2 mass flow rate of
180 kg/h, cooling water flow rate of 0.5 m3/h, chilled water flow rate of 1.2 m3/h, inlet
temperature of cooling water of 20 ◦C, and inlet temperature of chilled water of 12 ◦C.

The variable working conditions of the experiment were as follows: (1) variation of
the mass flow rate of CO2 from 160 to 200 kg/h, (2) variation of cooling water flow rate
from 0.8 to 2 m3/h and cooling water temperature from 20 to 30 ◦C, (3) variation of chilled
water flow rate from 0.4 to 1 m3/h and chilled water temperature from 10 to 20 ◦C.
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2.4. Experimental Data Processing
2.4.1. System Cooling Capacity

Calculations were made based on the exothermic heat dissipation on the chilled water
side of the evaporator:

Q1 = cp1
gw1 · ρw1

3600
(twin − twout) (5)

where Q1 refers to the refrigeration capacity; cp1 refers to the constant pressure specific
heat of the chilled water; gw1 refers to the volume flow of the chilled water; ρw1 refers
to the density of the chilled water; and twin and twout refer to the inlet and outlet water
temperature of the chilled water, respectively.

2.4.2. The Heat Dissipation of the Gas Cooler

The heat absorption on the cooling water side of the gas cooler was calculated as
follows:

Q2= cp2
gw2·ρw2

3600
(tw,out − tw,in) (6)

where Q2 refers to the heat absorption; cp2 refers to the specific heat of the cooling water;
gw2 refers to the volume flow of the cooling water; ρw2 refers to the density of the cooling
water; and tw,in and tw,out refer to the inlet and outlet water temperature of the cooling
water, respectively.

2.4.3. Coefficient of Performance

The COP and COPh of the entire refrigeration system were calculated using the
following formulas. The system’s total power consumption included the power consumed
by the compressor and the TESC (Equation (9)).

COP =
Q1

Wcom + WTESC
(7)

COPh =
Q2

Wcom + WTESC
(8)

WTESC = VTEM ITEM (9)

2.5. Experimental Error Analysis

This section analyzes the possible errors in the experiment resulting from many
uncertain factors in the operational process.

2.5.1. Data Acquisition System

The data acquisition equipment included a platinum resistance temperature sensor,
pressure sensor, electric power transmitter, turbine water flow meter, and electromagnetic
CO2 mass flow meter. The parameters of each data acquisition device are shown in
Table 3 below.

Table 3. Technical parameters of each data acquisition equipment.

Equipment Measuring Range
Precision or Grade

of Precision
Conditions of Use Instructions

Temperature Platinum resistance
temperature sensor −50 to 400 ◦C A grade

0.1% — Siemens
7MC1006-1DA16-Z T10

Pressure Pressure transducer 1 kPa to 40 MPa ±0.25% — Siemens
7MF1567-3DE00-3AA1

Power Electric power
transmitter 0–866 W 0.2% Operating temperature:

0–45 ◦C
Suzhou honow

FPW-201
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Table 3. Cont.

Equipment Measuring Range
Precision or Grade

of Precision
Conditions of Use Instructions

Water flow Turbine flow meter 0.2–1.2 m3/h
Level 0.5 (water

calibration)

Temperature of
measured medium:

−20 to 120 ◦C; pressure:
≤25 Mpa

Dayt and LWGAYA-15
The connection mode is

threaded connection

CO2 mass flow rate Coriolis mass
flow meter 0–250 kg/h 0.5 grade

Standard temperature:
−50 to 150 ◦C, fluid

Pressure measurement
tube: 23 MPa

Siemens
7ME4100-1CL10-1DA1

2.5.2. Uncertainty of Chilled Water Flow

The flowmeter used to measure the flow rate of chilled water was 1.6 m3/h, the mea-
surement accuracy of the flowmeter was 0.5 level, and the uncertainty was δvw = 0.008 m3/h.
The smallest chilled water flow in the measurable range was 0.8 m3/h, and the maximum
relative uncertainty of chilled water flow was 1%.

2.5.3. Uncertainty of Refrigerant Mass Flow Rate

The mass flow meter used to measure the mass flow of the refrigerant had a range of
0–250 kg/h, and the uncertainty of the mass flowmeter was δq = 0.1 kg/h. The maximum
relative uncertainty of mass flow was 0.063%.

2.5.4. The Uncertainty of Cooling Capacity and COP

Because the cooling capacity and COP were calculated indirectly from other data
collected, their errors can be analyzed using the power of second method, that is, if Y is a
function of n independent variables, xζ is the independent variable affecting the function Y,
and the error of Y can be determined by Equation (10):

δY
Y

=
n

∑
ς=1

[(
δxς

xς

)2
] 1

2

(10)

Due to Q = f (mw, twi, two), the uncertainty of the cooling capacity Q can be calculated
as follows:

δQ
Q =

[(
δmw
mw

)2
+
(

δtwin
twin

)2
+
(

δtwout
twout

)2
] 1

2

=
[
(0.5%)2 + (0.1%)2 + (0.1%)2

] 1
2

= 0.52%

(11)

Due to W = f (Gr, tin,com, tout,com, Pin,com, Pout,com), the uncertainly of the compressor
power consumption W can be calculated as follows:

δW
W =

[(
δGr
Gr

)2
+
(

δtin,com
tin,com

)2
+
(

δtout,com
tout,com

)2
+
(

δPin,com
Pin,com

)2
+
(

δPout,com
Pout,com

)2
] 1

2

=
[
(0.5%)2 + (0.1%)2 + (0.1%)2 + (0.25%)2 + (0.25%)2

]
= 0.62%

Due to COP = f (Q, W), the uncertainty of COP can be calculated as follows:

δCOP
COP =

[(
δQ
Q

)2
+
(

δW
W

)2
] 1

2

=
[
(0.52%)2 + (0.62%)2

] 1
2

= 0.81%

(12)
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where mw1 refers to the flow rate of chilled water in kg/s; twin and twout refer to the inlet and
outlet water temperatures of the chilled water of the evaporator, respectively, respectively, in
◦C; P refers to the measured pressure in MPa; and W refers to the compressor consumption
power in kW.

3. Simulation Model Establishment

In this section, the CO2 transcritical water–water heat pump model is discussed in
detail by establishing a mathematical model and using MATLAB to call physical param-
eters in Refprop software. The system is mainly composed of a compressor, gas cooler,
thermoelectric subcooler, throttle valve, and evaporator. The use of energy conservation
and related principles to establish the model can effectively supplement the problem of
incomplete data caused by the limitation of test conditions. The model can be used to
comprehensively analyze the impact of different parameters on the performance of the
system and provide theoretical guidance to further understand the performance of and
investment required for a heat pump system.

3.1. Compressor Model

Mass flow rate of CO2 refrigerant

Gr =
Vthηv

3600vs
(13)

Volume efficiency [22]:

ηv = 0.976728 − 0.0921418
(

P2

P1

)0.714
(14)

where Vth refers to the calculated exhaust volume in m3/h; vs refers to the compressor
refrigerant specific capacity; P2 refers to the compressor exhaust pressure in MPa; and P1
refers to the compressor suction pressure in MPa.

The compressor power consumption can be calculated by Equation (15):

Wcom =
Gr(h′2 − h1)

ηisηm
(15)

where ηis and ηm are calculated using empirical formula [22,23]:

ηm = 0.26 + 0.7952
(

P2

P1

)
− 0.2803

(
P2

P1

)2
+ 0.414

(
P2

P1

)3
− 0.0022

(
P2

P1

)4
(16)

ηis = 0.995541 − 0.107987
(

P2

P1

)0.714
(17)

In Equations (16) and (17), h′2 refers to the isentropic enthalpy value of compressor
outlet state point; h1 refers to the enthalpy value when the machinery is inhaled; ηm refers
to the mechanical efficiency; and ηis refers to the isentropic efficiency.

3.2. Gas Cooler

The model of the gas cooler was constructed by the centralized parameter method,
and the following assumptions were made:

1. When the refrigerant and water are exchanged heat, it is a one-dimensional steady-
state model, and the temperature and flow rate of the refrigerant and the water are
evenly distributed in the corresponding cross section.

2. All the heat losses of the gas cooler are ignored, and the outer pipe wall is considered
to be adiabatic.

3. The pressure drop of the water in the tube is ignored.

652



Designs 2022, 6, 115

4. The thermal conduction process only occurs in the horizontal direction of fluid flow.
5. The system operation state is steady.
6. The refrigerant flows along the tube and is evenly distributed.

According to the energy conservation law, the heat released by the refrigerant is the
same as that absorbed by cooling water. Thus, the following equation can be obtained:

QCO2 = Gr(h2 − h3) (18)

Cooling water side heat absorption equation:

Qw = mw2cp2(tw,out − tw,in) (19)

Total heat transfer equation:

QCO2 = Qw = KA2 � t (20)

where mw2 refers to the cooling water flow in kg/s; cpw refers to the specific heat capacity
of the cooling water at constant pressure in kJ/(kg·◦C); A2 refers to the heat exchange area
of the gas cooler in m2; and �t refers to the logarithmic average temperature difference
in ◦C.

The parameters involved can be calculated as follows:

(1) Using the outer surface of the inner tube as a reference, the total heat transfer coeffi-
cient solution equation is established.

K =
1(

1
hCO2+r1

)
+ δ

λ ln dw,o
dm

+
(

1
hw

+ r2

)
dw,o
dw,i

(21)

where r1 and r2 refer to the fouling coefficient of the inner and outer tubes, respectively;
dw,o refers to the inner tube outside diameter in mm; and dw,i refers to the inner diameter
of the inner tube in mm.

(2) Logarithmic mean temperature difference:

Δt =
(
tw,in − tCO2,out

)− (
tw,out − tCO2,in

)
ln
( tw,in−tCO2,out

tw,out−tCO2,in

) (22)

(3) Heat transfer area:

A = πdw,ol (23)

where l refers to the tube length in m.
In the cycle process, the gas cooler exothermic heat in the transcritical and the conven-

tional cycle in the subcritical exothermic heat release are very different, which is caused
by the special thermal properties of CO2. At present, more and more researchers have
started studying the heat exchange correlation type of the air cooler in depth. According to
the literature, the heat exchange working conditions of the heat exchange correlation type
established by Yoon et al. were similar to this paper; thus, we selected the heat exchange
correlation type of Yoon [24]:

NuCO2 = aReCO2
bPrCO2

c

(
ρPC
ρ f

)n

(24)

where ρpc refers to the critical density of fluids, and ρ f refers to the fluid density.
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Heat transfer coefficient on the cooling water side:

hw =
Nuw · λw

l
(25)

3.3. Thermoelectric Subcooler

When the model was established, the input parameters included the cooling capacity
and the number of thermoelectric refrigerating sheets. The output parameter was the
degree of subcooling.

By calculation, 22 refrigerants sheets with a cooling capacity of 70 W and type TEC1-
12710 constituted a thermoelectric subcooler, and the total cooling capacity of the thermo-
electric subcooler was 1.5 kW.

1. The CO2 side cooling capacity:

Q = Gr
(
h3 − h′3

)
(26)

2. The cooling capacity of the thermoelectric subcooler [10]:

Qc = n
[(

αp − αn
)

ATc − 0.5A2R − K(TH − TC)
]

(27)

3. Equation for conservation of energy:

Q = Qc (28)

3.4. Throttle Valve

The throttle process in the throttle valve assumes that the enthalpy values before and
after the throttling are equal:

h3′ = h4′ (29)

3.5. Evaporator

The simulation model using a centralized parametric method was built on a lab
jacketed evaporator based on the following assumptions:

1. The casing used is uniform and regularly round.
2. The chilled water and refrigerant both flow in a certain dimensional direction.
3. The chilled water and refrigerant are evenly distributed in the tube.
4. The heat transfer loss of the evaporator is not considered.
5. The interference caused by the lubricating oil and other similar factors on the heat

exchange is ignored.

Heat absorption of refrigerant:

Qr = Gr(h1 − h4′) (30)

Heat release on the side of chilled water:

Qld = cp1mw1(twin − twout) (31)

Total heat exchange:
Qr = Qld = KA1 � t1 (32)

where mw1 refers to the flow rate per second of chilled water in kg/s; twin refers to the
temperature of the chilled water inlet in ◦C; twout refers to the outlet temperature of chilled
water in ◦C; A1 refers to the heat transfer area of chilled water in m2; K refers to the
heat transfer rate of the evaporator, W/(m2·K); and �t1 refers to the logarithmic average
temperature difference in ◦C.

The parameters involved can be calculated as follows:
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1. Using the outer surface of the inner tube as a reference, the total heat transfer coeffi-
cient solution equation is established as shown in Equation (33):

K =
1(

1
hr
+ r1

)
+ δ

λ ln dld,o
dm

+
(

1
hld

+ r2

)
dld,o
dld,i

(33)

where r1 and r2 refer to the fouling coefficient on the CO2 side and the chilled water
side, respectively, and dm refers to the average diameter of the tube.

2. The heat transfer coefficient on the chilled water side is calculated using the Dittus–
Boelter correlation [25]:

Nuld = 0.023Re0.8Prn (34)

where n = 0.4 when the fluid is heated, and n = 0.3 when the fluid is cooled.

Compared to [26,27], Kew and Cornwell [28] heat transfer related formulas were
selected as the correlation relationship of CO2 boiling heat transfer coefficient in the evap-
orator due to the similar dimensions and other relevant parameters with the laboratory
evaporator model. The details are as follows [28]:

hr = 30·Rer
0.857·Bo0.714·(1 − x)−0.143· λr

n × dr
(35)

where hr refers to the heat transfer coefficient on the refrigerant side, W/(m2·K); λr refers to
the thermal conductivity coefficient for the refrigerant side, W/(m·K) ; x refers to dryness;
Rer refers to Reynolds number; and Bo refers to boiling number.

3.6. Solving the System Model

The matching module was developed in MATLAB and solved in accordance with the
mathematical model of each component. Characteristics such as cooling/heating capacity
and COP/COPh were determined by inputting the compressor discharge pressure, the tube
diameter of the evaporator and gas cooler, and the temperature and flow rate of the chilled
water and the cooling water. A compressor module, gas cooler module, thermoelectric
subcooler module, throttle valve module, and evaporator module made up the overall
system. Each component was meticulously simulated using the defined model, and data
on endothermic and exothermic heat were calculated. The absolute value of the relative
error of cooling capacity and heat absorption was taken as the convergence condition. If
the error was less than 5%, the program continued calculation; otherwise, the parameters
were reassumed. Figure 5 is the flow chart of system model calculation.
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Figure 5. The flow chart of system model calculation.

4. Results and Discussion

4.1. Analysis of Experimental Results
4.1.1. The Variation of the Cooling Water Flow Rate

Figure 6 shows the relationship between COPh and cooling water flow. With contin-
uous increase in the cooling water flow, the heating coefficient of performance and the
variation trend were similar for the systems with and without a subcooler. At the same
time, the heating coefficient of the system with a subcooler increased by 3.14% compared to
that without it under the same conditions.

 
Figure 6. Influence of cooling water flow rate on COPh.

4.1.2. Variation of Cooling Water Temperature

As can be seen from Figure 7, regardless of whether the system was equipped with
a subcooler, the COPh decreased as the cooling water temperature increased, which was
similar to the trend of heating coefficient of performance of the system without a subcooler.
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Under the same conditions, the COPh efficiency of the system with a subcooler increased
by 2.63% compared to the system without a subcooler.

 

Figure 7. Influence of cooling water temperature on COPh.

4.1.3. Variation of Chilled Water Flow

Figure 8 shows the variation trend of coefficient of performance with increasing chilled
water flow rate with and without a subcooler. From Figure 8, it can be seen that the COP
of the system increased with the increase in chilled water flow rate with or without a
subcooler, and the coefficient of performance of the system with a subcooler was 1.62%
higher than that of the system without a subcooler.

 
Figure 8. Influence of chilled water flow on COP.

4.1.4. Variation of Chilled Water Temperature

Figure 9 shows the trend of coefficient of performance with and without a subcooler.
As can be seen from Figure 9, the system cooling efficiency COP increased with the increase
in chilled water temperature regardless of whether the system was equipped with a ther-
moelectric subcooler. The COP of the system with a subcooler was significantly higher than
that of the system without a subcooler by 3.14%.

4.2. System Model Validation

When the experimental and simulated working conditions of the transcritical CO2
heat pump system with a thermoelectric subcooler were the same, the results obtained
by the two methods were compared and analyzed, and the relative error was used in the
analysis process:

relative error =
simulation value − experimental value

experimental value
× 100% (36)
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Figure 9. Influence of chilled water temperature on COP.

Figures 10 and 11 show the experimental and simulated values of COPh when the
flow rate and temperature of cooling water were changed. It can be seen that when the
cooling water flow rate increased, the experimental data and simulation data showed an
upward trend, and the consistency was higher at 0.4–0.55 m3/h. When the cooling water
temperature gradually increased, COPh continued to decrease, and the analog value was
generally slightly higher than the experimental results with an error margin of about 8.6%.

 

Figure 10. Influence of cooling water temperature on COPh.

 
Figure 11. Influence of cooling water flow rate on COPh.

Figure 12 compares the refrigeration coefficient of performance of the experimental
data and simulated data for different chilled water temperatures. As the temperature of
chilled water gradually increased, the experimental value and the simulated value of COP
gradually increased. The trend of the two was similar, and the simulation results were
slightly higher than the experimental results.
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Figure 12. Influence of chilled water temperature on COP.

4.3. Simulation Result Analysis
4.3.1. Influence of the Subcooling Degree

With the increase in thermoelectric subcooling sheets, the degree of subcooling in-
creases. As can be seen from Figures 13 and 14, the cooling capacity/heating capacity was
positively correlated with COP/COPh and the degree of subcooling. When the subcooling
increased from 1 to 11 ◦C, the cooling capacity increased from 1 to 7 kW, the heating capacity
increased from 5.75 to 11.75 kW, COP increased by 40%, and COPh increased by 13.3%.
This was due to the increase in thermoelectric cooling sheets, which led to an increase in
the degree of subcooling.

 
Figure 13. Influence of subcooling degree on heating/cooling capacity.

Figure 14. Influence of subcooling degree on COP/COPh.
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4.3.2. Influence of Cooling Water Flow Rate and Temperature

At rated conditions, COP/COPh is shown against cooling water flow rate in Figure 15.
The chart shows a considerable positive correlation between COP/COPh and cooling water
flow. According to the calculation results, increasing the cooling water flow would cause a
heat exchange between the refrigerant and the cooling water.

Figure 15. Influence of cooling water flow rate on COP/COPh.

As can be seen in Figure 16, there was a slight inverse relationship between cool-
ing water temperature and COP/COPh. The COPh was around 2.5 and the COP was
approximately 1.5 when the cooling water temperature was 30 ◦C.

 

Figure 16. Influence of cooling water temperature on COP/COPh.

4.3.3. Influence of Chilled Water Flow Rate and Temperature

From Figures 17 and 18, it can be seen that COP/COPh had a positive correlation
with chilled water flow rate and temperature. As the chilled water flow increased, COP
increased from 1.2 to 3.2 and COPh increased from 2 to 4.5. It can be seen that the heat
exchange between the chilled water and refrigerant in the evaporator was strengthened
due to increased chilled water flow rate. The evaporation process was endothermic. With
the increase in chilled water temperature, the heat exchange between the refrigerant and
chilled water in the evaporator was strengthened, so the system efficiency increased.
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Figure 17. Influence of chilled water flow rate on COP/COPh.

 
Figure 18. Influence of chilled water temperature on COP/COPh.

4.3.4. Influence of Compressor Discharge Pressure

As can be seen from Figure 19, the system’s COP and COPh increased as the discharge
pressure increased, and the variation trend gradually decreased, with the optimal high
pressure existing. The highest values of COP and COPh of the system were 3.25 and 4.25,
respectively, when the compressor discharge pressure was about 8.0 MPa.

 

Figure 19. Influence of compressor discharge pressure on COP/COPh.
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5. Conclusions

Based on the existing experimental bench, the corresponding model of a CO2 trans-
critical water–water heat pump system with a thermoelectric subcooler was established
by MATLAB. The compressor, gas cooler, subcooler, throttle valve, and evaporator were
simulated and tested, and the simulation results were compared with the experimental
results. The results are as follows:

1. Through calculation, it was found that the uncertainty of the experiment was less
than 1%, indicating that the accuracy of the experiment was high. When the cooling
water flow increased, COPh continued to rise, regardless of whether the system was
equipped with a thermoelectric subcooler. COP increased with increased chilled water
flow and temperature.

2. The simulation results of the system were compared with the experimental results,
and the error was generally less than 10%, thus verifying the high accuracy of the
established simulation model.

3. Through simulation calculation, it was found that with the increase in chilled water
flow and temperature, COP and COP showed a gradual upward trend.

4. When the discharge pressure of the compressor changed, COP and COPh corre-
sponded to an optimal high pressure of about 8 MPa.
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Nomenclature

A current, A
Bo boiling number
COP coefficient of performance
COPh heating coefficient of performance
cp specific heat at constant pressure, kJ/(kg·K)
dw,o Outside diameter of the inner tube, mm
dw,i inner diameter of the inner tube, mm
Gr refrigerant mass flow, kg/s
gw1 volume flow of the chilled water, m3/h
gw2 volume flow of the cooling water, m3/h
h specific enthalpy, kJ/kg
K thermocouple thermal conductivity, W/K
l tube length, m
mw1 cooling water mass flow rate, kg/s
mw2 chilled water mass flow rate, kg/s
P pressure, MPa
Q refrigeration capacity of thermoelectric subcooler, kW
Q1 refrigeration capacity, kW
Q2 heating capacity, kW
R resistance, Ω;
Rer Reynolds number
r fouling coefficient, m2·◦C/W
t temperature, ◦C
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T thermoelectric subcooler temperature, K
vs compressor refrigerant specific capacity
W power consumption, kW
x dryness

Greek symbols
α Seebeck coefficient, V/K
ηm mechanical efficiency
ηis isentropic efficiency
ηv volumetric efficiency
ρ density, kg/m3

Subscript
c cold end
com compressor
h hot end
n N-type
p P-type
TESC thermoelectric subcooler
w1 chilled water
w2 cooling water
w, in inlet water of the cooling water
w, out outlet water of the cooling water
win inlet of the chilled water
wout outlet of the chilled water
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Abstract: Adsorption-based thermochemical heat storage is a promising long-term energy storage
technology that can be used for seasonal space heating, which has received significant amount
of efforts on the research and development. In this paper, the heat storage capacity of composite
adsorbents made by LiCl + LiBr salt and 3A zeolite was investigated. The basic characteristics
of composite material groups were experimentally tested, and it was found that the adsorption
composite with 15 wt% salt solution had excellent adsorption rate and adsorption capacity, which
was considered as the optimal composite material. Furthermore, the heat storage density of the
composite material could be as high as 585.3 J/g, which was 30.9% higher than that of pure zeolite.
Using 3 kg of the composite material, the adsorption heat storage experiment was carried out using
a lab-scale reactor. The effects of air velocity and relative humidity on the adsorption performance
were investigated. It was found that a flow rate of 15 m3/h and a relative humidity of 70% led
to the most released adsorption heat from the composite material, and 74.3% of energy discharge
efficiency. Furthermore, an adsorption heat storage system and a residential model were built in the
TRNSYS software to evaluate the building heating effect of such heat storage system. It is found
that the ambient temperature will affect the heating effect of the adsorption heat storage system.
The coefficient of performance (COP) of this model is as high as 6.67. Compared with the gas boiler
heating system, the adsorption heat storage energy can replace part of the gas consumption to achieve
energy savings.

Keywords: thermochemical heat storage; hygroscopic salt; zeolite; water vapour sorption; energy
discharge efficiency; TRNSYS; building model

1. Introduction

Energy consumption in buildings has steadily increased in recent years. Fossil fuels
are increasingly becoming unviable as an energy source due to the rapidly increasing global
population and growing demands of urban construction. Instead, a range of ecologically
sound renewable energy sources, such as solar, wind, and biomass energy, are increasingly
being developed to supply energy demands [1–4]. This transition to renewable energy is
important to slow climate change and reduce the usage of fossil fuel resources. However,
at present, there is a mismatch between user demand and the supply of most renewable
energy sources. For example, solar energy is an effective alternative to fossil fuels for
heating buildings, which is abundant, however it is intermittent and unstable because the
solar radiation varies with weather conditions and time of a day [5]. Most of the solar
energy supply is in the summer, heating is most needed in the winter when solar energy
is less abundant [6]. Therefore, the reasonable utilization of solar energy requires new
technologies to realise short to long term heat storage.

Thermal energy storage (TES) can be used to resolve the timing mismatch between
solar energy supply and energy demand [7,8]. There is increasing interest in technically
advanced and economical TES systems for applications such as hot water supply and
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space heating. Among them, thermochemical heat storage (TCHS) systems have many
advantages over other types of TES [9,10]. This method involves storing energy through
reversible adsorption processes or chemical reaction, thus, high reaction enthalpies can
be used to achieve greater energy storage density, making the system appropriate for
large-scale applications. Using this method, the heat loss during the energy storage process
is almost zero [11,12]; in addition, due to controllable gas partial pressure, this technology is
capable of heating, cooling and thermal energy storage functions, allowing the conversion
of heat within a specific temperature range [13]. Such feature provides more flexibility than
traditional heat storage systems. Moreover, long-term seasonal storage for buildings can be
achieved by using TCHS because the heat is stored as chemical potential, which does not
degrade over time [14–17].

Hygroscopic salts have been extensively investigated as one of the most promising
materials for TCHS applications. These salts have high water absorption capability and
heat storage density [18,19] and have been identified as suitable thermal storage candidates
in the temperature range of 20 to 200 ◦C [20,21]. Typical hygroscopic salts for TCHS are
CaCl2 and MgCl2 [22], LiCl [23,24] and MgSO4 [25,26]. In [27], LiCl composites showed
higher adsorption capacity, closely followed, in order, by CaCl2 and LiBr composites.
By mixing other salts, LiI, LiNO3, LiCl, etc., into the LiBr solution, mixed materials have
been developed aiming to improve solubility, corrosion and stability [28,29], which inspired
the development of composite material using mixed salts. Gordeeva et al. [30] found
that dual salt composite adsorbents could reduce adsorption hysteresis while having the
potential to significantly improve flexibility and operational reliability, and they designed
binary LiCl-LiBr systems confined in silica pores as effective materials with predetermined
adsorption properties. Entezari et al. [31] discovered that adding a small amount of LiBr to
LiCl can improve the adsorption capacity of the binary salt composites by up to 5.5%, and
he used simulations to evaluate the dehumidification performance of the adsorbent.

In practical system applications, deliquescence of hygroscopic salts leads to the leakage
of the liquid salty solution and loss of salt, thus reducing the cyclic stability [32]. To improve
the usage of hygroscopic salts, researchers have investigated embedding the salts in porous
structures, which are used as carriers to immobilize inorganic salts and distribute them
uniformly. Furthermore, the porous properties of the carrier increase the surface area of
the composite adsorbent—these materials enhance the heat and mass transfer efficiency
with increasing surface area [33]. Commonly used porous matrix (CSPM) include silica
gel [34,35], zeolite [36,37] and expanded graphite [38]. Zeolites are porous materials with
good water absorption capacity and the ability to function at high temperatures, thus
forming excellent matrices for composite materials [39]. Thomas et al. [40] developed
composite adsorbent by impregnating zeolites with salt solutions and concluded that the
impregnation of these salts by zeolite allowed salt deliquescence and water absorption
above the deliquescence humidity, without the problem of leakage and loss of salt. With
high salt loading ratio and at high air humidity levels, the heat storage density of composite
material can be up to 153% of that of pure zeolite. Gareth et al. [6] developed four zeolite
composites impregnated with different mass fractions of MgSO4; their results showed a
strong correlation between the microstructure of zeolite and the heat generated by the
composite. To avoid deliquescence, the mass concentration of hygroscopic salts in the
composites was usually limited to below 35%.

Previous studies on composite adsorbents have focused on characterising small
amount of materials [41–43]. These studies have been less further investigated by ap-
plying the materials to real practical systems. System design is the key to developing
architectural applications for TCHS. In the current study, the deployment of conventional
filled beds in energy storage systems suffers from low energy storage density and large
volume. Effective ways to solve such problems and reduce potential costs are worth being
explored [44]. Addressing this research goal, Calabrese [45] evaluated the performance of
foam-based adsorbent materials in open and closed adsorption heat storage applications
and pointed out that matrix maintenance of cyclic stability in practical applications is an
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important issue to be addressed. Xu et al. [46] developed a numerical model to investigate
the thermochemical reaction process in a reactor filled with composite adsorbent and cal-
culated the heat transfer between the composite material and water vapour. Li et al. [47]
numerically developed a novel multi-layered sieve reactor focusing on the interaction
between the composite material and the air in an open system; in addition, they performed
a parametric analysis of the inlet temperature, humidity and airflow rate. Future more, it is
expected that the TCHS system will be applied to actual residential heating. A laboratory
prototype of a fixed-bed open TCHS reactor developed by Zondag et al. [22] can provide a
certain amount of thermal energy for home heating. The system contains 17 dm3 of adsor-
bent material, which can generate 150 W of thermal energy and achieve an effective energy
storage density of about 0.5 GJ/m3. Consider time period and material cost constraints
when using energy from TCHS systems for home construction. Researchers can use the
TRNSYS program to simulate and analyze transient systems. Safa et al. [48] simulated the
heating performance of the heat pump system in the TRNSYS environment and found
that the coefficient of performance (COP) under different heat source temperatures was
3.05–3.44 during heating. In TRNSYS-EES, Sakellari et al. [49] analyzed the performance
of a heating system based on an exhaust air heat pump using simulation. And several
strategies have been proposed to keep comfort within a reasonable range.

The purpose of the present study is to develop suitable LiCl/LiBr–zeolite composite
adsorbents for TCHS applications and to perform test of the thermal storage performance
in a lab-scale adsorption heat storage reactor. Finally, TRNSYS was used to evaluate the
heating effect of this system. The studied pure zeolite and composite adsorbents were
subjected to electron microscopy measurement, kinetic adsorption performance and DSC
tests to investigate their pore characteristics, water adsorption, heat transfer and mass
transfer properties. Based on the identified optimal LiCl/LiBr–zeolite composite adsorbent,
a set of adsorption heat storage test rig was constructed. Considering the effects of both air
flow rate and air humidity, the water adsorption performance of the developed composite
adsorbent under different operating conditions was explored, and the energy storage
density and cycle stability of the material were also obtained and analysed. Although
the heat storage performance of the open system TCHS has received more attention, the
performance of the combination of solar thermal collection and TCHS system heating to
meet the space heating needs is still less researched. In this study, a simulation model of
the dwelling was developed in Trnsys software. In the winter climate environment, the
reactor is charging by solar panels during the day, and discharging by hydration reaction of
the adsorbent in the reactor during the night. The heat released is used for space heating of
the house to maintain the room temperature in the range of 21 ± 1 ◦C. When the material
reaction completely stops exothermic, start gas as auxiliary energy supplement, continue to
heat the house. This paper also simulates a reference system with gas as the heating energy
source. The heating effect of the TCHS system with a time period of 7 months was studied.
Analyze and calculate gas energy savings to assess the benefits of the system.

2. Materials

2.1. Preparation of Composite Adsorbent

Anhydrous LiCl and anhydrous LiBr were respectively purchased from Sinopharm
Chemical Reagent Co., Ltd., (Shanghai, China). and Hefei BASF Biotechnology Co., Ltd.,
(Hefei, China). 3A zeolite was purchased from Clear Spring Technology Co., Ltd., (Singapore).

Figure 1 shows the preparation process of the composite adsorbent. First, anhydrous
LiCl and anhydrous LiBr solids with pre-defined mass ratio (1:1 to 1:5) were separately
added to distilled water and continuously mixed to allow the salt powder to completely
dissolve in the water to ensure uniform mixing with the 3A zeolite. To determine the
optimal ratio for a composite adsorbent, five salt solution groups with various mass
fractions (5 wt%, 10 wt%, 15 wt%, 20 wt% and 25 wt%) were prepared. Considering the
reasonably cost effective and easy in process, this study used the water impregnation
method to manufacture the composite adsorbent, which can achieve the desired effect
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of zeolite loading salt. In the first step, zeolite spheres of 3–5 mm size were soaked in
deionised water for 12 h for pre-treatment; after soaking, the zeolite was heated and dried
at 200 ◦C for six hours before being colded. The second step involved impregnating the
previously treated dry zeolite with salt solution. 30 g of zeolite was soaked in 50 g of
salt solution. To ensure that liquid solution was evenly filled in the pores of zeolite, this
impregnation process was conducted with continuous stirring using a glass rod. Finally,
the salt solution-carrying zeolite was dried again in an oven at 200 ◦C to form a dehydrated
composite adsorbent. The samples were numbered Z0 (pure zeolite) and Z5, Z10, Z15, Z20
and Z25 for the samples using 5–25 wt% salt solution (e.g., Z5 corresponds to the composite
adsorbent manufactured using 5 wt% salt solution). The ingredient with various ratios
of the manufactured composites are showen in Table 1. Notably, it was found during the
preparation that salt concentrations above 25 wt% were not easily made into composite
adsorbents. The structure of zeolite particles is destroyed during the impregnation process,
and some of the zeolite particles will be completely broken into powder form. Their
performance was tested to be inferior to that of the intact sample set, so the maximum
concentration of salt solution used in this experiment was 25 wt%.

Figure 1. Preparation process of the composite adsorbent.

Table 1. The ingredient with various ratios of the manufactured composites.

No. Z0 Z5 Z10 Z15 Z20 Z25

Salt solution concentration 0 wt% 5 wt% 10 wt% 15 wt% 20 wt% 25 wt%
LiCl:LiBr mass ratio - 1:1 1:2 1:3 1:4 1:5

2.2. Properties of the Composite Adsorbent
2.2.1. Morphologies

The samples were imaged using a Sigma 300 model scanning electron microscope
(SEM). Figure 2 shows the microscopic surface morphology of the samples at a magnifica-
tion of 20,000×. As shown in the Figure 2a–f, the pure zeolite (sample Z0) exhibits clear
pores, while the remaining samples demonstrate that the salt and 3A zeolite are well mixed,
with salt tending to collect in the uneven areas of the zeolite surface. As the salt content of
the composite increases, they gradually adhere to the surface, thereby increasing the surface
roughness. The surface of the adsorbed sample displayed clear salt crystallisation, with
increased crystallisation observed with increasing salt concentration. Such a phenomenon
is consistent with previous descriptions of the microstructure of adsorbents loaded with
salts. The outer surface of sample Z25 was almost completely covered with salt crystals,
however, the channels leading from the surface of the zeolite to its core were unobstructed.
More salt loading can increase the water adsorption capacity because salt embedded in the
sample creates numerous micropores; this process significantly increases the surface area
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of the composite material and the extent of its contact area with water vapour. However,
high-concentration salt solutions are also susceptible to crystallisation, which may limit
the material’s mass transfer capacity. It is therefore essential to identify the optimum
concentration of salt solution used for manufacturing the composite adsorption material.

(a) (b) (c) 

(d) (e) (f) 

Figure 2. SEM photos of the composites with different solution concentrations at the magnification of
2000 times: (a) Z0; (b) Z5; (c) Z10; (d) Z15; (e) Z20; (f) Z25.

2.2.2. Pore Properties

The pore volume and pore size distribution of the materials were examined by a fully
automatic surface and pore size analyzer (BET, Micromeritics APSP2460) using nitrogen
adsorption-desorption method. The pore size distributions and specific surface areas of
porous materials were calculated using the Barrett-Joyner-Halenda (BJH) theory and the
Brunauer-Emmet-Teller (BET) theory. The porous properties of the samples, such as pore
size distribution, pore volume and surface area, are listed in Table 2. Figure 3a,b show the
pore volume versus different pore widths. A sufficiently large pore volume can maintain
the passage of water vapor in and out of the adsorption process. Otherwise, the mass
transfer of water adsorption kinetics would be limited. All samples showed a similar
trend, increasing rapidly at the beginning and stabilizing at the end. They all had a peak in
pore volume at about 5–7 nm pore width, which means that most of the pore sizes were
distributed in this range. Moreover, the pore volume or average pore size may decrease as
the concentration of the solution increases. Although a high salt concentration theoretically
provides more reactants for water adsorption, it also limits water adsorption by sacrificing
some mesoporous mass transport channels in the support structure. This suggests that the
balance between LiCl/LiBr loading and pore volume in the composite should be carefully
maintained to accomplish an optimal thermochemical thermal storage material.

Table 2. The essential porous characteristics of the manufactured composite adsorbents.

Group
Surface Area

(m2/g)
Pore Volume

(cm3/g)
Adsorption/Desorption Average Pore Diameter

(nm)

Z0 27.73 6.36 × 10−2 9.02/10.71
Z5 28.11 6.22 × 10−2 8.74/10.41
Z10 28.76 6.35 × 10−2 8.65/10.21
Z15 26.90 6.07 × 10−2 8.89/10.53
Z20 25.67 5.88 × 10−2 9.00/10.84
Z25 25.83 5.83 × 10−2 8.86/10.63
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(a) (b) 

Figure 3. BET results of the prepared composite adsorbents. (a) Adsorption pore volume vs. pore
width, (b) Desorption pore volume vs. pore width.

2.2.3. Adsorption Kinetic Performance

The adsorption rate and capacity of water vapour have significantly impact on the
energy storage capacity of LiCl-LiBr-zeolite adsorption systems. The adsorption tests were
conducted in a constant temperature and humidity chamber (climatic chamber) under a
temperature of 25 ◦C and relative humidity (RH) levels of 60%, 70%, 80%, and 90% to
analyse the adsorption kinetics. The mass change of the adsorbent samples over 24 h was
measured by using an electronic balance. The water uptake kinetics of samples are depicted
in Figure 4. When the weight difference is below 5% in two consecutive 60 min intervals,
adsorption equilibrium was deemed to have been achieved.

Figure 4. Water adsorption kinetics of samples with different composites.

The pure zeolite, Z0, exhibits high adsorption rate at the early adsorption stage,
reaching a maximum value of 0.18 g/g after 600 min of adsorption at 25 ◦C and 80% RH,
as shown in Figure 4. Comparing to Z0, Z5 performs more poorly as an adsorbent with
lower adsorption rate and capacity, which is due to its low salt content and partially blocked
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water transfer channels. Higher salt content adsorbents take longer to achieve equilibrium,
suggesting that the water transfer channels were blocked more significantly with increasing
salt content; however, the adsorption rate are larger at late stage of adsorption and the final
adsorption capacity is also promoted. In contrast, samples Z10, Z15 and Z25 demonstrate
reasonable adsorption rates and capacities. However, the salt swells upon hydration,
leading to the blockage of the zeolite pore channels, especially in Z20 as shown in BET
result (Table 2). Both the active adsorption area (specific surface area) and the mass transfer
channel (pore volume) were reduced. This self-clogging effect is detrimental to the water
adsorption behavior of the material. Thus, Z20 exhibited a refrained adsorption rate than
other candidates until 700 min due to the corresponding significant mass transfer barrier;
thereafter due to the enhanced water adsorption capacity, i.e., increased salt loading, the
overall water adsorption capacity is higher than Z0 and Z5. Finally, the adsorption capacity
of Z10, Z15 and Z25 are 0.22 g/g, 0.24 g/g and 0.27 g/g, respectively. Z15 always maintains
a high adsorption rate and has a high adsorption capacity when the adsorption equilibrium
is reached.

The RH significantly impacts the equilibrium adsorption capacity of every sample.
Figure 5 shows the adsorption capacity of the samples after reaching equilibrium at 40%,
60% and 80% RH. The overall pattern indicates that high RH encourages wate vapour
adsorption, thus increasing the adsorption capacity of all samples. This occurs because the
increased RH elevates the water vapour pressure difference between the water vapour in the
air and the equilibrium water vapour pressure of the adsorbent material, which facilitates
the effective diffusion of water vapour into the adsorbent. Another significant factor is that
salt deliquescence in a high-humidity environment reduces zeolite micropore blockage,
which is advantageous for increasing water adsorption. Nevertheless, the swelling of salt
hydration occurs at the same relative humidity conditions, which may lead to the clogging
of zeolite pores. The blocking extent referring to the solution concentration was partly
revealed in the BET result, which has been discussed in last section.

Figure 5. Water adsorption capacity with different relative humidifies.

2.2.4. Adsorption Heat

Differential scanning calorimetry (DSC) were performed on Z0 to Z25. Using a si-
multaneous thermal analyser, with N2 selected as the test atmosphere. The experimental
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temperature conditions were set to increase from 30 ◦C to 300 ◦C, the heating rate was
5 ◦C/min, and the experimental time was 1 h. The heat flow was recorded throughout
the process.

The DSC curves of the endothermic dehydration process of each group of samples
are shown in Figure 6a. The theoretical heat storage density of the composite heat storage
material is obtained by integrating the curve inland in a certain range, and plotted in
Figure 6b. Sample Z0 exhibites a heat storage density of 447.1 J/g; however, in all instances,
the heat storage density of the composites are higher than that of the pure zeolite. This
effect is due to the contribution of salt to the water absorption capacity, thereby increasing
its thermal storage density. The most significant thermal storage density is recorded in Z5
(32.6% higher than Z0). Although no positive correlation was identified between the heat
storage density of the composite adsorbent and the salt solution concentration, a higher
solution concentration may nonetheless hinder mass transfer during water adsorption,
thus resulting in a lower heat storage density. Therefore, samples Z5, Z10 and Z15 can be
used as the three ‘ideal’ samples for the analyses in this study because their heat storage
densities do not markedly differ.

 
 

(a) (b) 

Figure 6. DSC results of the prepared composite adsorbents. (a) Heat flow curve, (b) Heat storage density.

2.3. Selection of the Optimal Adsorbent

Based on the analyses above, the adsorption performance of composite materials are
found to be variably impacted by the salt concentration with no clear linear relationship.
As confirmed by the SEM experiments, changing the salt content influenced the microscopic
scale size characteristics of the composite adsorbent. The investigation of the adsorption
kinetics of the samples revealed that Z15 had both a high water adsorption rate and capacity.
Further DSC studies show the heat storage density of Z15 is up to 585.3 J/g, which is 30.9%
higher compared to Z0. On this basis, sample Z15 was selected as the optimal composite
adsorbent for lab-scale open system experiment.

3. Experiment Overview

3.1. Test Rig

Figure 7a shows a schematic diagram of a reaction system. Figure 7b is the photo of
the thermochemical heat storage reaction system, which comprises a pipe with a valve, a
fan, a humidifier and a reactor. The reactor is placed inside the hollow cylindrical pipe that
houses the entire apparatus. The rightmost side of the pipe is connected to an inclined flow
booster pipe fan. In addition, the humidifier is connected to the inlet air duct. The layout
of the reactor is shown in Figure 7c. The wire mesh container containing the composite
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adsorbent Z15 is covered with a metal disc-shaped covering. To achieve a more thorough
and uniform adsorbent reaction, the reactor is fitted with a thin tube with perforations in
the centre shaft. In total, 3 kg of Z15 adsorbent was placed inside the reactor. During the
experiment, the pipes were covered in aluminium foil insulation foam to minimize heat
loss to the exterior. Temperature and humidity sensor (A-Pt100) were installed at the inlet
and outlet of the reactor to measure the temperature and humidity of the air. To assess
the volume of air passing through the pipe, a gas flow meter was installed at the end of
the pipe.

  
(a) (b) 

 
(c) 

Figure 7. Adsorption experimental pipeline diagram: (a) piping schematic diagram; (b) reaction
system assembly diagram; (c) reactor cross-sectional view.

3.2. Experimental Procedures

In this study, the air flow rate and relative humidity were chosen as the main variables
for investigation; thus, to examine the impacts of both on the thermal storage performance
of the composite salt, orthogonal experiments were configured with airflow rates of 5 m3/h,
10 m3/h, 15 m3/h and 20 m3/h and humidity levels of 60%, 70%, 80% and 90% RH.

The 3 kg of LiCl/LiBr-zeolite composite thermal storage material was placed in the
reactor, and the fan and humidifier were adjusted to ensure that the experimental conditions
were within the predetermined ranges. Overall, the adsorption reaction procedure for
the composite material takes 12 to 20 h to complete. In the initial stage of the reaction,
the outlet temperature rises at a certain rate and then begins to fall after reaching its
peak. The temperature curve subsequently tends to slowly level off and return to the inlet
temperature, indicating the reaction’s completion. The adsorption material in the reactor
was heated in an oven following each experiment, totally dehydrated, and then cooled in
preparation for the following experiment.

3.3. Energy Density Calculate

For the thermochemical heat storage system, the energy density is a crucial indicator
to evaluate the performance of the composite salt heat storage, which can be calculated
by the following equation. Since the humidity data measured by the temperature and
humidity sensor is 0–100% RH, the water vapor partial pressure Pv in the wet air can be
obtained by the following Equation (1) [50]:

Pv = ϕPs (1)

673



Buildings 2022, 12, 2001

Ps is the saturated water vapor partial pressure [50], and the absolute humidity d of
wet air can be expressed as:

d = 0.622
Pv

P − Pv
(2)

The enthalpy H of wet air can be calculated from Equation (3) [39]:

H = 1.005t + d(2500 + 1.84t) (3)

The energy storage density QE can be calculated by Equation (4) [51]:

QE =

∫ td
0 ρ f qv(Hexit − Hinlet)dt

M
(4)

ρƒ is the density of the dry air, qv is the volume flow rate of the gas, M is the total mass
of the adsorbent material in the reactor, this experiment uses M = 3 kg.

The energy discharge efficiency of this reactor can be estimated using Equation (5) [39]:

η =
QE

QD
× 100% (5)

QD is the theoretical heat storage density of the composite adsorbent, which is derived
from the DSC experiment in Section 2.2.3.

4. Experimental Results and Discussion

4.1. Effect of Air Flow Rate

For each of the four relative humidity levels, Figure 8 illustrates the impact of various
air flow rates on the exit air temperature. All the temperature differential variations in
Figure 8 initially climb rapidly and then slowly decline until the temperature rise becomes
close to zero. The final temperature increase reduces to zero at the point of which the
adsorbent is saturated, the stored heat is completely released and the reaction is over.
The rate of temperature rise increases with increasing air flow rate, with the recorded
temperature rise rate at a flow rate of 5 m3/h noticeably lower than the other measured
flow rates. Since the air flow rate affects the rate of moisture transfer and the low air flow
rate limits the process of mass and heat transfer between the wet air and the adsorbent [52].
However, the effective reaction time of the material becomes longer at low flow rate
conditions. The reaction time decreases consistently with increasing flow rate under
conditions of 60% RH. The adsorbent still tends to have a shorter reaction time at high flow
rates when the air has an RH of 70% or below, as shown in Figure 8a,b, however, as the
relative humidity rises, this difference becomes less noticeable at flow rates of 10 m3/h,
15 m3/h, and 20 m3/h, as shown in Figure 8c,d.

(a) (b) 

Figure 8. Cont.
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(c) (d) 

Figure 8. Air temperature rises with time for different air flow rates at four air relative humidity: (a)
60%RH; (b) 70%RH; (c) 80%RH; (d) 90%RH.

4.2. Effect of Air Relative Humidity

As the results from Figure 9, the maximum temperature difference increases as the
relative humidity increases. The air temperature increased by 84.1%, 28.1%, 93.3%, and
79.8%, respectively, when the relative humidity was elevated from 60% to 90%. Similarly,
when more humid air flowed through the reaction pipeline, the rate of temperature rise of
the air at the initial stage was higher. This behaviour was especially noticeable at a flow rate
of 5 m3/h. It is because that the high relative humidity provides higher pressure difference
to drive the adsorption reaction, which accelerates the hydration reaction of the material
driving the heat generation. This causes the increase in temperature rise value and rate.
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Figure 9. Air temperature rises with time for different air relative humidity at four air flow rates:
(a) 5 m3/h; (b) 10 m3/h; (c) 15 m3/h; (d) 20 m3/h.
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4.3. Energy Storage Density

For each group of experiments, the energy storage density was calculated and plotted
in Figure 10. It can be seen from the experimental results that the maximum temperature
difference and the temperature rise rate have a positive correlation trend with the gas
flow rate and relative humidity. However, energy storage density does not have such a
law. From the formula, it shows that the energy storage density is not only related to the
maximum temperature difference, but also to the effective reaction time. In addition, it
cannot be ignored that in the same room temperature environment, the heat loss under
different experimental conditions is different. The higher the flow rate, the more heat is lost
through the pipe, metal reactor. In this experiment, the composite material has the highest
heat release value of 434.4 J/g when the gas flow rate is 15 m3/h and the relative humidity
is 70%, and its energy discharge efficiency is 74.3%.

Figure 10. Energy storage density with different experimental conditions.

4.4. Cyclic Experiments

To get the cyclic performance, the adsorbent material was subjected to ten cycles of
adsorption/desorption under experimental conditions with an air flow rate of 15 m3/h and
a relative humidity of 70%. Figure 11 shows the variation of the outlet temperature with
time. It can be seen that the rate of temperature increase decreases with the number of cycles.
Figure 12 shows the variation of the energy storage density for the ten cycling experiments.
The average error of the cycling result was 0.41%, which proved the experimental result to
be convincing. Although the adsorption heat decreased significantly after the first three
trials (by 0.53%), the decrease slowed down in the subsequent studies, with a final rate of
change of only 0.17%. This indicates that while certain microstructure changes do occur
in the composite adsorption material during cycling, these changes become smaller and
smaller as the number of cycles increases. Cycling experiments show that this material can
be recycled for a long time in cross-season heat storage.
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Δ

 
Figure 11. Air temperature rises with time for cyclic experiments.

Q

Figure 12. Energy storage density for cyclic experiments.

5. Numerical Simulation

5.1. System Description

In this study, the TRNSYS software was used to dynamically simulate the charging
mode and the discharging mode. The system mainly consists of three parts. The first part
is solar energy collection and energy storage; the second part is the reactor heat release as
well as gas heating; the last part is the residential model as the heated unit. Figure 13 shows
the charge mode and discharge mode for the entire operation. During the day, the sorbent
is heated and dehydrated by a solar-triggered charging mode. All heat is stored, and there
is no heat loss in this process (the heat conversion efficiency is 74.3%). The input heat from
the solar panels regenerated the adsorbent in the reactor. At night, the discharge mode is
triggered by blowing air at a certain flow rate and humidity into the reactor. All the heat of
adsorption released by the reactor heats the air, which is mixed with ambient air and passed
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into the dwelling to heat the space. The specific content of the heat release analysis module
is described in Section 3. The optimal heat extraction efficiency based on experimental data
converts the energy stored during the day. In addition, gas is used as an auxiliary energy to
supplement the insufficient power required by the house. Considering real life, assume that
a simple thermostatic controller is used to maintain the indoor temperature at 22 ± 1 ◦C.
When the indoor average area temperature is lower than 21 ◦C, the fan starts to work, and
the reactor provides heat; when it is higher than 23 ◦C, the fan stops running. In addition,
when the reaction of the adsorbent in the reactor is no longer enough to supply the indoor
temperature to 20 ◦C, no heat is provided, and the gas is started for heating work.

 

Figure 13. Charge and discharge modes of an open TCHS system.

To realize the residential model of the study, the 3D architectural design software
SketchUp was used. A typical two-story residential model (actual size is 6150 mm ×
8350 mm × 4550 mm). As shown in Figure 14, the house model is then imported into
TRNSYS through the TRNSYS 3d plugin. Next, transfer the module in TRNSYS Simulation
Studio to build the TCHS-building simulation platform. Figure 15 shows the dynamic
simulation flow, with controllers for each zone. Table 3 gives the structural information of
the building used to determine the parameters of the walls, roof, floor and windows. The
TRNSYS program generally creates a flexible environment for modelling buildings, where
different building descriptions can be obtained by changing design parameters. However,
this study mainly focuses on the performance research of the TCHS system. It explores the
degree of its effect applied to the building, so that the parameter setting of the building
itself is not changed. The system lays half-roof synchronous monocrystalline silicon solar
modules and uses Type103 modules to simulate the photovoltaic power generation process.
The conversion efficiency of this component can reach 21.3% under standard test condition.
The climatic conditions entered refer to the climatic data of a typical weather year in
Newcastle, including ambient temperature, instantaneous solar radiation on the horizontal
plane, wind speed, and ambient air relative humidity. In the control module of the software,
temperature control, time control and heat control are adopted. At the same time, the
indoor temperature is within the range of 22 ± 1 ◦C, and the TCHS heating working time
is from 20:00 at night to 9:00 in the morning of the next day. During this time period, when
the room needs heating and the energy storage of the TCHS system is not exhausted, the
system heats the room. The hot air leading to the room is distributed according to the area
ratio of each room. In the analysis process of building energy consumption, the Type56
analysis module is used. The terminal calls the multi-region building model TRNBUILD to
simulate the thermal process of the room. By simulating, the domestic temperature, the
data of photoelectric conversion and energy consumption are calculated. The above data
are monitored by the Type65 online plotter and monthly statistical output by Type46. The
simulation time step is 0.05 h, and the simulation period is from October to April of the
following year when heating is required.
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Figure 14. 3D model of the building.

 

Figure 15. TRNSYS model for building with TCHS system.
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Table 3. Physical and thermal properties of building materials used in modelling using TRNSYS.

Surfaces Thermal Properties

Doors

U = 2.82 W/m2·K
Longwave emission coefficient = 0.9
Convection coefficient = 11 kJ/h·m2·k (inside),
64 kJ/h·m2·k (outside)

Windows

U = 1.27 W/m2·K
g-value = 0.74
coefficient = 11 kJ/h·m2·k (inside),
64 kJ/h·m2·k (outside)

Floors

U = 0.25 W/m2·K
Solar absorptance = 0.8
Longwave emission coefficient = 0.9
Convection coefficient = 11 kJ/h·m2·k

Walls

U = 0.54 W/m2·K
Solar absorptance = 0.7
Longwave emission coefficient = 0.9
Convection coefficient = 11 kJ/h·m2·k

Roof

U = 2.69 W/m2·K
Solar absorptance = 0.8
Longwave emission coefficient = 0.9
Convection coefficient = 11 kJ/h·m2·k (inside),
64 kJ/h·m2·k (outside)

5.2. Performance Analysis
5.2.1. Evaluation Indicators

Compared with the energy consumption Q1 of the traditional (gas) system, the energy
consumption Q2 achieved by the retrofitted system (TCHS and gas) is calculated according
to the following Equation (6) [53].

Q2 = 2.42 × (Qhum + Qfan) + Qgas (6)

The heating of TCHS requires raw power from fans and humidifiers. Qhum and Qfan
represent the power consumption of the humidifier and fan, respectively, and Qgas is the
gas consumption. Among them, 2.42 is the energy conversion factor of electricity equivalent
to primary energy. For TCHS systems, the average heating situation is expressed using the
coefficient of performance COP, which is defined as [54]:

COP =
Qsor

Qhum + Qfan
(7)

Among them, Qsor provides heat for the TCHS system. It can be calculated from the
heat capacity obtained by air flowing through the adsorbent material.

5.2.2. Analysis of Residential Heating Performance Based on TCHS System

The dynamic simulation of the charging and discharging process of the established
system is carried out for a period of 7 months. The results show the operating state and
performance of the system under various climatic conditions. Figure 16 shows the changes
in ambient temperature and room temperature during the simulation cycle. Although there
is temperature control to set the temperature in the range of 21 ± 1 ◦C, it can be seen that
the overall trend is still affected by the ambient temperature.
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Figure 16. Variation of ambient temperature and room temperature under simulation cycle.

Figure 17 shows the solar power generation, the heat of desorption Qdes of the adsor-
bent and the heat of adsorption Qsor of the adsorption system for each month in charge
mode and discharge mode. As the climate temperature rises, the better the solar heat
collection effect is, the more energy can be provided to the adsorption heat storage system,
and the better the effect of the adsorption heat supply. The conversion efficiency between
the two follows the experimental results in Section 4.3, which is close to the optimal energy
conversion efficiency of 74.3%.

 Q
Q

Figure 17. Monthly change in thermal capacity.

To evaluate the energy consumption reduction of the heating system by the heat
release of TCHS. Figure 18 plots the energy consumption Q1 of gas heating alone, and
the energy consumption Q2 of the adsorption system and gas co-heating. It can be seen
from the figure that the TCHS system can reduce the consumption of gas, and the total
energy consumption in seven months can reduce the gas consumption by 8.8%. However,
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natural gas still accounts for most energy consumption, as TCHS is limited by solar energy
harvesting. After the TCHS releases all the heat of adsorption, the fans and humidifiers
stop working. If the ability to increase the TCHS reserve solar energy is improved, the
heat release from TCHS can be increased. The power consumption of fans and humidifiers
accounts for the central part, which is expected to save most of the gas.

Q Q
Q

Q

Figure 18. Monthly energy consumption of the system.

Figure 19 plots the COP values for TCHS for each month. The maximum was in
December at 6.67. This is because the TCHS system relies on the hydration reaction of the
adsorbent, which is affected by the climatic environment. Because the air humidity in New-
castle in December is relatively high, it can provide natural moisture for the reaction of the
TCHS system, reducing the burden of electricity consumption of the humidifier. Similarly,
the minimum value of 4.48 appeared in April. Although solar energy was abundant in
April, the charging capacity reached the maximum (Figure 17); but the natural air was dry,
which significantly increased the power consumption of the humidifier (Figure 18). The
average monthly COP was calculated to be 5.56. If the investment in the TCHS system is
increased, it is likely to replace most of the gas, and the heating demand of the house can
be met with less power consumption.

Figure 19. Monthly COP of TCHS system.
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6. Conclusions

In this study, a LiCl/LiBr–zeolite composite adsorbent was developed. Subsequently,
it was applied to a lab-scale reaction unit for experimental study. For the further evaluation
of the practical building heating performance of TCHS system, it was applied to the
domestic house. The TCHS-building model was built in the TRNSYS program. The main
conclusions are as follows:

• The different salt concentrations resulted in different adsorption capacities and thermal
storage properties. Under the same experimental conditions, composite Z15 shows
the best adsorption performance.

• In the adsorption heat storage experiment using a lab-scale reactor, the temperature
rise rate at the outlet of the reactor is influenced by the air flow rate and humidity. The
studied composite adsorbent exhibited its highest heat density of 434.4 J/g at an air
flow rate of 15 m3/h and an RH value of 70%, achieving an energy discharge efficiency
value of 74.3%.

• The average error of 10 cycles repeating adsorption experiment was 0.41%. The
decrease in temperature lift and adsorption heat showed a slowing down trend with
the number of cycling experiments, and the heat density of the last cycle test decreased
by only 0.17% which indicated a good periodicity and stability of composite adsorbent.

• The TRNSYS simulation found that the heating effectiveness of the TCHS system is
dependent on the ambient temperature and humidity, and that the power consumption
(i.e., fans and humidifiers) is lower in December, reaching a maximum COP of 6.67.
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Abstract: Each year, hundreds of millions of tons of processed sugarcane generate, by weight, 25 to
30% of bagasse as waste, whose destination is combustion for energy cogeneration. This research
proposes an alternative and more sustainable use for this waste. The use of sugarcane bagasse (SCB)
as the single aggregate in composites for building blocks was studied. The raw bagasse was used
without any treatment. As the binder, aerial lime and/or soil were used. Both provided enough
mechanical strength for non-load-bearing walls. The composite of SCB with soil achieved the best
performance in terms of mechanical resistance: 2.6 MPa in compressive strength and 2.1 MPa in
bending strength, while the composite of SCB with lime achieved 1.76 MPa and 1.7 MPa, respectively.
The higher number of fibers in the SCB/lime mixture provides better thermal insulation than clay
brick or conventional concrete, such as “hempcrete”. The lime composites obtained greater water
resistance and less loss of mechanical strength when saturated. However, the higher water absorption
coefficient makes it necessary to apply a waterproof mortar on surfaces exposed to the weather. The
replacement of supplied blocks by SCB blocks can offer a better and more economical solution that
improves the quality of the built environment and is more ecofriendly.

Keywords: building blocks; sugarcane bagasse; lime; soil; agro-industrial waste

1. Introduction

As the goals established for sustainable global development, among other measures,
the civil construction sector must strive to reduce the consumption of non-renewable
materials, the consumption of fossil fuel energy, and the emissions of greenhouse gases.

Finding a destination for the unquantifiable wastes has been a constant task. The
sugar and alcohol industry by sugarcane produces a significant amount of natural waste,
sugarcane bagasse (SCB). This is the first by-product of this production and has great
potential for use as a raw material for the production of other materials.

The sugar and alcohol industries have autonomy, prominence, and influence in several
global segments (economic, social, environmental, and agricultural). Brazil is the world’s
largest producer of sugarcane. The harvest forecast for the period 2022/2023 is 572.9 million
tons [1]. Processed sugarcane generates, by weight, 25 to 30% of bagasse [1]. In Brazilian
mills, SCB is used for the cogeneration of electrical energy and the surplus, as animal
nutritional supplementation and fertilizer for agriculture. Due to the inconsistency of
nutrients, this process serves more to discard than to use the material [2].

Thus, this research work aims to contribute to the recovery of this residue (SCB) in a
more positive way than combustion for energy cogeneration. In this regard, SCB-based
composites and environmentally friendly binders (soil and/or aerial lime) have been
developed, which can be used as lightweight and insulating concretes for construction
block manufacture, which may be applied in non-load-bearing masonry walls.

As with hemp and under the same arguments, sugarcane is a renewable resource
that can be cultivated in annual cycles. In addition, as with other plants, during its
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development, it extracts carbon dioxide from the atmosphere. Its application in construction
materials promotes carbon sequestration during the useful life of the building. Sugarcane
bagasse concrete captures more CO2 in construction than is emitted during its production
and any process involved in its disposal at the end of its life. For this reason, it can be
considered a “carbon-negative” material [3]; these composites can also be recyclable at
the end of the building’s life cycle and can be reused, crushed, and mixed with lime
binder to make new blocks or recycled in the preparation of plastering mortar. In another
hypothesis, the compost crushed and spread over agricultural land can be used to correct
soil acidity [4]. As the material is naturally biodegradable, landfilling would also have a
minimal environmental impact.

The knowledge presented in the below review focuses on the applications of SCB and
the studies that inspired the development of these new light and insolating compositions,
especially hemp concrete and other light concrete with agro-industrial residues with lime-
based binders and as the only aggregate.

1.1. Applications of SCB

The application of SCB in civil construction has been studied: (i) in addition to
cementitious compositions [5]; (ii) with cement and SCB ash (the second by-product of
this industry, by the SCB burning to produce energy) [6]; (iii) in composites of SCB with
cement and polymers [7]; (iv) in addition to plastic waste [8]; (v) in polymeric tiles of hybrid
composites of fiber glass and natural fibers from SCB [9]. In other industries, such as the
automotive, a composite of SCB with recycling PET was studied [10] and investigations
such as a composite of EPS with SCB [11] seek to prospect innovative applications, based
on the study of resistance and new physical characteristics of the resulting materials.

However, in composites of SCB with earth, as in the studies of Bock-Hyeng et al. [12],
investigations are scarce and the amount of SCB fiber is very reduced.

The present study sought to develop a material capable of responding in a comple-
mentary way to the various contemporary demands in a sustainable context. It is intended
to rescue ancient technologies, such as adobe, the use of natural fibers, and lime. The
innovation in this work is characterized by the use of a relevant amount of SCB fibers, in
the order of 30 to 35%, in the studied composites. Moreover, compositions of SCB fibers
with lime as the main binder do not seem to exist at this moment.

1.2. The “Sugar Cane Concrete”

The proposal for the sugarcane bagasse (SCB) and lime mixtures for building blocks
is inspired by the existing similar composite based on hemp and lime, briefly presented
below. The composite obtained by replacing lime with soil as a natural binder, such as
adobe, but with a greater number of fibers as usual was also studied in the search of a
more sustainable solution, as it does not use a large quantity of calcined materials in the
formulation. Depending on the characteristics of the materials, in a composite with fibers
and soil, it is convenient to add a binder capable of improving resistance to water action.
Lime has this advantage because reduces water absorption and favors vapor permeability,
forming a limestone barrier around the vegetable fiber [13].

In the composite without soil in the matrix, lime is capable of adding and maintaining
essential properties for the resistance and durability of the material. As a disadvantage, the
long carbonation time impacts the curing time, as verified in studies with hemp [13].

SCB ash has proven a good performance as an efficient pozzolanic material in compos-
ites prepared with cement [14]. As long as it can improve or preserve the resistance and
durability of the material, it is possible that its addition as a pozzolanic material can bring
another environmental benefit, namely through the use of a final residue.

In this work, three composites with sugarcane bagasse were developed, with a view
to making building blocks. These are composites with relevant fiber additions, in the order
of 30% to 35% of fibers, in formulations with hydrated aerial lime, with lime and soil, and
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only with soil. Additionally, the addition of SCB ash was also tested in order to compare
the pozzolanic effect of this material with the effect of using metakaolin.

The specimens prepared during the study were subjected to laboratory tests with
the objective of measuring the mechanical, hygroscopic, and thermal performance of the
composites and, thus, verifying the feasibility of applying the product, and also prospecting
the potential to act as a structural complement.

1.3. The “Hemp Concrete” and Other Lightweight Concretes with Agroindustry Wastes

The use of hemp fibers in construction goes back a long time. There are hemp/soil
mortars in India that are about 1500 years old [15]. The first “hemp/lime concrete” was
developed by Charles Rasetti in 1987 in France [16]. The woody core, with a high silica
content, interacts with the lime and promotes the hardening of the mixture [16]. Used for
the production of hemp concrete (or hempcrete), the construction material is much studied
and used in the European Union.

The hemp block walls function as thermal and acoustic insulation and a good compro-
mise between thermal conductivity and thermal inertia [17]. The material is easy to adapt
to the climate and easy to produce locally. It prevents the occurrence of condensation due
to the wall’s breathability and absorption capacity and resistance to water, which impacts
the quality of the environment and the health of the inhabitants [16].

In the life cycle assessment, in addition to being biodegradable, it captures CO2 from
the atmosphere, reduces the use of toxic materials and waste production, uses renewable
resources, and can be recycled at the end of the useful life of the building, thus reducing
the environmental impact [13–16]. Its ductility and ability to adjust to building movements
prevent the appearance of cracks. It is a non-flammable material, does not release toxic
fumes, and is resistant to insects, fungi, and bacteria [17].

In addition to the hempcrete research, other agroindustry or agri-food wastes have
been studied in lightweight concretes, mainly with lime-based binders and replacing the
aggregates in full. For example, the study of Chabannes et al. showed the use of rice husk
and hemp as aggregates (without and with previously treated aggregates with Ca(OH)2)
using a lime-based binder for lightweight concretes, Lime and Hemp Concrete (LHC),
and Lime and Rice husk Concrete (LRC) [18]. Chabannes et al. also studied sunflower
stem aggregates with eco-friendly binders and their multi-physical properties as insulating
concrete [19]. However, there are also studies with cementitious binders and only with
a partial replacement of aggregates such as the study of Gradinaru et al. with 50% of
sunflower aggregates (treated with sodium silicate solution), with 50% of sand and cement
as a binder, and with the addition of superplasticizer to reduce the amount of water and
obtain greater resistances [20].

As no lightweight lime-based concrete study has yet been conducted with total aggre-
gate substitution by sugarcane bagasse, the present study was intended to study simple
mixtures, without any treatment of the vegetable aggregate and without additives that
change its rheology or its binder adhesion. Only in this way will it be possible to determine
the material behavior. In addition, it is also intended to obtain an economically accessible
construction product; therefore, a minimum of additions and processes is necessary.

2. Materials and Methods

The materials used in the experimental research were sugarcane bagasse (SCB) as an
aggregate; aerial lime, SCB ash, Alentejo and Labruge soil, and metakaolin as binders; as
an additive, sodium borate or borax.

2.1. Materials
2.1.1. Sugarcane Bagasse—SCB

The SCB used came from Madeira Island, where sugar cane is cultivated for the
production of national rum. The preparation of the material used in the mixtures required
spreading the wet bagasse over a plastic sheet, where it was turned over twice a week to
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dry naturally and homogeneously, for 4 weeks, until it was dry. This drying was necessary
because, otherwise, fungi would appear, just as it was already appearing in the most
humid parts when we received the material. In morphological analysis (Figure 1a,b) of
SCB samples, it was found that the SCB length varies between 10 and 30 mm, but most
are 15 mm. The pieces of SCB are made up of long fibers [21] with diameters ranging from
0.2 to 0.5 mm below 100 μm and scaly surfaces (Figure 1c).

 

Figure 1. (a,b) Dried SCB samples were analyzed under an optical microscope (20× magnification)
(figures from the authors). (c) Bundle of dried fibers analyzed under the microscope (adapted from
Oliveira [2]).

SCB is generically composed of cellulose (50%), hemicellulose (25%), and lignin (20%) [2].

2.1.2. Used Soils

Two types of soils were used separately, and Figure 2 shows their particle size distribu-
tion curves. The soil used in the first and second trial mixes came from Alentejo, a southern
region of Portugal, designated here as Soil 1. It has a good granulometric distribution, with
15.9% of gravel, 47.2% of sand, 17.6% of silt, and 19.4% of clay. The percentage of clay in
this soil is considered sufficient for construction, as it reaches just over 20% of the analyzed
volume. Soil sifting is necessary to adjust the amount of gravel and obtain 4 mm as the
maximum dimension. In the third trial mix, soil from Labruge, Vila do Conde, designated
here as Soil 2, was used. This soil presented 65% of fine material (silt + clay), with the clay
fraction equivalent to 15%. The type of aggregate present is fine sand, with a maximum
diameter of 2 mm and with a well-graded granulometry distribution. The percentage of
sand present in this soil is small.

Figure 2. Particle size distribution of the soils used.
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2.1.3. Hydrated Lime

Hydrated aerial lime (calcium hydroxide), manufactured in Portugal, was used. It is
calcium lime, classified as CL90-S according to the EN 459-1:2015 [22] standard, which has
an apparent density of 0.46 g/cm3.

2.1.4. Metakaolin

Metakaolin is obtained from the calcination (at temperatures between 700 and 800 ◦C)
of kaolinitic materials, which is a mineral clay with a high content of silicon dioxide. The
reaction of metakaolin with lime produces hydrated calcium silicate (CSH) and aluminum
hydrates. Processed with less energy than cement, metakaolin is used as a pozzolana to
improve the mechanical strength of mixtures with lime or cement. The metakaolin used in
this study was produced in Portugal and is characterized by a light orange color, which
influences the final composite color. The main components of its chemical composition are
the silica (60.7%) and alumina (34.3%) according to the producer’s datasheet, mentioned by
Kropidłowska [13].

2.1.5. Ashes of SCB (ASCB)

For the use of SCB ashes in this research, a portion of SCB, 800 g, was placed into the
muffle furnace at 600 ◦C. The process was carried out in 3 cycles: heating (1 h), burning
(4 h), and cooling slowly, obtaining 106 g of ash. It was observed that this process did not
produce calcination identical to that of the industrially obtained process, as the reference
studies indicate that the ASCB corresponds to 0.6% of the initial weight of the SCB [23],
and was obtained here in the proportion of 13.25% of the initial weight of the SCB.

2.2. Methods
2.2.1. Mixtures

An outline of all the steps carried out in the methodology can be seen in Figure 3.

 
Figure 3. Stages of the study and the purpose of each.

691



Energies 2023, 16, 398

To prospect the material, potential preliminary mixes were prepared to evaluate the
binder amount of water necessary to form a composite with adequate workability and
minimum resistance for the manufacture of the blocks, to establish a plan in line with the
intended results. The results obtained in this preliminary stage were guidelines for the
planning of the 1st trial mix of the work. Three different trial mixes were then carried out,
as shown in Table 1:

• The first is to evaluate the performance of the main binders (lime and soil) and the
combination of both, with 30% of SCB.

• The second is to seek the maximum sustainability potential by increasing the fiber
content and further reducing the weight of the material to improve the thermal
behavior. For this, we tried to verify the effect of increasing the amount of SCB
fibers in the mixtures to 35%. Furthermore, to reduce the amount of lime, it was
decided to add metakaolin and evaluate its pozzolanic effect, using the proportions
tested by Kropidłowska [13] with hemp concrete mixes, including the use of borax as
an additive.

• The third is to evaluate the addition of SCB ash as a pozzolanic material, readjusting the
number of fibers to the content of the first trial, but slightly reducing the compaction
force in the formwork, to not interfere with the thermal behavior. The MR3 reference
mixture is an adobe without the addition of fibers and was prepared with the purpose
of comparing the results and evaluating the resistance of the soil used.

Table 1. Studied compositions and used symbols.

Studied Compositions

Symbol

Solid Materials

Binder % Water %Aggregate % Binder %

SCB Lime Soil MKL Ash BX

1st trial mix
S.L-1 30 70 - - - - 46 54

S.So1-1 30 - 70 * - - - 70 30
S.L.So1-1 30 10 60 * - - - 48 52

2nd trial mix
S.L-2 35 65 - - - - 36 64

S.So1-2 35 - 65 * - - - 41 59
S.L.Mk.B-2 32 40.6 - 27 - 0.4 44 56

3rd trial mix

S.L-3 30 70 - - - - 36 64
S.So2-3 22 - 78 ** - - - 49 51

S.L.So2-3 20 60 20 ** - - - 47 53
S.L.A-3 26 68 - - 6 - 38 62

So-2 - - 100 ** - - - 77 23

* Soil 1, ** Soil 2.

To verify the workability of the composites obtained, an empirical test known as the
“ball method” was carried out, which consists of taking a sample of the mixture and making
a ball by hand. If the ball remains well formed and with good consistency, it means that
the workability of the material is suitable to produce specimens, as was used by Martins in
soil mixtures for compressed earth [24], and, in this case, its procedure helps to verify the
adhesion of the materials.

2.2.2. Manufacture and Curing Conditions of Samples

Specimens measuring 40 × 40 × 160 mm (Figure 4a) were used for mechanical resistances
and water absorption by immersion test, while specimens measuring 150 × 150 × 59 mm
(Figure 4b), dimensions compatible with the hot box, were only used for the thermal
conductivity test.
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Figure 4. (a,b). Specimens for general tests (a) and sample for thermal conductivity (b).

The mixing process was carried out in a pan mixer with a rotating drum. The pro-
cedure is based on the methods used to produce hemp concrete, such as those used by
Kropidłowska [13]. Water was added partially before and after the binder (1/3 of the
amount before and the rest after). Each sample was manually compacted in three layers,
using a stone block and a rubber mallet to compact evenly. The formwork took place
after 2 h of rest and the specimens were stored in a dry, semi-closed cupboard, at room
temperature and humidity for the curing process (around 20 ◦C and relative humidity of
approximately 50%).

2.2.3. Performed Tests

The mixtures made were tested for their mechanical performance: concerning resis-
tance to compression and bending, at 28, 60, and 90 days, with the exception of the mixtures
from the second trial mix, which, due to the COVID-19 pandemic, were only tested at
28 and 90 days.

The flexural strength tests were carried out in accordance with EN 1015-11:1999 [25].
Tests were conducted on Lloyds Instruments (universal test hydraulic press with a maxi-
mum capacity of 50 kN), with an applied load of 10 N/s. Three to six specimens were used
per lot.

The compressive strength tests were carried out in accordance with the EN 1015-11:1999 [25]
standard, using the parts left after the rupture of the specimens used in the bending test.
A force of 10 N/s was applied in the most unfavorable direction, perpendicular to the
compaction of the fibrous material.

With regard to the performance against the water action, tests of water absorption
by capillarity and by immersion were carried out. The fibrous nature of the SCB and the
porous nature of the raw soil demanded an adaptation of the measurement process of
the capillary water absorption test, commonly presented by EN 1015-18:2002 [26]. The
method used was described by Hall and Djerbib [27] and this was applied to obtain a good
indication of the performance of compacted earth blocks, which is an adaptation of the
British Standard BS3921 (IRS) test [28]. Called IRS Oasis, the method was very useful, due
to the special vulnerability of earth and fiber when in contact with water. For the test,
specimens of 40 × 40 × 160 mm were used, one of each mixture from the first and second
trials (213 and 107 days, respectively), cured at room temperature and humidity. The
specimens were cut in half, measured, weighed, and arranged on a spongy block (known
as Oasis) immersed in a box with water until its maximum absorption capacity stabilized.
The Oasis was kept saturated, with 2 cm out of the water, as seen in Figure 5. The contact
times began to be measured and the samples were weighed after 5, 10, 15, and 30 min and
then 1, 2, 3, 4, 5, 7, 9, and 24 h.
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Figure 5. Specimens cut and accommodated over the saturated Oasis.

Regarding water absorption by immersion, specimens measuring 40 × 40 × 160 mm
were used. One from the first trial mix at 210 days of curing and two from the second, at
105 days, always under the same conditions of ambient temperature and humidity. After
drying in an oven at 60 ◦C, they were immersed in water at room temperature. After the
first hour, the specimens were removed from the water and excess water was removed with
absorbent paper. Then, they were weighed and returned to the water, where they remained
for 24 h, calculating the water absorption after this time. At the end of the absorption period,
the specimens were subjected to the compressive strength test, according to the procedure
described above, to measure the loss of strength due to exposure to water. However, only
the SCB with lime and SCB with lime and soil specimens were subjected to the test, as
the specimens without hydraulic binders were very fragile and would not withstand the
immersion test.

As it is possible that the SCB composite has a thermal performance similar to that
of hempcrete, a specimen of the BC1 mixture (150 × 150 × 59 mm) was prepared to be
evaluated. The thermal performance of SCB composites was evaluated by considering their
thermal resistance (Re) and thermal conductivity (λ). These parameters were determined
using a calibrated hot box designed and built at the Department of Civil Engineering of the
University of Minho [29], based on ASTM specifications ASTM C1363-19 [30].

The hot box is composed of two chambers, the cold and the hot one, and one mounting
ring is placed between the two chambers (Figure 6). The SCB composites were placed in
the center of the mounting ring.

Figure 6. Schematic representation of the hot box used [31].
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The tests were carried out considering the heat flow meter method, defined in ISO
9869-1 [32]. The heat flux was measured through a heat flux sensor installed in the SCB
composites’ central part, and thermocouples measured the temperatures. With the values of
the heat flux (q) and the surface temperatures (T), it was possible to determine the thermal
resistance (Re) of the material, using Equation (1). ΔT is the difference between the surface
temperature of the SCB composites in the hot and cold chambers. The thermal resistance
of the SCB composites was determined using Equation (2). The SCB composites’ thermal
conductivity (λ) was assessed using Equation (2), where e is the SCB composites’ thickness.

Re [(m2.◦C)/W] = ΔT/q (1)

λ [W/m. ◦C] = e/Re (2)

3. Results and Discussions

Considering that there are still no standards for this type of lightweight composite
material with fibers and lime-based binders, considerations are made considering the afore-
mentioned studies on hempcrete and the technical guides about this construction product.

3.1. Mechanical Resistance Performance

As seen in Figures 7 and 8, the adobe without fibers So-2 had better compressive
strength than the mixtures with SCB, which was expected considering the large volume of
fibers added. Among the mixtures with SCB, the S.So1-1 (30% SCB and soil) obtained the
best values, followed by the S.L.So1-1 (30% SCB with soil and lime) and the S.L-1 (30% SCB
with lime). This means that the addition of lime seemed to reduce the resistance, alone or
combined with soil. Other authors noted a reduction in resistance in mixes of soil and lime
as binder material [33]. However, what happens with the isolated use of lime as a binder
with SCB should be tested further. Microscopy tests would help to understand better the
adhesion between these fibers and the aerial calcic lime. In terms of flexural strength, a
similar behavior can be seen, and in general, the following considerations can be made:

• The increase in the proportion of fibers from 30% to 35% of SCB reduced the mechanical
performance of mixtures (comparing the better results in the first trial mix with the
other trials);

• In addition, the compaction force positively affected the mixtures, as the best performances
were registered in the first trial, in which all specimens presented higher density;

• The addition of SCB ash did not show efficacy in the composite’s behavior, S.L.A-3;
• Comparing the mixtures of soil/lime with the mixtures only with soil, it was observed

that mixtures only with soil presented a greater magnitude of resistance, both to
compression and flexion, seeming to have no advantages in terms of mechanical
resistance in lime addition. It should be noted that the results were inconsistent at
some ages, but this can be considered normal as the study was carried out with natural
materials and subject to a greater dispersion of results.

Comparing the obtained results with standards or guidelines, the following may
be considered:

• Considering the minimum compressive strength performance values required by a
French hempcrete technical guide (>0.2 MPa for walls) [34] and the results obtained
in the sample tests, the composites fell within the range of materials with sufficient
strength for non-structural walls.

• The strengths of the S.So1-1 mixture were higher than the minimum 1.5 MPa, estab-
lished for adobe blocks, by NBR 16814:2020 [35], in compression. However, its density,
very close to that of adobe, eliminated the virtue of lightness, compared with the
mixtures without soil. Among SCB composites with lime and soil, only S.L.So1-1
showed recommendable mechanical efficiency.

• The mechanical performance tests of the SCB blocks, in the various mixtures stud-
ied in this investigation, showed resistances lower than the 3 MPa established by
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NBR 15.270-2 [36] for ceramic blocks and conventional hydraulic concrete blocks, es-
tablished by NBR 6136: 2016 [37].

Figure 7. Compressive strength performance of all mixes.

 
Figure 8. Bending performance of all mixtures.

In this way, the results seem to be good, even considering the lower obtained values
by the increase in the number of fibers and reduced compaction. However, for better
conclusions, it should be interesting to develop more research, with more variation in the
number of fibers and greater control of compaction through sample density.

For a better analysis of the results obtained, it is important to remember that the
sugarcane bagasse is a unique aggregate, it is not a mineral and rigid material, and no
cement is used, so the resistances are very low when compared to conventional concrete
or even with concrete reinforced with vegetable fibers for hollow building blocks. Some
studies noted a compressive strength between 13 and 33 MPa in cement-based composites
to produce hollow blocks [38,39].

However, it can be compared with identical composites, such as adobe (for soil-based
mixtures) and lightweight concretes of industrial hemp and lime binders, also without
sand or cement.
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Comparison of Compressive Strength Performance of SCB Composites with “Hempcrete”
and Other Agro-Wastes Lime-Based Composites

For the reasons mentioned above, a comparison of the obtained results (considering
the average values of the three phases for each mixture) and the results of other researchers
was made. Table 2 shows the main methods used in the research, as mixtures, specimens,
and curing conditions, and Figure 9 shows the results of the compressive strength and
density for a better interpretation of the results.

Table 2. Comparison with other authors—mixtures and their methods used.

Mixtures Binders
Aggregate
% (Mass)

Specimens
(Dimensions-mm3)

Curing Conditions References

Light Rice Lime Concrete NHL3.5 and CL90-S at
50/50 wt.% 33.33%

Ø110 × 220
cylindrical

climate-controlled room
at 20 ◦C and 50% RH

Chabannes et al. [18]
Light Hemp Lime Concrete

Light Hemp Lime Concrete CL90 30% 100 × 100 × 100

room temperature and
humidity (18 to 22 ◦C)

in formwork
5 days

Araújo [40]

Light Sunflower Lime 10%
Poz Concrete

75% CL,
15% NHL 10%

pozzolanic binder
33.33% Ø110 × 220

cylindrical
room temperature 20 ◦C

and35 ± 5% RH Chabannes et al. [19]

Light Hemp Lime
27% Mk Concrete

77% CL90
27% Metakaolin 32–35% 100 × 100 × 100

humidity chamber
7days (87%RH)

room temperature
(21 ◦C) and humidity

(65–75%)

Kropidłowska [13]

SCB Lime Concrete CL90 30–35%

40 × 40 × 160
Load area-40 × 40

semi-closed cupboard,
room temperature

20 ◦C and
50 ± 5% RH

Present study

SCB Soil Soil 22–35%

SCB Soil Lime Concrete Soil CL90 20–30%

SCB Lime 27% Mk Concrete CL90
Metakaolin 32%

SCB Lime
6% SCBA Concrete CL90 26%

Figure 9. Comparison of compressive strength results with other authors.
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Considering the methods presented in Table 2, it was verified that the percentage of
plant aggregates varied between 20 and 35%. The curing conditions were somewhat similar
to the air, at an approximate temperature of 20 ◦C, and the difference in humidity in most of
the curing time was not very significant. The shape and size of the samples in the different
studies presented differences compared to the size used in this study. In this case, the size
used was smaller.

Comparing the values, the following may be considered:

• Regarding density versus resistance, there is a general trend of increased resistance
as the density increases, as expected. However, there is the exception of Light Rice
Concrete, which, even with reduced resistance, achieves values above the average
of concrete with hemp. This value is most likely justified by the use of hydraulic
lime together with the aerial lime (50% of each) as this type of lime usually leads to
greater resistance.

• Regarding the values obtained from resistance, considering a smaller sample size
used in this study, it can be considered that the size of the specimens does not seem
to have much influence on the resistance increase, because the mixture SCB Lime
27% Mk Concrete, performed with the same proportion of aggregate and binders
as Kropidłowska [13], had an identical resistance. Moreover, in the literature, there
also does not seem to be certainty in the true influence of the size and shape of the
specimens, and there are many contradictory results [40];

• The preformed mixtures with sugarcane bagasse (SCB) generally have higher resis-
tances, except for the mixture with referred metakaolin. These values seem to be related
to the higher density of mixtures with SCB. In reverse, the mixture with metakaolin has
a lower density and also lower resistance compared to the other mixtures with SCB.

• For the use of pozzolanic material, there tends to be better results with a lower
percentage added to the aerial lime according to the results of mixing sunflower
concrete with 10% of pozzolanic material and the mixture of SCB with 6% Ash of SCB
(or ASCB). However, this difference may also be related to the type of pozzolans added.
In addition, concerning the use of the Ash, it is possible to make some relationships
with another study of [41] where this Ash was used with lime in soil stabilization for
other uses. These authors obtained, with a lower amount of lime, higher resistance
values with the increase in Ash amount, between 8% and 16% of Ash. This indicates
that the results are consistent and probably, with a higher percentage of gray, the result
would be even better.

• It is also observed that the mixture of SCB with soil, without lime, also presents better
results than “hemp concrete”. This higher strength is justified by the higher density of
the mixtures once the soil is used.

In general, is important to note that, for a precise conclusion, the use of a similar
density is usually obtained with hemp. However, as the SCB aggregate has a smaller
dimension than hemp hurds, for the cohesion of the mixture, it requires a greater amount
of binder material in volume, and this leads to a higher density.

3.2. Thermal Performance

Figure 10 represents the temperatures and heat flow reached for the 72 h test [32] in
the hot box for the SCB composite studied. From Figure 10, it is possible to see that the
temperature in the chambers (hot and cold) and heat flow remained very stable during the
test period.

The outputs from the hot box were used to calculate the thermal parameters consider-
ing Equations (1) and (2).

Table 3 shows the value of the thermal conductivity coefficient (λ) obtained by the
SCB/lime composite (S.L-1 mixture) in comparison with the typical values of several
conventional construction materials and some studies of hemp concrete.
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Figure 10. S.L-1 mixture: temperatures and heat flux.

Table 3. Thermal conductivity coefficient of SCB composite and other building materials.

Building Materials
Thermal Conductivity Coefficient

(λ) (W/m. ◦C)
References

Hard limestone 1.7 Nunes [42]
Adobe 1.1 Nunes [42]
Brick 0.41 Carvalho [43]

S.L-1 mixture (70% lime, 30% SCB; 842 kg/m3) 0.12 This study
“Hempcrete” (65% de hydrated lime, 30% de hemp) 0.11 Araújo [40]

Hemp concrete
(220–627 kg/m3) 0.06–0.14 Abdellatef and Kavgic [17]

The results show a satisfactory thermal performance for the SCB composite. Its
thermal conductivity, 0.12 W/m. ◦C, is less than those of hard limestone, adobe, and brick.
Considering the hempcrete, the SCB composite studied shows a very similar performance
to hempcrete studied by Araújo [40], 0.11 W/m. ◦C. Furthermore, the value achieved is
in between the values shown by Abdellatef and Kavgic [17] for different hemp concrete
compositions. However, for a more assertive conclusion of the results, a more detailed
investigation would be important, such as testing different variations of binder material
and mixtures with different densities.

3.3. Water Absorption and Resistance
3.3.1. Water Absorption by Capillarity and Immersion

As vegetable materials and soil binder, the water absorptions values are, in general,
very high. As can be seen in Figure 11, the study of water absorption by capillarity
showed reduced tolerance to water, requiring the application of waterproof mortar and the
preparation of a base with conventional masonry or stonework, to keep the material away
from contact with water, which is essential to guarantee the durability of the building.

The results obtained in capillary absorption, considering the values in kg/m2. min0.5, also
reveal that:

• Mixtures only with SCB and lime have a smaller water absorption and the replacement
of lime by metakaolin does not present an advantage at this level, on the contrary;

• In general, mixtures with soil have higher water absorption, except the mixture with
lime and metakaolin, probably due to its reduced compaction and mass;

• The addition of lime to the soil does not seem to have an advantage; on the contrary,
water absorption is lower than expected.
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During the capillary test, fungal growth was also observed in the mixtures with
soil and without lime. Thus, it can be considered that lime offers the advantage of not
facilitating the development of living matter. In those where lime was mixed with soil,
contamination was delayed and greatly reduced.

Figure 11. Coefficient of absorption by capillarity.

The water immersion test results presented some differences in relation to the cap-
illarity test. In this case, the addition of lime seemed to favor the reduction in water
absorption, as shown in Table 4, comparing S.L-1 with S.L-2 (with less than 5% of lime)
and S.So1-1 with S.L.So1-1 (10% lime). In addition, a lower absorption in two mixtures
with soil (S.So1-1 and S.L.So1-1 (with 10% lime)) can be seen, contrary to what would be
expected for soil mixtures. This lower absorption may be justified by the greater mass of
the specimens compared to the others, which indicates that the higher compaction of the
mixtures will have fewer voids and reduce the absorption.

Table 4. Percentage of water absorption by immersion after 24 h and nominal value per m3.

Mixes Dry Weight (g) 24 h (g) Absorption (%) Water (kg)/m3

S.L-1 (70% Lime) 155 268.9 73.5 445
S.So1-1 255.7 393.9 54 539

S.L.So1-1 (10% Lime) 254 362.1 42.5 421
S.L-2 (65% Lime) 125 229.7 83.8 409

S.So1-2 119 283 137.81 640

Figure 12 presents a comparison of the results obtained in this study with the values
of research on hempcrete [13], ceramic masonry blocks, and concrete blocks [44]. The
relationship between the density and the absorption coefficient of the tested compositions
was examined.

As expected, there was less absorption in brick and ordinary concrete. It was observed
that denser materials seemed to have less absorption in general, but in the SCB’s studied
mixtures or in hempcrete, this was not always true. The obtained results showed that
the hempcrete based on hydrated lime [13–17] presented a lower density and a lower
absorption than the composites with SCB and also the mixture S.L-2.
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Figure 12. Comparison between densities and absorption coefficients of studied compositions and
other materials.

3.3.2. Compressive Strength in Saturated Specimens

The results of the compression test on specimens subjected to the absorption test by
immersion are presented in Table 5, where it can be seen that the water absorption did not
affect the compressive strength of S.L-1 and S.L.So1-1. On the contrary, there was a slight
increase in resistance. However, there was a small loss of resistance in S.L-2. As stated
by Pinto [45], when saturated, the tensile strength of lignocellulosic fibers is also slightly
higher, which could justify this increase. It was also registered that the composite with only
soil could not be tested, due to the lack of cohesion of the material after absorption. As
such, it is not water-resistant.

Table 5. Compressive strength in specimens subjected to the immersion absorption test.

Mixes
Compressive Strength

(MPa) 90 d, Dry
Compressive Strength

(MPa), Saturated

S.L-1 1.60 1.65
S.L.So1-1 1.26 1.38

S.L-2 0.98 0.82

4. Conclusions

The main conclusions that can be reached about this study are the following.
Considering the minimum performance values required by the hempcrete technical

guide and the results obtained in the sample tests, the composites fall within the range of
materials with sufficient strength for non-structural walls.

Aerial lime and/or soil used as binder provide enough mechanical strength for this
application. The composite of SCB with soil achieves the best performance in terms of
mechanical resistance: 2.6 MPa in compressive strength and 2.1 MPa in bending strength,
while the composite of SCB with lime achieves 1.76 MPa and 1.7 MPa, respectively.

The lime composites obtain greater water resistance and less loss of mechanical
strength when saturated. However, the higher water absorption coefficient makes it
necessary to apply a waterproof mortar on surfaces exposed to the weather.

Concerning the thermal properties, it is verified that the composition reaches low
values of thermal conductivity; therefore, it presents good behavior, far superior to conven-
tional materials used in masonry construction.
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Alongside the results, it is concluded that the researched composites can have several
applications as a non-structural material (Figure 13a,b).

  
b a 

Figure 13. (a) Block with SCB and lime (credits: Souza [46]); (b) house with hemp concrete blocks
(credits: Cânhamor [47]).

Regarding the sustainability of the studied composites, it can be considered that the
mixtures with only SCB and soil will be the most sustainable, as they do not contain a
binder and, as such, will have a lower energy expenditure. For the same reason, the
compositions of SCB with soil and lime will follow, and finally, the composite of SCB with
lime. However, due to the lower density, the mixture with lime may have better thermal
behavior, which will lead to benefits in the sustainability of construction in general. In
addition, due to its lightness, the composite with SCB and lime contributes significantly to
lightening the structure.

Furthermore, the products in this study show a potential for a differentiated finish,
with comfort, durability, and economy that compensate for the difficulties. The fact that this
can be manufactured in a simple way means that it would be constructed at an affordable
cost. As such, the intensive sugarcane industry could easily sponsor the construction of
houses for local communities to partially compensate them for the inconvenience caused.

All waste produces discontent. Far from agreeing with the monoculture of sugar
cane, while the agroindustry does not find solutions with lesser environmental, social, and
economic impact, this type of composite for building blocks can be a viable solution for
increasing the value of sugarcane bagasse.
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Abstract: The primary requirement in designing air conditioning systems in healthcare facilities is
eliminating contaminants. It is considered one of the crucial health elements in building design,
particularly in the presence of many airborne diseases such as COVID-19. The purpose of this
numerical research is to simulate various ventilation designs for a hospital room model by taking into
account results obtained by previous researchers. Four designs with three airflows, 9, 12, and 15 ACH
(Air Change per Hour), are applied to explore the capacity of the ventilation system to remove con-
taminants. The objective is to determine the influence of airflow and the diffuser location distribution
on the pollutants elimination represented by carbon dioxide. The Reynold Averaged Navier–Stokes
(RANS) equations and the k-ε turbulence model were used as the underlying mathematical model
for the airflow. In addition, boundary conditions were extracted from ASHRAE (American Society
of Heating, Refrigeration, and Air-Conditioning Engineers Society) ventilation publications and
relevant literature. Contrary to what was expected, this study’s results demonstrated that increased
ventilation alone does not always improve air distribution or remove more contaminants. In addition,
pollutant removal was significantly affected by the outlet’s location.

Keywords: air quality; CFD simulation; trace study; contaminant removal

1. Introduction

The coronavirus pandemic has resulted in more than 15 million infections and over
619,000 deaths worldwide in 2020. The regions most affected by the pandemic are Asia,
particularly China, Europe, the United States, South America, and Mexico. Severe acute
respiratory syndrome (SARS-CoV-2) can spread over long distances in the air. Therefore,
airborne transmission played a significant role in the rapid propagation of the epidemic [1].
Given the rapid spread of the disease, hospitals are compelled to treat patients in isolation.
When an infected individual sneezes or coughs, microscopic particles are disseminated
throughout the environment. If another person inhales these particles, they may become
sick. Therefore, airborne infectious diseases can rapidly spread in an inadequately ven-
tilated isolation room. Rooms with a proper ventilation system will be free of infectious
airborne particles, such as viruses, bacteria, or microorganisms [2,3].

During the ventilation system operation, the occupants’ attention is focused on thermal
comfort because the sensation of thermal comfort is immediate and thermal discomfort
cannot be tolerated. However, poor air quality is hard to notice, so the occupants’ response
takes longer [4]. Therefore, efficient ventilation and adequate indoor air quality (IAQ)
are essential for human health, well-being, and productivity. For instance, a good IAQ
effectively removes indoor pollutants and introduces an adequate quantity of fresh outdoor
air for occupants [5]. Several indicators assess ventilation efficiency.

Contaminant removal efficiency (CRE) and air exchange efficiency (ACE) are indicators
regularly used as they can be easily measured both in a laboratory and in the field and can
be applied to all ventilation methods. In addition, they are generic, and almost all other
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indicators are extensions of them. For example, CRE is an indicator of the pollution level
in a room that depends not only on the airflow pattern but also on the characteristics of
pollutant sources, such as density, area, and position [4].

IAQ can be assessed in terms of the concentration of gaseous ingredients. Many
gaseous ingredients such as volatile organic compounds (VOCs), formaldehyde, nitrogen
oxides, sulfur oxide, carbon dioxide, carbon monoxide, particulates, and infectious pollu-
tants often degrade indoor air quality. The high concentration of these pollutants leads
to serious health effects and inconvenience for patients. However, pollutants other than
carbon dioxide are usually recorded as sufficiently below the standard limit [6]. In addition,
the carbon dioxide concentration depends on the number of humans inside an occupied
space. Therefore, carbon dioxide concentration is widely used as an indicator of IAQ.

No sole ventilation design solution can solve all the airborne transferable particle
concentration problems and consistently be cost-effective. Therefore, ventilation designers
must always consider the cost of installing and operating their systems and need effective
control strategies for air systems to make a feasible design [7]. Therefore, various healthcare
facility ventilation designs provide a minimum ventilation equivalent to 12 ACH (Air
Change per Hour) for isolation rooms [8]. According to [9], the transmission of air pollutants
can spread disease to healthcare workers and patients.

The pressure value of the air inside a hospital room should be checked and adjusted
correctly accordingly to its usage. For example, if the room is host to a transmissible
disease, the room’s pressure is lowered to prevent particles from leaking out of the room;
if the room is used for an operation, the room’s pressure is increased to prevent particles
from entering so the space can be kept sterile [10]. Therefore, for the systems serving
Airborne Infection Isolation Rooms (AIIR), negative air pressure must be designed relative
to adjacent rooms or hallways. However, an AIIR plan with negative pressure involves a
complex decision-making process [11].

Several studies have noted an interdependence between ventilation and health, but the
actual relationship and attributable mechanisms remain unclear. In addition, the data was
insufficient to define minimum ventilation standards to control the prevalence of airborne
disease in any setting. Consequently, it revealed the uncertainty about the connection
between ventilation and health [12].

Researchers have examined how different vent placements affect the flow and heat
transmission characteristics inside an enclosed system with a volumetric heat source. Three
aspect ratios H/W = 1, 2, 3, and three Rah = 103, 104, 105, have been examined together
with two global factors, the mass flow rate and Nu. The conclusion is that the position of
the vent should minimize the dead zone size. In addition, the transfer properties of the
system would improve if the dead zones were reduced [13].

The airflow direction depends on the room pressure and the inlet/outlet distribution
through the space. Accordingly, a cautious and intentional ventilation device can be
more effective in containing and removing airborne contaminants [12]. Unfortunately,
the literature does not provide enough indication of the location of outlets and inlets.
For example, it does not limit the maximum and minimum distances between the two
openings [14]. As per ASHRAE standards, space air diffusion has defined some particular
rules, trying to guide the designers toward the best solution. For example, it mentions that
the outlet diffuser should be located on the side of the room away from the supply diffuser
to reduce short-circuiting of supplied air [14].

Using computational fluid dynamics modeling and field measurement, a comparison
of the efficiency of three ventilation systems has been made in a study by Cho [11]. The
research aimed to protect medical personnel from inhaling patients’ respiratory droplets of
sputum in an isolation room provided with negative pressure. A new ventilation approach
for isolation rooms is proposed based on empirical data and simulated findings from three
ventilation systems that have been effective in removing pollutants. The results show that
ventilation systems using the “low-level extraction” method are superior for removing
contaminants from the breathing zone.

706



Designs 2023, 7, 5

The air change rate and pollutant removal efficiency were used to assess AIIR venti-
lation performance in three Finnish hospitals [14,15]. The results showed that the AIIR’s
and anteroom’s high ventilation rates (4–24) ACH were insufficient to stop the spread of
infectious microorganisms due to improper airflow.

Researchers at the University of Cordoba [16] conducted an experimental and numeri-
cal study to assess ventilation at three different rates of air change of 6, 9, and 12 ACH in
the transport of pollutants to a patient (P) lying in a hospital bed to a healthcare worker
(HCW) standing beside the bed. They found that increasing ACH cannot reduce exposure
and, in some circumstances, may increase it.

Another numerical study [17] aimed to recognize the role of ventilation in preventing
and controlling infection in general hospital wards and obtain a simple design, cost-effective
ventilation system to reduce infection. The study’s results revealed that rearranging the
air return diffuser position and increasing the aeration rate to 12 ACH kept the ventila-
tion under control and enhanced its ability to reduce the risk of transmitting diseases to
public wards.

Experimental and numerical tests have been performed [18] in a hospital to monitor
the circulation and removal of inhalable aerosols (0.5–10 μm) based on the ventilation rate
in the isolation room. It was found that increased ventilation from 2.5 to 5.5 ACH resulted
in reducing aerosol concentrations by only 30%. Higher ventilation rates were not relatively
effective in reducing the concentration of pollutants.

A numerical computational fluid dynamics (CFD) approach is applied by Lu et al. [19]
to investigate if the representation of CO2 could be achieved and explore contaminant
distribution in a two-bed hospital ward with two patients and one healthcare worker under
different types of ventilation. For simulating the exhaled and coughed contaminants by
patients with different postures, a tracer gas (CO2) is applied. The results demonstrate that
stratum ventilation minimizes the exposure risk of healthcare workers in hospital wards.
Furthermore, under stratum ventilation, the contaminant concentration in the breathing
zone at 1.3–1.7 m above the floor is lower, and the contaminant removal effectiveness is
comparably higher.

The primary limitations and solutions in the epidemic era have been assessed by
Fan et al. [20]. They reviewed the most up-to-date scientific literature on indoor ventilation
modes and manuals from different countries, identifying characteristics of different venti-
lation modes and evaluating effects in different application occasions. In addition, they
studied which virus spread regulations and operating modes, including non-uniform and
unstable ones, demonstrated the best performance for air quality.

To determine the importance of the air outlet near the patient, Borro et al. [1] investi-
gated the role of HVAC systems in spreading infection through CFD simulation cough at
Bambino Gesu Children’s Hospital in the Vatican State. In addition, the potential role of
exhaust ventilation systems placed over the mouth of a coughing patient was also assessed.
Despite doubling the airflow in the HVAC system providing a significant reduction in the
concentration of airborne pollutants, it also results in a significant increase in turbulent air
movement, which gives the droplets and air pollutants a spread of increased and faster
long-range in the room. However, the presence of the local exhaust ventilation (LEV) unit
above the patient’s face illustrates a very high capacity to reduce droplets and polluted air
in the room, guaranteeing the total absence of exposure to infection risks for the patient.

Another study [21] examined the ventilation system’s performance in a standard
hospital room using SolidWorks flow simulation software. Achieving indoor air quality
(IAQ) depends on many factors, including removing pollutants. Therefore, CRE greater
than one is strongly recommended for the optimal ventilation system. The simulation
gives a CRE of 1.23 for exhaled air, which means that the ventilation system is reasonably
efficient in removing polluted air, although the study result was satisfactory. However, the
results obtained through this study are not blindly applicable to hot and humid countries.

The primary goal of this research is to conduct a numerical study of several ventilation
system strategies for a hospital isolation room. This study focuses on determining the
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optimum strategy to protect healthcare workers from being inoculated, eliminate infec-
tious sources, or reduce their spread. The findings were explored in detail via the Local
Air Quality Index (LAQI) by demonstrating the efficiency of the ventilation to eliminate
contaminants at each point in the space. In addition, we present the trace study to illustrate
the steady-state diffusion of the contaminants and CRE to demonstrate the efficiency with
which the ventilation system eliminates them.

2. Methodology

CFD is the most advanced building simulation method and uses Navier–Stokes equa-
tions to solve the flow field in the fluid domain inside the building [22,23].

2.1. Governing Equations
2.1.1. Turbulence Model

Reynolds number is the product of representative velocity and length scales divided by
kinematic viscosity and characterizes laminar and turbulent flows. Most of the fluid flows
encountered in engineering practice are considered turbulent, so flow simulations were
mainly developed to simulate and study turbulent flows. Average Favre-Navier–Stokes
equations are used to predict turbulent flows, in which the effects of time-averaged flow
turbulence on flow parameters are considered.

Previous publications have established that the Reynolds-averaged-Navier–Stokes ap-
proach is adequate for modeling airflow in closed spaces. Two additional partial differential
equations associated with the k-ε turbulence model complete mathematical closure [12,23].

The general laws of mass, angular momentum, and energy conservation can be written
in a cartesian frame rotating at an angular speed Ω around an axis passing through the
origin of the frame in the following conservation form (Solidworks Flow Simulation). The
subscripts, unless stated otherwise, are used to denote summation over the three coordinate
directions, x, y, and z, associated with i = 1, i = 2, and i = 3, respectively [24,25]:
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Here, u is the fluid velocity, ρ is the fluid density, Si is a mass-distributed external force
per unit mass due to a porous media resistance

(
Sporous

i

)
, a buoyancy

(
Sgravity

i = −ρgi

)
,

where gi is the gravitational acceleration component along the i-th coordinate direction,
and the coordinate system’s rotation (Srotation

i ), i.e., Si = (Sporous
i + Sgravity

i + Srotation
i ). h is

the thermal enthalpy, QH is a heat source or sink per unit volume, τij is the viscous shear
stress tensor, qi is the diffusive heat flux, Ω is the angular velocity of the coordinate system
in rotation, r is the distance between a point and the axis of rotation in the frame of rotation,
k is the kinetic energy of the turbulence, h0

m is an individual thermal enthalpy of the m-th
component of the mixture, ym is a concentration of the m-th component of the mixture.
Subscripts are used to indicate grouping across the three coordinate directions. In our study,
there is no rotation of the flow domain and no porous media resistance. Therefore, those
terms are set to zero in the simulations.

The viscous shear tensor for Newtonian fluids is defined as:

τij = μ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uk
∂xk

)
(5)
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The Reynolds-stress tensor as the following Boussinesq assumption has the following form:

τR
ij = μt

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uk
∂xk

)
− 2

3
ρkδij (6)

Here, is δij the Kronecker delta function (it is equal to unity when i = j, and zero oth-
erwise), μ is the dynamic viscosity parameter, μt is the turbulent eddy viscosity coefficient
and k is the turbulent kinetic energy. Note that μt and k are zero for laminar flows. Within
k-ε turbulence model, μt is computed using the turbulent dissipation ε and the turbulent
kinetic energy k.

μt = fμ
Cμρk2

ε
(7)

Here fμ is a turbulent viscosity factor. It is defined by the expression

fμ =
[
1 − exp

(−0.0165Ry
)]2×

(
1 +

20.5
RT

)
, (8)

where: RT = ρk2

με , Ry = ρ
√

ky
μ . with y the distance to the wall. This function makes it

possible to take into account the laminar-turbulent transition. Two additional transport
equations are used to describe turbulent kinetic energy and dissipation,

∂ρk
∂t

+
∂

∂xi
(ρuik) =

∂

∂xi

((
μ +

μt

σk

)
∂k
∂xi

)
+ Sk , (9)

∂ρε

∂t
+

∂

∂xi
(ρuiε) =

∂

∂xi

((
μ +

μt

σε

)
∂ε

∂xi

)
+ Sε , (10)

Here, the source terms Sk and Sε are given by:

Sk = τR
ij

∂ui
∂xj

− ρε + μtPB (11)

Sε = Cε1
ε

k

(
f1τR

ij
∂ui
∂xj

+ μtCBPB

)
− Cε2 f2

ρε2

k
(12)

Here, PB represents the turbulent generation due to buoyancy forces and can be
written as: PB = − gi

σB
1
ρ

∂ρ
∂xi

, where gi is the component of gravitational acceleration in the
direction xi, the constant σB = 0.9, and constants CB is defined as: CB = 1 when PB > 0, and
0 otherwise;

f1 = 1 +
(

0.05
fμ

)3
, f2 = 1 − exp

(
−R2

T

)
(13)

The constants Cμ, Cε1, Cε2, σk, σε are defined empirically. In Solidworks Flow Simula-
tion, the following typical values are used [24]:

Cμ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.3, σε = 1

With the Lewis number Le = 1, the diffusive heat flux is defined as:

qi =

(
μ

Pr
+

μt

σc

)
∂h
∂xi

; i = 1, 2, 3. (14)

The constant is fixed at σc = 0.9, Pr is the Prandtl number, and h is the enthalpy. These
equations apply to laminar and turbulent flows. In addition, it is possible to switch from
one state to another and vice versa. Parameters k and μt are zero for purely laminar flows.
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2.1.2. Contaminant Substance

The contaminant substance in the room diffuses in a gaseous (or liquid) form in
the ambient air, called the carrier fluid. As the contaminant substance mass fraction y is
minimal (y << 1), it will not impact the carrier fluid flow’s properties. The contaminant
substance distribution in the room is modeled using the “Tracer Study Option” of the
software SolidWorks Flow Simulation. The following equation integrates the substance’s
non-uniform concentration and the carrier fluid’s pressure gradient [11,24].

∂ρy
∂t + ∂

∂xi

[
ρyui − ρRT

pm

(
μ

pr ·Le
+ μt

prt ·Let

)
∂y
∂xi

]
= ∂

∂xi

m1m2
m2

[
−ρyv1−y

p

(
μ

pr ·Le
+ μt

prt ·Let

)
∂p
∂xi

] (15)

Here, ρ is the density of both carrier fluid and substance’s mixture (as y << 1, ρ can
be considered similar for both), t is time, xi is the i-th component of the coordinate system
used, ui is the i-th component of the velocity of the carrier fluid (the substance has the
same velocity), p is the static pressure of the carrier fluid, R is the universal constant of gas.
In addition, m is the molar mass (for both the carrier fluid and the substance’s mixture),
m1 is the substance’s molar mass, m2 is the molar mass of the carrier fluid, is the specific
volume of the substance. The other values are μ-the laminar viscosity, μt-the turbulent
viscosity, Pr, Prt-the laminar and turbulent Prandtl numbers, Le, Let-the laminar and
turbulent Lewis numbers, all of the carrier fluid.

2.1.3. Removal Effectiveness

(a) Contaminant Removal Efficiency (CRE)

CRE measures how well the ventilation system works to clear a room of contaminants.
It is defined, when more than one fluid is present in the control space [26], as:

CRE =
Ce

< C >
(16)

Here, Ce is the average contaminant’s mass fraction flowing outside the computational
domain, and < C > is the average contaminant’s mass fraction inside the computational domain.

A value of CRE = 1 means an equilibrium, an uniformly mixed system. CRE values
greater than 1 mean that contaminant is removed from space, while a value less than
1 refers to an increasing contaminant concentration.

(b) The Local Air Quality Index (LAQI)

The LAQI indicates the ventilation system’s efficiency in removing polluted air from a
specific point in the computational domain. It can be defined, when there is more than one
fluid in the control space, [19] as:

LAQI =
Ce

C
(17)

where Ce is the average contaminant’s mass fraction flowing outside the computational
domain, and C is the mass fraction of the contaminant at a specific point.

A value of LAQI = 1 characterizes a perfectly mixed system. Otherwise, a higher LAQI
characterizes a better capacity of the ventilation system to exhaust polluted air from that
specific point.

2.2. Model Description

A sample of a hospital isolation room (Tables 1 and 2) was developed to conduct
the present research. Inside the room, three models have been added. The first is the
bed, then the health care worker (HCW) standing beside the bed and the patient lying
on the bed. The air enters the room conditioned and refreshed at the inlet, while the
contaminated air is eliminated through the outlet. Three light bulbs are mounted overhead,
as shown in Figure 1. Previous studies suggested some designs that achieved optimum
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performance for either removing contaminants or enhancing thermal comfort. Based on
that, we investigated how these designs influence the environment inside the space. As a
result, the designs of (Figure 2a,b) were recommended by Çuhadaroğlu and Sungurlu [27],
and the design of (Figure 2c) was selected by Thatiparti et al. [28]. Lastly, the design shown
in (Figure 2d) was chosen by Cho [11] for optimal results.

Table 1. Dimensions Details of The Room’s Computational Domain and The Models [29,30].

Length (m) Width (m) Height (m)

Room 5.00 4.00 2.8
Diffusers 0.4 0.4 -

Bed 2.2 0.9 0.4
Mannequin 1.75 0.6 -

Table 2. Locations of Air Diffusers and Ventilation Volume for Each Computational Case.

Case No. Air Inlet (AI) Air Outlet (AO)
Distance

(m)
Ventilation

Flow Rate (m3/s)

1, 2, 3 Sidewall Sidewall AI = 0.5 roof,
AO = 1 floor

0.14, 0.18, 0.23 for
ACH 9, 12 and 15

4, 5, 6 Sidewall Sidewall AI = 0.5 roof,
AO = 0.5 floor

0.14, 0.18, 0.23 for
ACH 9, 12 and 15

7, 8, 9 Behind the
HCW In front of HCW AI = AO = 0.5 roof &

floor
0.14, 0.18, 0.23 for
ACH 9, 12 and 15

10, 11, 12 Roof Roof AI = 1 SW
AO = 0.5 SW

0.14, 0.18, 0.23 for
ACH 9, 12 and 15

Figure 1. Isolation room and its models.
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(a) Geometry for cases 1, 2 and 3 (b) Geometry for cases 4, 5 and 6 

 

 

(c) Geometry for cases 7, 8 and 9 (d) Geometry for cases 10, 11 and 12 

Figure 2. The Layout of The Isolation Room With Different Diffusers Locations.

2.3. Boundary Conditions

Steady-state simulations are performed to verify pollutant concentration and thermal
comfort through different ventilation designs. Initially, the airflow supply was main-
tained at 9 ACH with no return air [19]. Afterward, the 12 and 15 ACH were applied.
For the system airborne infectious isolation rooms (AIIR), according to the American
standard ASHRAE 170 [31], the pressure difference is essential to be maintained, and it
was set at 2.5 Pa at the outlet. Heat sources for both the health care worker and patient,
as well as the ceiling light, have been chosen to be 144 W/m2, 81 W/m2, and 11 W/m2,
respectively [21,31]. In addition, it was assumed that the walls are adiabatic, with no
heat transfer or storage within, and the air inlet temperature is 25 ◦C, while the ini-
tial room temperature is 16 ◦C, the pressure is 101, 325 Pa and the relative humidity is
50%. Moreover, pollutants are represented by carbon dioxide, which is excreted through
the patient’s mouth with a mass flow of 0.00014 kg/s, at a temperature of 34 °C with
100% humidity [19,32]. The turbulence intensity in the inlet was set at 20% within the
recommended limits (10–30%) [33]. For the low-velocity value, 2% has been chosen in the
range of 1–5% [34]. The length scale variation does not influence the flow pattern at a low
inlet turbulence intensity value. However, its effect starts to appear from the 40% value of
turbulence intensity. The turbulence length was chosen for both the inlet and the patient’s
mouth based on the recommendations in reference [35].
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2.4. Mesh Independency Study and Solution Convergence Criteria

The domain has been split through a computational mesh along the coordinate sys-
tem’s axes as rectangular parallelepipeds cells using a set of orthogonal planes. First, the
original parallelepiped cells containing boundaries are split into several parts. The basic
mesh is coarse. It is constructed for the whole domain at the beginning of the process
and formed by dividing the domain by parallel planes into slices orthogonal to the Global
Coordinate System’s axes. Next, the mesh is refined locally by splitting a cell into eight
through three orthogonal planes that divide the cell’s edges into halves. The level of the
initial mesh (Lini) is specified between (3–7) for each mesh, respectively, and the minimum
gap size (hgap) is 0.01 m. This ensures that the flow passage through the gap is a width
larger than the specified minimum gap size.

The local mesh was applied as a cube surrounding the occupants (the area of interest).
The mesh is refined near the fluid/solid boundary to have the first grid point inside the
viscous sublayer (y+ ≤ 5). We encountered convergence issues for higher values of y+

for the first grid point, although the study is steady state. Therefore, the log-law for the
mean velocity near the walls is applied when 5 < y+ < 11.225, and the laminar stress–strain
relationship is applied for lower values.

Furthermore, the enhanced wall treatment is applied for the standard k-epsilon with
the low Reynolds model. This near-wall modeling method combines the two-layer model
with enhanced wall functions [2,12,36]. Different grid sizes have been tested for accuracy.
Five simulations were carried out from 125,843 to 3,680,531 cells to increase the precision
of the results. An internal point was chosen in the domain to determine the temperature
error throughout the refined meshes to assess mesh convergence. Figure 3 illustrates LAQI
error fluctuation at the outlet for different mesh sizes. The convergence is achieved with a
2 million cells mesh.

 

Figure 3. Mesh Independence (%Error_LAQI and Temperature) vs. Number of Elements.

Regarding the last two meshes (until 3.68 million cells), the convergence error is
reduced to 4.43% for LAQI and less than 0.2% for the temperature, as shown in Figure 3.
According to [2], a convergence error of less than 5% for the LAQI is acceptable. This
accuracy is sufficient for doing the simulations, considering the power of the CPU, the
domain magnitude, and the complicated curvy surfaces [37].

Convergence occurs when the solution no longer changes with successive itera-
tions [24,25]. The convergence takes around 1100 iterations with a computation time
of around 28 hours for each case on a single-processor desktop computer.
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3. Results and Discussion

The results allow an understanding of how the mechanism of pollution transmission
would be affected by adjusting the flow and the location of the air diffusers to find the
optimum case through the results.

3.1. Cases 1, 2 and 3

As mentioned, each design has been tested using three cases with different airflows.
In this design, the inlet is close to the ceiling at 0.5 m, and the outlet is located on the other
side behind the patient at level 1 m from the floor, as shown in Figure 2a.

3.1.1. Local Air Quality Index (LAQI)

Using carbon dioxide as a proxy for the exhaled contaminant is one of the ways to
study the air quality. Results were taken at the height of 1 m from the ground. Pollutant
concentrations are lower when the value of LAQI is high. Figure 4a at 9 ACH indicates that
the area near the exhaust is where most pollutants are removed, especially at the center of
the outlet. LAQI gradually decreases away from the outlet.

 

 

(a) 9 ACH  

 

 

(b) 12 ACH  

 

 

(c) 15 ACH  

Figure 4. Top View of LAQI of CO2 (a) Case 1 at 9 ACH (b) Case 2 at 12 ACH (c) Case 3 at 15 ACH.
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In contrast, the HCW area behind the bed and the area near the inlet is character-
ized by a LAQI of approximately 0.6. It is less effective in removing contaminants as
the force of the air is not strong enough to push the pollutants toward the outlet. This
influence of ACH number on the airflow and the mixing process has also been illustrated
by Berlanga, F. A. et al. [30].

At 12 ACH (Figure 4b), it can be observed that the removal is less effective at the
lower part of the outlet level, while it is higher in the upper part, up to the inlet level. The
removal effectiveness in the upper part will also be apparent in the Trace Study of CO2
(Flow Trajectories) section of each case.

3.1.2. Tracer Study of CO2 (Flow Trajectories) Section of Each Case

When the ventilation increases to 15 ACH (Figure 4c), the pollutants are concen-
trated near the outlet. LAQI value is about 0.15 near the source (patient’s mouth), and
0.54 near the outlet as the particles are forced out of the outlet more quickly. However, the
contaminants are extended over a larger area. This result agrees with Ameer et al. [26].
They found that a higher airflow velocity results in a larger polluted region with a lower
concentration of pollutants, as the particles are forced out of the outlet more quickly. This
finding corresponds with an experimental study concluding that an increased airflow
decreases exposure to contaminants [30].

3.1.3. Tracer Study of CO2 (Flow Trajectories)

As mentioned, the pollutant is represented by the carbon dioxide emitted by the
patient’s exhale, and its movement and concentration are explored over the room. The
concentration is given as parts per million, ppm. The flow from the patient’s mouth has
been considered 0.00014 kg/s. At a level of 1 m, there is noticeably less concentration
at the outlet, around 0.0008 ppm, and about 0.001 ppm inside the air stream at 9 ACH
(Figure 5a). However, at 12 ACH (Figure 5b), it is found that the mixing is more significant,
and the pollutant concentration is approximately 0.00065 ppm lower on the opposite side
of HCW. However, the area of HCW still has a high pollution concentration of about
0.0008 ppm. On the contrary, at 15 ACH (Figure 5c) demonstrates that a more extensive air
volume circulation improves pollutant removal. The concentration is about 0.0004 ppm.
These results correspond to a similar experimental study, which shows that a higher ACH
increases removal [30] while some contaminants are still contained under the inlet at
0.0007 ppm.

 

 

(a) 9 ACH  

Figure 5. Cont.
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(b) 12 ACH  

 
 

(c) 15 ACH  

Figure 5. Flow Trajectories of Trace Study of CO2 (a) Case 1 at 9 ACH (b) Case 2 at 12 ACH (c) Case 3
at 15 ACH.

3.2. Cases 4, 5 and 6

In the following cases, the design is similar to the previous one, with a different outlet
location. The new position is 0.5 m from the floor instead of 1 m, as shown in Figure 2b.

3.2.1. Local Air Quality Index (LAQI)

The elimination of pollutants after adjusting the outlet place at the level of the head is
seen as supplementary and practical. This is due to removing pollutants from the patient’s
mouth directly towards the outlet. This behavior corresponds to an experimental study
showing that the outlet position affects the removal effectiveness [30].

The LAQI value in Figure 6a, at 9 ACH, is around 5 in the HCW area, while it is 0 in
the area behind HCW, close to the corner. This area has a lot of contaminants due to the
shortness of mixing.

In Figure 6b, for 12 ACH, the LAQI values are, in general, close to 10, which is excellent.
However, the HCW area is still exposed to contamination, with LAQI values between 3.5–7.

For 15 ACH, in Figure 6c, the strong airflow and strategic placement of the outlet, as
indicated by Ameer et al. [26], keep the whole room relatively clean. The most contaminated
area is near the outlet and has a LAQI value of between 1.45 and 3.3.
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(a) 9 ACH  

 

 

(b) 12 ACH  

 

 

(c) 15 ACH  

Figure 6. Top view for LAQI of CO2 (a) Case 4 at 9 ACH (b) Case 5 at 12 ACH (c) Case 6 at 15 ACH.

3.2.2. Tracer Study of CO2 (Flow Trajectories)

Pollutant removal must also consider the pollutant’s particle circulation inside the
room. The simulation results were shown for 9 ACH in (Figure 7a)). The presence of
contaminants is at 0.0005 ppm behind the HCW, which is considered a high value. The
majority of the area of the HCW side has contaminants around 0.0004 ppm. In Figure 7b,
for 12 ACH, the concentration decreases in the same area to 0.0003 ppm.
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(a) 9 ACH  

 

 

(b) 12 ACH  

 

 

(c) 15 ACH  

Figure 7. Flow trajectories for Trace study of CO2 (a) Case 4 at 9 ACH (b) Case 5 at 12 ACH (c) Case 6
at 15 ACH.

On the other hand, near the outlet, the value exceeds 0.001 ppm due to the outlet being
near the source of CO2 (patient’s mouth). Moreover, as shown in Figure 7c, for 15 ACH,
almost all concentrations within the room are less than 0.0001 ppm except for the area
above the bed. This configuration, associated with the ACH value and the outlet position,
has been predicted and recommended by Berlanga, F. A. et al. [30].
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3.3. Cases 7, 8 and 9

In this design, the inlet is at the top of the wall behind the HCW at a distance of 0.5 m
from the roof, and the outlet is located on the bottom, close to the floor on the other wall’s
side at a distance of 0.5 m as shown in Figure 2c.

3.3.1. Local Air Quality Index (LAQI)

The placement of the inlet and outlet is a significant factor in determining how well
pollutants are eliminated [26]. Figure 8a for 9 ACH shows that the area of minimum
contamination appears on the right side of the HCW with LAQI values between 0.8 and 1.
However, the region, as a whole, is still exposed to pollution due to the air pushing
pollutants and not pulling them directly.

 

 

(a) 9 ACH  

 

 

(b) 12 ACH  

 

 

(c) 15 ACH  

Figure 8. Top view for LAQI OF CO2 (a) Case 7 at 9 ACH (b) Case 8 at 12 ACH (c) Case 9 at 15 ACH.
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An improved contamination removal is observed at 12 ACH (Figure 8b), the area
surrounding the HCW has a LAQI value near 0.95. However, there is still some spread
toward the unoccupied region because of the air path, which makes the other side (close to
the outlet) full of pollutants. It seems that the air velocity was not sufficient to remove the
pollutants effectively.

The 15 ACH (Figure 8c) appears as the best flow rate for this design in eliminating
pollutants based solely on the force of the air. As a result, most of the space has an optimum
value of LAQI of more than 1, except the region between the pollutants source and the outlet.
This result corresponds with the experimental study by Berlanga, F. A. et al. Furthermore,
higher airflow enhances the elimination of the existing contaminants inside the space [30].

3.3.2. Tracer Study of CO2 (Flow Trajectories)

Figure 9a at 9 ACH shows that the pollutant concentration is reduced in the air path
between the inlet and the outlet, which helps to ensure a clean area. The concentration near
the patient is 0.0005 ppm. Nevertheless, the rest of the room has a concentration of approx-
imately 0.0018 ppm, which corresponds with the outcomes from the LAQI analysis. For
12 ACH (Figure 9b), the results show the area far from the ventilation pathway has a slightly
lower concentration, about 0.0011 ppm. As for 15 ACH (Figure 9c), the efficiency improves,
where the values are approximately 0.0007 ppm for the unoccupied region. Kong X. et al.
observed a similar impact of various ventilation systems on pollutant emissions through
an experimental study [38].

 

 

(a) 9 ACH  

 

 

(b) 12 ACH  

Figure 9. Cont.
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(c) 15 ACH  

Figure 9. Flow Trajectories for Trace study of CO2 (a) Case 7 at 9 ACH (b) Case 8 at 12 ACH (c) Case 9
at 15 ACH.

3.4. Cases 10, 11 and 12

Both inlet and outlet are roof-mounted in this design. The distance from the side wall
is 1 m for the inlet and 0.5 m for the outlet, as shown in Figure 2d.

3.4.1. Local Air Quality Index (LAQI)

As illustrated in Figure 10a for 9 ACH, the outlet absorbs contaminants emitted from
the patient’s mouth, but some fall due to gravity and are stuck in the lower level. The value
of LAQI starts around 0.1 close to the source, and it goes up gradually as the concentration
of the contaminants reduces towards the outlet. At the same time, Figure 10b at 12 ACH
results show that the increase in the airflow leads to more polluted regions. The mixing
increases due to the higher airflow as emitting the pollutants here depends on the buoyancy.
Low LAQI values are observed near the patient. At 15 ACH (Figure 10c), the contaminated
area is confined near the inlet region towards the working area. Therefore, a correlation
between airflow and pollution levels is noticed.

 

 

(a) 9 ACH  

Figure 10. Cont.
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(b) 12 ACH  

 
 

(c) 15 ACH  

Figure 10. Front view for LAQI OF CO2 (a) Case 10 at 9 ACH (b) Case 11 at 12 ACH (c) Case 12 at 15 ACH.

3.4.2. Tracer Study of CO2 (Flow Trajectories)

At 9 ACH, it can be seen in Figure 11a that the pollutants are present at a high
concentration of about 0.004 PPM at the source location (patient’s mouth). It gradually
decreases towards the outlet, while the unoccupied area has a minor concentration of
around 0.0004 ppm. As shown in Figure 11b at 12 ACH, the mixing of pollutants increases,
which helps spread their concentration over a larger volume, especially the HCW side,
where the result is 0.0035 ppm. The airflow increase affects the distribution of these
pollutants around the space. At 15 ACH, as seen in (Figure 11c), there is a similar effect with
case 11 at 12 ACH, the region where the inlet exists has lower contaminants, with a value
of 0.0004 ppm. Referring to the inlet location in this design, removing the contaminants is
considered inappropriate. This confirms the results of the experimental study [30], which
found that the ventilation performance of the side inlet/ outlet design was significantly
higher than that of the top inlet/outlet design.
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(a) 9 ACH  

 

 

(b) 12 ACH  

 

 

(c) 15 ACH  

Figure 11. Flow Trajectories for Trace study of CO2 (a) Case 10 at 9 ACH (b) Case 11 at 12 ACH (c)
Case 12 at 15 ACH.

3.5. Contaminant Removal Effectiveness (CRE)

In the diagram in Figure 12, it can be noticed from the model (Figure 2b) that the
best CRE values occur in cases 4, 5, and 6, where the outlet is situated close to the head at
a low elevation. Compared to other designs, this one effectively removed contaminants
from the space. At the same time, a similar design (Figure 2a) was used for cases 1, 2,
and 3, where the outlet was situated above the patient’s head, resulting in an undesirable
outcome. Meanwhile, for the third design, case 9 at 15 ACH (Figure 2c) has the optimum
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CRE with a value of more than 1.5. Finally, in the fourth design case (10, 11, and 12)
illustrated in Figure 2d, all of these airflows achieved the minimum required contaminant
removal performance.

 

Figure 12. Comparison of room’s CRE values for the different test cases.

The following charts are drawn along a 2 m horizontal line located 1 m from the
ground, above and parallel to the patient. We compare LAQI through aeration value.
Results in Figures 13 and 14 illustrate the excellent values for pollutant removal efficiency
in cases 4 and 5. However, case 6 at 15 ACH, as shown in Figure 15, does not show
adequate results at the beginning of the bed area where the contaminants’ source exists.
Away from the patient’s mouth, LAQI values rise dramatically. The other cases, even
with the proximity from the outlet, still have low and fluctuating values, which could not
be recommended.

 

Figure 13. Comparison of LAQI at 9 ACH.
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Figure 14. Comparison of LAQI at 12 ACH.

 

Figure 15. Comparison of LAQI at 15 ACH.

4. Conclusions

Ventilation dramatically impacts human health because of its effect on the dispersal
of contaminants like SRAS-COVID-19. Therefore, it is crucial to have a ventilation system
that can prevent the spread and decrease the transmission of contaminants in buildings,
especially in healthcare facilities. Cases 4, 5, and 6 of the second design yielded optimum
results for pollution removal. All the cases achieved a CRE value higher than 5. The
contaminants were removed quickly due to the proximity of the outlet to the source of CO2.
The outlet is located at 0.5 m from the floor in these cases. These cases correspond to the
conclusions of Cho [11].
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On the other hand, the worst position for the outlet was in the first design, where the
outlet was above the level of the patient in cases 1, 2, and 3. In this configuration, case 3 is
the only one with a CRE value higher than 1. However, in cases 3 and 6, at 15 ACH, the
airflow becomes horizontal due to the force of air which overcomes gravity.

The analysis shows that LAQI values are of similar magnitude, except for cases 4, 5,
and 6, which show significantly better performances. These results correspond with several
experimental studies, showing similar performances for different airflow intensities and
inlet/outlet positions [30]. Additionally, dead zones should be avoided; the airflow cannot
reach these regions to improve the removal of the contaminants [13].

Despite abundant studies in this field, considerable effort is still required to identify
the best solutions. In addition, many difficulties remain during the modeling process, such
as the magnitude of the model and the human body’s unique design, making meshing
challenging. Furthermore, the experimental work will play a vital part in confirming the
outcomes alongside these simulations.
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Abstract: Increasing awareness of climate issues in recent decades has led to new policies on buildings’
energy consumption and energy performance. The European Union (EU) directive 2010/31/EC, i.e.,
the energy performance of buildings directive (EPBD), is one of the measures initiated to achieve
climate and energy goals by reducing energy use and greenhouse gas emissions in the building sector.
The EPBD required all new buildings to be nearly zero-energy buildings (nZEBs) by 2021. Nearly
zero-energy buildings (nZEBs) are buildings with a very-high-energy performance and nearly zero
or low-energy requirements covered to a very significant extent by energy from renewable sources
produced on-site or nearby. The utilisation of solar photovoltaic (PV) panels is a common approach
for achieving the nZEB standard. The carbon footprint of PV panels is often not discussed as a
parameter. This paper aimed to analyse the environmental performance of an existing nearly zero-
energy university building in a Norwegian use case scenario. This analysis is performed by assessing
annual electricity and heat consumption from both energetic and environmental perspectives. The
energy required for the building during the studied period is then used to analyse the environmental
and energy performance of the building. When it comes to the environmental assessment, the
commercial software SimaPro was used. The proposed revision EPBD and nZEB definition from 2021
suggests that nZEBs should also consider operational greenhouse gas emissions and life-cycle global
warming potential from 2027. The life cycle assessment (LCA) of the building’s energy sources looks
at the global warming potential (GWP) and greenhouse gas (GHG) emissions, and how they compare
to Norwegian grid electricity. The results of the analysis highlights potential challenges to justifying
the use of alternative energy sources to fulfil the criteria of nZEBs. When installing solar PV, it is
important to consider the energy mix of the country where the solar PVs are produced. To solely
consider the energy performance of the building, the installation of solar PV panels in countries with
a high share of renewable energy may result in a reduced impact in terms of emission reduction from
a life cycle perspective.

Keywords: building performance; energy accounting; zero-energy buildings; nearly zero-energy
buildings; renewable energy; photovoltaic electricity generation; district heating; life cycle assessment

1. Introduction

The release of the 2021 report from the Intergovernmental Panel on Climate Change
(IPCC) [1] states that human-induced activity is responsible for the warming of the atmo-
sphere, ocean and land. Globally, the building sector accounts for 37% of the total final
energy consumption, and 55% of the electricity consumption [2,3]. At the United Nations
(UN) climate change conference (COP21) in Paris in 2015, 196 countries committed to
complying with the Paris agreement. The agreement establishes a framework for keeping
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the global average temperature well below 2.0 ◦C, preferably to 1.5 ◦C compared to pre-
industrial levels to mitigate the impacts of climate change and achieve a climate neutral
world by 2050 [4]. In 2015, the Norwegian government set out to reduce emissions by
40% in 2030 compared to 1990 emission levels. Today, the goal is expanded to at least a
50% reduction by the year 2030, and a 90–95% emission reduction by the year 2050 [5–7].
The building and household sectors are the largest contributors to the total energy use in
the European Union (EU) at approximately 40%, and accounts for 36% of the associated
GHG emissions [2,8–10]. The EU has set forth a ambitious program to achieving climate
neutrality by 2050 [11]. Part of this is the Energy Performance of Buildings Directive (EPBD)
aiming for all new buildings to meet nearly zero-energy building (nZEB) standard [12].
In December 2021, a recast of EPBD was proposed, wherein one of the changes was to
move from zero-energy buildings to zero-emission buildings. Improving energy efficiency
in buildings is one of the paths to achieving climate and energy goals [9,12].

The environmental assessment of local and on-site renewable energy conversion sys-
tems and the GWP and GHG emission reduction potential of nZEBs with various different
energy systems were previously assessed in the literature [13–21]. The authors of [16]
investigated the contribution of nZEB standards to China’s CO2 emission reduction targets
by 2060. The authors suggested that nZEBs should be promoted for both new and retrofit
buildings in order to achieve emission targets. The authors of [17] performed the LCA of
an nZEB with integrated solar PV systems with and without energy storage for different
climates. The authors highlighted the importance of achieving a balance between energy
savings and renewable energy integration. The author of [18] investigated the potential
environmental impact of residential rooftop solar PV systems at 76 different locations in
Europe. The author investigated how the location and local electricity mix affects the envi-
ronmental impact of the analysed PV system. The author of [19] considered a pre-existing
detached single-family house which was converted into net zero-energy building, and per-
formed an LCA of the solar PV system used for the conversion. The authors concluded
that the impact of the analysed PV system is considerably less than that of the substituted
conventional energy systems.

The EPBD set goals on the nZEB standard for new buildings in the EU. The require-
ments applies from 31 December 2018 for public buildings, and all other buildings from
31 December 2020 [12,21]. When performing the major renovation of older buildings,
the same requirements for energy efficiency apply. According to EPBD, all new buildings
should be nZEBs [22]. Member states are required to define numerical threshold values to
achieve a “very high energy performance” and define local nZEB requirements based on
the local situation [23]. Additionally, the EU directive 2018/844, amending 2010/31/EC
states that, due to the high energy consumption in the building sector, each member state
should seek to renovate buildings, to promote energy efficiency as well as considering the
integration of renewable energy sources to reach the goals put forth by the Paris agreement.
Furthermore, the implementation of nZEBs is listed as important for the transition to a
more sustainable energy supply system [24]. Renewable energy will play a key role in
low-emission buildings and in the transition to a sustainable energy system.

The purpose of this paper is to conduct an analysis of the emissions associated with
the energy systems of an existing nearly zero-energy university building in a Norwegian
use case scenario. The aim of this was to identify environmental impacts and potential
challenges to utilising alternative energy resources as a means to achieve nZEB status in
a public building. This analysis was performed by assessing annual electricity demand
and heat consumption from both energetic and environmental perspectives. In order to
evaluate the GWP and GHG emissions of the studied system, the software SimaPro was
used. Lastly, the finding will be used to try to highlight the potential challenges associated
with justifying the nZEB status by the integration of alternative energy sources, which has
become a trend. In Norway, it has become common to install solar PV on public buildings in
order to present the buildings as nZEBs. The building operators feel the pressure to present
their buildings as green. The studied building in this case was built as a passive house,
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and the installation of solar PV was performed with the motive to achieve nZEB status.
This has been the main cause which triggered the motivation for this study. To the best of
our knowledge, there is no study that highlights these challenges related to Norwegian
conditions. It is by no means not the intention of the authors to oppose the installation
of solar PV, but rather to highlight the issues of uncritically justifying the installation of
solar PV without considering the environmental aspects and emissions from a life cycle
perspective. We believe that solar energy holds great potential in combatting the energy
crisis and global warming.

The remainder of this paper is organised as follows: Section 1 provides an intro-
duction by presenting relevant background information underlining the motivation and
main objective of this study. Section 2 describes the different definitions of zero-emission
buildings and nearly zero-emission buildings relevant to this study as well as renewable
energy in nearly zero-energy buildings and the Norwegian energy mix. Section 3 gives
information on the building of which the study is focused and describes the energy system
in the building. Section 4 describes the methodology for conducting the study, and the
collection and analysis of building and energy data. The life cycle assessment of solar
PV, the assessment of district heating (DH) and imported electricity. Section 5 gives an
overview of the results of the energy analysis, and the environmental performance of solar
PV, DH, and imported electricity. Section 6 discusses the results, and Section 7 provides
a conclusion.

2. Definitions of ZEB and nZEBs

The European Union encourages energy efficiency and renewable energy production to
achieve carbon neutrality by 2050. Improving the energy efficiency and utilising renewable
energy in buildings is one of the paths to achieving climate and energy goals [25]. In Europe,
the EPBD 2010/31/EU states that and after 31 December 2018, all new buildings owned by
public authorities are nZEBs, and by 31 December 2020 all new buildings are nZEBs [12].
A uniform strategy for implementing nZEBs is not established in EPBD, and the member
states must develop their own nZEB definition based on variations in primary energy
sources utilised for electricity generation, national, regional or local conditions [12,25].
In a report from the European Commission in 2020, it was stated that 23 of the member
countries defined the requirements for nZEBs, while the remaining four were in the process
of developing or revising the definitions [26,27]. Most definitions include the requirements
for primary energy use, or the share of energy covered by renewable sources. Some
definitions also include requirements for the thermal transmittance (u-value) for walls,
roofs, floors, windows and doors [26]. Due to variations in local climate throughout the
European member states, there is a need for individual definitions of energy efficiency.
The indicators for determining the local nZEB definitions are not comparable due to
variations in energy performance calculations and variations in the inclusion of different
non-mandatory energy sources, e.g., lighting and appliances [28].

In December 2021, the European Commission proposed a recast of EPBD with new
standards for energy performance to decarbonise the building sector by reducing GHG
emissions and energy consumption, and new nZEB definitions. The new nZEB definition
refers to the term “nearly zero-emission building” [29]. Zero-emission buildings will
replace nearly zero-energy buildings as the standard for new buildings from 1 January
2030, and as of 1 January 2027, for all renovated buildings [30]. According to the redefined
directive proposal, a zero-emission building is defined as a building with very-high-energy
performance, with a very low amount of energy still required which is fully covered by
energy from renewable sources and without on-site carbon emissions from fossil fuels [29].
Although Norway is not an EU member state, as part of the European Economic Area (EEA)
agreement, Norway is obliged to comply with EU directives and participate in the adoption
of the directive on energy performance for buildings (EPBDs) [23]. The Norwegian building
code “Regulations on technical requirements for construction works” (TEK17) [31] was last
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updated in 2017. The inclusion and definition of nZEBs in Norway are expected in the next
version of the building code.

2.1. Zero-Energy Buildings (ZEBs)

Zero-energy buildings (ZEBs) are grid-connected energy-efficient buildings that balance
their total annual energy consumption by utilising the on-site generation of electricity [32].
The definition of on-site or locally produced renewable energy includes, among others, wind,
solar, hydropower, biomass, etc. [26]. A summary of relevant ZEB terminology is given in
Table 1.

2.2. Net Zero-Energy Buildings (Net ZEBs)

The term “net” refers to the annual balance of primary energy based on the supplied
and exported thermal and electric energy. Net zero-energy buildings are defined as grid-
connected buildings with a very high energy performance, meaning that the primary
energy usage is less than or equal to zero. In other words, this means that a net ZEB
produces the same amount of energy from renewable sources as the energy required for its
operation [32,33].

2.3. Nearly Zero-Energy Buildings (nZEBs)

The EPBD defines a “nearly zero-energy building” as a building that has very high en-
ergy performance. It also states that the nearly zero or very low amount of energy required
should be covered to a very significant extent by energy from renewable sources, including
energy from renewable sources produced on-site or nearby [12]. A definition of “very high
energy performance” and “a very significant extent by energy from renewable sources” as
well as “nearby” must be defined by each member state. The energy performance is the
required energy needed to meet the energy demand associated with the typical use of the
building, including energy for heating, cooling, ventilation, hot water and lighting [28]. It is
up to every member state to define its requirements for nZEBs based on national, regional,
or local conditions, including a numerical indicator of primary energy use expressed in
kWh/m2 per year [34].

2.4. Zero-Emission Buildings (ZEBs) (Proposed)

As part of the Fit for 55 packages, the European Commission proposed a recast of
the EPBD in 2021 moving from assessing the energy performance in nearly zero-energy
buildings (nZEBs) to also including the emissions. The proposed recast introduced the new
term “zero-emission building”. By aligning the energy performance requirement for new
buildings to the longer-term climate neutrality goal and “energy efficiency first principle”,
the main goal of the revised EPBD is the reduction in operational greenhouse gas emissions
and final energy consumption. Zero-emission buildings include the calculated life-cycle
GWP and its disclosure through the energy performance certificate of the building. The new
definition and requirements apply from 1 January 2030 for all new buildings, and as of
1 January 2027 for new public buildings [10,30].

2.5. Norwegian ZEB and nZEB Definitions

Norway has defined specific criteria for passive house and low-energy buildings;
however, a definition of the nZEB requirements are yet to be determined. The current
building code (TEK17) states that the net annual energy demand should not exceed the
requirements for passive houses. The minimum requirements for the total net energy
demand in the current building code are 125 kWh/m2 usable heated floor space area per
year for Norwegian university buildings [31].

A passive house in a Norwegian context is often described as a building with high
quality, a good indoor climate, and low energy demand. It is claimed that passive houses
consume up to 80% less energy than traditional buildings in Europe [35]. The basic com-
ponents of any passive house are excellent thermal insulation, the avoidance of thermal
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bridges, and low heat loss from windows. Airtight building envelope, ventilation sys-
tem with heat recovery and the passive use of solar energy [36]. There are also specific
requirements for different types of buildings related to the heat loss from transmission and
infiltration, heating and cooling demand-based, and u-value requirements for building
components [31,37,38]. In comparison, ZEBs and nZEBs will require even less energy than
low-energy buildings and passive houses. Due to the lack of formal nZEB requirements
in the current Norwegian building code, unofficial definitions have been conceived by
building developers, among others. A proposal for Norwegian nZEB definition and target
values for energy use was presented in [39], which was carried out by Rambøll and LINK
on behalf of the Norwegian Building Authority. The proposed target for nZEB states that
a Norwegian nZEB should have a reduction of 70% of the energy use compared to the
previous Norwegian building code TEK10 at 160 kWh/m2. The Research Centre on Zero
Emission Buildings (ZEB Lab) in Norway defines ZEBs as zero-emission buildings [40,41].
In this definition, the energy balance is measured in terms of GHG emissions in CO2-
eq during the buildings’ life cycle rather than direct energy demand. In the following
report [42], the authors based their definition of nZEBs on the work of [39], and used the
current building code as a reference for determining the energy requirement for different
categories of buildings. For university buildings, the energy requirement is determined to
be 40 kWh/m2 per year.

Some examples of Norwegian ZEB pilot projects in Norway include Powerhouse
Kjørbo in Sandvika, the ZEB lab in Trondheim, Ydalir Living Lab in Elverum, and Zero
Village in Bergen [43–47].

Table 1. Summary of ZEB terminology.

Case Description Reference

ZEB in EU Used to describe a building which uses little to no energy [26]

ZEB in Norway No formal definition. Unofficial definitions have proposed
using emissions as unit. [32]

Net ZEB
A building that generates the same amount of energy from
on-site renewable energy sources in order to achieve net
zero-energy balance.

[32,33]

nZEB in EU

A building that uses little energy, and where the energy that is
used are being produced on-site or locally from renewable
sources. Member countries specify its own requirements
based on national, regional or local conditions.

[12,28,34]

nZEB in Norway

No formal definition. Different definitions and targets have
been proposed using current legislation as a reference. Highly
energy-efficient building, using on-site or local energy
generation.

[39–42]

New proposed
ZEB in EU

Zero-emission building. A building with very high energy
performance. The very low amount of energy required shall
be fully covered by local or on-site renewable energy sources.
Consider emissions and global warming potential (GWP)

[10,30]

2.6. Renewable Energy Sources in nZEBs

As stated in Table 1, a part of the European Commission’s recommendations for achiev-
ing nZEB criteria is implementing the on-site production of renewable energy. This was
also promoted in proposals for a Norwegian nZEB definition by the Norwegian Building
Authority [48]. Solar PV panels are among the options for on-site energy generation and
can be integrated into pre-existing buildings. Solar thermal systems can be utilised for
water and space heating. Depending on the PV systems and energy demand, the building
may export electricity during periods where the PV production exceeds the electricity
demand and import electricity when the demand is higher than production. In Norway,
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electricity demand is typically at its highest during winter when the solar conditions are
most challenging. However, this paper only considers the environmental assessment of the
energy system of the building and not grid-technical aspects such as these. The authors
of [49] reviewed a representative sample size of nZEBs across Europe, where 60% of the
analysed nZEBs used a single system for heating (ventilation, hot water, or space heating).
The authors found that, for cold climate conditions, heat pumps (31%), boilers (21%), and
DH (25%) were the most common means of meeting the heating demand. Furthermore,
the authors found that, for the implementation of renewable energy sources, 15% had pho-
tovoltaic (PV) panels, 18% had solar thermal, 18% had PV and solar thermal, and 41% had
no PV or solar thermal systems for cold-climate nZEBs. A Norwegian study on the impact
of solar PV in residential ZEB pilots found that PV contributes to a relatively large share of
material emissions. Furthermore, when the emissions from the PV system were compared
with the emissions from the Norwegian hydropower, it was found that the PV system does
not compensate for these emissions within 30 years [50]. This result is supported by the
findings of [51], wherein the author found that PV technology installed in Norway had
the least potential of the 31 studied locations. These findings are also supported by an
International Energy Agency (IEA) report [52], which stated that Norway has the lowest
potential for CO2 mitigation among OECD countries.

2.7. Norwegian Energy Mix

Norway has a high share of renewable energy incorporated in its energy system.
Historically, electricity production has mainly been based on hydropower. In recent years,
the trend has shifted, and an increase in wind power has been developing [53]. In the
year 2020, a total of 154,197 GWh of electric energy was produced. In which hydro-power
production made up 91.8%, wind power made up 6.4% and thermal-power production
made up 1.7% [54]. The total hydropower production was 143,699 GWh in 2021, the total
production from wind power was 11,768 GWh, and the total electricity production from
thermal power plants was 1646 GWh in 2021 [54]. In Europe, France and Germany are
the main exporters of energy and are central participants within the European power
market. Within Europe, most energy is transported over the shortest distances. Norway has
predominantly imported energy from Sweden, Germany, and other smaller exporters [55].
As such, power exchange with Europe is an integral part of the Norwegian central grid.
Cables are between Norway and Germany, Denmark, England, the Netherlands, Finland,
and Russia. In 2020, the net exchange was 20,472 GWh, the total exported energy was
24,968 GWh, and the total imported energy was 4496 GWh. For the year 2021, the ex-
change was 17,584 GWh, the amount imported 8235 MWh, and the exported amount was
25,819 MWh [54]. Norway has a cold climate and the annual energy use in households
and commercial sectors are approximately 80 TWh, around half of which is used for space
heating [56]. In Norway, the electricity production mix is based mainly on renewable
sources. The authors of [46] explained how Ecoinvent processes may be representative
of Norwegian material production lines, and overestimate the total associated embodied
GHG emissions due to a European or global electricity mix based on fossil fuels [46,57].

3. Description of the Smaragd Building and Its Energy System

The Smaragd-building opened on campus Gjøvik in 2017. The building is 4980 m2

divided over five floors and includes offices, laboratories, auditoriums, and a coffee shop.
The total heated area is of 4775 m2 [58]. The building is considered to be an nZEB building
according to the building operator’s own definition. Even though there is no formal
definition from the Norwegian government to date, this label is justified by using a modified
version of the original nZEB proposal, described in Section 2.5. In the case of Smaragd,
the criteria to establish nZEB conditions were set to an energy demand which was 25%
lower than the passive house standard. The building was therefore planned as a passive
house, but through the installation of solar PV the building was considered to be nZEBs.
An overview of the established criteria from the builder can be seen in Table 2. The negative
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sign of PV indicates that it is to be subtracted from the energy budget. To achieve the passive
house criteria, a specific energy target was established, which is equal to 78.1 kWh/m2.
This is the reason that solar PV was added to the building. The production was estimated
to be approximately 70 MWh per year.

Table 2. Energy budget for Smaragd.

Classification Specific Value [kWh/m2]

Imported Electricity 44.4
Heating 38.7

PV −11
SUM 58.2

3.1. Energy System in the Smaragd-Building

The following energy sources are used in the building: electricity from the grid, on-site
production of electricity from the solar PV system, bio-based DH, and air-to-water cooling
system. The cooling system is not considered in this work, due to data limitations.

3.1.1. District Heating

In the building, DH is used for space heating, tap water heating, and snow melting
at the entrances [59]. The heat production plant is located approximately 1.5 km from the
university campus. The fuel distribution of heat conversion is illustrated in Figure 1 [60].

Figure 1. District heating fuel mass distribution.

With respect to the annual heating demand from the DH to the building (0.523% of total
energy production), the calculated annual fuel distribution is as follows: 103.368 tonnes
of recycled wood, 5.413 tonnes of wood pellets, 0.527 tonnes of bio-oil, and 2.244 tonnes
of biogas. The values are derived with system efficiency and fuel heating values with a
mean moisture content. The recycled wood used for the production of DH comes from
local recycling stations. Based on data obtained from Gjøvik DH central, the plant has an
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estimated total efficiency of 88%. The reported annual distribution net losses were given as
13%, and the recycled wood with an average moisture content of approximately 35%.

3.1.2. Solar PV

A PV system is installed to reduce the grid energy demand as a measure to achieve
the nZEB energy requirement [61]. The panels used on the system are of type SunPower
X20-327-COM and can be seen in Figure 2. Each panel consists of 96 mono-crystalline cells.
The PV system consists of 280 modules divided into six arrays, mounted on a flat roof. A
total of 258 modules are located on the fifth-floor roof, and 22 modules are on the lower
level. The inclination is 10◦, and the azimuth angles are 50◦ and −130◦. The total peak
power of the system is estimated to be 91.56 kWp. The orientation of each array can be seen
in Table 3. The area of each panel is 1.63 m2, and it has a mass of 18.6 kg. In total, the total
PV is area 456.6 m2 and the total is mass 5200 kg.

Table 3. Solar PV array description.

Array
No. of PV
Modules

In Series In Parallel Tilt/Azimuth

Sub-array No 1 48 12 modules 4 strings 10◦/50◦
Sub-array No 2 44 11 modules 4 strings 10◦/50◦
Sub-array No 3 48 12 modules 4 strings 10◦/50◦
Sub-array No 4 48 12 modules 4 strings 10◦/−130◦
Sub-array No 5 44 11 modules 4 strings 10◦/−130◦
Sub-array No 6 48 12 modules 4 strings 10◦/−130◦

(a) (b)
Figure 2. The Smaragd building PV system. (a) Fifth-floor PV system. (b) Second-floor PV system.

4. Methodology and Data

A combination of a cradle-to-gate LCA assessment on solar PV used for on-site gener-
ated power production and data analysis for electricity and heating demand was conducted.
This study was conducted in two parts. The first part is energy mapping, and the second
part consists of a cradle-to-gate LCA of the PV system. A shorter assessment of the use
phase of the DH plant was also conducted. Due to limitations in the available data, the fuel
distribution of the DH was based on approximations. In order to establish the energy
flow used in the environmental assessment, hourly data were organised to represent the
imported electricity and heating demand. In the following paragraphs, the methodology
applied during this study was presented.

4.1. Collecting Building Data

Energy use in the building was registered and logged since its opening in 2017. Mea-
surements are registered every hour and include the DH inlet and outlet temperature at
the substation, solar PV electricity generation, electricity consumption as well as outdoor
temperature. As the first task, relevant building features were compiled, such as the heating
system, energy generation system and gross floor area.
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4.2. Collection and Analysis of Energy-Use and Generation Data

Electricity and DH consumption were compiled with an hourly resolution for the year
2020. The measurement data are a combination of the instantaneous values and cumulative
values that depend on the type of measurement. The energy data used in the mapping
were collected as raw data from the sensors of the building’s internal energy monitoring
system. Data for on-site electricity generation were collected as hourly raw data and were
confirmed by the building manager, who is responsible for building maintenance. The
amount of electricity fed to the grid was requested but was unavailable. Therefore, this
was calculated by determining the surplus with respect to the production and demand
for each hour of the year. This made it possible to calculate the amount of electricity from
the grid for 2020. The building has its own separate DH substation where the heat from the
network is further distributed to the building.

4.3. Environmental Assessment of Energy System

To conduct the environmental assessment, the Simapro version 9.1.1 and Ecoinvent 3
database were chosen for the inventory and the results database of the impact assessment.
SimaPro is a tool that is used to perform LCA studies on different systems which was
developed by Pré Sustainability [62]. Simapro offers a selection of different modelling
approaches for different parameters and is a part of the results database. In this paper,
the ReCiPe-a hierarchical (H) mid- and endpoint model was used, in addition to the IPCC
2013 GWP over a period of 100 years for the modelling of global warming potential. More
information about these modelling approaches can be found in the literature. The cradle-
to-gate analysis used ISO 14040 and ISO 14044 as the bases for the methodology [63,64]
together with the methodology presented by the authors of [65] for solar PV. Further
PV-technical parameters were based on [14,66,67]. The analysis of the DH demand and
imported electricity was calculated based on the fuel consumption and local data. The entire
energy system was viewed over a period of 30 years, and the PV system was considered
from cradle to gate, whereas the DH and imported electricity were analysed from the use
phase only. The results of the PV system LCA are related to the specific electricity mix of the
country. The authors of [18] assessed the overall impact of the cradle-to-grave LCA of a PV
system in 76 European locations over 100 years. The results indicate that, in countries with
a high penetration of renewable energy sources in the energy mix, the net environmental
impact of PV systems applied to buildings might be negative if the production is not
substantial. In countries where electricity production is based on fossil fuels, PV systems
can be considered environmentally friendly [17,18].

4.4. System Boundaries

Figures 3 and 4 give an illustration of the system boundaries of the PV and the DH
system. The figures are colour-coded to show that the life cycle inventory is organised.
Included in the system boundaries of the PV system are the extraction and processing of
raw materials, the manufacturing of panels, transportation, and installation. The outputs
from the system are emissions to air and water and energy. The DH system boundaries
include the production of wood pellets and biogas, transportation of fuels to DH plant,
incineration of fuels and transportation of waste. The associated outputs are emissions to
air and water and heat. DH from biomass is commonly viewed as climate neutral due to
the carbon storage in organic material. Therefore, the emission of CO2 was considered to
be net zero in this paper. The PV cells are set to manufacturing in Malaysia and module
assembly in Mexico, and are stored in Germany and Norway before being shipped to the
installation location. DH includes the delivery of fuel and transportation of fly ash.
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Figure 3. Photovoltaic system boundary.

Figure 4. District heating system boundary.

5. Results

This section of the paper presents the results of the energy mapping of the buildings’
energy system.

5.1. Electricity Consumption and Generation

Figure 5 illustrates a monthly overview of the following: the total electricity consump-
tion, energy production from solar PV, the total electricity from the grid, and the total
electricity to the grid. It can be seen that the total consumption in 2020 was 311.2 MWh,
the production from PV was 69.5 MWh, import of 271.8 MWh, and exported electricity
was 30.2 MWh. The total consumption and import of electric energy was highest during
the months of January and December. Solar PV production and export of electric energy
peaked in June.

5.2. District Heating

The heating demand shown in Table 4 shows the DH consumption in kWh and
kWh/m2 for each month of the year. Figure 6 illustrates the heating demand in relation to
the average temperature for each month registered by a temperature sensor on the rooftop
of the studied building. It can be seen that the peak demand is in the winter months,
more specifically in February and December. The total DH demand for the year 2020 was
259.073 MWh.
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Figure 5. Electricity consumption, production, import and export in 2020.

Table 4. District heating demand. Total and per square meter per month.

Month Heating Demand (kWh) Heating Demand (kWh/m2)

January 40,278 8.44
February 41,008 8.59

March 30,142 6.31
April 14,240 2.98
May 10,241 2.14
June 4411 0.92
July 6799 1.42

August 5444 1.14
September 10,681 2.24

October 22,049 4.62
November 30,026 6.29
December 43,754 9.16

Total 259,073 -

Average 21,589 kWh/month 4.52 kWh/m2/month

Figure 6. District heating delivered with the correlating mean temperature.
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5.3. Environmental Performance

This section of the paper will present the environmental assessment results. The results
will be presented as GWP, damage assessment, and at the end, a comparison between the
energy systems.

5.3.1. Global Warming Potential

Figure 7 portrays a percentage-wise distribution of the global warming potential from
each of the energy sources—solar PV, DH, and imported electric energy—in the following
climate impact categories: fossil, biogenic, CO2 uptake, and land use and transforma-
tion. A positive value in percent represents the release of GHG gases, whilst a negative
value represents the uptake of CO2. The values are the output results of the IPCC 2013
GWP modelling.

Figure 7. Global warming potential from the Smaragd buildings energy system.

It can be seen from Figure 7 that electricity from the grid will contribute the most to
emissions, except biogenic emissions during the energy systems considering a time horizon.
The biogenic category mostly consists of DH. The total emissions for the entire energy
system are 386.867 tonnes of CO2-eq. From the total emissions, the PV systems contribute
to 22.831% of the emissions, with the majority from the inventory category “Manufacturing
of photovoltaic panel”. The DH system stands for 15.320% of the total emissions where the
majority comes from “incineration of fuel” . This has, however, not been included in the
study. In the final part of the energy system, the importation of electricity is responsible for
61.849% of the total emissions.

5.3.2. Damage Assessment

An overview of different emissions indicating the percentage-wise distribution from
each component of the energy system can be seen in Figure 8. The result values are the
output of the ReCiPe(H) modelling.

Figure 8 illustrates the percentage-wise distribution of different emissions to land and
water. Imported electrical energy is responsible for most emissions, as represented in grey.
The DH system is percentage-wise the second largest contributor of emissions. However,
the percentage-wise distribution does not indicate the damage done to the environment.
An overview of the damage assessment from each system can be seen in Table 5. The results
are the output of the ReCiPe(H) endpoint modelling.
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Figure 8. Midpoint overview from the Smaragd buildings energy system.

Table 5. Damage assessment.

Damage
Category

Unit PV DH
Imported
Electricity

Sum

Human health DALY 0.2764082 0.34410322 1.4552339 2.07574532
Ecosystems species.yr 0.000424017 0.000980697 0.001943737 0.00334845
Resources USD2013 5238.0298 532.32473 9571.3607 15,341.7152

Table 5 consists of the following damage categories, namely human health, ecosystems,
and resources. Disability-Adjusted Life Years (DALY) is a measurement of overall disease
burden, represented by the damage done to human health measured in lives lost due
to premature mortality and years lost due to disability. Ecosystems are a representative
number of how many species go extinct (species.year). Resources are a value representing
the increased cost of extracting resources in USD (USD2013). It can be seen in the table that
imported electricity will in sum contribute more to environmental damage than both the
PV system and the DH system. From Table 5, it can be seen that over the modelled period,
the simulated energy system will cause the loss of 2.0757 years of human life, the extinction
of 33.4845×10−4 species, and an increased cost for extraction of materials to USD 15,341.71.

5.3.3. Comparison of Energy Supply Systems

Until this point, the results are presented in net values. In this section, values per
produced kWh are presented. Figure 9 shows the different emission levels for each of the
different energy systems. The results are based on the average production over 30 years,
and the associated emissions. It can be seen that the PV system has the highest relative
level of emission of 0.045 kg CO2-eq/kWh. Grid electricity comes in at a specific emission
factor of 0.0237 kg CO2-eq/kWh. DH has the lowest specific emission levels of 0.0076 kg
CO2-eq/kWh.

Figure 10 illustrates the CO2-eq mitigation potential if the electric demand covered by
solar PV were replaced with grid-imported electricity. The figure further shows that the
mitigation potential would be equivalent to 41 tonnes of CO2-eq over the panel’s lifetime.
The results are calculated with emission factors from Figure 9.
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Figure 9. Comparison of emission factors between the energy sources of the Smaragd building.

Figure 10. Impact mitigation potential of the photovoltaic system.

6. Discussion

This section discusses the obtained findings from the energy and LCA analysis of
the building’s energy system. The energy system under consideration for this building
consists of solar PV, grid supply, and DH. As mentioned earlier, the main reason for the
installation of solar PV on the roof of the studied building is to balance the building’s
energy budget and achieve a nZEB status, as defined in Section 3. The premise of local
and on-site energy production, which was also included in a Norwegian nZEB proposal
as described in Section 2.5, is a commonly accepted approach to nZEBs. Although locally
generated electricity can reduce the amount of imported/purchased electricity, this should
be seen in comparison with a wider system perspective. The purpose of nZEB regulation
is to reduce emissions from the building sector. A common denominator of nZEBs is a
building with low energy demand and local energy production. When using energy as a
measurement, real emissions can be misinterpreted. Using local energy production such as
solar PV has the potential to reduce grid-imported electricity. The problem arises when
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local energy production has a higher emission factor from a life cycle perspective than
the alternative, in this case, grid-imported electricity. When looking at a net “reduction”
in energy, the environmental impact of the case study is low compared to conventional
buildings. However, as it is illustrated in this paper, the reduction in imported or purchased
energy does not necessarily mean the reduction in emissions from a life cycle perspective.

The results from Figure 9 show that solar PV panels, which in this case are produced
in Malaysia (with a predominantly fossil fuel-based power production mix), have higher
emission levels per kWh produced than the electricity bought from the national power
grid. If the emission factor of an energy conversion technology such as solar PV exceeds
the current country’s electricity production mix, the net contribution from the PV can
be negative. In general terms, the cleaner the original energy mix becomes, the more
important is it to thoroughly assess the overall climate impact. This is the reason that, if the
criteria for nZEBs is solely dependent on energy requirements, it can be misleading in terms
of actual environmental impact. This exact scenario can be argued in this paper. Using
imported grid electricity in contrast to the installed solar PV would lead to a GHG emission
reduction, given the reference frame used in this work. It is therefore also important to
assess emissions in connection with the building, which will be part of the revised EPBD.
To assume that local energy production is always the better alternative can be misleading.
However in this case, if the manufacturing of the solar PV panels was placed in a country
with a cleaner energy supply mix, the emission levels would be decreased. This was also
the conclusion from the study [18], where the author concluded that even though solar PV
is considered “clean”, the environmental impact is dependent on the amount of renewable
energy in the electricity production mix as well as the PV systems’ annual production.
Therefore, environmental performance should be also considered as a criteria in nZEB
legislation. This is also supported by the proposed recast of the EPBD from 2021. Since
Norway is considered to have a “clean” energy mix, it is perhaps more appropriate to
assess emission factors instead of energy needs. As illustrated in this paper, a so-called low
energy demand does not necessarily translate into lower emissions.

Furthermore, the total energy demand for the building for the year 2020 amounts
to 570 MWh, of which the electric energy demand accounts for about 55%, while the
remaining 45% is heating. In this case, solar power production of 70 MWh is also included.
As characterised in Figure 5 and Table 4, it appears that the heating demand exceeds the
energy demand for a passive house (although this is unknown due to insufficient data),
and therefore the proposed nZEB definition. However, it is difficult to make any conclusion
regarding the source of high heating demand in 2020. It should also be mentioned that the
campus grounds were closed for periods of time during the year 2020, starting in March
due to the COVID-19 pandemic. It is due to this that the energy demand in previous and
subsequent years can be higher than what was investigated in this paper.

7. Conclusions

Energy use and environmental emissions are interlinked issues. With energy usage,
there is a corresponding emission. To have a low energy demand is perhaps not the right
viewpoint if it leads to a higher impact in terms of environmental emissions. It was found
that the installed PV modules had a higher specific emission factor than imported electric
energy from the power grid. The major cause of the emission factor was the energy mix in
the PV cell manufacturing country. It is therefore considered to be important that future
legislation regarding nZEBs should take into account the environmental parameters as well
as the energy accounting. This paper is meant to provide a preliminary indication of the
possible consequences of a lack of focus on the climate impact. It is therefore crucial that
more work is performed on this subject. The results in this paper should by no means be
interpreted as discouraging the use of solar PV systems as harmful for the environment,
but rather that it is important to assess the climate impact factors of energy systems.
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Abbreviations

The following abbreviations are used in this manuscript:

CO2 Carbon dioxide
CO2-eq Carbon dioxide equivalent
DALY Disability-Adjusted Life Years
DH District heating
EEA European Economic Area
EPBD Energy performance of buildings directive
EU European union
GHG Greenhouse gas
GWP Global warming potential
IEA International Energy Agency
IPCC Intergovernmental Panel on Climate Change
LCA Life Cycle Assessment
net ZEB Net zero-energy building
nZEB Nearly zero-energy building
OECD Organisation for Economic Co-operation and Development
PV Photovoltaic
UN United Nations
ZEB Zero-energy building
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Abstract: Cold stress in sheep is usually overlooked, even though the animals’ welfare and produc-
tivity are affected by low temperatures. The aim of this research was to find out if and to what extent
the temperature inside a sheep barn could be maintained within the range of the thermoneutral
zone during winter, primarily to increase feed conversion and to reduce GHG emissions. For this
reason, an automation system was installed at a sheep barn in northern Greece, and heat losses from
the building were calculated. The biogas potential of the sheep barn waste was examined in the
laboratory via the BMP method. The results showed that the installation of an automation system
together with a hypothetical biogas heating system could maintain the barn’s temperature in the
range of a sheep’s thermoneutral zone during winter for the 94% of the scenarios examined if the
total energy of the biogas was utilized, while heating energy that was instantly and continuously
used succeeded in 48% of the investigated cases. The surplus of energy produced by biogas could
potentially raise the water temperature that animals drink up to 2.9 ◦C. The absence of cold stress
decreases the dry matter intake and the CH4 produced by ruminal fermentation. Moreover, lower
GHG emissions are achieved as waste is treated through anaerobic digestion, which would likely be
released into the environment if left untreated.

Keywords: greenhouse gas emissions; climate control; anaerobic digestion; biogas; cold stress;
sheep barn

1. Introduction

Livestock and climate change are strongly associated. Livestock is contributing to the
increase of greenhouse gas (GHG) emissions with the direct (waste) or indirect production
(feed production and feed waste) of gases such as methane (CH4), nitrous oxide (N2O)
and carbon dioxide (CO2) [1]. According to the literature, more than 30 billion livestock
contribute annually 14–16% of the total global GHG emissions [2]. Livestock production has
intensified throughout the years and is expected to increase in order to meet the increasing
population demands [3]. As a result, GHG emissions are also expected to rise. On the
other hand, climate change affects livestock as the parameters that define the optimum
growth conditions of animals, such as temperature and relative humidity, are subjected
to an ongoing change in many regions globally. In addition, many sudden variations and
extreme weather phenomena are more frequently observed [4]. This predicament affects the
productivity of animals (milk and meat production, reproduction), as well as other factors
that are connected with livestock production such as crops, land, feed quality, etc. [5].

All animals have a thermoneutral zone (TNZ), which is a range of ambient tem-
peratures where normal metabolism offers enough heat to keep an optimum constant
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temperature. The temperature boundaries of the TNZ are the upper critical temperature
(UCT) and the lower critical temperature (LCT). Much research has been conducted re-
garding the heat stress problem. However, cold stress also affects the animals’ welfare.
At temperatures lower than LCT, animals need to increase their metabolism to maintain
normal body temperature; at higher temperatures than UCT, the animal’s body temperature
increases above normal because of inadequate evaporative heat loss. Animals consume
feed to sustain their body temperature inside the boundaries of the TNZ [6]. Thus, the feed
intake is converted to body heat instead of milk weight gain and other productivity factors.
Temperatures beyond these limits increase the animal GHG emissions as the efficiency of
feed conversion is decreased and their respiration is increased. Apart from the inefficient
conversion of feed, when animals are below the LCT they consume larger amounts of
feed [6] in order to retain their body temperature at the proper level and not to increase
productivity. The control of the environmental conditions inside a livestock building is
performed with the installation of automation and climate control systems [7–12]. These
systems consume energy, and they are contributing to the increase in GHG emissions
as they are mainly powered by electricity or fossil fuels. This multidimensional issue,
enhanced by climate change, concerns all livestock, both in colder and warmer periods,
according to the region and type of livestock.

Small ruminants contribute to a percentage between 7–10% of the total GHG emissions
from livestock production [13]. Sheep are responsible for near half of these emissions [14,15].
As in other livestock types, ruminal fermentation and feed production are the main sources
of GHG emissions from sheep [15]. Greece has a significant number of sheep farms; sheep
are usually housed in simple constructions without the support of equipment for climate
regulation. Most sheep barns in Greece are operating without an artificial ventilation
system. The ventilation is performed via the natural movement of air through the side
openings and ridge windows. The most common practice for the producers is to keep the
windows open all year long. This practice tackles the heat stress problem during warmer
periods. During colder periods, though, the temperature inside the sheep barn is lower
than the lower critical temperature of the animals’ TNZ. As a result, the animals consume
more feed to retain their body temperature within their TNZ, and they face a change in
their metabolic reactions [6,16], which leads to an increase in feed intake during the winter
months [17–19] without leading to a weight increase [20]. As reported in the literature,
an increase in feed intake leads to an increase in GHG emissions [21–23]. Actually, the
relationship between dry matter intake (DMI) and GHGs emissions is directly proportional,
and it was reported previously in several research works [22,24,25]. So, an efficient and
environmentally friendly method that aims to retain proper conditions inside a sheep barn
all year long, in combination with a reduction of sheep waste and GHG emissions, is of
great importance.

Drinking water temperatures, especially in the winter months, are also an important
aspect that affects animal performance. According to the literature, water should be kept in
a specific temperature range (2–20 ◦C) in order to enhance the productivity of sheep [26–28].
It is strongly related to the animal’s digestion performance, and under cold environmental
conditions, heating of the drinking water may be necessary. Especially, when it is usually
stored in open tanks inside non-heated storage rooms or outside the barn.

Up until now, sheep barns in Greece have operated during the winter without consider-
ing any of the above-mentioned issues (cold stress, water temperature and feed conversion
rates), resulting in low productivity rates while causing an environmental burden. The
aggregation of heat produced by each animal’s biological functions could potentially con-
tribute to mitigating the effect of low temperatures in the external environment on the
internal climate of the sheep barn. In the case of sheep, the heat produced depends on
the body weight and species [29,30]. This heat could be used to increase the temperature
inside the barn during colder periods. On the other hand, waste from sheep could also be a
source of heat if it was converted to biogas through anaerobic digestion and used as fuel
for a heating system.
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Anaerobic digestion is the microbiological process of decomposing organic matter in
the absence of oxygen. Biogas is the main product of anaerobic digestion, and it primarily
consists of CH4 and CO2. It can be used directly in specified internal combustion engines
to generate electricity and heat, but it can also be used only for heat generation. It has been
reported that utilization of biogas through a boiler reached an energy efficiency of 83% for
heat generation [31]. The combination of retaining the heat generated by animal bodies
inside the barn and utilizing the sheep waste through anaerobic digestion for biogas heat
generation may be the solution for reducing GHG emissions and increasing productivity of
livestock during the winter. This sustainable solution for the regulation of the microclimate
conditions inside a sheep barn has never been examined extensively.

The aim of this research was to find out if and to what extent the temperature inside
a sheep barn could be maintained within the range of TNZ during winter, primarily to
increase feed conversion and reduce GHG emissions. Thus, a hypothesis was made that
the energy needs of a sheep barn in northern Greece will be covered from the animals’
body heat and the biogas produced from the utilization of the sheep waste. For this reason,
an automation system was installed, and the biogas potential of the sheep waste was
examined in the laboratory. Specifically, an automated system for opening and closing
the window openings of the sheep barn was installed and programmed to operate based
on the sheep TNZ. This system also monitored the air quality inside the barn in terms of
relative humidity, CH4, ammonia and CO2 levels. Sheep barns’ waste biogas potential
was examined to calculate the heat that could be generated by directly burning the biogas
and to estimate the GHG emissions of the sheep waste if it was not subjected to anaerobic
digestion. The outcome of this research is important as it proposes an agricultural practice
that could lead to the sustainable operation of simple structures, such as sheep barns. This
practice is accompanied by low energy consumption, can be applied locally, has a relatively
low cost and is simple to use. In addition, it is in line with the targets set by the EU for the
mitigation of GHG emissions by all economic sectors, including agriculture [32].

2. Materials and Methods

2.1. Experimental Sheep Barn

The sheep barn was near Galatista town of the Chalkidiki regional unit in northern
Greece. The exact location coordinates were 40◦26′21.6′′ N/23◦16′16.4′′E, and the elevation
was 496 m [30]. An outside view of the sheep barn and a schematic view of the building,
as well as the building materials and structure dimensions, are presented in Figure 1. The
materials of which the building was constructed and their geometrical characteristics as
well as the thermal transmittance (U value) are presented in Table 1.

For the scope of the experiment, specific parts of the barn were modified, and new
equipment was installed. Hand operation for the side windows was removed, and electric
motors were installed for automated operation. Also, the mechanical part of the automated
electrical roof window was repaired, and a programmable logic controller (PLC) with a
touch screen was installed with appropriate sensors (see Section 2.2—Automation system,
data logging and sensors) for monitoring the air quality inside the sheep barn. Installation
works and equipment are highlighted in photos provided as Supplementary Material
(Section S5).

The Assaf sheep was the housed animal of the barn. The number of housed sheep
varied from 150–250, depending on the birth replacement animal rates. The animals were
growing lambs (yearlings), and their weight was about 30 kg. During the experimental
period, the number of animals was 180. The type of housing is freestall.

The modifications to the barn and the installation of the automatic control system
aim to enhance the microclimatic conditions inside the barn, which strongly relate to an-
imal welfare. With the proposed operation rationale, the ventilation of the barn is im-
proved, as it was performed only in cases where the gas concentrations or relative hu-
midity were not at acceptable levels. In this automatic system operation, the temperature
parameter was also included, which is also a crucial factor for animal welfare. Thus, ven-
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tilation was also performed, considering the optimum temperature for the sheep and re-
ducing the heat losses, when possible, during the winter. All the parameters listed above
(gas concentration, relative humidity and temperature) are microclimatic parameters that need
to be maintained at an appropriate level for animal welfare. Through the implementation of
the automation system, this is achieved with low energy consumption and operation costs.

Figure 1. (a) Outsidze view of the sheep barn near Galatista town; schematic views with dimensions
of (b) the front and (c) the side of the building.

Table 1. Sheep barn material properties, geometrical characteristics and the U value [33–38].

Symbol Description Material Dimensions U Value
(W·m−2 ·K−1) Heat Exchange Surface (m2)

A Side front and
back side part Concrete

Height: 1.50 m
Thickness: 0.15 m

Length: Lengthwise the right and left
side (40 m) / 1 m in front and back side

on the left and right (Figure 1)

3.89 126

B Front and back side
rectangular part

Corrugated metal
sheet (steel)

Thickness: 0.01 m
Rest dimensions (Figure 1) 7.26 84

C Front and back
side pediment:

Corrugated metal
sheet (steel)

Thickness: 0.01 m
Rest dimensions (Figure 1) 7.26 23.5

D Side double
rolling windows PVC sheets

Height 3.00 m
Thickness: 0.01 m
Length: 40.00 m

4.99 240

E Roof Curved insulation panel
(glass wool)

Thickness: 0.1 m
Rest dimensions (Figure 1) 0.43 438

F Doors Corrugated metal
sheet (steel)

Height 3.00 m
Width: 3.00 m Included in front and back sides Included in front and back sides

2.2. Automation System, Data Logging and Sensors

An automatic operation and monitoring system was installed in the sheep barn.
The system consisted of a PLC unit, electrical installations (board, cables and window
motors) and sensors. Three combined temperature and relative humidity sensors (Autonics,
THD-DD1-C, Mundelein-IL-USA) were used for monitoring the internal and the external
environments of the sheep barn. Two of them were positioned in the sheep barn at a height
of about 1.5 m from the ground, while the second was positioned close to the roof window
at about 5.0 m from the ground. The third one was installed on the roof of the sheep barn
to monitor the ambient outdoor temperature and relative humidity. Air quality inside the
barn was monitored with a CH4 sensor (Bacharach MGS 550 gas detector, Pittsburgh, PA,
USA), a CO2 sensor (Bacharach MGS 450 gas detector, Pittsburgh, PA, USA) and an NH3
sensor (Bacharach MGS 450 gas detector, Pittsburgh, PA, USA), which were positioned at a
height as close as possible to the sheep’s height. All the above-mentioned parameters were
measured and stored every 15 min by the PLC unit. All the sensors in the PLC unit were
new, and they were already factory calibrated. The experimental measurements occurred
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from 23 January to 27 January of 2022 from 6:00 am to 16:00 pm every day. The specific
period was chosen because the conditions were favorable for the scope of the experiment.

2.3. Operation of the Sheep Barn Automation System

The system was programmed to open and close the windows based on specific ranges
of parameters that are presented in Table 2. The rationale behind this operation design was
to keep the temperature inside the TNZ without endangering the air quality of the internal
environment. The range of the upper and lower limits of the parameters were reported in
previous research [6,39–41].

Table 2. Parameters range for opening and closing of windows.

Parameter
Lower Value

(Windows Close)
Higher Value

(Windows Open)
Priority

Average temperature (2 sensors) 8 ◦C 12 ◦C 3
Average relative humidity (2 sensors) 65% 70% 2

NH3 5 ppm 20 ppm 1
CH4 - - 5
CO2 700 ppm 2500 ppm 4

2.4. Biogas Potential

Biogas potential tests of sheep manure, wheat straw and different mixtures of them
were performed in the laboratory. In total, nine substrates were examined, and they are
presented in Table 3.

Table 3. Substrates for biogas potential and their attributed acronyms.

Substrates Acronyms

Wheat Straw WS
Sheep manure—fresh BL—0d

Sheep manure—15 days BL—15d
Sheep manure—30 days BL—30d
75% SM: 25% WS—fresh 75:25 0d

75% SM: 25% WS—15 days 75:25 15d
75% SM: 25% WS—30 days 75:25 30d

60% SM: 40% WS—fresh 60:40 0d
90% SM: 10% WS—fresh 90:10 0d

The manure produced per sheep (SM) was estimated bibliographically at
0.04 kg·kgsheep

−1 [42], 50% of which is considered feces and 50% urine [43], while the
quantity of wheat straw (WS) used in the sheep barn as bedding material was provided by
the owner and was 0.2 kgWS·sheep−1·day−1. The barn’s average sheep weight was about
30 kg, which results in an estimated manure generation of 0.6 kg·sheep−1·d−1. From the
selected mixtures for biogas potential, the mixture of 75% SM with 25% WS (w/w) was the
ratio closest to the real conditions inside the experimental sheep barn.

Sheep manure and bedding (wheat) straw were collected at certain time periods (fresh,
15 days old and 30 days). Prior to anaerobic digestion, manure samples were homogenized,
and wheat straw was cut into a length of approximately 2.5 cm. The inoculum used was
obtained from previous anaerobic digestion experiments and pre-incubated at 37 ± 0.5 ◦C
until no significant methane production was observed [44]. Blank biogas potential tests
with only inoculum were performed to monitor residual biogas production. All the biogas
potential tests were performed in triplicate.

Glass bottles of 0.3 L were used as batch reactors for anaerobic digestion. The batch
reactors were filled with the different mixtures of substrate and inoculum, with a feed to
inoculum ratio (F/I) of 1 in terms of volatile solids (VS). The final operating volume was
adjusted to 0.17 L by adding deionized water, and the headspace of each batch reactor was
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purged with nitrogen gas (99.99% purity) for approximately 2 min to ensure anaerobic
conditions before being sealed and placed into an automated thermal chamber that retained
the temperature at 37 ± 0.5 ◦C. Once per day, the batch reactors were manually mixed
vigorously. Biogas production was converted to standard temperature and pressure condi-
tions (0 ◦C and 1 atm). Procedures and analysis were performed according to a proposed
protocol for batch essays that has been previously established [44].

2.5. Calculations
2.5.1. Energy Conservation

Energy conservation is achieved based on the hypothesis that to retain the air temper-
ature inside the barn and the drinking water temperature within an acceptable range, an
artificial heating system should be used. Thus, with the proposed combined operation, the
heat is produced by the sheep’s metabolism and by a heating system that burns biogas,
which is produced by the anaerobic digestion of sheep waste. Therefore, the use of artificial
heating systems (commonly powered with conventional fuels) for tackling cold stress in
sheep is mitigated.

The barn is handled as a closed system, so based on the 1st law of thermodynamics, if
a certain temperature value needs to be retained inside the structure, a balance between the
heat losses and heat gains should be achieved (Equation (1)). It should be noted that in this
case the loss from ventilation is considered negligible since the windows are closed.

.
Qan +

.
Qbg =

.
Qch +

.
Qinf (1)

.
Qan: Total heat produced by animals in the sheep barn (W)
.

Qbg: Potential heat produced by a heating system utilizing biogas (W)
.

Qch: Heat losses by combined heat transfer mechanism (W)
.

Qinf: Heat losses by infiltration (W)
The value of

.
Qan is calculated by the number of animals and the heat produced by each

animal individually. According to literature, sheep produce about 2.6 W·kgbodyweight
−1 [29].

The
.

Qbg will be calculated by using a typical heating system performance rate equation,
based on the hypothesis that part of the energy of the produced biogas will be transformed
into effective heat (Equation (2)).

ηth =

.
Qbg
.

Qbgp

(2)

Biogas exploitation for the production of energy has been studied previously and it
was found that it can attribute from 5.0 kWh·m−3 up to 7.5 kWh·m−3 [45]. An average
value of 6.25 kWh·m−3 was used for the energy calculations regarding biogas utilization.

ηth: Performance rate of the heating system
.

Qbg: Potential heat produced by a heating system utilizing biogas (W)
.

Qbgp: Input energy of the system from the produced biogas (W)
The heat losses by combined heat transfer phenomena are calculated by Equation (3) [33].

.
Qch = U·A·(ΔT) (3)

U: U value (W·m2·K−1)
A: Heat exchange surface (m2)
ΔT: Temperature difference between the prevailing temperature inside the barn and

the ambient outdoor temperature (◦C)
The U value depends on the constructive element’s thermal properties and thickness,

and it was calculated or referred to according to the literature [37,39]. The heat exchange
surface depends on the dimensions and shape of each constructive element. ΔT is usually
taken as the temperature difference between the temperature that is required to prevail

754



Energies 2023, 16, 1087

inside the structure (optimum growth within the thermoneutral zone or lower acceptable,
etc.) and the average lower temperature of the region. In the current experiment, the values
of the ambient outdoor temperature will be provided by the monitoring system (PLC).
The temperature inside the barn was set at 10 ◦C based on the literature for optimum
performance of sheep [6,41].

The heat losses by infiltration are calculated by Equation (4) [46].

.
Qinf = ρ·cp·n · V

3600
·(ΔT) (4)

ρ: Air density (kg·m−3)
cp: Water specific heat (kJ·kg−1·K−1)
n: Air exchanges (h−1)
V: Air volume of the structure (m3)
ΔT: Temperature difference between the prevailing temperature inside the barn and

the ambient outdoor temperature (◦C)
Based on the bibliography, the values for air density, air specific heat and air exchanges

(considering the barn as an old building) were 1 kg·m−3, 1 kJ·kg−1·K−1 [47], and 1 h−1 [46],
respectively. The volume of the structure was calculated to be equal to 2742 m3, while the
ΔT was calculated by Equation (3).

All the above-mentioned energy flow parameters can be converted to energy values if
multiplied with time to work, with energy values expressed in kWh.

Keeping the temperature of the drinking water at proper levels also requires the
consumption of energy. Heat produced from biogas will be examined to see if it could
contribute to retaining the water at a proper temperature. For this reason, the 1st law of
thermodynamics was used as presented in Equation (5) [47].

Qw = m·cp·(ΔTwater)·0.00027 (5)

Qw: Heat required for water heating (kWh)
m: Total water mass (kg)
cp: Water specific heat (kJ·kg−1·K−1)
ΔTwater: Water temperature difference (K)
The water mass required for a sheep weight between 27–50 kg is about 3.8–5.7 L·d−1 [48].

The average value of 4.75 L·d−1 was used. The water specific heat is 4.2 kJ·kg−1·K−1 [47].
The lower temperature of drinking water was chosen at 2 ◦C, while the highest will be
calculated based on the production of biogas by anaerobic digestion.

2.5.2. Reduction of GHG Emissions

An approximate estimation was performed about the GHG emissions and their reduc-
tion in the case of utilizing organic carbon due to anaerobic processes to produce biogas
for tested substrates. To calculate the gVS·sheep−1·d−1, if stored fresh and used at 15 days
and 30 days’ time periods, the fresh quantity of 0.6 kg·sheep−1·d−1 was multiplied by the
weight loss that occurred at those periods based on the total solids (TS) measurements of
the samples.

The volume of biogas potential and GHG emissions were calculated, in
LBiogas-GHGs·sheep−1·d−1, using the Equation (6).

VolumeBiogas−GHGs =
(
VCH4 + VCO2

)·600·(100 − WLt=n)

MWvs=1·100
(6)

where:
VCH4 : total methane production volume of sample (L)
VCO2: total carbon dioxide production volume of sample (L)
WLt=n: percentage of weight loss of manure (%), where t = n refers to the collection

time period of the manure sample (n = 0 days, 15 days, 30 days)
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MWvs=1: Weight of manure to obtain 1 gVS for that substrate (g)
The daily production volumes of CH4 and CO2 (mL) were calculated using Equation (7) [44].

VolumedailyGas =
Cn − Cn−1

100
·Vhs (7)

where:
Cn: daily gas concentration measurement (%)
Cn−1: previous-day gas concentration measurement (%)
Vhs: batch reactor headspace volume (mL)

2.6. Analytical Methods

Total solids (TS) and volatile solids (VS) of the sheep manure, wheat straw and
inoculum were determined according to Standard Methods [49]. Headspace samples from
the reactors were taken for biogas composition analysis (for the first 11 days daily and every
few days after). They were collected with a gas-tight syringe and immediately injected in a
gas chromatograph, as described by Kalamaras et al. (2020) [50]. The GC was calibrated
by using a certified gas of known composition (60% methane- 40% carbon dioxide) and
helium gas was used as a carrier gas. The measured values were adjusted to the volumes
at standard temperature (0 ◦C) and pressure (1 atm). The termination of the experiment
occurred when methane production was <1% of the accumulated volume of methane for
three consecutive days, as established by Holliger et al. (2016) [51].

At the end of the experiment, samples were extracted from each batch reactor to
prepare them for VFA analysis. Samples were centrifuged twice for 10 min at 12,000 rpm,
and pH was measured. Analysis was performed (1 μL injection sample volume) in a gas
chromatograph, and helium was used as a carrier gas, as described in previous research
studies [52,53].

2.7. Statistical Analysis

Statistical data analysis was performed with the software IBM SPSS Statistics, version 28.
Analysis included descriptive statistics and mean values, standard errors and standard
deviations were calculated. Comparisons of the means were performed using one-way
analysis of variance, and they were evaluated using the least-significant-difference (Tukey)
test. Readings were considered significant when the p value was < 0.05.

2.8. Ethical Statement

In the present study, no handling, and no harm was caused, in any case, or disruption
to the behavior and well-being of the animals. Samples were collected from the livestock
building’s floor only after the farmer provided his consent. The study was carried out
following Directives 2010/63/EU [54] and 86/609/EEC [55] regarding the protection of
animals used for experimental and other scientific purposes, and activities were performed
in compliance with the regulations.

3. Results

3.1. Biogas Potential of Sheep Barn Waste

Sheep manure collected at certain time periods (0 days, 15 days and 30 days), wheat
straw and mixtures of them were used as substrates for anaerobic digestion and were
compared regarding methane production. The results of the total methane yield and the
cumulative methane production as a function of time for all substrates are presented in
Figure 2.

Methane production started immediately in all the reactors. The wheat straw was
used both as feed and bedding material in the study’s experimental sheep barn. Its high
nutritional value is clearly reflected in the results below, as it had the highest methane
production. This explains the fact that all three substrates with only sheep manure had less
production than their corresponding substrate, which contained 25% (weight) of wheat
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straw. The highest methane production of manure-based substrates was observed with
fresh manure. Methane production was lower in all substrates where fresh manure was not
used (15 days and 30 days manure), regardless of the addition of wheat straw. The 75:25
30d had a higher yield than the 75:25 15d. In all batch reactors, at least 80% of their total
CH4 volume was achieved by the 27th day and at least 90% by the 35th. The 75% SM: 25%
WS ratio represented the real condition in the study’s barn case. However, different ratios
(w/w) of fresh sheep manure (0 days) and wheat straw (60% SM: 40% WS and 90% SM:
10% WS) were also tested to evaluate their CH4 potential. In terms of CH4, they did not
show any significant statistical difference with the sheep barn’s ratio (75% SM: 25% WS),
regarding yield and production rate (Figure 2). Therefore, it can be concluded that altering
the weight ratio by a step of 15% of sheep manure to wheat straw did not significantly
affect the CH4 production. The above results indicate the higher efficiency of anaerobic
co-digestion regarding the CH4 production of sheep manure and bedding straw, as well as
the importance of the freshness of the manure collected.

(a) (b)

Figure 2. Methane yields (a) and cumulative methane productions (b) from the anaerobic mono-
and co-digestion of each substrate. Different letters above the bars signify distinct statistical groups
(p < 0.05) between the different tests. The bars designate the standard deviation.

CO2 production was also measured during anaerobic mono- and co-digestion of all
substrates to evaluate the organic carbon in waste that will transform over time into CO2
emissions due to waste biological activity inside the sheep barn. The results of the CO2
yield and cumulative production for all substrates are presented in Figure 3.

The CO2 produced by anaerobic digestion followed, mostly shows the same trend
as CH4 productions mentioned previously. The highest CO2 yield was produced from
the wheat straw (WS-Feed) and had a significant statistical difference with the rest of the
samples. In accordance with this, all three mixed substrates had a higher production in
comparison with the mono-digestion of manure. Between the mixed substrates, the ratio
of 60:40 0d had the highest CO2 production. Thus, it can be concluded that by increasing
the addition of wheat straw to the mixture, the CO2 production increases accordingly. The
lowest production rate and total volume were observed from BL—15d and BL—30d, which
indicates that time was an important factor regarding CO2 yield.

Total VFA concentrations were less than 0.06 g·L−1 in all the tested substrates
(see Supplementary Section S2). Therefore, there was no inhibition on the biogas produc-
tion, and a stable anerobic digestion process was performed. The total volume of CH4 and
CO2 produced at the end of the experiments for all substrates is summarized below in
Table 4.
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(a) (b)

Figure 3. Carbon dioxide yields (a) and cumulative carbon dioxide productions (b) from the anaerobic
mono- and co-digestion of each substrate. Different letters above the bars signify distinct statistical
groups (p < 0.05) between the different tests. The bars designate the standard deviation.

Table 4. Total volume of methane and carbon dioxide production from the tested substrates.

Substrates Total CH4 Production, mL·gVS
−1 Total CO2 Production, mL·gVS

−1

Wheat Straw 296.71 ± 0.86 * 258.14 ± 2.72
Sheep manure—fresh 212.95 ± 1.89 144.45 ± 0.97

Sheep manure—15 days 123.25 ± 3.11 98.25 ± 2.96
Sheep manure—30 days 127.12 ± 3.00 100.13 ± 2.02
75% SM: 25% WS—fresh 237.42 ± 1.76 201.07 ± 0.69

75% SM: 25% WS—15 days 159.65 ± 6.02 138.31 ± 2.75
75% SM: 25% WS—30 days 189.05 ± 6.84 144.90 ± 1.38

60% SM: 40% WS—fresh 245.39 ± 5.41 214.15 ± 2.58
90% SM: 10% WS—fresh 242.32 ± 3.57 185.83 ± 4.43

* Standard deviation.

3.2. GHGs Emissions Based on Anaerobic Digestion

A rough estimation of the GHG emissions was performed based on the anaerobic
digestion tests. The sum of CH4 and CO2 production for each tested substrate represents
the organic carbon that could have been released due to biological activities. Specifically,
composting processes are intensified due to aerobic conditions, and CO2 is released by
aerobic microorganisms; CH4 could also be produced when anaerobic conditions occur.
The total volume of CO2 emissions per g of VS inside the sheep barn could be equal to the
sum of CO2 and CH4 volumes per g of VS added in the batch experiments, as each mole
of CH4 produced anaerobically could correspond to 1 mole of CO2 produced aerobically.
The GHG estimation was performed by multiplying the amount of manure (gVS) produced
per sheep per day with the biogas potential (Equation (6)). The GHG emissions expressed
as biogas potential based on the substrates used for anaerobic digestion are presented in
Table 5.

The substrate with a ratio of 60SM:40WS obtained the highest biogas potential. Never-
theless, it should be highlighted that this ratio does not represent a realistic scenario due to
being impractical and economically unviable, and it was tested in terms of investigating a
possible higher methane production from the sheep barn wastes. This fact applies also to
the 100% wheat straw ratio, which is not presented in Table 5.
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Table 5. Estimation of GHG emissions expressed as biogas potential based on the availability of
organic carbon during anaerobic digestion of substrates.

Substrates Period (d) Biogas-GHGs (mL·gVS
−1)

Available gVS ·Sheep−1 ·d−1

for Each Substrate
LBiogas-GHGs ·Sheep−1 ·d−1

Sheep manure
0 357.40 ± 2.20 * 128.21 45.82 ± 0.28
15 221.50 ± 5.49 54.57 12.09 ± 0.30
30 227.25 ± 4.45 52.18 11.86 ± 0.23

Sheep manure 75% + Wheat straw 25%
0 438.49 ± 1.24 300 131.55 ± 0.37
15 297.97 ± 7.62 74.72 22.26 ± 0.57
30 333.95 ± 6.84 72.27 24.13 ± 0.49

Sheep manure 90% + Wheat straw 10% 0 428.15 ± 6.57 185.76 79.53 ± 1.22

Sheep manure 60% + Wheat straw 40% 0 459.54 ± 6.60 472.44 217.11 ± 3.12

* Standard deviation.

3.3. Sheep Barn Energy Analysis

All the substrates presented in Table 5 were used, except for the ratio of 60% SM: 40%
WS, mainly for economic viability reasons. The potential heat gained by burning the
biogas for energy analysis was named Q .bgX (where X is the numerical order of the
first seven substrates in Table 5. The automation system operated for 10 h daily without
technical problems. The time durations for which the windows remained closed for each
day are presented in Table 6. Temperature and relative humidity graphs of the climate
inside and outside the sheep barn as well as gas measurements during the experimental
period are presented in detail in the Supplementary Materials (Sections S3 and S4) .

Table 6. Time duration of closed windows during the operation of the automation system.

Day 23 January 24 January 25 January 26 January 27 January

Time (min) duration of closed windows 240 345 300 180 90
Percentage of time (%) with closed windows

during operation 40% 57.5% 50% 30% 15%

The potential biogas production and the relevant energy exchanges in the barn were
calculated by Equations (1)–(4) and (6), and they are presented in Table 7. Energy exchanges
in the sheep barn for all of the scenarios are presented in detail in the Supplementary
Materials (Section S1). Heat losses from the sheep barn and body heat generated from
sheep were valued for the energy analysis only when the windows were closed during
the operation period of 10 h. Two different settings for energy analysis were examined.
The first setting considered all the heating energy produced from biogas by the anaerobic
digestion of the substrates. So, additional equipment, such as heat or biogas storage, was
utilized for the exploitation of heat energy when it was required to raise the temperature
inside the barn and when the windows were closed. In the second setting, the storage
equipment was not present, and the biogas was used continuously by the heating system.
Biogas heat energy in this setting was calculated based on the volume of biogas produced
via anaerobic digestion of substrates generated inside the barn and only when the windows
were closed during the 10 h of the automated system operation. The exact hourly heat
exchange for each category is illustrated in the Supplementary Materials.

Table 7. Sheep barn energy analysis for the two settings when the windows were closed during the
operation of the automated system.

Day 23 January 24 January 25 January 26 January 27 January

Total energy amounts with a biogas or a heat storage (kWh)

Heat losses (
.

Qch +
.

Qinf) 160.4 149.5 229.3 124.5 28.8
Total body heat from

sheep (
.

Qan)
59.7 77.2 63.2 31.6 21.1
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Table 7. Cont.

Day 23 January 24 January 25 January 26 January 27 January

Qbiogas
(

.
Qbg)

.
Qbg1 * (+) 417.5 (+) 417.5 (+) 417.5 (+) 417.5 (+) 417.5
.

Qbg2 (+) 110.2 (+) 110.2 ** (–) 110.2 (+) 110.2 (+) 110.2
.

Qbg3 (+) 108.1 (+) 108.1 (–) 108.1 (+) 108.1 (+) 108.1
.

Qbg4 (+) 1198.7 (+) 1198.7 (+) 1198.7 (+) 1198.7 (+) 1198.7
.

Qbg5 (+) 202.8 (+) 202.8 (+) 202.8 (+) 202.8 (+) 202.8
.

Qbg6 (+) 211.9 (+) 211.9 (+) 211.9 (+) 211.9 (+) 211.9
.

Qbg7 (+) 724.7 (+) 724.7 (+) 724.7 (+) 724.7 (+) 724.7

Total energy amounts with continuous heating from biogas (kWh)

Heat losses (
.

Qch +
.

Qinf) 160.4 149.5 229.3 124.5 28.47
Total body heat from

sheep (
.

Qan)
59.7 77.2 63.2 31.6 21.1

Qbiogas
(

.
Qbg)

.
Qbg1 (–) 56.2 (+) 80.7 (–) 70.2 (–) 42.1 (+) 21.1
.

Qbg2 (–) 44.1 (–) 63.4 (–) 55.1 (–) 33.1 (+) 16.5
.

Qbg3 (–) 43.2 (–) 62.2 (–) 54.1 (–) 32.4 (+) 16.2
.

Qbg4 (+) 479.5 (+) 689.3 (+) 599.4 (+) 359.6 (+) 179.8
.

Qbg5 (–) 81.1 (–) 116.6 (–) 101.4 (–) 60.8 (+) 30.4
.

Qbg6 (–) 84.8 (+) 121.8 (–) 106.0 (–) 63.6 (+) 31.8
.

Qbg7 (+) 289.9 (+) 416.7 (+) 362.4 (+) 217.4 (+) 108.7

*: (+) when heat gain (
.

Qan +
.

QbgX) is higher than heat losses, **: (–) when heat gain (
.

Qan +
.

QbgX) is lower than
heat losses.

3.4. Potential Energy for Heating of the Drinking Water

As shown in Table 7, in many cases, the Q .bg potential was greater than required
to cover the sheep barn heating needs. This surplus of heating energy could be used to
increase the temperature of the water according to Equation (5). In the case of using the
heat surplus to raise the temperature of the water, the biogas heating system should have a
hot water distribution system (not a hot air distribution system) to have the capability to
direct this heat to the drinking water tank each time it is not operating to cover the heating
needs of the building. In Table 8, the remaining heat for each day with the Q .bg scenario
as well as the water temperature potential rise are presented.

Table 8. Residual heating energy used for the heating of the drinking water after being used for sheep
barn heating and the corresponding rise in the drinking water temperature.

Day 23 January 24 January 25 January 26 January 27 January

Qw1 (kWh) 202.0 324.3 258.4 328.1 409.7
ΔTwater1 (◦C) 0.6 0.9 0.7 0.9 1.1
Qw2 (kWh) 0.0 32.4 0.0 0.0 102.4

ΔTwater2 (◦C) 0.0 0.1 0.0 0.0 0.3
Qw3 (kWh) 0.0 30.4 0.0 0.0 100.3

ΔTwater3 (◦C) 0.0 0.1 0.0 0.0 0.3
Qw4 (kWh) 768.4 1066.5 1039.6 1109.3 1190.9

ΔTwater4 (◦C) 2.1 3.0 2.9 3.1 3.3
Qw5 (kWh) 46.3 120.3 0.0 0.0 195.0

ΔTwater5 (◦C)) 0.1 0.3 0.0 0.0 0.5
Qw6 (kWh) 52.9 129.0 0.0 0.0 204.1

ΔTwater6 (◦C) 0.1 0.4 0.0 0.0 0.6
Qw7 (kWh) 424.7 616.2 565.6 635.3 716.9

ΔTwater7 (◦C) 1.2 1.7 1.6 1.8 2.0
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4. Discussion

Renewable energy heating systems in livestock buildings represent an efficient and
environmentally friendly technology that contributes to the implementation of carbon
neutral farming practices. The proposed operation for the experimental sheep barn in
this work has a low initial investment and operating cost and promotes an efficient waste
management approach. Previous studies have examined biogas production from animal
waste and its utilization for generating electricity and heat [56–58], but not specifically for
covering the heating needs of a sheep barn while achieving optimum welfare conditions
for the animals.

The total methane production of all substrates varied from 296.71 mL·g−1
VS to

123.25 mL·g−1
VS. The results showed that as the time from generation to collection of

waste increased, biogas production decreased. An interesting finding was that samples
collected after 30 days obtained a slightly higher production than samples collected after
15 days. A possible explanation is that lignocellulosic substances were possibly degraded
by aerobic microorganisms and became more accessible for biogas production during
anaerobic digestion. Moreover, the addition of nitrogen can significantly increase the
degradation rate of lignin. The application of even 0.12% nitrogen could increase the
degradability of lignin up to 29.8%, as studied by Vázquez et al. [59]. Thus, the presence
of sheep urine inside the barn, which contains N [60], could probably have had an impact
on the lignocellulosic substances. The 75 SM: 25 WS ratio that was already used by the
farmer in the experimental sheep barn was lower in terms of methane production by 2.02%
and 3.25% compared with the ratios of 90SM:10WS and 60SM:40WS, respectively. These
ratios were investigated to obtain higher methane productions in comparison with the
current practice. However, the higher methane production obtained by these substrates
was not enough in comparison with the ratio already used in the sheep barn. Therefore,
the best of the examined ratios for producing methane for heating purposes in the sheep
barn was the farmer’s current practice (75 SM: 25 WS). Similar wheat straw methane yields
were reported in previous studies [61]. Regarding fresh sheep manure mono-digestion,
the 212.95 mL·gVS

−1 obtained by anaerobic digestion was also comparable with previous
research [62].

An estimation of the biogas potential per sheep per day was performed based on the
conducted anaerobic digestion and co-digestion tests. In all cases, substrates that contained
fresh sheep manure had a significantly higher biogas potential than their equivalents,
containing 15 days and 30 days old samples. The current sheep barn’s ratio (75 SM: 25 WS)
could provide the highest potential of up to 131.55 Lbiogas·sheep−1·d−1. Time seemed to
have a significant effect on the reduction of biogas potential. Specifically, for the sheep
manure mono-digestion, at least 73.61% of the biogas was lost when fresh manure was not
used, whereas for the mixed 75 SM: 25 WS tests, at least 81.66% was observed. It could
be indicated that these reductions would possibly result in lost emissions if the substrates
were obtained at those later time periods. By performing the anaerobic digestion process,
organic carbon can be utilized that otherwise could have been emissions, which results in
GHG savings.

The installation of the automation system in combination with heat from biogas had a
positive effect on the microclimate of the structure. In particular, the heat gained from the
sheep contributed to a rise in the temperature inside the structure, providing an environ-
ment within the TNZ range. When the windows were closed, the trapped heat produced
by the sheep was sometimes enough to fully cover the structure’s heat losses. When this
was not possible, heat losses (

.
Qch +

.
Qinf) were covered in a percentage between 27–60%,

30–56%, 25–52%, 25–30% and 55–58% during 23, 24, 25, 26 and 27 January, respectively. In
the morning hours, when the ambient environment temperature was sometimes below zero,
the energy covered was the lower threshold of the ranges mentioned above for each day.
The higher threshold occurred during hours when the ambient environment temperature
was close to 10 ◦C.
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The examined setting of the hypothetical biogas heating system that was equipped
also with a biogas or heat storage system covered all of the heat losses from the sheep
barn (Table 7,

.
Qbg1) when fresh manure and ratios of manure and wheat straw were used.

However, manure that was left in the sheep barn for the examined two periods covered
most of the heating needs of the barn, except for one day. At the second setting, where the
biogas heating system did not have storage equipment, only the weight ratios (%) of 75:25
and 90:10 of fresh sheep manure and wheat straw succeeded in covering the heat loss from
the sheep barn.

The percentage of the losses covered by the hypothetical biogas heating system is
strongly dependent on the heat distribution system. In the first setting, in 94% of the
examined cases (Table 7), the heat losses were covered by the combined heat gain from
the sheep’s body metabolism and from the biogas heating unit. This could be done by
storing the energy in a biogas or a heat-insulated buffer tank and using it only when
the temperature of the barn is lower than the LCT of sheep. In the option of a heated
buffer tank, the heating medium, possibly water, will help to dissipate the heat through a
distribution system. Therefore, this setting has a more complex installation and a higher
initial investment cost than the second setting, where no energy storage is present. In
the second setting, the produced biogas was continuously burned, and the heat gain was
distributed inside the barn by an air heater, and it was not possible to store the heating
energy. For the second setting, the heat energy losses were fully covered at a percentage
of 48%, but the investment and operation costs of this system are lower. Up until now,
low temperatures in sheep barns were not systematically addressed in most cases, both
in research and in real-world conditions. Some passive methods are mentioned in the
literature [63,64] for preventing wind speed (natural or artificial shelter belts), which leads
to low temperatures inside the barn. The main problem with non-controlled ventilation
systems in sheep barns is that windows or doors remain open most of the time to avoid
inadequate ventilation (high relative humidity or NH3 concentrations). It has been found
that this approach leads to an indoor temperature that is a little higher than the ambient
outdoor temperature (1–2 ◦C) [64]. This temperature is outside of the thermoneutral zone
of the sheep, with all the negative consequences that have already been mentioned. Thus,
the proposed system provides an overall management of the microclimatic conditions
in the barn without affecting any aspect of the animals’ welfare or health compared to
traditional or common practices. Some suggestions for maintaining the proper temperature
for newborn sheep are also mentioned, such as the use of heating lamps [65], but this
system is accompanied by energy consumption and requires careful installation to avoid
possible accidents.

The heating of the drinking water could be provided by the biogas heating system
(1st setting with biogas or heat storage). Installation of an insulated drinking water storage
tank is crucial to delivering the surplus of energy (Table 7) and achieving the corresponding
drinking water temperature. From a technical point of view, heat surplus will be driven
to the water storage tank and can be easily implemented as an extension of the afore-
mentioned heating system. The temperature rise was significant in the co-digestion of fresh
manure and wheat straw mixtures of 75:25 (Qw4, Table 8) and 90:10 (Qw7, Table 8), where
the temperature could rise, on average, for all the examined days by 2.9 ◦C and 1.7 ◦C,
respectively. In the rest of the cases, the temperature rise was not significant. It should also
be noticed that the use of surplus energy for water heating may contrast with the use of
energy to cover heating needs inside the building at a later time, as described above. It
must be decided by the producer which option is more beneficial for the sheep and where
to utilize this energy amount for heating the building or for drinking water. In practice
the artificial heating of water [65,66] or continuous replacement are suggested [65]. These
practices result in increased energy consumption and labor costs compared to the proposed
system, which utilizes a renewable energy source.
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The temperature inside the barn was higher in comparison with the environment
outside the sheep barn, so the sheep’s dry matter intake (DMI) was reduced. This is
portrayed by the Equation (8), as DMI depends on the temperature of the environment [6].

DMI = 111.3 − 0.52·Ti (8)

The DMI reduction is higher when the temperature difference between indoor and
ambient environment temperatures is wider. The decrease in DMI also reduces the feed
intake by the sheep, which probably results in lower waste generation and, consequently,
lower GHG emissions. Moreover, it leads to a further reduction of CH4 emissions, which
originate by ruminal fermentation. The reduction of CH4 emissions (kgch4·sheep−1 d−1)
based on the DMI (kgfeed·sheep−1·d−1) decrease is estimated by Equation (9) [19].

(CH4w) = 5.6488·(DMIw) + 0.6518 (9)

The reduction of methane from ruminal fermentation is an added environmental
benefit of the proposed operation rationale, but it could also lead to energy conservation
since less energy is consumed for feed production and transportation to the sheep barn.

The extent of the internal temperature of the sheep barn that can be achieved, aiming
to achieve increased feed conversion and GHG emissions reduction.

5. Conclusions

The sustainability and benefits of an automation system in a sheep barn combined
with a hypothetical biogas heating system utilizing the barn’s waste were examined in this
work. The results indicated that this method has a positive effect on the microclimate of
the livestock building and the animals’ welfare by maintaining the temperature within the
range of the thermoneutral zone. The proposed solution covered the heat losses of the sheep
barn in 94% of the examined cases in the first setting where energy storage was used. Thus,
the aim of this study was achieved, and the initial hypothesis was confirmed. When the
sheep barn heat losses were fully covered by the biogas heating system, surplus heat could
also be used to increase the temperature of the drinking water from 1.7 ◦C to 2.9 ◦C. The
outcome of this research highlights an agricultural practice for livestock buildings that is
sustainable and reduces GHG emissions. Further research may be conducted to evaluate the
addition of a solar system to increase the capability and capacity of the proposed practice.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/en16031087/s1, Section S1: Illustration of dynamic heat exchanges
in the sheep barn, Section S2: Volatile Fatty Acids graphic illustration, Section S3: Temperature
and relative humidity graphs, Section S4: Internal air quality of the sheep barn, Section S5: Repairs
and installation of equipment for the automation system for opening and closing side and the roof
windows, as also the location of sensors for monitoring the internal air quality of the sheep barn,
Section S6: U—Value calculation.
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Abbreviations

GHGs Greenhouse gases cp Water specific heat (kJ·kg−1·K−1)
BMP Biomethane potential n Air exchanges (h−1)
TNZ Thermoneutral zone V Air volume of the structure (m3)
UCT Upper Critical Temperature Qw Heat required for water heating (kWh)
LCT Lower Critical Temperature m Total water mass (kg)
PLC Programmable logic controller ΔTwater Water temperature difference (K)
SM Sheep manure VolumeBiogas−GHGs Volume of biogas potential—GHGs emissions
WS Wheat straw VCH4 Total methane production volume of sample (L)
w/w Weight to weight VCO2 Total carbon dioxide production volume of sample (L)
.

Qan Total heat produced by animals in the sheep barn (W) WLt=n
Percentage of weight loss of manure (%), where t = n
refers to the collection time period of the manure

.
Qbg

Potential heat produced by a heating system utilizing
biogas (W)

MWvs=1 Weight of manure to obtain 1 gVS for that substrate (g)
.

Qch Heat losses by combined heat transfer mechanism (W) VolumedailyGas The daily production volume of measured gas (mL)
.

Qinf Heat losses by infiltration (W) Cn Daily gas concentration measurement (%)
Performance rate of the heating system Cn−1 Previous day gas concentration measurement (%)

.
Qbgp Input energy of the system by the produced biogas (W) Vhs Batch reactor headspace volume (mL)
U U value (W·m2·K−1) VS Volatile solids
A Heat exchange surface (m2) TS Total solids

ΔT
Temperature difference of the prevailing temperature
in the barn and the ambient outdoor temperature (◦C)

GC Gas chromatography

ρ Air density (kg·m−3) VFA Volatile fatty acids
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Abstract: Building retrofitting is an efficient means of reducing greenhouse gas emissions. Its first
focus is on building façade, as transmission and air leakage are the main sources of energy loss in
buildings. Nowadays, building modellers cannot easily implement envelope air leakage and assume
constant values, which results in erroneous energy estimates. Additionally, in energy simulations, a
weather file is usually inserted with measurements provided by a weather station. In this study, we
revealed the use of wind data from the weather file (herein as global wind) to calculate the infiltration
of a test case in Spain, using the three algebraic equations of EnergyPlus. Furthermore, four other
wind data were applied: eastbound and westbound winds from the weather file and two from in
situ measurements (on the southeast and on the northwest façades). The fifteen combinations of the
three infiltration models and the five wind data were empirically evaluated, using the tracer gas
results performed during three different periods. The combinations were validated according to the
American Society for Testing Materials D5157 standard criteria, and the best and the only ones that
complied with the standard were those using the wind data from the southeast in situ sensor and the
west wind from the weather station. The global wind was not able to generate accurate infiltration
models, which raises doubts about its use in the highly-time calibration of energy models. However,
its disaggregation was a cost-effective strategy to estimate the infiltration of this case study.

Keywords: wind data; tracer gas test; decay method; EnergyPlus; infiltration modelling; building
retrofitting; ASTM D5157

1. Introduction

In 2020, the European Union (EU) provided an unprecedented response to the coro-
navirus crisis that hit Europe and the world through hlNext Generation EU (NGEU): a
temporary instrument called Recovery and Resilience Facility (RRF). The RRF makes EUR
750 billion (in 2018 prices) in grants to ease the recovery actions and investments carried
out by Member States [1]. The main goal of the RRF is to reduce the social and economic
footprint created by the pandemic and to make European societies and economies more re-
silient, sustainable, and ready for a new paradigm based on green and digital transitions. A
minimum of 30% of expenditure should be dedicated to climate investment and reforms [2].
Among the flagship areas, buildings renovation appears as the most crucial, because build-
ing retrofitting is probably the most cost-effective way of cutting down greenhouse gas
emissions [3].

Furthermore, the European Union proposed a set of directives to eradicate inefficient
buildings, by enforcing the Energy Performance of Buildings Directive (EPBD). In this
framework, building energy retrofit projects will rely on using digital twins, which can be
created by using building information modelling (BIM) technology, followed by a building
energy model (BEM) to quantify energy savings. For this purpose, the interoperability
between BIM and BEM should be considered, in order to guarantee the confidence of
investors in the energy efficiency sector [4]. However, BEM requires adjustments of input
parameters that are unknown and difficult to measure, leading to high unpredictability in

Buildings 2023, 13, 511. https://doi.org/10.3390/buildings13020511 https://www.mdpi.com/journal/buildings
769



Buildings 2023, 13, 511

energy savings. Therefore, the limitations in the analysis of building energy retrofit are
mainly due to the lack of accuracy of the model.

1.1. Background and Motivation

Retrofit projects typically use a calibrated BEM to ensure that building systems are
properly modeled. There are challenges in the calibration process for the measurement
and verification of energy savings, which can be based on mathematical algorithms and
physical-based models and are evaluated according to uncertainty analysis [5–7]. As stated
by the ASHRAE Handbook: Fundamentals: SI edition (2017) [8], several difficulties prevent
achieving a calibrated simulation [9–12]. One of them is the method used to measure the
input parameters needed for the simulation, i.e., infiltration values [13–16].

Infiltration is also known as the flow of outdoor air into a building through unin-
tentional openings. Similar to natural ventilation, infiltration is driven by the pressure
differences across the envelope caused by air and wind density variability generated by
the temperature differences between indoor and outdoor air. For that reason, infiltration
has two components: stack pressure and wind pressure. Stack pressure is the hydrostatic
pressure produced by the mass of a column of air inside or outside a building [17]. When
wind impinges on a façade, it creates a distribution of static pressures that depends on
the wind speed, wind direction, surface orientation, air density, and surrounding con-
ditions [18]. Moreover, if there is infiltration in a building envelope, it could affect the
heating and cooling loads. If the outside air entering the building is cold, the heating load
could increase by 13% to 30%. On the other hand, if it is warm, the cooling load could
increase by 4% to 14% [19,20]. Furthermore, some studies estimated that air leakage could
be responsible for 50% of energy loss [21,22]. In the current context, where regulations
are being created to reduce carbon emissions [23], it is relevant to control any cause of
increasing building loads, one of the most important of which is leakage airflow, and,
therefore, its precise measurement and correct input in BEM software should be carried out.

1.2. Infiltration Modelling

Detailed models for air leakage can be produced by using multizone airflow or
CFD software. In EnergyPlus, the AirFlowNetwork (AFN) model can be used to de-
termine model infiltration and mixing airflow between zones with or without HVAC
operation. It presents three empirical equations to calculate infiltration: ZoneInfiltra-
tion:DesignFlowRate, ZoneInfiltration:FlowCoefficient, and ZoneInfiltration:EffectiveLeaka-
geArea. In addition to facilitating more accurate calculations of wind-driven infiltration,
EnergyPlus calculates the wind speed as a function of height by using the input or default
wind speed profile coefficients [24].

CONTAM is another multizone simulation software, which was developed at the
National Institute of Standards and Technology (NIST) and is widely accepted to estimate
infiltration [25]. In CONTAM models, it is possible to implement wind direction and
wind speed, ideally for each thermal zone. Therefore, another possibility is coupling
CONTAM with EnergyPlus (EP), but it can be a cumbersome process, and the main
limitation of this co-simulation technique is related to the synchronisation time-step size of
the quasi-dynamic method [26]. Additionally, when translating these results to EnergyPlus,
infiltration rates are averaged over the entire exterior surface area, as was explained by
Ng et al. [25,27]. Empirical approaches simplify multizone building airflow models and
represent cost-effective solutions for non-expert users.

The wind is a key factor in the generation of air leakage, and since the EP empirical
equations consider the wind speed data to quantify infiltration, it is important to analyse
which wind speed values should be applied. In some studies, authors installed a dedicated
weather station on the roof of their test case to use actual weather data in modelling, as is
the case in Shrestha et al. and Bae et al. [28,29]. In contrast, Taddeo et al. [16] collected the
wind speed data from a weather station 1 km far from their test space. Their wind speed
values were corrected according to the height of the building. Winkler et al. [30] evaluated
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EnergyPlus AFN models for residential infiltration. They determined five cases, and in
each, they changed the test conditions. In relation to the wind speed, in the second and fifth
cases, they used a typical meteorological year (TMY) wind speed data, while in the first and
third cases, they applied a wind speed value of 5 m/s, and in the fourth case, 0 m/s. The
aim of their study was to compare EP AFN models with CONTAM and building energy
optimisation (BEopt) [31] models, but they did not use in situ wind speed data, and it was
not in their scope to empirically assess the models.

1.3. Tracer Gas Technique

The most accurate way to determine a building’s infiltration rate is to measure it.
According to ASHRAE [8], tracer gas measurement is the reference technique. There are
procedures (e.g., the Standard ASTM E741 test method [32]) that use gas to label indoor air,
as stated by Sherman in different works [33–35]. There are three methods for tracer gas test:
constant injection, constant concentration, and concentration decay; the latter is the easiest
to implement [36].

As described by Cui et al. [37], the concentration decay method consists of injecting a
dose of CO2 and mixing it into the room. The decay method is based on the assumptions
that (1) the background concentration is known, (2) infiltration out of the building is the
main way of removing the CO2 from the room, and (3) the CO2 concentration within the
room should be uniform. The decrease in CO2 is recorded during a given period.

1.4. Contribution and Originality of the Research

This preliminary study aims to reduce the uncertainty of infiltration in the building
energy model calibration, using only the EnergyPlus infiltration objects and different wind
data. Although many studies evaluate wind-driven infiltration modelling, as far as the
authors know, none of the published validation reports on air leakage empirically compare
different wind data applied with the EnergyPlus infiltration models, with one of the wind
data being measured in situ. In this study, we revealed the use of the wind data from
the weather file (hereafter, the global wind) against four other wind data to estimate the
infiltration of a test room in an apartment in Spain. The global wind is usually applied in
energy simulations. There is a general consensus that EP only accounts for wind speed and
does not have a wind direction component in the infiltration objects [38]. Therefore, we
focused on the global wind and disaggregated it into two types of data: the eastbound wind
and the westbound wind. In addition, we used the wind data recorded with sensors in situ:
one on the southeast façade and the other on the northwest façade. We applied the five
wind data to the three infiltration models of EnergyPlus, resulting in fifteen combinations,
to verify which of these most accurately represented the infiltration of the test space.

We performed a tracer gas test based on the concentration decay method [37], to
measure infiltration and empirically validate the results. CO2 was chosen as tracer gas
because it complies with the desirable qualities such as detectability, non-reactivity, and
non-toxicity at low concentrations, and it is well stirred with air (similar density), so it
should be differentiated from other components of air [39]. This in situ experiment was
performed over 31 days in three different periods (summer, winter, and spring), and
a total of 48.439 time-steps of one-minute data of CO2, wind speed, and temperature
were recorded.

The results were statistically verified. We calculated the standard deviation values for
the analysis of the measurements. In addition, we assessed the accuracy of the 15 combina-
tions with the mean bias error (MBE) values [40] and presented in Equation (A4). Then,
we evaluated their correlation between the measured and predicted values according to
the Standard Guide for Statistical Evaluation of Indoor Air Quality Models (ASTM D5157)
requirements [41], which is suggested by ASHRAE [8] for the empirical validation of experi-
mental evidence of indoor environment modelling. To the authors’ knowledge, no previous
study has ever used all ASTM D5157 requirements to evaluate EP infiltration models.
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The remainder of this paper is organised as follows: Section 2 describes the test room,
the monitoring system, and the tracer gas experiment; Section 3 explains the method to
calculate the air leakage of the test space, and Section 4 presents the MBE and the ASTM
D5157 Standard used to evaluate the models. Finally, in Section 5, we analyse the recorded
data, and Section 6 shows the results of the fifteen combinations. Section 7 concludes
this research.

2. Experimental Procedure

2.1. Test Room and Instrumentation

A tracer gas test of the concentration decay method was conducted in the living room
of an attic of a seven-story apartment building in Pamplona, Spain (see Figure 1). The
room with an area of 29.50 m² has two main façades (southeast and southwest) made of
perforated brick of 115 mm, with an air cavity of 30 mm, as well as 50 mm EPS foam,
70 mm hollow brick, and a last layer of gypsum plaster of 15 mm. The interior walls are
constructed with gypsum plaster (20 mm), hollow brick (75 mm), and gypsum plaster
(20 mm). Figure 2 shows the dimensions of the openings and their position in the room.

The in situ monitoring system consisted of two types of sensors: DELTA (model OHM
HD37VBTV.1) and EXTECH (model CO210). Besides the two CO2 DELTA sensors (ppm)
installed in the living room, three CO2 EXTECH sensors (ppm) were also implemented, in
order to verify the homogeneity of the injected gas (see Figures 3 and 4). Both had the same
accuracy of ± 50 ppm, but the DELTA sensors were connected to the HOBO management
system of the room, making it easier to manage and download their data.

Figure 1. External view of the apartment is indicated in yellow.

Moreover, two sensors of indoor ambient temperature (ºC), model HOBO ZW-006
(with ±2% precision), were installed at different heights (0.80 m and 1.75 m above the
ground), and their average was used in the equations.

In relation to weather conditions, a total of five sensors were placed outside the
apartment. Two wind speed sensors (m/s) were installed, model AHLBORN FVA 615-2
with ±0.5 m/s accuracy: one at 1.60 m above the ground on the northwest terrace and the
other at 1.90 m above the ground on the southeast terrace. The three other sensors were
placed 2.32 m above the ground on the southeast façade: one for CO2 (ppm), model Delta
OHM HD37VBTV.1, and two for outdoor ambient temperature (ºC), model HOBO ZW-006.
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Figure 2. Isometric representation of the five openings of the room. The panels in two interior
wooden doors are divided into two parts: The first is glazed with wooden mullions, and the lower
part is only made of wood. The main door (D1) is 1.72 m², and the secondary door (D2) is 1.61 m².
The southwest façade has a tilt-and-turn window (W1) (2.47 m²), the southeast façade has a door
window (W2) with an area of 4.66 m², and a tilt-and-turn window (W3) with an area of 1.79 m². All
windows are made of aluminium, double-clear glass of 3 mm each, and an air cavity of 13 mm. See
Figure 3 for the plan view.

Figure 3. Plan of the apartment. W, window; D, door. Numbers are CO2 sensors. Sensor 1 was
installed at 0.40 m above the ground; sensor 2 at 0.74 m; sensor 3 at 1.19 m; sensor 4 at 0.74 m, and
sensor 5 at 1.52 m.
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Figure 4. Northeast side view of the room. D, door; numbers are CO2 sensors.

In order to capture the variation in the data as completely as possible, both indoor and
outdoor data were recorded at a time-step of one minute.

In addition to the in situ data, the wind speeds collected at a weather station were also
used. The station was installed on the roof of a commercial building located 2 km away
from the test house. Therefore, five different wind data were used to calculate infiltration,
and they were organised as explained in Figure 5.

2.2. Tracer Gas Test

The tracer gas concentration decay test was carried out during three different seasons,
and its data were organised into three periods, where T represents training, and C represents
checking. The first period (P_1_T) refers to 9 days of summer, from 20 June to 2 July 2021
(10.545 time-steps of data); P_1_C represents 11 days of winter from 10 December 2021 to 9
January 2022 (24.869 time-steps); and P_2_C is the last period with 11 days of experiment
in spring from 24 March to 24 April 2022 (13.025 time-steps). Normally, the apartment is
occupied, but in all periods, it was maintained unoccupied, in order to avoid occupancy
contamination in the data.

It is important to have in mind that the interior doors of the living room were closed
and sealed from the other rooms, which physically constitute the thermal zones in a BEM.
If the zones are not defined and analysed in a separate manner, modellers should use
ZoneMixing EnergyPlus object. Furthermore, the openings of the test room were kept
closed during the experiment. Under these conditions, the procedure consisted of an
injection of CO2 twice into the room, once to the east and once to the west. Before spraying
the CO2, the windows were opened with the aim of not over-pressurising the test room.

This experiment was applied as a tool to empirically evaluate the estimated infiltration
values. Therefore, the analysis of the results presented in Section 6 was carried out by
comparing the observed CO2 versus predicted CO2 .
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Figure 5. Graphical representation of selected wind speed data. W_MET is the weather station winds
(herein as global wind) from 0º to 360º; WW_MET and EW_MET are the weather station west and
east winds from 181º to 360º and 0º to 180º, respectively; NW_INSITU is the wind data recorded
by the wind speed sensor on the northwest terrace; SW_INSITU is the wind data collected on the
southeast terrace.

3. Method of Calculating Air Leakage

To accurately calculate infiltration, the analysis of the fifteen combinations was per-
formed in three main steps, which are explained in the following subsections.

3.1. First Step: State of the Art of Infiltration in EnergyPlus Software

The first step was the air leakage calculation using the three airflow objects provided
by EnergyPlus: ZoneInfiltration: DesignFlowRate (DFR), ZoneInfiltration: FlowCoefficient
(IFC), and ZoneInfiltration: EffectiveLeakageArea (ELA). All equations are detailed in
Appendix A: Equations (A1)–(A3).

Each equation requires coefficient values that are often debated. For DFR, the Ener-
gyPlus Input–Output manual [24] defaults to constant infiltration, A = 1, B = C = D = 0.0.
DOE-2, a predecessor of EnergyPlus, uses a base wind speed of 4.47 m/s to calculate Idesign
with C = 0.224, A = B = D = 0.0. BLAST, another predecessor of EnergyPlus, uses a base
wind speed of 3.35 m/s to calculate Idesign with A = 0.606, B = 0.03636, C = 0.1177, D = 0.0.
Other methods have been developed and published to calculate the coefficients and Idesign,
such as those by Ng et al. [42]. For IFC and ELA, the coefficients were determined by
EnergyPlus for a three-story building.

The Input–Output document [24] of EnergyPlus recommends using ad hoc coefficients
for a specific site. For this reason, in this work, there was no limitation in the range of the
coefficients during model fitting, except Idesign, which was set to 1 in order to easily compare
the results of the other coefficients, and n value for IFC was limited between 0.60 and 0.70,

775



Buildings 2023, 13, 511

as EnergyPlus determines in its document. The calculation of infiltration was carried out
for each day and with each of the five wind data. To initiate the calculations, random
coefficients were implemented in these objects, resulting in inaccurate infiltration values.

3.2. Second Step: CO2 Decay Method

The second step was the generation of the CO2 predicted curve. In this regard,
Equation (1) is fed by the infiltration values generated by the three EnergyPlus models
Equations (A1)–(A3). For a better estimation of the CO2 concentration, the first 40 min,
which refer to the concentration peaks, were removed, so that only the uniform mixture of
CO2 was used in Equation (1). Although there were five CO2 sensors in the room, only the
mean data of the two CO2 DELTA sensors were used in the calculations, to facilitate the
data management of the HOBO system.

In this study, the multi-point decay method was implemented, which yields more
accuracy and fewer uncertainties than the two-point method [43]. The first value of Cp is
calculated with Co − Cbg equal to the observed CO2 concentration minus the daily average
of outdoor CO2 concentration at t = 0. Then, to estimate the second value of Cp, Co − Cbg is
equal to the Cp value of the time-step before. This process was repeated for each time-step
to generate the CO2 predicted curve.

The decay method is described by [44]:

Cp =
(

Co − Cbg

)
e−It (1)

where
Cp = predicted CO2 concentration at time, t;
Co = average of observed indoor CO2 concentration in the space;
Cbg = daily average of measured outdoor CO2 concentration in the air;
t = time, s;
I = infiltration of each time-step calculated by EP models.

As for infiltration, the simulation of CO2 was performed for each decay day and with
each wind data. As random coefficients of EP models were selected to start this process, a
third step was necessary to increase the accuracy of the calculations.

3.3. Third Step: Model Fitting

The last step was to perform multivariate regression to find the suitable coefficients for
Equations (A1)–(A3) based on each wind data. Therefore, the regression model was based
on the objective function of minimising the sum of mean absolute error (MAE) between the
observed and predicted CO2 concentration, Co, and Cp, and to this end, the model searched
for the most accurate coefficients for the period and wind data. In this study, the coefficients
found for P_1_T were applied to the winter and spring data as checking periods.

4. Statistical Evaluation

ASHRAE Handbook: Fundamentals: SI edition (2017) declares that it is crucial to apply
valid statistical tools in order to compare predictions and measurements and suggests
the use of the "American Society for Testing Material (ASTM) D5157: Standard Guide for
Statistical Evaluation of Indoor Air Quality Models" for evaluating empirical models [8].
It focuses on the accuracy of indoor concentrations predicted by a model, instead of
operational details (for example, the ease of model implementation) [41]. Additionally,
it provides details on setting evaluation objectives, statistical instruments for assessing
IAQ model performance, choosing datasets for evaluation, and considerations in applying
these instruments. Moreover, the standard highlights the idea of using two independent
datasets, one for the training process and the other for the validation of the trained model;
in this way, model overfitting is avoided. In this study, each model was checked twice in
two different periods, thus going beyond the standard criteria. Both types of periods must
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reach the standard requirements to be classified as an accurate model. This study follows
other similar works for the validation of multizone airflow and contaminants [8,45].

The ASTM D5157 Standard provides three statistical instruments for assessing the agree-
ment between predictions and measurements and two others for assessing bias [41]. R², NMSE,
and the line of regression (m) must be ≥0.90, ≤0.25, and between 0.75 and 1.25, respectively.
The intercept of the average measured concentration, b/Co, should be ≤25%. The indices to
assess bias, FB, and FS have limits equal to ≤0.25 and ≤0.50, in this order.

In addition to these statistical indices proposed by ASTM D5157, we calculated the
mean bias error (MBE) of each combination to understand their accuracy. MBE (Appendix B)
indicates how much bias there is in a model and what is its direction. If an MBE value is
positive, it means the model overestimates the values in comparison to the observed values.
If it is negative, it underestimates the values.

Moreover, in order to understand the degree of errors in the results, we calculated the
standard deviation of the measurements ( σ ) according to the International Performance
Measurement and Verification Protocol (IPMVP) [46]. The σ is calculated from the mean
value of each measured data for each period (see Appendix C). It represents the precision
of the measurement, i.e., how close the measured values are to each other.

5. Measurements Analysis

5.1. Weather Conditions of Each Period

The precision of the weather conditions data is shown in Table 1. P_1_T has 70% of
the highest σ values, which confirms it is a valuable period to train the models. Addi-
tionally, in this period, EW_MET has the highest dispersion of the data spread around
the mean, mean = 4.17, and σ = 2.12. On the other hand, the lowest one in the same
period is SW_INSITU with a mean = 0.18, and σ = 0.33, which means it is the most precise
measurement. Figures 6–8 demonstrate the wind speed and ΔT curves.

Table 1. Mean (μ) and standard deviation (σ) values of each measured data for each period.

Parameter Index P_1_T P_2_C P_3_C

CO2
μ (ppm) 613.75 561.14 629.78
σ (ppm) 316.80 378.57 278.47

ΔT μ (ºC) 4.80 13.08 11.26
σ (ºC) 10.29 3.17 3.85

W_MET μ (m/s) 4.54 0.13 0.14
σ (m/s) 1.99 0 0

WW_MET μ (m/s) 0.56 0 0
σ (m/s) 1.78 0 0

EW_MET μ (m/s) 4.17 0.13 0.14
σ (m/s) 2.12 0 0

NW_INSITU μ (m/s) 0.33 0.06 0.34
σ (m/s) 0.59 0.23 0.64

SW_INSITU μ (m/s) 0.18 0.13 0.13
σ (m/s) 0.33 0.11 0.16
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Figure 6. Wind speed and ΔT averages of summer (P_1_T) at ten-minute time-step. This period
presents higher wind and ΔT variability, especially in the weather station’s wind data, according to
which the wind speed sometimes exceeds 10 m/s.
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Figure 7. Wind speed and ΔT averages of winter (P_2_C) at ten-minute time-step. Most days have
practically the same wind rhythm pattern. In contrast to P_1_T, the weather station data are equal to
zero or maintain the same value almost every day. In this figure, it is difficult to see the EW_MET
because its curve is behind the W_MET.
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Figure 8. Wind speed and ΔT averages of spring (P_3_C) at ten-minute time-step. As in the second
period, there is a rise and fall pattern, which is more evident for W_MET and WW_MET. In this
figure, it is difficult to see the EW_MET because its curve is behind the W_MET.

5.2. CO2 Uniformity

The tracer gas was homogeneous in the whole zone. We based the CO2 uniformity
analysis on the method and requirements of ASTM E741 Standard for Air Change Measure-
ments. This standard states that gas concentrations at representative locations throughout
the zone should differ by less than 10% of the average concentration for the zone. Table 2
shows the standard deviation (σ) in % of each sensor with respect to the mean value. This
confirms that the calculations are according to the standard criteria.

Table 2. Standard deviation (σ) values in % of each sensor from the average CO2 concentration.

Number Model σ

1 OHM HD37VBTV.1 6.78
2 OHM HD37VBTV.1 4.87
3 CO210 4.98
4 CO210 9.15
5 CO210 6.52

5.3. Daily CO2 Measurements

Table 3 shows CO2 concentrations after injection, at the initial point t = 0. The color
scale of the standard deviation is according to the values of each period. Although the
correlation between the CO2 concentration and the wind is not linear, and infiltration also
depends on the stack effect, it is possible to see some matching between them: When the
SW_INSITU and WW_MET speeds are high, the standard deviation of that period is low,
as happens in the second day of P_1_T and in the eleventh day of P_3_C. As illustrated
in this table, the P_2_C has a high standard deviation on all days and a narrow range of
σ values. In contrast, the training period has a wide range of 81 ppm to 632 ppm of standard
deviation, which is logical, because one of the main causes of air leakage is the wind speed,
and the first nine days present more variable wind speed data than the other periods.
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Table 3. CO2 daily measurements at t = 0 in ppm. Cbg means the daily average of the measured
outdoor CO2 concentration in the air; Co is the average of the observed indoor CO2 concentration in
the space, and σ is the standard deviation of the day in ppm. Red is the highest value and green the
lowest one.

Period Days Cbg C0 σ

P_1_T

1 379.19 1478.75 235.83
2 390.02 1424.80 151.67
3 378.06 3042.00 632.15
4 380.58 1407.90 199.49
5 394.63 1621.75 125.36
6 382.85 1734.20 197.68
7 389.84 2510.30 190.40
8 394.37 1340.95 81.94
9 389.67 2029.95 342.26

P_2_C

1 387.14 2001.00 384.65
2 407.09 1992.00 429.72
3 430.93 2010.00 326.85
4 423.53 2002.2 389.57
5 396.32 1996.80 390.57
6 396.32 1831.20 300.96
7 396.32 1898.40 344.78
8 396.32 1509.00 260.68
9 396.32 1798.80 343.96

10 396.32 1898.40 389.03
11 396.32 2002.20 396.81

P_3_C

1 393.89 1995.00 359.09
2 435.66 1831.20 273.82
3 408.42 1898.40 316.03
4 377.11 1264.20 134.08
5 381.34 1987.80 369.05
6 385.24 1665.60 209.39
7 386.35 1383.00 178.41
8 399.52 1483.80 206.08
9 373.74 1123.80 106.45

10 371.24 1522.20 166.58
11 384.37 1097.40 104.73

6. Results and Discussion

Before introducing the statistical indices proposed by ASTM D5157 for each of the fif-
teen combinations, it is important to look at the MBE values of the combinations. As shown
in Table 4, the models with WW_MET and SW_INSITU present values very close to zero,
having the lowest bias to represent the observed CO2 measurements: DFR with WW_MET,
IFC with SW_INSITU, and ELA with WW_MET. On the other hand, the EP models with
W_MET, EW_MET, and NW_INSITU data are the most inaccurate combinations, with the
lowest MBE values, reaching as low as −81% underestimation, e.g., ELA with NW_INSITU.
MBE was calculated only for P_1_T because the coefficients of the models were calculated
for this period.

Table 4. MBE values for each combination in P_1_T. The colors of the scale refer to each row, from
the lowest (red) to the highest (green) values.

Model
Wind Speed Data

W_MET WW_MET EW_MET NW_INSITU SW_INSITU
DFR −58.42 0.56 −73.58 −69.20 −4.48
IFC −65.44 −2.67 −65.43 −80.97 1.42
ELA −58.99 1.14 −78.68 −81.88 −6.53

All results are presented in Table 5, followed by analysis and dispersion graphs, to
facilitate a comparison between the three EnergyPlus models and the five wind inputs.
As mentioned before, they were evaluated according to the criteria of the ASTM D5157
Standard, which requires compliance in all periods.
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Table 5. Results of the fifteen combinations according to ASTM D5157. The colors are the same as
those defined in Figure 5. (Text in red color the values that do not meet the standard.)

Model Wind Period Co(ppm) Cp(ppm) R² m b b/Co (%) NMSE FB FS

DFR

W_MET P_1_T 613.75 672.17 0.77 0.74 218.75 35.64 0.066 0.091 −0.335
P_2_C 561.14 561.08 0.99 1.01 −4.11 −0.73 0.025 0.000 0.029
P_3_C 629.78 633.54 0.93 1.06 −34.09 −5.41 0.017 0.006 0.095

WW_MET P_1_T 613.75 613.19 0.98 1.02 −14.32 −2.33 0.005 −0.001 0.062
P_2_C 561.14 513.62 0.98 1.02 −58.20 −10.37 0.061 −0.088 0.053
P_3_C 629.78 654.50 0.92 1.05 −5.58 −0.89 0.019 0.038 0.086

EW_MET P_1_T 613.75 689.16 0.71 0.71 254.43 41.45 0.083 0.116 −0.340
P_2_C 561.14 453.47 0.97 1.01 −115.00 −20.49 0.237 −0.212 0.054
P_3_C 629.78 608.74 0.93 1.08 −69.38 −11.02 0.021 −0.034 0.112

NW_INSITU P_1_T 613.75 682.95 0.73 0.71 249.37 40.63 0.077 0.107 −0.369
P_2_C 561.14 546.98 0.99 1.02 −23.54 −4.19 0.026 −0.026 0.046
P_3_C 629.78 667.60 0.99 1.02 −21.02 −3.34 0.021 0.058 0.076

SW_INSITU P_1_T 613.75 618.23 0.99 1.00 4.34 0.71 0.003 0.007 0.011
P_2_C 561.14 478.58 0.99 1.03 −97.75 −17.42 0.034 −0.159 0.034
P_3_C 629.78 617.04 0.99 1.03 −104.72 −16.63 0.014 −0.020 0.096

IFC

W_MET P_1_T 613.75 679.19 0.68 0.73 230.51 37.56 0.087 0.101 −0.246
P_2_C 561.14 402.32 0.96 1.00 −158.63 −28.27 0.533 -0.330 0.043
P_3_C 629.78 625.57 0.93 1.07 −48.55 −7.71 0.019 -0.007 0.105

WW_MET P_1_T 613.75 616.42 0.97 1.05 −27.43 −4.47 0.011 0.004 0.130
P_2_C 561.14 436.66 0.97 1.01 −130.01 −23.17 0.317 −0.250 0.052
P_3_C 629.78 594.10 0.92 1.08 −86.08 −13.67 0.025 −0.058 0.118

EW_MET P_1_T 613.75 679.18 0.68 0.73 230.50 37.56 0.087 0.101 −0.246
P_2_C 561.14 402.31 0.96 1.00 −158.63 −28.27 0.533 −0.330 0.043
P_3_C 629.78 560.19 0.91 1.09 −128.74 −20.44 0.041 −0.117 0.136

NW_INSITU P_1_T 613.75 694.72 0.66 0.69 271.81 44.29 0.094 0.124 −0.333
P_2_C 561.14 478.56 0.98 1.01 −90.21 −16.08 0.148 −0.159 0.051
P_3_C 629.78 600.35 0.98 1.02 −103.60 −16.45 0.017 −0.048 0.092

SW_INSITU P_1_T 613.75 612.33 0.99 1.01 −9.64 −1.57 0.004 −0.002 0.041
P_2_C 561.14 469.69 0.99 1.04 −82.75 −14.75 0.040 −0.177 0.037
P_3_C 629.78 603.99 0.99 1.03 −111.95 −17.78 0.017 −0.042 0.097

ELA

W_MET P_1_T 613.75 672.74 0.76 0.73 222.24 36.21 0.068 0.092 −0.336
P_2_C 561.14 567.94 0.99 1.01 2.83 0.50 0.024 0.012 0.027
P_3_C 629.78 642.73 0.92 1.05 −19.61 −3.11 0.019 0.020 0.092

WW_MET P_1_T 613.75 612.61 0.97 1.04 −25.45 −4.15 0.009 −0.002 0.107
P_2_C 561.14 388.64 0.98 1.02 −112.34 −20.02 0.214 −0.202 0.058
P_3_C 629.78 609.01 0.92 1.07 −65.59 −10.41 0.022 −0.034 0.110

EW_MET P_1_T 613.75 692.43 0.67 0.68 272.34 44.37 0.093 0.120 −0.353
P_2_C 561.14 511.58 0.98 1.02 −59.28 −10.56 0.067 −0.092 0.052
P_3_C 629.78 657.42 0.93 1.04 0.53 0.08 0.018 0.043 0.079

NW_INSITU P_1_T 613.75 695.63 0.68 0.69 270.87 44.13 0.091 0.125 −0.345
P_2_C 561.14 508.33 0.98 1.02 −61.83 −11.02 0.073 −0.099 0.050
P_3_C 629.78 624.93 0.99 1.02 −70.62 −11.21 0.015 −0.008 0.080

SW_INSITU P_1_T 613.75 620.28 0.99 0.98 19.65 3.20 0.004 0.011 −0.029
P_2_C 561.14 498.13 0.99 1.03 −108.97 −19.42 0.020 −0.119 0.040
P_3_C 629.78 623.77 0.99 1.04 −82.69 −13.13 0.014 −0.010 0.086

The SW_INSITU with the three infiltration models is the wind data that delivers
the best results in all periods. This was expected because these data refer to the wind
that impinges directly on the main façade of the test room. The WW_MET was used as
the second wind data, and it performs the best in the three seasons and with the three
models. These two wind data that meet the ASTM D5157 criteria are related to the room
orientations, southeast and southwest, which could be the reason for their good agreement.
In Appendix D, it can be seen that these combinations are the only ones that present a
quadratic relation of the wind (values of D coefficient), which also could be the reason why
these data resulted in the best CO2 prediction. Although P_1_T presents a lower standard
deviation (316.80 ppm) of CO2 than P_2_C (378.57 ppm), EP models with SW_INSITU and
WW_MET are still capable of predicting the measured CO2 concentration.

On the other hand, W_MET, EW_MET, and NW_INSITU do not approve the standard
requirements in P_1_T with any air leakage object, presenting values of R² from 23% to
29%, worse than SW_INSITU in the same period. As aforementioned, these wind data are
also the most inaccurate ones. The data variability of P_1_T requires the right wind data
to produce high-quality models. Dispersion graphs in Figure 9 show the good and the
bad correlation between the predicted and measured CO2 concentration in the first period
provided by DFR using SW_INSITU and EW_MET, respectively.
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(a) SW_INSITU. (b) EW_MET.
Figure 9. Correlation between predicted and measured CO2 concentration by DFR models with
SW_INSITU (a) and EW_MET (b) in P_1_T.

Similar results are found when combining the IFC and ELA objects with the five wind
data. W_MET, EW_MET, and NW_INSITU again do not meet the ASTM D5157 criteria,
as many parameters such as R², m, and b/Co(%) were outside the requirements in P_1_T.
Furthermore, in P_2_C the IFC model with the wind data from the weather station (W_MET,
EW_MET, and WW_MET) have NMSE values higher than those demanded by the standard.
Despite this, IFC with WW_MET has the best NMSE value with a difference of 21% with
respect to the limit (0.25), while the others have more than twice the difference. Dispersion
graphs in Figures 10 and 11 clearly illustrate the distinction between the best combination
(IFC with WW_MET and ELA with SW_INSITU), and the worst (IFC with NW_INSITU,
and ELA with W_MET).

(a) WW_MET. (b) NW_INSITU.
Figure 10. Correlation between predicted and measured CO2 concentration by IFC models with
WW_MET and NW_INSITU in P_1_T.

In summary, the wind data W_MET, EW_MET, and NW_INSITU are inadequate to
represent the actual infiltration of this case study. This is especially noteworthy in the
case of W_MET because it is the global wind used by any BEM software and many energy
modellers. There is useful information inside W_MET, but when applied without wind
disaggregation, it produces a misleading effect. This raises doubts about the direct use of
this type of wind in energy estimations and calibration of energy models without wind
disaggregation. Therefore, for this study, the WW_MET ASTM D5157 approval in the
training period represents an alternative and cost-effective option to select the best wind
data to calculate air leakage, in case it is not possible to install in situ sensors. Figure 12
summarises the results of this research.
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(a) SW_INSITU. (b) W_MET.
Figure 11. Correlation between predicted and measured CO2 concentration by ELA models with
SW_INSITU and W_MET in P_1_T.

It is noteworthy that in this study, we did not analyse whether the wind data and the
infiltration model were wrong or right. We only highlighted that since our main purpose
was to calibrate building energy models, we needed real-time wind data; otherwise, the
infiltration values would not be accurate in high-time estimations. On the other hand, for
annual energy simulations, the application of the TMY format might be suitable.
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Figure 12. Summary of the paper results.

7. Conclusions

In this paper, the application of the wind data from a weather file (herein as global
wind) to estimate the infiltration of a test space was evaluated. To calculate air leakage, three
infiltration models of EnergyPlus with algebraic equations were used: DesignFlowRate
(DFR), FlowCoefficient (IFC), and EffectiveLeakageArea (ELA). These models were applied
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with four other wind data: from the weather file, eastbound and westbound wind data were
used, as well as the wind data from in situ sensors (on southeast and northwest façades),
to understand which combination delivered the best result. All fifteen combinations were
empirically evaluated according to an experiment of CO2 concentration decay carried out
in a test room. The empirical validation of the results was carried out taking into account
the requirements of ASTM D5157 to evaluate IAQ in three periods: The summer data were
used as training, and winter and spring data were used for validation.

As far as the authors know, the empirical comparison of different wind data with
EnergyPlus infiltration models, as well as the application of ASTM D5157 to assess these
models, have never been carried out before. The results are specific to this test room and
the main conclusions are as follows:

• The best combinations and the only ones that meet the ASTM D5157 criteria use the
wind speed measured in situ on the southeast façade and the west wind from the
weather file. Both wind data are related to the unsealed orientations of the test space.

• The use of the global wind from the weather file is not the most accurate option to
estimate infiltration with any EP model. This raises doubts about the use of this wind
in the calibration of energy models without wind disaggregation.

• Global wind disaggregation is a good and cost-effective strategy to apply with Ener-
gyPlus air leakage models and results in accurate infiltration values.

Further research should be carried out to verify whether these results occur in other
rooms of the same apartment, and other buildings as well. In addition, the application of
disaggregated wind data should be implemented in the calibration process of BEMs, by
using a schedule activation in EnergyPlus to accurately account for infiltration and achieve
better energy predictions. As a recommendation, EnergyPlus should take wind direction into
account in air leakage estimates, just as it does in calculating façade convection coefficients.
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Abbreviations

The following abbreviations are used in this manuscript:
EU European Union
NGEU Next-Generation EU
RRF Recovery and Resilience Facility
EPBD Energy Performance of Buildings Directive
BIM Building Information Modelling
BEM Building Energy Model
ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers
CFD Computational Fluid Dynamics
AFN AirFlowNetwork
HVAC Heating, Ventilation, and Air-conditioning
NIST National Institute of Standards and Technology
EP EnergyPlus
TMY Typical Meteorological Year
BEopt Building Energy Optimisation
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ASTM American Society for Testing Material
MBE Mean Bias Error
ppm Parts Per Million
◦ Degrees
◦C Celsius Degrees
m Metre
T Temperature
m/s Metres per Second
% Percentage
DFR ZoneInfiltration: DesignFlowRate
IFC ZoneInfiltration: FlowCoefficient
ELA ZoneInfiltration: EffectiveLeakageArea
MAE Mean Absolute Error
IAQ Indoor Air Quality
IPMVP International Performance Measurement and Verification Protocol

Appendix A. EnergyPlus Infiltration Models

• DFR
The most commonly used infiltration model is the DFR based on the work developed
by Coblenz and Achenbach [47]. The general equation is as follows:

I =
(

Idesign

)
(Fsch)

[
A + B|(Tzone − Todb)|+ C(WS) + D

(
WS2

)]
(A1)

where
Idesign = is the design infiltration rate in air changes/hour;
Fsch = is the infiltration schedule;
Tzone and Todb = are temperatures ◦C, the absolute difference in temperature between
the average dry bulb of the zone and the average outdoor dry bulb;
WS = is the wind speed in m/s.

• IFC
Another air leakage implementation in EnergyPlus and some other programs is based
on the AIM-2 model by Walker and Wilson [48]. It is presented in the ZoneInfiltration:
FlowCoefficient object of EnergyPlus and can be expressed as follows:

I = (Fschedule)

√
(cCsΔTn)2 +

(
cCw(s × WS)2n

)2
(A2)

where
FSchedule is a value from a user-defined schedule;
c is the flow coefficient in m3/(sPan);
Cs is the coefficient for stack-induced infiltration in (Pa/K)n;
ΔT is the absolute difference in temperature between the average dry bulb of the zone
and the average outdoor dry bulb;
n is the pressure exponent;
Cw is the coefficient for wind-induced infiltration in (Pas2/m2)n;
s is the shelter factor;
WS is the local wind speed.

• ELA
Furthermore, EnergyPlus and other whole-building energy software programmes
implement infiltration based on the effective leakage area calculation in the ASTM
Standard E779 [49]. Sherman and Grimsrud developed correlations for small detached
residential buildings [50]. The ELA equation is as follows:

I = (Fschedule)
AL

1000

√
CsΔT + Cw(WS)2 (A3)
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where
FSchedule is a value from a user-defined schedule;
AL is the effective air leakage area in cm² that corresponds to a 4 Pa pressure differen-
tial;
Cs is the coefficient for stack-induced infiltration in (L/s)2/(cm4K);
ΔT is the absolute difference in temperature between the average dry bulb of the zone
and the average outdoor dry bulb;
Cw is the coefficient for wind-induced infiltration in (L/s)2/(cm4(m/s)2);
WS is the local wind speed.

Appendix B. Mean Bias Error (MBE)

MBE =
1
n

n

∑
i=1

(
Cpi − Coi

)
(A4)

where
n is the number of time-steps for P_1_T;
C_pi is the predicted CO2 concentration in ppm;
C_oi is the observed CO2 concentration in ppm.

Appendix C. Standard Deviation ( σ)

σ =

√
∑
(
Coi − Co

)2

n − 1
(A5)

where
n is the number of time-steps of each period;
C_oi is the observed CO2 concentration in ppm;
Co is the mean observed CO2 concentration in ppm.

Appendix D. Coefficients of the Infiltration Models

The following tables present the coefficients of DFR, IFC, and ELA by wind data for
the training period.

Table A1. Coefficients of DFR Equation (A1) by wind data.

Model Wind I A B C D

DFR W_MET 1 0.000541 0.000061 0.000002 0.000012
WW_MET 1 0.000800 0.000054 0 0.000172
EW_MET 1 0.000656 0.000083 0 0.000001
NW_INSITU 1 0.000929 0.000035 0.000098 0
SW_INSITU 1 0.000583 7.52 × 10−5 0 0.002486

Table A2. Coefficients of IFC Equation (A2) by wind data.

Model Wind c s Cs Cw n

IFC W_MET 6.0128 × 10−5 0 7.178857 0.521321 0.600000
WW_MET 0.06115258 0.101024 0.006429 0.267782 0.600000
EW_MET 6.0128 × 10−5 0 7.178973 0.521321 0.600000
NW_INSITU 0.00198763 0.663317 0.175831 0.726885 0.600000
SW_INSITU 9.0681 × 10−5 7.677816 3.746957 4.536288 0.600000
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Table A3. Coefficients of ELA Equation (A3) by wind data.

Model Wind AL Cs Cw

ELA W_MET 0.61379371 0.358482 0.070889
WW_MET 1.06673691 0.203145 1.767608
EW_MET 1.58276916 0.070587 0.005655
NW_INSITU 2.19812103 0.036404 0.176512
SW_INSITU 2.10798779 0.035641 4.061227

References

1. Bekker, S. The EU’s recovery and resilience facility: A next phase in EU socioeconomic governance? Politics Gov. 2021, 9, 175–185.
2. Unión Europea Reglamento (UE) 2021/241 del Parlamento Europeo y del Consejo de 12 de febrero de 2021 por el que se establece

el Mecanismo de Recuperación y Resiliencia. Diario Oficial de la Unión Europea del, 30 September 2010, pp. 1–59.
3. De la Porte, C.; Jensen, M.D. The next generation EU: An analysis of the dimensions of conflict behind the deal. Soc. Policy Adm.

2021, 55, 388–402. https://doi.org/https://doi.org/10.1111/spol.12709.
4. Bastos Porsani, G.; Del Valle de Lersundi, K.; Sánchez-Ostiz Gutiérrez, A.; Fernández Bandera, C. Interoperability between

Building Information Modelling (BIM) and Building Energy Model (BEM). Appl. Sci. 2021, 11, 2167.
5. Ruiz, G.R.; Bandera, C.F.; Temes, T.G.A.; Gutierrez, A.S.O. Genetic algorithm for building envelope calibration. Appl. Energy

2016, 168, 691–705.
6. Fernández Bandera, C.; Ramos Ruiz, G. Towards a new generation of building envelope calibration. Energies 2017, 10, 2102.
7. Manfren, M.; Aste, N.; Moshksar, R. Calibration and uncertainty analysis for computer models–a meta-model based approach for

integrated building energy simulation. Appl. Energy 2013, 103, 627–641.
8. The American Society of Heating, Refrigerating and Air-Conditioning Engineers. The 2017 ASHRAE Handbook—Fundamentals;

ASHRAE: Peachtree Corners, GA, USA, 2017.
9. Du, H.; Jones, P.; Segarra, E.L.; Bandera, C.F. Development of a REST API for obtaining site-specific historical and near-future

weather data in EPW format. In Proceedings of the 4th IBPSA-England Conference on Building Simulation and Optimization,
Cambridge, UK, 11–12 September 2018.

10. Bhandari, M.; Shrestha, S.; New, J. Evaluation of weather datasets for building energy simulation. Energy Build. 2012, 49, 109–118.
11. Segarra, E.L.; Ruiz, G.R.; González, V.G.; Peppas, A.; Bandera, C.F. Impact Assessment for Building Energy Models Using

Observed vs. Third-Party Weather Data Sets. Sustainability 2020, 12, 6788.
12. Gutiérrez, V.; Ramos Ruiz, G.; Fernández Bandera, C. Impact of Actual Weather Datasets for Calibrating White-Box Building

Energy Models Base on Monitored Data. Energies 2021, 14, 1187.
13. González, V.G.; Ruiz, G.R.; Segarra, E.L.; Gordillo, G.C.; Bandera, C.F. Characterization of Building Foundation in Building

Energy Models. In Proceedings of the Building Simulation, Rome, Italy, 2–4 September 2019.
14. Lee, S.H.; Hong, T. Validation of an inverse model of zone air heat balance. Build. Environ. 2019, 161, 106232.
15. Hong, T.; Lee, S.H. Integrating physics-based models with sensor data: An inverse modeling approach. Build. Environ. 2019,

154, 23–31.
16. Taddeo, P.; Ortiz, J.; Salom, J.; Segarra, E.L.; González, V.G.; Ruiz, G.R.; Bandera, C.F. Comparison of experimental methodologies

to estimate the air infiltration rate in a residential case study for calibration purposes. In Proceedings of the 39th AIVC 2018-Smart
Ventilation for Buildings, Antibes Juan-Les-Pins, France, 18–19 September 2018; p. 68.

17. Han, G.; Srebric, J.; Enache-Pommer, E. Different modeling strategies of infiltration rates for an office building to improve
accuracy of building energy simulations. Energy Build. 2015, 86, 288–295.

18. Davenport, A.; Hui, H. External and Internal Wind Pressures on Buildings; BLWT820133; Boundary Layer Wind Tunnel Laboratory,
University of Western Ontario: London, ON, Canada, 1982.

19. Raman, G.; Chelliah, K.; Prakash, M.; Muehleisen, R.T. Detection and quantification of building air infiltration using remote
acoustic methods. In INTER-NOISE and NOISE-CON Congress and Conference Proceedings; Institute of Noise Control Engineering:
Washington, DC, USA, 2014; Volume 249, pp. 3976–3985.

20. Persily, A.K.; Emmerich, S.J. Energy Impacts of Infiltration and Ventilation in US Office Buildings Using Multizone Airflow
Simulation. Proc. Iaq Energy 1999, 98, 191–206.

21. Miszczuk, A.; Heim, D. Parametric study of air infiltration in residential buildings—The effect of local conditions on energy
demand. Energies 2021, 14, 127.

22. Jokisalo, J.; Kurnitski, J.; Korpi, M.; Kalamees, T.; Vinha, J. Building leakage, infiltration, and energy performance analyses for
Finnish detached houses. Build. Environ. 2009, 44, 377–387.

23. Wilkki, C.M.; Reeve, N. Communication from the Commission to the European Parliament, the Council, the European Economic and Social
Committee and the Committee of the Regions on European Missions European Commission Directorate-General for Research and Innovation
Directorate G—Common Policy Centre; European Commission: Brussels, Belgium, 2021.

24. DoE. EnergyPlus Engineering Reference: The Reference to EnergyPlus Calculations; Lawrence Berkeley National Laboratory: Berkeley,
CA, USA, 2021.

25. Ng, L.C.; Quiles, N.O.; Dols, W.S.; Emmerich, S.J. Weather correlations to calculate infiltration rates for US commercial building
energy models. Build. Environ. 2018, 127, 47–57.

787



Buildings 2023, 13, 511

26. Dols, W.S.; Emmerich, S.J.; Polidoro, B.J. Coupling the multizone airflow and contaminant transport software CONTAM with
EnergyPlus using co-simulation. Build. Simul. 2016, 9, 469–479.

27. Ng, L.C.; Dols, W.S.; Emmerich, S.J. Evaluating potential benefits of air barriers in commercial buildings using NIST infiltration
correlations in EnergyPlus. Build. Environ. 2021, 196, 107783.

28. Shrestha, S.; Hun, D.; Moss, C. Modeling Whole Building Air Leakage and Validation of Simulation Results against Field
Measurements. In Whole Building Air Leakage: Testing and Building Performance Impacts; ASTM International: West Conshohocken,
PA, USA, 2019.

29. Bae, Y.; Joe, J.; Lee, S.; Im, P.; Ng, L. Evaluation of Existing Infiltration Models Used in Building Energy Simulation; Technical report;
Oak Ridge National Lab (ORNL): Oak Ridge, TN, USA.

30. Winkler, J.M.; Horowitz, S.G.; DeGraw, J.W.; Merket, N.D. Evaluating EnergyPlus Airflow Network Model for Residential Ducts,
Infiltration, and Interzonal Airflow; Technical report; National Renewable Energy Lab (NREL): Golden, CO, USA, 2017.

31. BEopt: Building Energy Optimization Tool. Available online: https://www.nrel.gov/buildings/beopt.html (accessed on 2
December 2022).

32. ASTM 11 (2017). Standard Test Method for Determining Air Change in a Single Zone by Means of a Tracer Gas Dilution. Standard E741;
Technical report; American Society for Testing and Materials: West Conshohocken, PA, USA, 2017.

33. Sherman, M.H. Tracer-gas techniques for measuring ventilation in a single zone. Build. Environ. 1990, 25, 365–374.
34. Sherman, M. Uncertainty in air flow calculations using tracer gas measurements. Build. Environ. 1989, 24, 347–354.
35. Sherman, M. On the estimation of multizone ventilation rates from tracer gas measurements. Build. Environ. 1989, 24, 355–362.
36. Chao, C.Y.; Wan, M.; Law, A.K. Ventilation performance measurement using constant concentration dosing strategy. Build.

Environ. 2004, 39, 1277–1288.
37. Cui, S.; Cohen, M.; Stabat, P.; Marchio, D. CO2 tracer gas concentration decay method for measuring air change rate. Build.

Environ. 2015, 84, 162–169.
38. Gowri, K.; Winiarski, D.W.; Jarnagin, R.E. Infiltration Modeling Guidelines for Commercial Building Energy Analysis; Technical report;

Pacific Northwest National Lab (PNNL): Richland, WA, USA, 2009.
39. Hunt, C. Air infiltration: A review of some existing measurement techniques and data. In Building Air Change Rate and Infiltration

Measurements; American Society for Testing and Materials: West Conshohocken, PA, USA, 1980.
40. Duda, S. Common Evaluation Metrics for Regression Analysis, 2021. Available online: https://scottmduda.medium.com/

common-evaluation-metrics-for-regression-analysis-4b62726f1aad (accessed on 2 December 2022).
41. ASTM 2019. Standard Guide for Statistical Evaluation of Indoor Air Quality Models. Standard D5157; Technical report; American

Society for Testing and Materials: West Conshohocken, PA, USA, 2019.
42. Ng, L.C.; Persily, A.K.; Emmerich, S.J. Improving infiltration modeling in commercial building energy models. Energy Build.

2015, 88, 316–323.
43. Remion, G.; Moujalled, B.; El Mankibi, M. Review of tracer gas-based methods for the characterization of natural ventilation

performance: Comparative analysis of their accuracy. Build. Environ. 2019, 160, 106180.
44. The American Society of Heating, Refrigerating and Air-Conditioning Engineers. Handbook; ASHRAE: Peachtree Corners, GA,

USA, 2017.
45. Emmerich, S.; Howard-Reed, C.; Nabinger, S. Validation of multizone IAQ model predictions for tracer gas in a townhouse. Build.

Serv. Eng. Res. Technol. 2004, 25, 305–316.
46. E.V.O. Uncertainty Assessment for IPMVP; E.V.O.: Washington, DC, USA, 2018, pp. 1–82.
47. Achenbach, P.R.; Coblenz, C. Field measurements of air infiltration in ten electrically heated houses. Ashrae Trans. 1963,

69, 358–365.
48. Walker, I.S.; Wilson, D.J. Field validation of algebraic equations for stack and wind driven air infiltration calculations. HVAC&R

Res. 1998, 4, 119–139.
49. ASTM (2019). Standard Test Method for Determining Air Leakage Rate by Fan Pressurization. Standard E779; Technical report; American

Society for Testing and Materials: West Conshohocken, PA, USA, 2019.
50. Sherman, M.H. Infiltration-Pressurization Correlation: Simplified Physical Modeling; Lawrence Berkeley National Laboratory:

Berkeley, CA, USA, 1980.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

788



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

www.mdpi.com

MDPI Books Editorial Office
E-mail: books@mdpi.com
www.mdpi.com/books

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

mdpi.com ISBN 978-3-0365-9625-9


