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Preface

Structural health monitoring (SHM) and non-destructive testing (NDT) have gained significant

importance for civil, mechanical, aerospace, and offshore structures. Nowadays, we can find SHM and

NDT applications being used on various structures with very different requirements. The SHM-NDT

field involves a wide range of transdisciplinary areas, including smart materials, embedded sensors

and actuators, damage diagnosis and prognosis, signal and image processing, wireless sensor networks,

data interpretation, machine learning, data fusion, energy harvesting, etc.

Since the 1970s, there has been a large and increasing volume of research on SHM and NDT;

a great deal of this effort has focused on developing cost-effective, automatic, and reliable damage

detection technologies. However, few industrial and commercial applications can be found in the

literature. The practical implementation of strategies for the detection of structural damage to real

structures outside of laboratory conditions is always one of the most demanding tasks for engineers.

One reason for the rare transfer of research into industrial practice is that most of the methods that

have been developed have been tested on simple beam and plate structures in the laboratory, while

many practical problems only manifest themselves in complex structures. Another reason is the

influence of environmental and operational variations (EOVs) on damage-sensitive features. Thus, for

the successful development of SHM and NDT for large structures, techniques should be enhanced

to have the capability of dealing with the influence of EOVs. In addition, signal/data processing

plays an important role in the implementation of SHM and NDT technologies. The processing and

interpretation of the massive amount of data generated through the long-term monitoring of large and

complex structures (e.g., bridges, buildings, ships, aircrafts, wind turbines, pipes, etc.) has become an

emerging challenge that needs to be addressed by the community.

This Topic brings together the most established as well as newly emerging SHM and NDT

approaches that can be used for the detection and evaluation of defects and damage development

in large-scale or full-scale structures. After a strict peer-review process, 44 papers were published,

which represent the most recent progress in SHM and NDT methods/techniques for aerospace, civil,

mechanical, and offshore infrastructures.

Phong B. Dao, Lei Qiu, Liang Yu, Tadeusz Uhl, and Minh-Quy Le

Editors
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Article

Improvement of Performance for Raman Assisted BOTDR by
Analyzing Brillouin Gain Spectrum

Qiang Huang 1,2, Junqiang Sun 1,*, Wenting Jiao 1 and Li Kai 1

1 Wuhan National Laboratory for Optoelectronics, School of Optical and Electronic Information,
Huazhong University of Science and Technology, Wuhan 430074, China; qiangh0115@hust.edu.cn (Q.H.);
wtjiao@hust.edu.cn (W.J.); kaili@hust.edu.cn (L.K.)

2 Hunan Provincial Key Laboratory of Grids Operation and Control on Multi-Power Sources Area,
School of Electrical Engineering, Shaoyang University, Shaoyang 422000, China

* Correspondence: jqsun@hust.edu.cn

Abstract: We propose a simplified partitioned Brillouin gain spectrum (BGS) analysis method to
enhance the spatial resolution and measurement accuracy of a Brillouin optical time-domain reflec-
tometer (BOTDR) assisted by a first-order Raman pump. We theoretically derive the mathematical
model of the partitioned BGS and analyze the superposition process of sub-Brillouin signals within a
theoretical spatial resolution range. We unified all the unknown constant parameters of the calculation
process to simplify the partitioned BGS analysis method and the value of the uniform parameter is
attained through the system test data and numerical analysis. Moreover, to automate data processing,
the starting point of the temperature/strain change is determined by the first occurrence of the
maximum Brillouin frequency shift (BFS), then the position where the partitioned BGS analysis
method calculation begins is obtained. Using a 100 ns probe pulse and partitioned BGS analysis
method, we obtain a spatial resolution of 0.4 m in the 78.45-km-long Raman-assisted BOTDR system,
and the measurement accuracy is significantly improved. In addition, we achieve a strain accuracy of
5.6 με and a spatial resolution of 0.4 m in the 28.5-km-long BOTDR without Raman amplification.

Keywords: BOTDR; spatial resolution; Brillouin gain spectrum analysis; Raman amplification;
optical fiber

1. Introduction

Distributed optical fiber sensing has attracted the attention of researchers in recent
years due to its unique advantage in realizing multi-point temperature, strain, and other
physical measurements. The Brillouin optical time-domain reflectometer (BOTDR) with
probe pulse and signal processing equipment connected at the same end has favorable
flexibility [1,2], and thus has been widely applied in power cables, oil and gas pipelines,
large-scale structure health monitoring [3–6], etc. However, the performance of the dis-
tributed optical fiber sensing system in terms of spatial resolution (SR), measurement
accuracy, measurement speed, and maximum sensing distance are mutually restricted.
Increasing the width of the probe pulse can attain a better signal-to-noise ratio (SNR),
sensing distance, and measurement accuracy of the system, but this method will reduce
the SR [7].

To solve the tradeoff between these performance indicators, researchers have proposed
various methods. Adopting appropriate pulse coding technology can increase the average
power of the probe light and enhance the SR, which is a special practical method to
improve the system performance [8–11]. The advanced data processing method can raise
the SNR and SR without increasing the system cost [12–15]. The iterative subdivision
method [14] has been used to improve the SR, where the author exploited the probe
pulse with a width of 100 ns to achieve SR of 1.5 m in a 50 km BOTDR. However, this
method needs to be combined with energy density distribution (EDD), and thus the

Sensors 2022, 22, 116. https://doi.org/10.3390/s22010116 https://www.mdpi.com/journal/sensors
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complexity of the algorithm is increased. A spatial resolution of 0.3 m was obtained in a
5 m BOTDR using 20 ns probe pulse by analyzing the Brillouin gain spectrum [15], but like
the iterative subdivision, the position where the data processing method calculations begin
is not given. Raman amplification is an effective approach to prolong sensing distance
and realize quasi-transparent transmission [16,17]. The ultra-long sensing distance of
150 km can be accomplished by using coherent detection and Raman amplification [18],
but the temperature resolution and SR of the system are 5.2 ◦C and 50 m, respectively.
Meanwhile, by adjusting parameters such as Raman pump power and Erbium-doped
optical fiber amplifier (EDFA) gain, the sensing distance of 100 km can be achieved [19],
but the temperature accuracy and SR are ±3 ◦C and 40 m, respectively.

SR is one of the most important performance parameters of the BOTDR, indicating
the minimum optical fiber length accurately measured by the system. The experimental
spatial resolution is defined as the fiber length of the temperature transition region between
10% and 90% of the peak amplitude [20]. We propose a simplified partitioned analysis
method through decomposition of BGS, combined with Raman-assisted amplification,
which extends the sensing distance and improves the measurement accuracy and SR of
the system. To automate data processing, the beginning calculation point of the proposed
method is obtained by analyzing the superposition characteristics of the BGS. We experi-
mentally demonstrate a temperature accuracy of 5.7 ◦C and a spatial resolution of 0.4 m
in the 78.45-km-long Raman-assisted BOTDR system through the partitioned BGS analy-
sis; the sub-meter level SR is thus achieved in the long-distance optical fiber distributed
sensing system. Moreover, we verify the effectiveness of a simplified partitioned BGS in a
28.5-km-long BOTDR without the Raman pump.

2. Fundamentals of the System

2.1. First-Order Raman Assisted BOTDR Theory

We mainly analyze first-order co-directional Raman pumping which maintains the
advantage of BOTDR single-ended access. When the incident power exceeds the stimu-
lated Raman scattering (SRS) threshold, stimulated inelastic scattering will occur in some
nonlinear medium, which will lead to the pump energy transfer to Raman scattering light.
First-order Raman-assisted BOTDR utilizes this nonlinear effect to amplify the probe light
and Stokes light (Brillouin scattering light) at ~1550 nm with a higher Raman pump at
~1455 nm, then enhances the SNR of the system and increases the measurement accuracy.
In the case of the continuous pump, the coupling equation describing the first-order Raman
process is written as follows [21]:

dPR
dz

= −αRPR − gR
νR
νs

PR(Ps + PB) (1)

dPs

dz
= −αsPs + gRPRPs (2)

dPB
dz

= αsPB − gRPRPB (3)

where PR, Ps and PB are the power of Raman pump, probe light and Stokes light, respec-
tively. νR and νs are the corresponding frequencies of Raman pump and probe signal. αR
and αs are the optical fiber attenuation coefficients corresponding to the wavelengths of the
Raman pump and probe pulse, respectively. gR is the gain coefficient of the Raman pump
to the probe and Stokes.

2.2. Simplified Partitioned BGS Analysis Method

To boost the spatial resolution of the system, we divide the optical fiber into m segments
within L, as shown in Figure 1; the length of each segment is

Δz =
L
m

(4)

2
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where L represents the theoretical spatial resolution of the BOTDR system, which is given
by [14]

L =
c(τ + τ′)

2ne f f
(5)

where c is the light speed in vacuum; ne f f is the fiber-core effective refractive index; τ is
the width of probe pulse; τ′ is the response time of the BOTDR detection system, which
is determined by the bandwidth of photoelectric devices, such as detectors, filters, and
amplifiers [22]. Although the narrow pulse width can improve the spatial resolution of the
BOTDR system, it will reduce the frequency resolution and measurement accuracy, which
is limited by the phonon lifetime (~10 ns).

Figure 1. Superposition of sub-Brillouin signal, black section represents the temperature/strain
change area. z0 is an arbitrary position of optical fiber.

As shown in Figure 1, the probe pulse width is set to 100 ns in this experiment, which
is greater than the phonon lifetime; the sub-Brillouin signals generated by each segment
can thus be approximated by the Lorentzian shape [23]. Hence, the sub-Brillouin signal
generated by the ith segment is

Gi(ν, νBi) =
gi(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (6)

where ν is the frequency detuning round the BFS; gi, νBi and ΔνBi are the Brillouin peak
gain coefficient, BFS, and the full width at half maximum (FWHM) in the ith segment,
respectively.

The BGS measured by the system is the overlapping result of sub-Brillouin signals
within L, thus the BGS at the point z0 is obtained as

G(ν, z0) =
m

∑
i=1

aiGi(ν, νBi) =
m

∑
i=1

ai
gi(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (7)

where G(ν, z0) is the BGS at point z0 measured by the BOTDR system; ai represents the
constant of proportionality.

Assuming that the temperature/strain change occurs in the mth section, as shown in
Figure 1, the sub-Brillouin signal of the mth can be obtained from (7), which is given by

Gm(ν, νBm) =
1

am
G(ν, z0)− 1

am

m−1

∑
i=1

ai
gi(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (8)

G(ν, z0) is known, thus the BGS of the mth segment can be attained by solving the
sub-Brillouin signal from 1st to (m − 1)th segment. The sub-Brillouin signal generated by
each segment from position z0 to z0 + (m − 1)L/m is approximately equal to that from
z0 − (m + 1)L/m to z0 − 2L/m because the temperature/strain of these sections have not
changed, as shown in Figure 2.

3
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Figure 2. Distribution of sub-Brillouin signal. (a) Sub-Brillouin signal within L length before z0 point.
(b) Sub-Brillouin signal within L length after z0 point.

We analyze the sub-Brillouin signal generated within an L length before the z0 point;
the sub-Brillouin signal from z0 − (m + 1)L/m to z0 − 2L/m and z0 to z0 + (m − 1)L/m
have the same νBi and ΔνBi, which satisfies (9).

G(ν, z0 − (m + 1)L
m

) =
m

∑
n=1

anGn(ν, νBn) =
m

∑
n=1

an
gn(ΔνBn/2)2

(ν − νBn)
2 + (ΔνBn/2)2 (9)

where an represents the constant of proportionality.
Using the scan data detected by the BOTDR system from z0 − (m+ 1)L/m to z0 − L/m

point and performing Lorentzian curve fitting, the BFS and FWHM of the BGS at each
point can be obtained. Thus, the sub-Brillouin gain spectrum of the mth segment can be
calculated if we can attain the gain peak coefficient gn. Assuming that gn is equal to 1, the
two intermediate variables A and B can then be expressed as

A =
m

∑
n=1

(ΔνBn/2)2

(ν − νBn)
2 + (ΔνBn/2)2 (10)

B = G(ν, z0 − (m + 1)L
m

)/A (11)

From (8), (10), and (11), we can get:

Gm(ν, νBm) =
1

am
G(ν, z0)− FB

am

m−1

∑
i=1

ai
(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (12)

where F is a constant. We unify all the constants to k without affecting the final fitting
results of BFS to simplify the calculation, then (12) becomes

Gm(ν, νBm) = G(ν, z0)− kB ×
m−1

∑
i=1

(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (13)

As shown in Figure 3, the BGS generated in the (m + 1)th segment can be calculated
by (14). By analogy, we can get the sub-Brillouin signal of the following multiple segments.

Gm+1(ν, νB(m+1)) = G(ν, z0 +
L
m
)− kB ×

m−1

∑
i=2

(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 − Gm(ν, νBm) (14)
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Figure 3. Multi-segment temperature/strain change area. Black indicates the unknown sub-Brillouin
signal.

Now, the key problem is to find z0 in Equation (13), and then the signal processing
algorithm can be automated. Assuming that there are three continuous sections where
temperature/strain changes, Figure 4 depicts the process of sub-Brillouin signal generation
and superposition. In Figure 4b, the sub-Brillouin signal generated in the (m − 1)th and mth
segments after the probe pulse propagates forward for a distance of L/m. Since the probe
pulse and the Brillouin scattering light propagation are opposite the optical fiber normally,
the sub-Brillouin signal generated in the mth segment in the previous stage overlaps with
the generated in the (m − 1)th segment this time, which is shown in Figure 4c. The sub-
Brillouin signal completely generated by the temperature/strain sections is superimposed
on the mth segment (point z0+(m − 1)L/m) for the first time with the propagation of
the light, that is, the BFS appeared as the maximum value. According to the distance
between the first BFS maximum point fitted by the system measurement data and the actual
temperature/strain starting point L, then the following relationship can be obtained:

zTSC = z0 +
(m − 1)L

m
= zMBFS − L (15)

where zTSC is actual the temperature/strain starting point. zMBFS is the first maximum
value point of BFS fitted by the system measurement data. The start change point of
temperature/strain and z0 can thus be obtained using Equation (15).

Figure 4. Brillouin gain spectrum superposition process. The black indicates the temperature/strain
change area. (a) The head of the probe pulse generates a sub-Brillouin signal in the (m − 1)th section.
(b–e) is the generation and superposition process of the sub-Brillouin signal of each segment for each
L/m long distance of the probe pulse propagation, respectively.
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Combining (15), (13), (14) and its deformations, we can solve the sub-Brillouin signals
generated in each segment. Only addition and subtraction are involved in the process of
these calculations, thus the partitioned BGS analysis method has no significant effect on
the measurement time of the system compared with the process of the data fitting and
frequency scanning.

3. Experimental Setup and Results

To verify the correctness of the simplified partitioned BGS analysis method, we design
the experimental test scheme as shown in Figure 5. The total length of the optical fiber
under test (FUT) is 78.45 km, which is composed of two spools with different parameters,
with its 36 m section heated and the remaining section kept under room temperature and
slack. A distributed feedback (DFB) laser emits continuous-wave light with a wavelength of
1550.074 nm, which is split into the probe and reference light by the 3 dB optical coupler. The
probe light passes through the polarization controller (PC), electric-optic modulator (EOM1
bandwidth: 2.5 GHz, extinction ratio ≥25 dB), Erbium-doped fiber amplifier (EDFA1),
filter, circulator, and wavelength division multiplexer (WDM), and then enters the FUT.
After transiting the EOM2 (bandwidth: 40 GHz, extinction ratio ≥30 dB), EDFA2, and the
polarization scrambler (PS) with the 700 MHz scrambling frequency, the reference light
beats with backward Brillouin scattering light in the balanced photodetector (BPD) with
the 800 MHz bandwidth. A Raman fiber laser (RFL) launches a ~1455 nm Raman pump
through a tunable attenuator (TA) and isolator to enter the WDM, then amplifies the probe
and scattered light simultaneously. The sampling rate of the data acquisition and processor
(DAP) is fs = 250 MSa/s, and the average times is 1000. The output power of the DFB laser
is set to 5 dBm, and the pump power of the RFL after passing the tunable attenuator is
26.43 dBm. Meanwhile, the arbitrary waveform generator (AWG) generates a square wave
with a frequency of 1 kHz and a pulse width of 100 ns to modulate the probe light. The
ambient temperature is 23 ◦C, corresponding to the BFS of 11.245 GHz. The temperature
of the oven is heated to 80 ◦C, which corresponds to the BFS of 11.302 GHz according to
the temperature correlation coefficient of 1 MHz/◦C; in this experiment, and other system
parameters such as EDFA pump current are set to the optimal value. The microwave source
(MS) frequency scan range is 11.15–11.36 GHz with 10 MHz intervals, and the normalized
Brillouin scattering Power–BFS–Distance three-dimensional map is shown in Figure 6 after
a five-layer wavelet transforms denoising. In Figure 6, the abrupt drop in power at 50 km
is caused by the inconsistent parameters of the two optical fiber spools.

Direct Lorentzian curve fitting is performed for the measured Brillouin power and the
BFS distribution curve along the optical fiber is then obtained, as shown in Figure 7. The
fluctuations of the BFS profile are mainly caused by the coiling strain in the fiber, inducing
BFS oscillations along the entire sensing range.

It can be seen from the illustration in Figure 7 that the distance from the temperature
starting change point (78.3508 km) to the first maximum value of BFS point (78.362 km)
equates to the L (11.2 m), which is consistent with the result calculated by (15). Moreover,
the measured BGS at the heated front end is generated by the superposition of the sub-
Brillouin signals from both the unheated and the heated segments, resulting in rather low
BFS fitting accuracy.

Since the sampling interval of DAP is s = c/2fsneff = 0.4 m, we set Δz = s to maintain the
continuity of calculation. The optical fiber can then be divided into m = L/Δz = 28 segments,
thus (13) can be transformed into:

G28(ν, νB28) = G(ν, z0)− kB ×
27

∑
i=1

(ΔνBi/2)2

(ν − νBi)
2 + (ΔνBi/2)2 (16)
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Figure 5. Schematic depiction of Raman-assisted BOTDR system. EOM: electro-optical modulator;
WDM: wavelength division multiplexer; TA: tunable attenuator; DFB: distributed feedback; ISO: iso-
lator; PC: polarization controller; BPD: balanced photodetector; EDFA: erbium-doped fiber amplifier;
FUT: fiber under test; SMF: single-mode fiber; RFL: Raman fiber laser; PS: polarization scrambler;
DAP: data acquisition and processing; AWG: arbitrary waveform generator; MS: microwave source.

Figure 6. Normalized Brillouin scattering Power–BFS–Distance three-dimensional diagram.
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Figure 7. Directly fitting BFS distribution curve.

The constant k = 0.17 is attained by numerical analysis using known short-distance
BOTDR system experimental data. The partitioned BGS analysis method is exploited to
calculate the sub-Brillouin signal within the L length range (from 78.3508 km to 78.362 km)
at the heated front end, and then the BFS distribution in this range is obtained by Lorentzian
fitting. Additionally, the BFS distribution beyond this range is obtained by direct fitting to
avoid the accumulation of errors and to reduce the calculation time. Finally, the total BFS
distribution curve is shown in Figure 8. It can be seen from the illustration in Figure 8 that
the spatial resolution and measurement accuracy of the system are improved.

Figure 8. Lorentzian fitting BFS distribution curve after partitioned BGS analysis.

Table 1 shows the comparison between the direct fitting and the fitting result after
simplified partitioned spectrum analysis within the L length range at the heated front end.
As can be seen from Table 1, the temperature accuracy of the direct fitting is 24.2 °C in this
experiment, obtained from the difference between the measured mean temperature from
78.3508 km to 78.362 km and heating temperature 80 °C, which is reduced to 5.7 °C after
partitioned BGS analysis, and the spatial resolution is improved to 0.4 m.
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Table 1. Comparison of test results.

Results
Direct Lorentzian Curve

Fitting
Lorentzian Fitting after

Partitioned BGS Analysis

Mean BFS amplitude (GHz) 11.2778 11.2963
Corresponding temperature (◦C) 55.8 74.3

Accuracy (◦C) 24.2 5.7
Spatial resolution (m) 11.2 0.4

To validate the robustness of the simplified partitioned BGS analysis method in the
BOTDR system without the Raman pump and strain sensing, we set up an experimental
scheme as shown in Figure 9. A total of 28.5 km length SMF is connected in the BOTDR, and
the 3 m section is coiled on two micro-positioners, with one fixed and the other movable
for applying uniform strain.

Figure 9. Test scheme of the BOTDR system without Raman pump.

The EDFA pump current and the EOM bias voltage are adjusted to the optimal state,
while other system parameters remain unchanged. The axial strain of 1400 με is applied
to the 3 m length fiber by moving the precision displacement platform. Then, the BFS
distribution curve is obtained by fitting the experimental data shown in Figure 10. Since
the measured BGS is a superposed spectrum of the strain and the unstrained section within
the spatial resolution and the strained optical fiber length is much less than L, the shape
of BGS deforms that of the Lorentzian shape. It is obvious in Figure 10 that the results
of direct Lorentzian fitting have a significant error and do not reflect the true axial strain
in the strain test region. After processing by the partitioned BGS analysis method and
then fitting, the mean BFS amplitude of the strain test region is 11.3098 GHz, which is
equivalent to the strain of 1405.6 με according to the strain correlation coefficient of the BFS
is 4.61 MHz/100με in this experiment. The strain measurement accuracy is 5.6 με, and the
rising edge of the BFS distribution curve is 0.4 m, that is, the spatial resolution is 0.4 m. In
addition, it can be seen from the blue curve that the applied strain area is 2.8 m, which is
close to the actual value of 3 m.
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Figure 10. BFS distribution curve of the BOTDR system without Raman pump.

4. Conclusions

In summary, we propose an analysis method based on simplified partitioned Brillouin
gain spectrum to improve the spatial resolution and the measurement accuracy of the
BOTDR system. According to the superposition characteristics of the sub-Brillouin signals,
the position where the partitioned BGS analysis method begins to calculate is determined
to automate data processing. Moreover, the method of the partitioned BGS analysis is
simplified by unifying all the constants to the parameter k, which is obtained by the
short-distance BOTDR system experiment data and numerical calculation. We set up the
first-order co-directional assisted Raman amplification BOTDR system with a 78.45 km
length optical fiber to demonstrate the correctness of the proposed method. We utilize
the simplified partitioned BGS analysis method to deal with the experimentally obtained
Brillouin scattering power in the heated area. The experimental results show that we
have achieved a temperature accuracy of 5.7 ◦C and a spatial resolution of 0.4 m, that is,
the sub-meter spatial resolution of the long-distance distributed fiber sensing is realized.
Meanwhile, we also designed the strain test scheme of a 28.5-km-long BOTDR system
without Raman amplification, in which a 1400 με is applied to strain test fiber with 3 m
length. We obtain the spatial resolution of 0.4 m and the strain accuracy of 5.6 με at the far-
end fiber by exploiting the proposed method, which is not limited to BOTDR but can also
be applied to other fiber optical distribution sensing systems based on Brillouin scattering.
Hence, distributed optical fiber temperature/strain sensing based on the method of the
partitioned BGS analysis, which has obvious practical application significance, can realize
more effective health monitoring for large-scale structures such as pipelines, bridges and
power lines.
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Abstract: This paper provides a comprehensive review on the use of infrared thermography to detect
delamination on infrastructures and buildings. Approximately 200 pieces of relevant literature were
evaluated, and their findings were summarized. The factors affecting the accuracy and detectability of
infrared thermography were consolidated and discussed. Necessary measures to effectively capture
latent defects at the early stage of delamination before crack formation were investigated. The results
of this study could be used as the benchmarks for setting standardized testing criteria as well as
for comparison of results for future works on the use of infrared thermography for detection of
delamination on infrastructures and buildings.
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1. Introduction

With the aging of civil infrastructures and buildings, those deterioration has become an
important social issue that can threaten public safety. The American Road & Transportation
Builders Association reported in 2020 that 36% of bridges in the US need replacement or
rehabilitation due to their aging [1]. Similarly, in Singapore, the age of 74% of high-rise
residences exceeds 20 years old, and more than 90 incidents of falling parts of facades
from high places occurred in recent three years [2]. To ensure public safety, governments
introduced mandatory periodic inspection schemes of infrastructures and buildings. For
civil infrastructures, long highway bridges in the US are required to be inspected every
24 months [3]. For buildings, Singapore [2], Japan [4], Hong Kong [5], and 13 cities in
the US and Canada [6] enacted periodic inspection laws to prevent falling objects from
building facades.

Defects in infrastructures can be diverse and include delamination, cracks, stain-
ing, and spalling, caused mainly by water penetration, reinforcement corrosion, ther-
mal/moisture movements, differential settlement/loading, poor construction practices,
etc. [7,8]. Among them, delamination, the condition in which the surface and inside are
unbonded or unintegrated properly, are crucial because they lead to further deterioration,
such as crack formation and element falling [9]. In concrete infrastructures, delamination
arises in concrete cover near the surface because of the expansion of corroded embedded
rebars as well as cyclical traffic load stress and environmental changes [10]. In building
facades, delamination generally occurs at the interface between a finish layer, such as tiles
or render, and a substrate, such as concrete or bricks [8,11–13]. Delamination constitutes a
significant part of defects occurring on tile façades, accounting for 27% of facade defects in
Singapore [8] and 71% in Brazil [14]. Since delamination arises under the surface, it is to be
detected via nondestructive testings (NDTs).

In recent decades, various NDTs were developed to detect defects in multiple fields
since they can evaluate object characteristics [15–17]. Each NDT has different principles
and features, so that it is necessary to select appropriate NDTs according to the purpose
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and conditions of inspection [18]. Several NDTs can identify delamination, e.g., tapping
tests, chain drag tests, hammer sounding tests, ground-penetrating radar, and infrared
thermography (IRT) [19,20]. Among them, IRT especially drew increasing attention due to
its advantages of real-time [21], contactless [22], and wide-area measurements [23]. Another
advantage is that the price of an infrared (IR) camera has recently become affordable [21].
Therefore, IRT can serve as a suitable NDT for civil infrastructures and buildings.

IRT is defined as a process of measuring surface temperature distribution using IR
cameras and processing and interpreting the data of IR images [24]. For infrastructures and
buildings, IRT is used not only for delamination detection but also a wide range of inspec-
tions: moisture [25–31], thermal insulation [7,32–35], internal structure [36], cracks [37–39],
air leakage [40,41], and cultural heritage [42–46]. In terms of delamination on infras-
tructures and buildings, IRT generally employs a passive analysis scheme, which uses
surrounding environments as heat sources to stimulate temperature distribution [7,47,48].
However, passive IRT has some limitations at the step of data acquisition. The most critical
limitation is that the detectability of passive IRT depends on uncontrollable environmental
conditions, such as solar irradiation, ambient temperature, and wind [49–52]. Even in
the same infrastructure, microclimates around surfaces differ depending on surface direc-
tions [53]. Other factors that may affect the detectability include delamination properties,
target object [54], and IR camera [52]. If IR images are measured without due consideration
of these conditions, delamination may be overlooked or misinterpreted. Understanding
the mentioned conditions is hence crucial for planning and conducting passive IRT. Thus,
many studies were conducted on the effects of environmental conditions, delamination
properties, target objects, and IR cameras [55]. However, inconsistent results were often
observed because of different conditions of experiments [56].

This paper focuses on the use of IRT to detect delamination on infrastructures and
buildings to prevent falling objects from heights that endanger public safety. It provides
a comprehensive review of the use of IRT by providing backgrounds, principles, and
state-of-the-art knowledge on affecting factors and desirable conditions. This paper will
contribute to increasing the reliability of IRT and facilitating further research.

Section 2 of this paper presents related review papers of IRT inspection on infrastruc-
tures and buildings. Section 3 explains the theory of temperature measurement and classi-
fications of IRT. In Section 4, the principle and analysis methods of IRT for delamination
detection and existing standards and guidelines are described. Additionally, the perfor-
mance of IRT in detecting delamination is compared with that of other NDTs. Section 5
compiles and discusses some of the latest case studies on the impact of the various factors
and investigates the different methodologies adopted. Section 6 compares and synthesizes
relevant literature on factors affecting detectability. Lastly, Section 7 states conclusions.

2. Related Review Works on IRT

This section investigates review papers on IRT within the last decade. Recent review
papers on IRT were conducted from perspectives of applications, methodologies, and
research trends.

The first perspective is IRT applications, which are commonly used in reviews. Appli-
cation reviews range from the level of introducing case studies in industrial fields to the
level of in-depth investigation of a specific application. IRT applications were developed in
many fields, including medical [57], aerospace [58], plant [59], electronic component [52,60],
gas [61], machine [57,62], metal corrosion [63], photovoltaic panels [64], composite materi-
als [65–67], and cultural heritage [68,69]. Similarly, various IRT applications were proposed
for infrastructure and building inspection. Garrido et al. [22] introduced past studies in
terms of inspected subjects: buildings, civil infrastructures, and heritage sites. Among
these types, applications for civil infrastructures and buildings are the main subject of
review papers.

Several review papers focused on the energy audit of building envelopes using IRT
to evaluate building energy performances [7,33,48,50,70]. Lucchi [70] reviewed detailed
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applications of energy audit: detection of thermal bridge, insulation defects, air leakage,
and moisture; indoor temperature and U-value measurements; and human comfort as-
sessment. Among those applications, Nardi et al. [71] focused on quantitative IRT for the
U-value measurement of building walls, representing building energy efficiency. Similarly,
Bienvenido–Huertas et al. [72] focused on IRT as one of the in-site methods for assessing
U-value. Apart from energy audits, another important application of IRT in civil infras-
tructures and buildings is the detection of delamination, void, and high moisture content.
Lourenço et al. [9] investigated state-of-the-art techniques of IRT to detect delamination and
moisture beneath ceramic claddings facades to reveal efficient quantitative and qualitative
survey methods. Meanwhile, Sirca Jr. & Adeli [73] focused on experiment conditions and
examined previous studies on IRT for concrete defect detection in laboratory tests and in
field surveys. These reviews indicate the effectiveness of IRT to detect delamination on
infrastructures and buildings.

The second perspective is the methodologies of conducting IRT. A wide variety of
methodologies was developed and is classified based on their features and principles [63].
One classification of IRT is an analysis scheme including passive IRT, active pulsed IRT,
and active lock-in IR [21]. Among them, Milovanović & Pečur [51] focused on active IRT
for concrete infrastructures and described physical backgrounds, equipment, and postpro-
cessing methods. Furthermore, Garrido and coauthors reviewed IRT methodologies for
infrastructures during data acquisition [55] and postprocessing [74], respectively. During
the data acquisition step, the authors introduced the IRT approaches for data collection and
compared the latest studies regarding experimental setups, target materials, IRT modes,
and analysis schemes in each defect type and application [55]. At the postprocessing step,
the authors introduced the theories and representative studies on analysis algorithms
and discussed those advantages and disadvantages. These reviews provide overviews of
traditional and latest IRT methodologies.

The final perspective is the analysis of research trends based on statistical data of the
number of past studies. For example, Fox et al. [75] analyzed research trends about IRT
of energy-related building defects detection and discussed the correlation between the
types of methodologies. Similarly, Kylili et al. [21] statistically analyzed research trends of
IRT in building facades regarding measurement methods, analysis schemes, and analysis
types. These statistical reviews objectively indicate the increase of literature on IRT for
infrastructures and buildings.

As mentioned above, previous reviews about IRT were conducted from various per-
spectives. However, no review focuses on the characteristics of detectable delamination and
measurement conditions affecting reliabilities and detectability of IRT for infrastructures
and buildings.

3. Infrared Thermography

3.1. Theory of Temperature Measurement

This section explains the principle of temperature measurement by IR cameras. Heat
energy can be transferred in three ways: conduction, convection, and radiation. Tempera-
ture measurement by IR cameras utilizes radiation transfer. All objects with an absolute
temperature greater than 0 K emit electromagnetic waves, mainly in infrared spectra.
According to Stefan–Boltzmann’s law, radiant energy from a black body is as follows:

Wb = σTobj
4 (W/m2), (1)

where Wb is the total radiant flux emitted per unit area (W/m2), σ is the Stephan–Boltzmann
constant, and Tobj is the absolute temperature of the object (K). The black body is defined
as an ideal object that absorbs all the radiation that collides with it at any wavelength.
However, an actual object, called a grey body, is not a black body because objects have some
reflection and transmission. The radiant energy emitted by a grey body (Wg) is as follows:

Wg = εWb = εσTobj
4 (W/m2), (2)
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where ε is emissivity, defined as the ratio of the radiant energy emitted from the object to
the energy emitted from the black body at the same temperature.

IR cameras capture radiant energy in a specific infrared spectrum region emitted from
an object and convert the energy into a temperature value. Figure 1 shows the elements
of thermal radiation captured by an IR camera when measuring the surface temperature
of an opaque object. Infrared radiation received by an IR sensor consists of three sources:
emission from the target object (Wobj), assuming the object as the black body, emission from
surroundings reflected on the object (Wrefl), and emission from the atmosphere (Watm). The
following formula expresses the total heat radiation detected by the IR camera (Wtotal):

Wtotal = ετWobj + (1 − ε)τWrefl + (1 − τ)Watm, (3)

where τ is the transmittance of the atmosphere. The reflected radiation assumes that
reflection temperature Trefl is the same for all reflections from surroundings, and the
emissivity of surrounding surfaces εrefl is assumed to be one. Radiation from the object
and reflected radiation are absorbed by the atmosphere during traveling. Atmospheric
radiation is emission from the atmosphere between the object and the camera at ambient
temperature Tatm. “1 − τ” indicates the atmosphere’s emissivity, and τ depends on Tatm,
relative humidity, and measurement distance between the target object and the IR camera.
Therefore, accurate surface temperature measurements need to be compensated for the
effects of emissivity ε, ambient temperature Tatm, relative humidity, reflection temperature
Trefl, and distance [76].

Figure 1. Diagram of temperature measurement by infrared (IR) camera.

In particular, the emissivity of target objects has a significant influence on temperature
measurement [77]. The emissivity is a value from 0 to 1 and varies depending on materials,
surface texture, angle, wavelength, and surface temperature [78]. Materials generally
used in infrastructure, such as concrete, plaster, and general paint, have a high emissivity
of 0.70–0.95 [78,79]. Thus, qualitative evaluation of defects can use emissivity values
listed in emissivity libraries, whereas accurate temperature measurements for quantitative
evaluation require the measurement of emissivity of target materials [50].
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3.2. Classification of IRT

There are various methodologies of conducting IRT. They are classified from several
viewpoints: analysis scheme, mode, and measurement method [50]. When assessing defects
or thermal performances on infrastructures and buildings, it is crucial to select appropriate
methodologies based on the purpose of the survey and conditions.

3.2.1. Analysis Scheme

An analysis scheme is a classification criterion based on the origin of the energy input
to a target object to generate temperature distribution on the surface. There are passive and
active IRT.

Passive IRT utilizes natural heat sources as stimuli to generate a thermal gradient
inside an object, causing thermal contrast on the object’s surface between sound and
defect area [50]. The primary heat sources are generally solar irradiation and ambient
temperature [22]. The natural heat sources heat large areas uniformly, so that passive IRT
can inspect an extensive infrastructure at one time. Additionally, passive IRT does not
require artificial heat sources, resulting in low cost. However, the detectability and accuracy
of passive IRT significantly rely on various factors such as weather, surface orientation, and
sunlight direction [50], so that the detectability of passive IRT may be limited. Additionally,
passive IRT is not suitable for quantitative evaluation because the natural heat sources
cannot be controlled. Therefore, passive IRT is mainly applicable for identifying defect
locations before conducting advanced NDTs and is often used to inspect civil infrastructures
and building facades [50,51,75].

Active IRT uses artificial heat sources to heat a target object to generate a thermal gra-
dient [51]. Active IRT typically captures clear visualization of thermal anomalies compared
to passive IRT [80] and can survey under conditions difficult for passive IRT. Traditional
artificial heat sources are heat guns and hot water jets and bags [55]. Advanced thermal
excitations include thermal induction, laser, ultrasonic, and microwave [22,81]. The main-
stream for infrastructure inspection is optical excitation, such as halogen lamps and xenon
lamps. Furthermore, controlled energy input allows quantitative assessment of defects,
for example, defect depth [21]. Thus, active IRT is suitable for investigating specific areas
in detail, such as heritage sites [75]. However, artificial heat sources are difficult to heat
large areas uniformly, so that active IRT is not suitable for surveying large areas, such as
buildings and infrastructures.

Active IRT is further classified according to heating processes: pulsed IRT (PT), step
heating thermography (SH), and lock-in IRT (LT) [9]. PT provides a short pulse thermal
stimulus of milliseconds and analyzes decreasing temperature curves [22]. SH is a method
of applying a long-term thermal excitation pulse, called long-pulsed IRT, square-pulse
IRT, or conventional IRT [9,55,82]. LT supplies a modulated sinusoidal wave energy,
synchronizes an IR camera with energy input, and measures its thermal response’s phase
difference and amplitude [55]. Laboratory tests or field surveys for infrastructures by active
IRT usually adapt SH. This is probably because common construction materials, such as
concrete, have lower thermal diffusivity than metals, hence a long heating time is required
to cause thermal response [82].

3.2.2. Mode

IRT is also classified into two modes according to the relative position of an IR camera
and a heat source: transmission mode and reflection mode [55,66]. These modes require
different environmental conditions for measurement.

The transmission mode places a heat source on one side and an IR camera on the
opposite side of a target object [66]. The temperature difference between both surfaces
generates heat flow passing through the target object. Defect areas have different thermal
properties from sound areas and disturb the heat flow, leading to nonuniform thermal
distribution on the opposite surface. Thus, this mode can detect deep defects and internal
structure differences, so that it is commonly used for energy audits to diagnose insulation
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defects, moisture, and air leakage [48,55]. Additionally, this mode can quantitatively
evaluate the U-value based on heat flux and the temperature difference between both
surfaces [83]. However, The transmission mode needs to access both sides of the object.
Moreover, as heat flow may take a long time to pass through an object, transmission mode
requires keeping the difference between the inside and outside temperature for a long
period to achieve a thermal equilibrium state in walls [7,33,48,83]. For instance, the British
standard [7] states test requirements of a stable ambient temperature for at least 24 h before
the measurement and no exposure to direct sunlight for at least 12 h. Therefore, thin
building walls are appropriate for this mode.

The reflection mode places a heat source and an IR camera on the same side of a target
object [66]. In this mode, radiation detected by the camera comes from heat flow reflected
by defects [55]. Thus, this mode is suitable for detecting subsurface delamination at shallow
places [55]. The advantage of the mode is that IRT can be conducted with access to only one
side of the object. Therefore, the reflection mode is often applied to delamination inspection
for infrastructures and buildings. However, it demands dynamic energy input into the
surface from the outside by radiation or convection [51].

3.2.3. Measurement Method

IRT has two measurement methods: qualitative and quantitative IRT [50]. Qualita-
tive IRT evaluates defects from color patterns indicating temperature in IR images [75].
Qualitative IRT does not require measuring accurate temperature values [22]. The primary
aim of the survey for infrastructures is generally the investigation of the presence and
location of defects. Thus, qualitative IRT is commonly employed as standards and guide-
lines [7,26,33,47,48,79] due to its simplicity. However, it is not easy to provide information
on defect properties or severity levels [50].

Quantitative IRT is a numerical evaluation method by comparing temperature values
on IR image pixels between identical items or baselines [50]. The quantitative method can
assess defect properties or levels of severity. Various quantitative methods were studied,
for example, the thermal resistance of walls [84], depth of delamination [85], and moisture
content in lightweight concrete [86]. The challenge of this IRT is the requirement to measure
accurate temperature. Hence, IR images need to be compensated for emissivity, atmospheric
attenuation, and reflected temperature [22], in addition to the thermal properties of the
tested object [50].

4. Delamination Detection

4.1. Principle of Delamination Detection

IRT for detecting subsurface delamination on infrastructures and buildings generally
adopts passive IRT of the reflection mode [47]. The principle of passive IRT is capturing
thermal contrast between delamination area and sound area due to nonuniform heat
flow [87]. Figure 2 shows the heat transfer in a target object with delamination during (a) a
heating cycle and (b) a cooling cycle. Figure 2c illustrates typical daily changes of surface
temperature and thermal contrast on a sunny day.

From early morning to noon, solar radiation increases, and the ambient temperature
rises. Solar irradiation and warm ambient temperature heat the surface of a target object,
creating heat flow to the inside of the object. The thermal conductivity of concrete is
approximately 1.6 W/mK, while that of air, filling delamination, is significantly low at
0.024 W/mK [88]. Thus, delamination acts as insulation and disturbs heat flow. As a result,
the surface temperature above delamination becomes higher than the temperature of the
surrounding area. Delamination areas appear as positive thermal contrast or hot spots in
IR images, as shown in Figure 3. This period during daytime is called a heating cycle [89].

On the other hand, during nighttime, the surface temperature declines due to radiative
cooling and low ambient temperature [90]. The heat energy stored in a target object during
daytime transmits toward the surface, while this heat flow is obstructed by delamination.
As a result, the surface temperature above delamination becomes lower than that of the
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surroundings. Delamination appears as negative thermal contrast or a cold spot. This
period during nighttime is called a cooling cycle [89].

IRT survey can be conducted during both the heating cycle and the cooling cycle.
However, the periods when the two cycles exchange in the early morning and the evening,
called interchange times [90], are not recommended for IRT surveys. The reason is that
interchange time has lower thermal contrast than the two cycles, as shown in Figure 2c.

(a) 

 
(b) (c) 

Figure 2. Principle of thermal contrast generation due to delamination: (a) diagram of heat flow
during the heating cycle (daytime); (b) diagram of heat flow during the cooling cycle (nighttime);
(c) daily changes of surface temperatures and thermal contrast.
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(a) (b) 

Figure 3. An example showing images of delamination on a building wall during heating cycle:
(a) visual image; (b) IR image. Arrows indicate delamination areas.

4.2. Analysis Method

Analysis methods for delamination detection from IR images were developed as
postprocessing procedures [74]. The analysis methods are divided into two groups based
on the number of IR images used for analysis: one-time data analysis and time-series
data analysis.

4.2.1. One-Time Data Analysis

One-time data analysis, called single-frame image processing [91], processes a single
IR image at a specific moment. This analysis requires only one captured IR image of target
objects, so that an inspector can survey large areas efficiently with one IR camera. Thus, the
analysis is widely used for infrastructure and building surveys [47,92,93]. However, the
analysis tends to be subject to noise due to surroundings and nonuniform heatings [94].
The one-time data analysis includes (a) visual evaluation, (b) thermal contrast, and (c)
image processing.

(a) Visual Evaluation

Visual evaluation is a method that an inspector interprets temperature distribution
patterns in an IR image by comparing surroundings and assesses the presence and loca-
tion of delamination [95–97]. This evaluation is practical and has also been adopted in
surveys [7,48]. One problem is that its accuracy and detectability depend on the inspector’s
experience, intuition, and judgment [98]. Therefore, interpretation should be conducted
by a qualified inspector of IRT [99] to ensure inspection qualities. Another problem is that
color scales representing temperature values need to be set in proper temperature ranges to
avoid overlooking delamination [95,100–102]. For example, Washer et al. [100] suggested
the range of 2.2–4.4 ◦C for shaded areas.

(b) Thermal Contrast

Thermal contrast, called ΔT, is referred to the surface temperature difference between
the delamination area and the sound area [88,100]. Thermal contrast is a primary quantita-
tive indicator to evaluate delamination in previous studies [10,88,103]. Thermal contrast
may be due to causes other than delamination, such as surface conditions, subsurface
materials, or object shape.
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(c) Image Processing

Image processing was developed to extract temperature abnormalities automatically,
quantitatively, accurately, and sensitively. The processing mainly utilizes threshold temper-
ature values and temperature gradients.

Threshold temperature values are generally used for image processing. This image
processing sets a threshold temperature value to judge areas as delamination and converts
an IR image into a binary image based on the value. The processing has the advantages of
simple evaluation; however, this processing primarily has two challenges.

The first challenge is determining threshold values because the values are affected by
environmental conditions. Therefore, various methods to decide threshold values were pro-
posed. The primitive method is that an inspector decides a threshold value that gives clear
contrasts between sound and delamination areas by changing the value. The disadvantages
of this method are subjective and time-consuming [104]. Japanese guideline of tile façade
inspection [96] proposed that a delamination area is confirmed by the tapping method in
advance, and the temperature difference between the delamination area and surrounding
area is used as the value. Another approach is analyzing the temperature histogram of
an IR image to determine the threshold value objectively. Garrido et al. [105] assumed
that the histogram was a bimodal distribution composed of sound and delamination area.
They acquired the temperature of the modal overlapping point by the Otus method as the
threshold value. Meanwhile, Omar et al. [106] employed a k-means clustering method,
an unsupervised machine learning method, to divide temperature values in an IR image
into multiple clusters. They considered the boundary temperature values of clusters as the
threshold values.

The second challenge of threshold values is difficult to evaluate the entire target object
by one global threshold value. The reason may be that the entire surfaces of infrastructures
or buildings are not under the same conditions, and each local area has a different average
temperature and gradient [104]. Thus, methods for detecting temperature anomalies in
local areas rather than in a global area were proposed. For example, Oh et al. [104] simply
divided the IR image of a bridge deck into 16 local areas and used different threshold
values for each area. Park et al. [107] extracted wall areas from building facades in visual
images using a convolutional neural network (CNN) and analyzed the threshold values
within wall areas. Cheng et al. [108] developed a delamination segmentation technique
that extracts regional maximum temperature by a weight decay function. In these ways, it
is necessary to limit the region of interest by some methods.

Temperature gradients are also employed for image processing. The processing identi-
fies the areas of thermal anomalies based on the significant temperature changes at the edge
of delamination. The advantages of the gradient are that measuring accurate temperature
values is not required [109], and a slight temperature gradient over the entire surface may
not be judged as delamination. For example, Lia et al. [109] identified delamination areas
precisely by a spatial pixel differentiation algorithm even under unfavorable measurement
conditions. In addition, Cheng & Shen [110] proposed temperature gradient-based level
set method (LSM) and showed that LSM was more accurate and stable detection than the
k-means method.

Overall, A substantial number of image processing methods using one IR image were
developed. However, they may be designed to be optimized under specific conditions. To
improve the accuracy of detectability and applicability for field inspection, further research
is needed.

4.2.2. Time-Series Data Analysis

Time-series data analysis collects courteous IR images over time and analyses time-
series temperature data. It is also called time-lapsed thermography [36,75], time-dependent
IRT [9], or continuous multiframe image processing [91]. The advantages of this analysis
are robust to noise by nonuniform environment conditions [94] and high detectability [82].
It also allows conducting the quantitative assessment of delamination depth [85]. Thus,
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various image processing methods using multi-IR images were developed [22,74,91]. For
example, simple image subtraction (SIS), also known as the computation of image dif-
ferences, subtracts temperatures between two IR images at the same pixel location [111].
Principal component thermography (PCT), advanced processing based on principal com-
ponent analysis (PCA) to summarize high-dimensional data [22], transforms a temperature
3D matrix in a combination of space and time into a 2D matrix by singular value decom-
position to extract features and reduce noise [112,113]. Pulsed phase thermography (PPT),
a method based on active IRT with one-dimension discrete Fourier transform, converts
time-domain temperature data into frequency-domain data [112]. PPT has the advantage
of suppressing the effects of spatially nonuniform heating and emissivity distribution [114].
Additionally, Cotič et al. [82] stated that PPT increased the maximum detectable depth
by 50% over thermal contrast of one-time data analysis. In addition to the above, other
methods were proposed including nonnegative matrix factorization (NMF) [111,115] and
wavelet transformation [116]. Although time-series data analysis tends to be superior to
one-time data analysis about detectability, the analysis requires fixing IR cameras and
measuring the same object for a long duration. Therefore, time-series analysis is suitable for
detailed inspection of a specific area, such as heritage sites, rather than the overall survey
of infrastructures and buildings.

4.3. Standards and Guidelines

Table 1 shows existing standards and guidelines of IRT for delamination detec-
tion for infrastructures and buildings. These documents employ the passive analysis
scheme and the reflection mode. Target objects include bridge decks [47], concrete struc-
tures [79,117,118], and tile and render finish façades [96,118]. The documents describe
recommendations or requirements for environmental conditions and IR cameras.

Table 1. Existing standards and guidelines of infrared thermography (IRT) for delamination detection
and recommended/required environmental conditions.

Document Target Object
Recommended/Required Environmental Conditions

Solar Irradiation Ambient Temperature Wind Weather

ASTM D47888-03
[47] Bridge deck

A minimum direct
solar irradiation

for 3 h

An air temperature rise of
11 ◦C with 4 h of sun for

concrete in winter
An air temperature rise of
11 ◦C with 6 h of sun for

asphalt in winter

Wind speed of
less than
15 mph

(6.7 m/s)

Dry for at least
24 h before the

survey

Japan Public Work
Research Institute

[117]

Concrete
infrastructure

A minimum direct
solar irradiation of
350 Wh/h for 2–3 h

Daily temperature change
of more than 10 ◦C in

shaded areas
Not suitable for 3–4 h after

the maximum or
minimum air
temperatures

Wind speed of
less than 5 m/s Fine weather

British Instiute of
Non-Destructive

Testing [79]
Structural finishes Strong solar

exposure
Low wind

speed Fine weather
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Table 1. Cont.

Document Target Object
Recommended/Required Environmental Conditions

Solar Irradiation Ambient Temperature Wind Weather

Japanese Society
for

Non-Destructive
Inspection [118]

Concrete
infrastructure, Tile
façade, Shotcrete

A minimum direct
solar exposure for

2 h

Fine or partly
cloudy weather

Japan Building and
Equipment

Long-Life Cycle
Association [96]

Tile façade, Render
façade

Around the period
of maximum solar
irradiation on each

elevation
2–4 h after sunset

Daily temperature change
of more than 10 ◦C for

shaded elevations

Wind speed of
less than 5 m/s

No rain from
one day before

Regarding environmental conditions, four factors are generally stipulated: solar irra-
diation, ambient temperature, wind, and weather. All documents recommend the survey
with direct sunlight exposure because solar irradiation has significant energy input and
generates high thermal contrast. ASTM [47] for bridge decks and the Japanese IRT stan-
dard [118] for tile or plaster finishes require continuous solar irradiation for 2–3 h before and
during the measurement. Additionally, the Japanese Public Work Research Institute [91]
defines the minimum intensity of solar irradiation. Regarding nighttime inspection, Japan
Society for Non-Destructive Inspection [118] recommends the time window for the survey
of 9 p.m. to 5 am, while Japan Building & Equipment Long-Life Cycle Association [70]
recommends 2–4 h after sunset. The daily change of ambient temperature is considered as
another stimulus. Thus, some documents mentioned recommended values, for example,
a daily change of at least 10 ◦C for shaded areas [96,117]. In terms of wind, low wind
speed is considered a suitable condition because wind removes heat from the surface. Thus,
several documents stipulate that wind speed is less than 5 or 6.7 m/s [47,96,117]. These
wind speeds correspond to 3 “Gentle Breeze” or 4 “Moderate Breeze” in the Beaufort wind
force scale [119], respectively. Regarding weather, a fine day is recommended in all the
documents since it provides direct sunlight and high daily ambient temperature change.
Additionally, some documents [47,96] require no rain for one day and dried surfaces. In
summary, long-duration solar irradiation, high daily ambient temperature change, low
wind speed, and fine weather are commonly recommended conditions.

IR camera specifications, distance from a target object to an IR camera, and observation
angle are also mentioned in the documents. One of the specifications is temperature
resolution, represented as noise equivalent temperature difference (NETD) [120]. The
NETD indicates a temperature difference that can be distinguished from noise. ASTM [47]
requests an IR camera with the NETD of 0.2 ◦C or less, and other guidelines [117,118]
demand that of 0.1 ◦C or less. With the recent development of IR camera technologies,
even affordable cameras can commonly satisfy NETD of 0.1 ◦C or less [60,121]. Regarding
distance, a short distance is preferable due to less infrared attenuation by the atmosphere.
However, documents set a wide range of distances, such as 5–20 m [118] and 5–50 m [117].
Concerning angle, the limitations of observation angle vary depending on the documents,
such as 30◦ [96] and 60◦ [117,118]. Large tolerances about distance and angle may be due
to limitations of accessibility and surroundings of infrastructures and buildings.

4.4. Comparison with Other NDTs

In addition to IRT, several NDTs were developed to detect delamination on infras-
tructures and buildings: audio methods, stress wave methods, and electromagnetic meth-
ods [17–19,122,123].

Audio methods are based on a feature that when a mechanical impact is applied on
a target object from outside, delamination areas produce impact sound with a frequency
significantly different from intact areas (hollow sound); an inspector listens to the impact
sound and evaluates delamination areas. The suitable method of giving mechanical impact
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relies on target objects. For vertical surfaces such as buildings or tunnel linings, coin tapping
testing, which uses coins, steel rods, or lightweight hammers, is widespread [96,122]. For
bridge decks, chain dragging testing was standardized by ASTM [124]. The disadvantage
of these audio methods is that interpretation depends on inspectors. Thus, a method
of analyzing sound with fast Fourier transformation (FFT) to evaluate objectively was
proposed [125].

Stress wave methods utilize characteristics of stress-wave propagation in a target
object. Among the methods, impact-echo testing (IE) and ultrasonic testing (UT) can
detect delamination. IE is a method that a mechanical impact is applied to a target object,
then the frequency of the wave reflected on delamination is analyzed with FFT [126,127].
UT is a method in which a transducer emits ultrasonic pulses into a target object. An
adjacent transducer receives the pulses reflected on delamination, rebar, or the object’s
boundary (pitch-catch method). The travel time of the pulses determines path length [123].
Additionally, a synthetic aperture focusing technique (SAFT) using multiple transducers
can image the position and depth of delamination in 3D [126]. Although the stress wave
methods require contact with an object, they can measure delamination depth.

Ground penetration radar (GPR) employs electromagnetic pulses [128]. Electromag-
netic pulses propagate through a target object from an antenna. A receiver captures the
pulses reflected on the boundary between media having different dielectric constants. GPR
is widely used to inspect the inside of structures or bridge decks because it can detect
delamination, voids, rebars, and buried objects [129,130].

IRT was compared with these NDTs about delamination detection: coin tapping
testing [126], chain dragging testing [19,131], IE [19,126,132–134], UT [19,126,135], and
GPR [19,126,128,129,132,135]. In the case of bridge deck inspection, IRT is as accurate
as or slightly less accurate than IE [19,135] and more than as accurate as GPR [19,129].
Additionally, IRT is more suitable for detecting shallow delamination than GPR and UT,
while IRT cannot detect deep delamination [126,132,135]. The advantages of IRT are that it
can collect data without contact, inspection speed is the fastest among these NDTs, and the
inspection cost is relatively low [19,135]. The disadvantage is that IRT is more sensitive to
environmental conditions than other NDTs, so that the reliability of IRT is not high [132,135].
Therefore, a method that combines IRT with other NDTs to enhance accuracy, reliability,
and measurable depth was investigated [89,128,131,133,134,136].

5. Recent Studies of Affecting Factors on IRT for Infrastructures and Buildings

The detectability of IRT is affected by many factors, including environmental con-
ditions, delamination properties, target objects, and IR cameras [52]. Thus, the existing
standards and guidelines of IRT state recommended conditions as mentioned in Section 4.3.
However, these recommendations are not sufficiently quantitative and explicit. Further-
more, it is not practical for all the surfaces of an infrastructure to meet these recommen-
dations, such as solar irradiation for a long duration. In addition, environments differ
depending on the survey region. Therefore, affecting factors and these impacts on de-
tectability were studied. Table 2 covers studies over the last 20 years on these factors using
different environmental conditions, delamination properties, target object, and IR camera.
This section compiles and discusses experimental methodologies adopted.
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5.1. Test Method

Test methods used in the previous studies are classified into four categories: laboratory
test, outdoor test, field survey, and numerical simulation. Figure 4a indicates the frequencies
of test methods employed by 66 studies. Laboratory tests and outdoor tests were mainly
used by 41% and 48% of the literature, respectively. In contrast, the frequencies of field
surveys and numerical simulations were low at approximately 30%. Thus, laboratory tests
and outdoor tests predominated in previous studies.

In one laboratory test, specimens are prepared with polystyrene foam plates or other
Insulation materials embedded to imitate delamination. Figure 5 shows a typical thermal
contrast transition in a laboratory test. Artificial lamps heat the surface of a specimen
during a heating period of 5–120 min [82,154]; thus, thermal contrast rises. After the lamps
are turned off, thermal contrast continues to rise and reaches a peak. Then, thermal contrast
decreases. The advantage of laboratory tests is that study factors can be controlled. The
tests can investigate each factor independently and IRT detectability in ideal conditions
with less noise. Many studies examined the impacts of delamination size and depth on
detectability under laboratory conditions [54,82,167]. However, as it is not easy to simulate
complex and dynamic outdoor conditions in a laboratory, the test is not appropriate to
examine suitable time windows for the survey.

An outdoor test places specimens with simulated delamination in an outdoor location
and observes the specimens for several days [159]. Thermal contrast generally behaves the
curve shown in Figure 2c. The tests can examine detectability considering the combined
effects of environmental factors [103,145,146]. Hence, the tests can investigate suitable time
windows for the survey. However, environmental conditions around the specimens greatly
depend on test region, climate, surface direction, etc. Thus, the results of outdoor tests are
limited to a specific region and are not easy to be generalized.

A field survey is a method of inspecting existing infrastructures or buildings. The
survey is often used to verify the results of laboratory tests and outdoor tests [101,148]. The
difference from outdoor tests is that a field survey cannot control delamination properties;
thus, some studies have compared the results using other NDTs [20,131,160]. Another
disadvantage is the influence of noise, for example, reflections from surroundings [175,176],
emissivity variation on the surface [27], subsurface material differences [97], and uneven
solar heat gain [97]. In addition, thermal contrast can be caused by other subsurface defects,
such as water penetration and high moisture content [20,176,177].

Numerical simulation or modeling may provide useful information on the impact of
factors such as irradiation [20,170], defect size, and depth [82]. The accuracy of simulation
results greatly relies on boundary settings; thus, validation according to laboratory tests
or outdoor tests is essential. When modeling outdoor conditions, there are two types of
input environmental data: meteorological observatory data [49] and standard environment
data [20]. Software packages used in previous studies are general-purpose FEM software
(e.g., COMSOL) [88] and transient thermal and humidity movement analysis programs for
building envelopes (e.g., WUFI) [148].
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Figure 4. Statistics about methodologies in previous studies: (a) distribution of test methods;
(b) distribution of target objects; (c) distribution of study factors.

Figure 5. Typical thermal contrast transition in a laboratory test.

5.2. Target Object

Figure 4b shows that concrete was used as the target object in 76% of the previous
studies because concrete is a fundamental and prevailing material in infrastructures and
building structures. On the other hand, the substrate with finishes, the main materials in
building facades, was at a low frequency of 26%. Substrates were mainly concrete, but few
studies have examined the effects of bricks [162] or stones [54]. Finishes were tiles and
mortar renders attached to substrates [109].

5.3. Test Location

The results of outdoor tests and field surveys may rely on the test region and surface
direction. Most research was conducted under temperate climates, with high daily temper-
ature changes and stable weather, for example, in the US [88] and Europe [20]. In contrast,
there are few studies in the tropics [137].
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Surface direction is also an important test condition because it relates to the magnitude
and time of solar irradiation. In outdoor tests and field surveys, surface directions were
mainly horizon or south elevation in the Northern Hemisphere. The horizontal direction
assumed bridge decks, and the south elevation is considered ideal conditions with solar
irradiation in buildings.

5.4. Metric and Criterion

Although metrics and criteria of detectable delamination are critical to identifying
delamination and evaluating the impact of factors, there are no unified metrics and criteria.
The metrics commonly used in previous studies are thermal contrast and signal-to-noise
ratio (SNR).

Thermal contrast or ΔT, the temperature difference between sound and delamination
area, is the most commonly used matric because it is simple and easy to analyze. However,
the criterion of ΔT to be judged as delamination significantly differ depending on the
studies, ranging from 0.2 to 1.2 ◦C. For example, Hiasa et al. [88,159] and Watase et al. [152]
have defined a probable range for detectability as ±0.2 ◦C or larger and a certain range for
detectability as ±0.4 ◦C or larger in outdoor tests for the concrete specimens. The reason was
that Clark et al. [95] reported delamination on concrete bridges and masonry bridges was
recognized when ΔT was more than ±0.2–0.3 ◦C. Additionally, Hiasa et al. [159] stated that
ΔT of at least 10–20 times camera’s NETD allowed inspectors to distinguish delamination
from thermal noise. On the other hand, several studies [24,56,89,157,168] adopted ΔT of
0.5 ◦C as the criterion according to ASTM [47] for bridge deck inspection. Moreover, higher
ΔT was used as the criterion. Farrag et al. [102] used ΔT of ±0.8 ◦C due to a more confident
assessment. Another value of ΔT was ±1 ◦C. Washer et al. [100,145,146] mentioned that
1 ◦C was an order of magnitude larger than the thermal sensitivity of general IR cameras
and was twice of ASTM [47]. Similarly, Raja et al. [170] employed ΔT of 1 ◦C in numerical
simulations because the wind effect reduced ΔT to half. Chiang & Guo [158] also suggested
ΔT of 1 ◦C as the criterion according to field surveys for tiled façades.

Meanwhile, some studies proposed multiple criteria of ΔT depending on test methods.
For example, Zheng et al. [174] mentioned that it was difficult to identify temperature
anomalies correctly by naked eyes when ΔT was less than 0.3 ◦C in the laboratory test
and 1.2 ◦C in the outdoor test. Moreover, Sultan & Washer [163] examined the criteria
quantitatively using receiver operating characteristics (ROC) analysis. As a result, 0.8 ◦C
in the outdoor test and 0.6 ◦C in the field survey were optimum ΔT to balance true-
positive and false-positive rates of delamination areas. As described above, the problem of
thermal contrast is that the criterion is not established adequately. The reason may be that
environmental conditions change thermal contrast and background noise.

The SNR is utilized as the metric to evaluate the detectability of delamination [10,67,
83,85,161] objectively. The SNR, which is used in engineering, compares single levels of a
target area to signal levels of background noise, calculated by the following equation [85]:

SNR (dB) = 20 log10(|Sarea − Narea|/σnoise), (4)

where Sarea is the average temperature value in the delamination area, Narea is the average
value in the surrounding area, and σnoise is the standard deviation in the surrounding area.
Positive SNR means detectable delamination, and negative SNR means undetectable. The
advantage of the SNR is that because of signal level evaluation, the metric and criterion
can be applied not only to raw IR images but also processed images, such as PPT or
PCT [10,169].
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6. Affecting Factors of Detectability

This section compares and synthesizes previous studies on factors affecting delamina-
tion detectability. Figure 4c shows the frequency of study factors in the previous studies.
Respectively, 43% and 40% of the studies examined the effects of time windows and irradi-
ation. Meanwhile, only 20% and 15% of the studies dealt with ambient temperature and
wind, respectively. This is probably because radiant heat transfer by sunlight is considered
larger than convection heat transfer by the air. Regarding delamination properties, 78% and
48% of the studies investigated the effect of delamination depth and size, respectively. On
the other hand, the effects of target objects and IR cameras were studied by approximately
20% of the literature. Therefore, time windows, irradiation, size, and depth are the main
factors that attract attention among researchers.

6.1. Environmental Conditions
6.1.1. Time Window

Suitable time windows to conduct passive IRT are critical information for getting
proper IR images to analyze. Multiple environmental factors, such as irradiation and
ambient temperature change, can affect thermal contrast intricately. Thus, time windows
are generally examined by outdoor tests and numerical simulations. Table 3 shows suitable
time windows and interchange times in each direction under fine weather proposed by
the literature.

Table 3. Suitable time windows and interchange times proposed by previous studies.

Direction Author Year Time Windows

Horizontal surface

Yehia et al. [132] 2007
Defects of up to 3.8 cm deep can be detected between 10 a.m.

and 3 p.m.
Any defects cannot be detected during cooling cycle.

Gucunski et al. [19] 2012 Defects at 40 min after sunrise are more apparent than at noon.

Kee et al. [89] 2012

IR images obtained during cooling cycle are more evident than
those obtained during heating cycle.

Defects cannot be detected 3:45 h after sunrise. Shallow defects
of 6.4 cm can be detected 7 h after sunrise.

Watase et al. [152] 2015 Any time of day is suitable for 1 cm deep delamination, and 6
a.m. is best time.

Hiasa et al. [90] 2018

Defects can be detected between 10 a.m. and 3 p.m.
Defects can be detected between 5 p.m. and 8 am, and

maximum contrast appears at 7 p.m.
Cooling cycle is more suitable than the heating cycle for the

inspection.

Güray et al. [166] 2018 Favorable time window is between 3 p.m. and 7 p.m.

Mac et al. [56] 2019 Optimal time windows for up to 4 cm deep defects are between
10 a.m. and 3 p.m. and between 7:30 p.m. and 2:00 a.m.

Vyas et al. [168] 2019 Interchange times for asphalt unbonded by sand are between 8
a.m. and 10 a.m. and between 2:30 p.m. and 3:30 p.m.

Pozzer et al. [24] 2020 Ideal time window is between 12 p.m. and 3 p.m.

South elevation (in the Northern
Hemisphere)

Washer et al. [144] 2009 Optimum time is from 5–9 h after sunrise.

Washer et al. [145] 2010 Optimum time is after 5:40 h after sunrise for 2.5 cm deep
delamination and 9 h after for 12.7 cm.

Scott et al. [147] 2012 Recommended time window is between 12 a.m. and 3 p.m. for
under 6.5 cm deep delamination.

Scott & Kruger [149] 2014 Optimum time window is between 11 a.m. and 1 p.m. for
under 5 cm deep defects.
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Table 3. Cont.

Direction Author Year Time Windows

Edis et al. [20] 2015 Interchange times occur between 5:30 a.m. and 6:50 a.m. and
between 4:30 p.m. and 5:50 p.m.

Chiang & Guo [158] 2017 Available time window is between 10 a.m. and 12 p.m.

Janků et al. [101] 2017 Best time is around noon.
Interchange time occurs at 4 p.m.

Freitas et al. [148] 2018 Best time window is during hours of exposure to sunlight.
Defects are less evident during cooling cycle than heating cycle.

East elevation
Bauer et al. [153] 2016

Defects are better visualized in early morning and late
afternoon.

Interchange time is around 12:30 p.m.

Chiang & Guo [158] 2017 Available time window is between 9 a.m. and 11 a.m.

West elevation

Chiang & Guo [158] 2017 Available time window is between 12 p.m. and 2 p.m.

Lourenço et al. [162] 2017

Desirable time during heating cycle is first 1:30 h after
beginning of irradiation exposure.

Desirable time during cooling cycle is beginning of cycle or 1 h
after beginning of shadowing.

Shaded area/Soffit/North
elevation (in the Northern

Hemisphere)

Watase et al. [152] 2015 Favorable time window is midnight.

Chiang & Guo [158] 2017 Available time window time is between 11 a.m. and 1 p.m.

Janků et al. [101] 2017 Best conditions occur around noon.

Rocha et al. [103] 2018 Best time window is between 10 a.m. 2 pm, specifically at noon.
Interchange times are around 7 a.m. and 5 p.m.

Mac et al. [172] 2021

First optimal time window is 7 h after decks are exposed to
sunlight until 0.5 h after decks are not exposed.

Second one is from 1.5 h to 3.5 h after decks are exposed to
sunlight.

Third one is 8 h after decks are not exposed to sunlight until 1 h
after decks are exposed.

Regarding horizontal surface and south elevation, available time windows proposed
by the literature are generally around 10 a.m. to 3 p.m. due to the presence of solar
irradiation [56,90,101,132,147]. However, suitable or optimum time windows vary. Chiang
& Guo [158] mentioned recommended time window of 10 a.m. to 12 p.m. according to
the field survey for tile façades in Taiwan. Meanwhile, Scott et al. [147] suggested that the
recommended time window was 12 p.m. to 3 p.m. for up to 6.5 cm deep delamination
because of a time lag between the maximum solar loading at noon and thermal contrast
responses. Pozzer et al. [24] statistically analyzed meteorological data and thermal contrast.
They predicted favorable time windows from 12 p.m. to 3 p.m. due to high solar radiation,
high ambient temperature, and low pressure.

Furthermore, several studies proposed that suitable time windows relied on delam-
ination depth. The reason is that the deeper delamination is, the longer it takes for heat
flow to reach delamination. Washer et al. [145] showed that the optimum time for 2.5 cm
deep delamination was 5:40 h after sunrise and that for deep delamination of 12.7 cm
was 9 h after sunrise. Similarly, Kee et al. [89] reported that 6.4 cm deep delamination
could not be detected 3:45 h after sunrise even though it satisfied 3 h of solar irradiation
required by ASTM [47]. In contrast, Watase et al. [152] argued that any time was suitable
for shallow delamination of 1 cm. Additionally, delamination size can affect time windows.
For example, Scott & Kruger [149] stated that the small delamination of 25 cm diameter
generated the maximum contrast 4:30 h after sunrise, whereas the large delamination of
50 cm did 6:30 h after sunrise.

Meanwhile, several studies have focused on interchange times, which can not detect
delamination due to low thermal contrast. Edis et al. [20] calculated that the interchange
times happened on tile façades from 5:30 a.m. to 6:50 a.m. and from 4:30 p.m. to 5:50 p.m.
Similarly, Janků et al. [101] confirmed that the times occurred at 8 a.m. and 4 p.m. in the
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outdoor test. Hiasa et al. [90] also reported that the interchange time windows were 1 h in
the morning and 2 h in the evening.

Overall, many studies examined suitable time windows for horizontal surface and
south elevation during daytime. Although it is affected by delamination properties, the
suitable time window is generally noon to early afternoon when delamination depth is
under 6 cm.

Regarding east and west elevation, time windows with solar irradiation on the eleva-
tion should be optimal. It means that the suitable time for east elevation is in the morning
and that for the west elevation is in the afternoon. For example, Buare et al. [153] observed
in the field survey that the maximum contrast appeared at 8:30 a.m. on the east elevation,
and thermal contrast declined toward 12:30 p.m. Thus, they proposed that the beginning
of sun exposure was the optimal time window. Similarly, Lourenço et al. [162] pointed
out that the desirable time was the first 1:30 h after the beginning of solar irradiation
on the west elevation. Chiang & Guo [158] also mentioned that the recommended time
windows were 9 a.m. to 11 a.m. on the east elevation and 12 p.m. to 2 p.m. on the west
elevation. Therefore, suitable time windows for east or west elevation can be after direct
sunlight exposure.

Nighttime or the cooling period is a candidate for suitable time windows; however,
this is still being debated. One opinion is that nighttime is not appropriate or impossible
to conduct IRT. Yehia et al. [132] failed to detect delamination in the outdoor test at night.
Additionally, Freitas et al. [148] argued that nighttime inspection was available, while
delamination during nighttime was less evident than those during daytime. The opposite
opinion is that nighttime is more optimum than daytime because of less noise on IR
images [19,90,161] or a long measurable duration [56,90]. Hiasa et al. [90] observed that
IR images captured during daytime had much noise caused by nonuniform heating and
shadows from surroundings. Moreover, Mac et al. [56] stated that the available time
window during nighttime was from 7:30 p.m. to 2 a.m., which was longer than the window
during daytime from 10 a.m. to 3 p.m. The difference in the literature on detectability
during nighttime is considered due to environmental conditions.

Furthermore, there are still two opinions about suitable time windows during night-
time: early night or early morning. Hiasa et al. [153] mentioned that the maximum negative
thermal contrast of 2.5 cm deep delamination occurred at around 7 pm, and the delami-
nation was well recognized. Lourenço et al. [162] also insisted the optimum time was 1 h
after the surface was covered in shades for tile facades. On the other hand, Kee et al. [89]
suggested that even deep delamination, which was undetectable during daytime, could
be detected 45 min after sunrise because of a long cooling duration until early morning.
Hence, these studies indicate that optimum time windows during nighttime are dependent
on delamination depth.

Shaded areas, soffit, or north elevation, which has no solar irradiation on the inspected
surface, may exist on infrastructures and buildings. In these areas, suitable time windows
during daytime are generally around noon due to the peak of ambient temperature; how-
ever, these time windows are shorter than those of sunny areas [101,103,158]. Regarding
daytime and nighttime, previous studies do not agree with which time window is suitable.
Rocha et al. [103] argued that thermal contrast during nighttime was smaller than that
during daytime. In contrast, Watase et al. [152] proposed that midnight was the favorable
time window for deck soffit rather than noon because of a high probability of days when
thermal contrast exceeded the criterion of detectability. Thus, further studies are needed on
suitable time windows for shaded areas.

As explained above, suitable time windows for IRT proposed by previous studies are
not consistent. The reason is that the windows are affected not only by surface direction
but also by environmental conditions and delamination properties. Therefore, investigat-
ing suitable time windows for each region and the target object is required to conduct
IRT properly.
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6.1.2. Irradiation

Solar irradiation is a primary stimulus producing heat flow [20,145]. It reaches
700 W/m2 on a south elevation and 1300 W/m2 on a horizontal surface at noon [88,148,159].
Previous studies have demonstrated that the larger the energy input is, the higher ther-
mal contrast and SNR are generated in laboratory tests [10,85,139,157,169,170]. In con-
trast, delamination is difficult to be detected under low or no solar irradiation condi-
tions [20,148,162]. In addition, detectable delamination depth is proportional to the heating
time in the laboratory test [85,167]. Meanwhile, excessive energy input could decline the
thermal contrast of shallow delamination [82,91]. Overall, a large amount of irradiation is
generally a preferable condition for IRT.

Few studies quantitatively investigated the relationship between irradiation and
thermal contrast. Washer et al. [145] conducted the outdoor tests for three months and
argued that the daily total solar loading, not the maximum solar loading, had a high
correlation with the maximum thermal contrast. The authors suggested that the total
daily solar roading of at least 700 Wh/m2 was required for 5.1 cm deep delamination to
generate the detectable thermal contrast of 1 ◦C based on statistical analysis. Likewise, Raja
et al. [170] proposed that the total irradiation of 680 Wh/m2 produced the thermal contrast
of 1 ◦C for 6.3 cm deep delamination based on the numerical simulations. In addition, the
authors stated that a heat flux rate greatly influenced thermal contrast, especially for shallow
and small delamination. These studies indicate that total irradiation of approximately
700 Wh/m2 could be required to conduct passive IRT.

6.1.3. Ambient Temperature

Daily ambient temperature change is one of the drivers to generate thermal contrast
due to convection heat transfer. The daily change is a primary heat source in shaded areas
or under cloudy weather [20]. Multiple studies concluded that significant daily ambient
temperature change increases thermal contrast and is preferred for IRT based on outdoor
test results [100,101,103,137,146,152]. However, the amount of daily change required in
shaded areas is not consistent among previous studies. For example, Janků et al. [101]
confirmed that the daily change of more than 10 ◦C was necessary, while Rocha et al. [103]
also insisted at least 5.4 ◦C. Likewise, Washer et al. [100] suggested a daily change of at
least 8 ◦C for 5.1 cm deep delamination. Additionally, the authors proposed that the rate of
ambient temperature change of at least 1.5 and −1.7 ◦C/h was favorable for daytime and
nighttime inspection, respectively. Overall, the high daily ambient temperature change is
favorable for passive IRT in shaded areas, although the requirement is still debated.

Ambient temperature values might influence thermal contrast. Tran et al. [164] men-
tioned that high ambient temperature increased thermal contrast, especially for large
and shallow delamination, although the effect of temperature was significantly smaller
than irradiation.

For buildings, an ambient temperature difference between indoor and outdoor can
also affect thermal contrast. Edis et al. [20] conducted parametric studies on the effect of
the difference using numerical simulation. The difference enhanced thermal contrast on
the surface during daytime when the outdoor temperature was hotter than the indoor
temperature. Thus, the effect of the ambient temperature difference should be considered
when the difference is more than 10 ◦C.

6.1.4. Wind

Wind velocity is an environmental factor to be considered when performing passive
IRT, as it relates to convection heat transfer [49]. High wind velocity increases heat transfer
between the surface and the air [178]. Thus, the wind has different effects on thermal
contrast depending on the presence of solar irradiation.

Under the condition of solar irradiation or during the heating cycle, high wind velocity
decreases thermal contrast. The reason is that the surface temperature of a target object is
generally higher than ambient temperature, so that the wind removes heat energy from the
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surface. For example, Washer et al. [144] statistically analyzed the relationship between
the maximum thermal contrast and average wind velocities in the outdoor tests. As a
result, average wind velocity tended to be low when thermal contrast was high. Moreover,
Raja et al. [170] quantitatively investigated the effect in the laboratory tests and stated that
thermal contrast decreased as the wind velocity increased, especially for deep delamination.
For example, the wind velocity of 7 m/s reduced thermal contrast by half for 6.3 cm deep
delamination. Furthermore, the authors stated that the slight wind velocity of 1.4 m/s also
decreased thermal contrast by 20%. Therefore, low wind velocity is preferable in sunny
areas when solar irradiation is used as thermal stimulation.

In contrast, in shaded areas, high wind velocity could increase thermal contrast. The
reason is that the surface temperature is generally lower than ambient temperature, and
high wind velocity increases energy input from the air to the object’s surface. Washer
et al. [100] pointed out that high wind velocity improved thermal contrast based on the
outdoor tests. Although high wind velocity is preferable in shaded areas, Washer et al. [146]
suggested a guideline that average velocity during 6 h is limited to 4.4 m/s (16 km/h)
because high wind velocity might indicate unstable weather conditions. Overall, wind
positively affects thermal contrast in shaded areas, as opposed to sunny areas.

6.1.5. Relative Humidity

Relative humidity (RH) is considered to affect thermal contrast due to two theories.
One theory is that high RH increases convection heat transfer between the object surface and
atmosphere [179]. Thus, in shaded areas or soffit, high RH increases the effect of ambient
temperature change on thermal contrast during the heating and cooling cycle [87,172]. The
other theory is that high RH increases water adsorption on the surface. Rocha et al. [103]
suggested that high RH during nighttime enhanced negative thermal contrast because water
adsorption increases moisture content and thermal conductivity near surfaces. Therefore,
high RH is typically a preferable condition for IRT.

However, the effect of RH may be limited and not significant. For example, Tran
et al. [164] argued that thermal contrast under high RH was more evident than that under
low RH for shallow delamination of 1 cm in the laboratory test. In comparison, there was
no difference in thermal contrast for 2–3 cm deep delamination. Additionally, Washer
et al. [87] mentioned that the effect of RH was not significant in sunny areas because the
effect of solar irradiation is dominant. These studies indicate that the positive effects of
high RH are less significant than other factors.

6.1.6. Others

Weather is closely related to other environmental factors. A sunny day is optimal
for IRT regardless of sunny or shaded areas due to high solar radiation and high daily
ambient temperature change [56,101,147,162]. A cloudy day is not recommended because
of the small energy input from irradiation and ambient temperature change [148,162]. A
partially cloudy day should also be avoided as rapid irradiation changes might make
delamination identification difficult [162]. Regarding nighttime, a clear sky is also optimum
because radiative cooling removes heat energy from the surface and enhances thermal
contrast [90,103]. Overall, fine weather is desirable at all times. However, IRT cannot
always be performed under fine weather, so that identifying acceptable weather conditions
for IRT is necessary in practice.

A method to predict thermal contrast from meteorological data was proposed. Watase
et al. [152] proposed multilinear regression formulas to estimate thermal contrast on bridge
deck and soffit under Florida climate conditions. The variables of the formulas were ambi-
ent temperature at a bridge and ambient temperature and atmospheric pressure at a nearby
meteorological observatory. Furthermore, Washer & Fuchs [180] developed a web-based
application to predict whether passive IRT can be carried out based on meteorology records
and weather forecasts. Likewise, Pozzer et al. [24] performed multivariate regression
analysis under Brazilian climate conditions, considering interactions of meteorological
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variables. They mentioned that significant dependent variables were ambient temperature,
atmospheric pressure, solar radiation, and survey time. In contrast, the size and depth
of delamination and wind velocity were not significantly related to thermal contrast. Al-
though these predictions are useful in practice, these formulas are limited to specific regions
and are not general.

Seasons are related to the amount of solar irradiation and daily ambient temperature
change. Hence, the effects of seasons were examined using numerical simulation, but the
results are not consistent. Hiasa et al. [159] concluded that seasonal effects were minor
on the horizontal plane in Florida. In contrast, Pozzer [173] mentioned that spring and
summer were desirable for IRT in Brazil because of high daily ambient temperature change.
Therefore, preferred seasons for IRT depend on the region.

6.2. Delamination Properties
6.2.1. Size

Detecting small delamination at the early stage of deterioration leads to ensuring
public safety. As shown in Figure 4c, half of the studies have examined the effect of
the delamination size. Regarding the relationship between size and thermal contrast,
Hiasa et al. [159] showed that size had a much more substantial effect on thermal contrast
than thickness and volume of delamination by numerical simulation about outdoor tests.
Moreover, Raja et al. [170] argued that the total heat input to create the contrast of 1 ◦C was
inversely proportional to the area; thus, large delamination needed less input heat to be
detected. However, Hiasa et al. [88] stated the size effects converged at approximately 40 cm.
Additionally, the authors examined the impact of an aspect ratio of the delamination area.
The thermal contrast of delamination with an aspect ratio of 25% or more was comparable
to the contrast equal to the area of square or circle. In general, large-size delamination with
a high aspect ratio has significant thermal contrast and is easily detected.

Delamination size is also related to the response time of the maximum thermal contrast.
Maierhofer et al. [139] confirmed that observation time, shown in Figure 5, became longer
as the area increased. Similarly, Scott & Kruger [149] mentioned that the delay of the
maximum thermal contrast from peak irradiation increased as the size was large in the
outdoor test. Thus, delamination size may change optimum time windows for inspection.

6.2.2. Depth

Depth from delamination to the surface significantly affects thermal contrast. Thus,
detectable depth is an essential indicator of IRT abilities. Approximately 78% of the
studies include depth as study parameters, as shown in Figure 4c. The range of depth
examined is wide and depends on target objects assumed in the literature. For build-
ings, delamination was generally set to a depth of 0.5–3 cm [109,133,137,141,154,162].
For concrete civil infrastructures, the delamination depth was set to a depth of approxi-
mately 2–8 cm [82,85,101–103,139,157,159,163,166], which are standard concrete cover thick-
ness [181]. Moreover, some studies examined 10 cm or more deep delamination to evaluate
IRT limitations [19,82,88,89,102,132,139,145].

It is not easy to detect deep delamination as deep delamination has low thermal
contrast. Table 4 lists the maximum detectable depth in previous studies by one-time data
analysis. An overall trend is that maximum detectable depth depends on conditions. The
detectable depth in (b) and (c) outdoor tests with solar irradiation tends to be deeper than
that in (a) laboratory tests. The reason can be the difference in the total amount and time of
energy input to test objects.
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Table 4. Maximum detectable depth in literature.

Conditions Maximum Detectable Depth in Literature

(a) Laboratory test 6 cm [143], 7 cm [10,85,167], 7.5 cm [82], 10 cm [138]

(b) Outdoor test with solar irradiation measured during heating
cycle (daytime)

3 cm [159], 3.2 cm [174], 4 cm [56,101], 5.1 cm [88,132],
6.5 cm [147], 7.5cm [150],10 cm [102], 12.7 cm [87,144]

(c) Outdoor test with solar irradiation measured during cooling
cycle (nighttime)

3 cm [159], 4 cm [56,101] 10.2 cm [88], 12.5 cm [102], 12.7 cm
[87], 15.2 cm [89]

(d) Outdoor test in shaded areas 4 cm [101] 5 cm [103], 7.6 cm [87], 19.5 cm [172]

Furthermore, detectable depth was a controversial and much-disputed subject even
under the same test condition. In (b) and (c) outdoor tests with solar irradiation, Washer
et al. [87] mentioned that 12.7 cm and 7.6 cm deep delamination were detectable during
the heating and cooling cycles, respectively. In contrast, Kee et al. [89] argued that 6.4 cm
and 15.2 cm were the maximum detectable depths during the heating and cooling cycles,
respectively. Besides, Hiasa et al. [159] reported that 5.1 cm deep delamination was not
detectable at any time, and approximately 3 cm was the maximum depth in Florida.
Similarly, Mac et al. [56] stated that delamination of up to 4 cm depth could be detected
in South Korea. These differences in the detectable depth could be due to differences in
environmental conditions, delamination properties, target objects, and metrics.

Depth estimation was also of great interest to researchers because depth is essential
information to evaluate severity. For example, AASHTO Guide Manual for Bridge Ele-
ment Inspection [182] assesses the severity of delamination based on its size and depth.
Currently, two approaches to estimate depth were proposed: response time and thermal
contrast magnitude.

The estimation method based on response time utilizes that delamination depth corre-
lates with the time from energy input to the generation of thermal distribution on the sur-
face [183]. In laboratory tests, this response time is defined as observation time, a difference
from the end of the heating period to the peak [167], as shown in Figure 5. Many studies esti-
mated delamination depth accurately using the observation time [10,82,85,139,157,164,167].
However, the coefficient of estimation formulas changes depending on environmental
conditions and the thermal diffusivity of target objects [157,167]. Moreover, delamination
size also influences response time and the observation time [139,149]. Thus, the estimation
method based on response time is possible only under a specific controlled environmental
condition, such as laboratory tests.

The estimation method based on thermal contrast magnitude uses the correlation
between thermal contrast and depth. Tran et al. [164] showed in the laboratory test that the
inverse of the cube of depth was proportional to the loss of contrast with relatively high
accuracy. The authors insisted that this method was practical because it can quickly estimate
depth without time-consuming analysis of observation time. Similarly, Raja et al. [170]
demonstrated a linear correlation between the square of the depth and the total energy
input to generate thermal contrast of 1 ◦C. However, these methods are difficult to be
applied to outdoor tests because environmental conditions are not constant and change
dynamically. Hence, Hiasa et al. [88] proposed a method of comparing actual thermal
contrast to calculated thermal contrast at each depth by numerical simulation. Although
it can estimate depth in outdoor tests, the method requires obtaining time-series data of
irradiation and ambient temperature and the thermal properties of the target object. In
addition, numerical simulation must be conducted for each depth based on those data.

As described above, depth estimation methods using response time or thermal contrast
magnitude are possible under constant or controlled conditions such as laboratory tests.
However, since environmental conditions fluctuate, further research is needed to estimate
depth under outdoor conditions.

39



Sensors 2022, 22, 423

6.2.3. Width to Depth Ratio

Delamination width and depth are closely related to detectability while interacting. It
is generally considered that the minimum detectable width is at least 1–2 times the depth
or more [184]. Thus, many studies have investigated the width-to-depth ratio (WTDR)
criterion of detectable delamination in laboratory tests [10,82,85,157,167] and outdoor
tests [56,102,174]. Figure 6 shows the syntheses of the previous results of detectability with
respect to the width and depth of delamination in concrete specimens. The data were
categorized according to test conditions. The WTDR criteria proposed by the literature are
also displayed in Figure 6. A WTDR corresponds to the slope of the straight line through
the origin of figures. The overall tendency is that the upper left region of each graph, high
WTDR, clearly has a high probability of delamination detection. The reason can be that the
larger WTDR delamination is, the higher the thermal contrast is and the easier it is to detect
by IRT [56,174,185]. Furthermore, the results of the same width and depth delamination
are not consistent enough, especially for delamination near the proposed WTDR criteria.
This inconsistency can be due to the difference in environmental conditions, delamination
properties, and detection metrics.

More specifically, each condition has a different tendency for detectable delamination
distribution and WTDR criteria. In (a) laboratory tests, the distribution results are almost
consistent among the literature compared to outdoor tests. This is probably because
such laboratory tests can optimize energy input and remove unintended noise from the
surroundings. Additionally, the detectable and undetectable regions are relatively separated
by a straight line. Thus, the WTDR criteria proposed by the literature are relatively low
values of 1.11–1.43 [82,85]. This means that laboratory tests can detect small and deep
delamination. In (b) outdoor tests with solar irradiation measured during the heating cycle,
the WTDR criteria of 1.8–2.25 were proposed [56,174], which are higher than those in (a)
laboratory tests. In (c) outdoor tests with solar irradiation measured during the cooling
cycle, the distribution of detectable delamination and the proposed WTDR criteria differ
significantly depending on the studies. Mac et al. [56] suggested that the WTDR criterion
was 2.5 in Korea, whereas Farrag et al. [102] proposed the that of 0.4–0.5 in the UAE.
This difference can be attributed to intense solar irradiation during daytime in the UAE.
Figure 6c indicates that the proposed WTDR of 2.5 [56] relatively agrees with the results
of other studies. In (d) outdoor tests in shaded areas, WTDR criteria were not proposed
by previous studies to our knowledge. Although the number of results is not adequate,
Figure 6d suggests that the distribution is not significantly different from (c) outdoor tests
with solar irradiation measured during the cooling cycle.

As described above, the WTDR criteria of detectable delamination are influenced
by test methods, the presence of solar irradiation, measurement cycle, and test regions.
As a result of integrating previous studies, WTDR criteria are approximately 1.25 in (a)
laboratory test, 2.0 in (b) outdoor test with irradiation during the heating cycle, and 2.5 in (c)
outdoor test with irradiation during the cooling cycle and (d) outdoor test in shaded areas.
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Figure 6. Synthesises of literature about detectability with respect to depth and size of delam-
ination in concrete: (a) laboratory test; (b) outdoor test with solar irradiation measured during
heating cycle (daytime); (c) outdoor test with solar irradiation measured during cooling cycle;
(d) outdoor test in shaded areas. Legends are that blue circles indicate detectable delamination,
while red crosses indicate undetectable delamination. Synthesized data have following terms: target
object is ordinary concrete; analysis method is one-time data analysis; width represents diame-
ter or shortest side of delamination; detectability is determined according to each study. Sources
are [10,56,82,85,87,89,100–103,132,133,143,145–147,149,157,159,164,167,170,174,186].

6.2.4. Thickness

Delamination thickness is also a factor to consider for its impact on detectability.
Previous studies have generally set the thickness of 0.1–2 cm by adjusting the thickness
of embedded materials. Thick delamination has a low overall heat transfer coefficient;
thus, it generates significant thermal contrast regardless of environmental conditions or
measurement cycles [20,88,89,102,103,141,146,159]. For example, Kee et al. [89] reported
that delamination of 0.1–0.2 cm thickness at 6.4 cm depth was detectable, while thin
delamination of 0.03 cm thickness was undetectable. However, the effect of thickness may
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converge at a certain value. Hiasa et al. [88] showed convergence at 1 cm thickness by the
numerical simulation.

Meanwhile, thickness is considered the minor effect on thermal contrast among the
geometric factors of delamination [91]. Hiasa et al. [159] demonstrated that the most influen-
tial factor was the area of delamination, followed by thickness. Similarly, Farrag et al. [102]
showed that thickness was the geometric aspect with the least effect on thermal contrast.
These results indicate that IRT is relatively robust to the effect of delamination thickness.

6.2.5. Material

Delamination is usually filled with air; thus, the thermal properties of delamination
are considered to resemble the air. However, making air-filled delamination in a con-
crete specimen with a predetermined size and depth is not easy, except for delamination
beneath tiles. To simulate delamination, materials with low thermal conductivity are
embedded in specimens. Thus, several studies have examined the effect of embedded
materials [54,82,102,132,141,168]. For example, Yehia et al. [132] maintained that air-filled
delamination was more visible than delamination simulated with polyethylene foam. Con-
trary to this, Cotič et al. [82] mentioned no significant difference between thermal contrasts
above polystyrene foam and air-filled void. Although the results of these studies are
not consistent enough, polyethylene foam is generally used as the material to simulate
delamination. The reason may be that the difference between the thermal conductivity of
polyethylene foam (0.033–0.045 W/mK [187]) and air (0.022 W/mK) is negligible for that
of concrete (1.6–2.1 W/mK [139,157]). Therefore, the results of IRT by polyethylene foam
could be applied to the actual delamination.

6.3. Target Object
6.3.1. Thermal Property

The materials of the target object affect thermal contrast because heat flow is de-
termined by thermophysical properties of the materials: thermal conductivity, specific
heat capacity, and density. The properties of concrete change depending on compression
strength and mix proportions. For example, Rocha et al. [103] and Farrag et al. [102] stated
that concrete with a low water-to-cement ratio or high strength concrete generated high
thermal contrast in outdoor tests because of high thermal conductivity and high density. On
the other hand, Maierhofer et al. [143] mentioned that thermal contrast decreased slightly
along with the concrete strength increase. Additionally, the authors showed that density
significantly affected thermal contrast, while thermal conductivity had minor effects. As
mentioned above, there are some debates about the effects of materials on thermal contrast.

Building walls are generally layered with different materials rather than the single
material of concrete. When finish materials are the same, substrate materials can also affect
thermal contrast. Lourenço et al. [162] examined an external thermal insulating composite
system (ETICS) and brick masonry with tile finish. In addition, Meola [141] investigated
marble, brick, and tuff with render finish. These studies indicate that subsurface materials
with high thermal conductivity generate high thermal contrast. The reason can be that
substrate material with high conductivity increase the ratio of the difference in thermal
transmission coefficients between sound area and delamination area. This means that
delamination becomes difficult to be detected in the order of concrete, bricks and insulation
in substrates.

6.3.2. Others

Other factors related to target objects investigated by the previous studies include
rebars, water penetration, and surface conditions. The effects of these factors might be
inevitable when inspecting existing infrastructures and buildings.

Rebars are usually embedded in concrete parallel to the surface to reinforce concrete
structures. Rebars have a high thermal conductivity of 12.5 W/mK, much higher than
concrete of 1.8 W/mK. Therefore, rebars may diffuse heat flow parallel to the surface,
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resulting in low thermal contrast. According to laboratory tests and outdoor tests, the
effect of rebars is different depending on the relative position of rebars and delamina-
tion [85,102,143,147,167]. When delamination occurs between rebars and the surface, rebars
have little impact on thermal contrast and detectability [85,167]. On the other hand, when
delamination occurs deeper than rebars, the effect is not consistent enough between previ-
ous studies. Scott et al. [147] stated no differences in thermal contrast between the presence
and absence of rebars. In contrast, Huh et al. [85] argued that delamination indicated
significantly lower SNR than delamination above rebars; thus, the delamination under
rebars was not easy to be detected. Moreover, rebar density also affects thermal contrast.
Maierhofer et al. [143] pointed out that high rebar density slightly decreased thermal con-
trast. In addition, rebars can influence response time. Tran et al. [167] revealed that rebars
above delamination shortened observation time; thus, the depth of delamination may be
estimated to be shallower than the actual depth. Overall, the effects of rebars on thermal
contrast rely on the relative position between delamination and rebars.

Water penetration or high moisture content in a target object generates nonuniform
temperature distribution on a surface due to three physical phenomena: evaporative
cooling [25,162,177], the increase in specific heat capacity of the object [175,188], and the
increase in thermal conductivity of the object [7,26]. Water penetration may occur at the
same time as delamination in target objects. Edis et al. [188] surveyed glazed tile façade
buildings and stated that both delamination and high moisture content areas had positive
thermal contrast in midafternoon (e.g., 4:30 pm) under sunlight exposure conditions.
However, water penetration into a delamination cavity may cause negative effects on
thermal contrast and detectability. Lourenço et al. [162] conducted the outdoor tests in
which water was poured into the back of nonadhesive tiles. Water penetration created
opposite thermal behavior to delamination and decreased thermal contrast. Similarly,
Güray et al. [166] stated that water-filled delamination could not be detected at any time.
To address the issue caused by water penetration, Lourenço et al. [162] proposed inspecting
target objects in different conditions: after rainy days and under dry conditions. Therefore,
since water penetration could generate thermal contrast or reduce detectability, IRT surveys
after rain or under wet conditions should be avoided.

Surface conditions, such as color and obstacles on the surface, affect IR images. Build-
ing facades are generally colored with paint or colorful materials. Lourenço et al. [162]
studied the effects of surface color using white and black tiles. Black color, which absorbs a
large amount of solar irradiation, contributed to high thermal contrast during the heating
and cooling cycle. Thus, surface color affects detectability in sunny areas, and dark colors
are advantageous for IRT.

The surfaces of infrastructures and buildings are not always clean and may have small
obstacles. Hiasa et al. [90] stated that the obstacles could be discriminated on IR images
because obstacles were smaller than a deck surface and quickly heated up and cooled down.
The authors also suggested that visual images could help to distinguish obstacles certainly.
To complement the information of IR images with visual images, simultaneously capturing
IR and visual images is recommended.

6.4. IR Camera
6.4.1. IR Camera Type

Two types of IR cameras are generally used for IRT: a short-wavelength (SW) camera
and a long-wavelength (LW) camera [79]. Table 5 indicates the characteristics of types of IR
cameras. SW and LW cameras can detect infrared rays in the high atmospheric transmission
band of 3–5 μm and 8–14 μm, respectively, known as atmospheric windows [189]. This
difference in the band creates the characteristics of these cameras.
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Table 5. Characteristics of types of IR camera.

Items Short-Wavelength (SW) Camera Long-Wavelength (LW) Camera

Spectral range 3–5 μm 8–14 μm
Detector type InSb, Quantum detector Microbolometer, Thermal detector

Cooling Cooling Uncooling
Thermal sensitivity, NETD Fine Middle

Shutter speed Fast (e.g., 10 μs–10 ms) Slow (e.g., 10 ms)
Camera cost High Low–middle

SW cameras use a cooled quantum detector sensitive to high-energy emissions from
hot objects [79]. Thus, the quality of IR images is high when a target object is at a high tem-
perature. In contrast, SW cameras are not suitable for measurements at a low temperature
below 10 ◦C [96]. Additionally, the cameras are less affected by reflections of surrounding
buildings or the sky on glazed facades [96]. The disadvantage is that the cameras are
susceptible to solar reflections on the surface. Therefore, SW cameras tend to be used at
night [156].

LW cameras use an uncooled microbolometer detector sensitive to low-energy emis-
sions. Thus, the quality of IR images is relatively high when a target is at a low temperature.
In addition, LW cameras are less subject to solar reflections on surfaces. In contrast, the
cameras are susceptible to reflections of surrounding buildings and the sky on glazed tiles
or smooth surfaces [14,96,97,160]. Hence, LW cameras are often used for daytime mea-
surements [156]. Currently, many LW cameras are being developed, including affordable
models [160] and lightweight models for unmanned aerial vehicles [56,190].

Regarding the influence of IR camera type and model, Hiasa et al. [156,159,160] com-
pared two LW cameras and an SW camera, and Bauer et al. [14] examined two LW cameras
of different manufacturers. Although different IR cameras output different temperature
values even for the same object, there were no significant differences in thermal contrast
and detectability. Therefore, selecting the type of IR camera is advisable according to the
type of surrounding noise.

6.4.2. Distance and Spatial Resolution

A short distance from the IR camera to the target object is considered ideal [27,137,160,162];
however, surveys at short distances are not always possible due to the limited accessibility
of existing infrastructures. The distance can affect detectability in three aspects: atmospheric
attenuation, captured area, and spatial resolution.

Atmospheric attenuation is a phenomenon in which water vapor and carbon dioxide
in the atmosphere absorb IR [191]. Due to the low impact of atmospheric attenuation,
short distance measurements can provide accurate temperature values with few errors [27].
Furthermore, the effect of distance on detectability depends on the camera types because
the atmospheric attenuation relies on spectral ranges [191]. For example, Hiasa et al. [160]
mentioned that LW cameras were relatively affected by distance, while SW cameras were
less affected. However, both cameras appropriately captured thermal contrasts, which are
important to detect delamination. Overall, it is considered that distances within 10 m have
little impact on detectability [137,177,192].

The size of a captured area may influence the efficiency of IRT surveys and detectability.
The area captured is determined by an IR camera’s field of view (FOV) and distance. FOV
indicates the largest area that an IR camera can capture, described in horizontal and vertical
degrees, and is determined by the focal length and the detector size of the IR camera.
A long-distance measurement can capture a large area at once and improve efficiency.
However, this IR image tends to include surroundings or nontarget objects with high or
low temperatures. IR cameras automatically adjust the span of the temperature color scale
based on the maximum and minimum temperature in an IR image. Therefore, Lourenço
et al. [162] stated that the surroundings and nontarget objects widened the scale of the
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image, making it difficult to emphasize the slight thermal contrast of delamination in visual
analysis. Thus, short-distance measurement is recommended.

To measure the temperature value of a small area accurately, at least a smaller spatial
resolution than the area is required [79]. Spatial resolution refers to the physical size of
a target object per pixel and is determined by the multiplication of instantaneous field
of view (IFOV) and distance. IFOV is determined by FOV and sensor resolution (the
number of pixels). Therefore, spatial resolution becomes large as the distance increases
and the sensor resolution decreases. Hiasa et al. [160] mentioned that the IR camera with
a small spatial resolution (sensor resolution is 640 × 512 pixels) had higher sensitivity
for detecting delamination than that with a large spatial resolution (sensor resolution
is 320 × 240 pixels) at the same distance. Thus, using the IR camera with high sensor
resolution is one way to keep detectability for long-distance measurements. However,
the sensor resolution of IR cameras is lower than that of visual cameras and is commonly
limited to 640 × 512 pixels [55]. Hence, Scott et al. [147] suggested using a telescope lens
of small IFOV for long-distance measurements to keep the spatial resolution. Selecting
an appropriate distance, FOV, and sensor resolution is important for detecting small
delamination.

As described above, distance is related to detectability from the aspects of atmospheric
attenuation, captured area, and spatial resolution. It is desirable to capture IR images as
close as possible while balancing productivity and limitation of accessibility.

6.4.3. Angle

An observation angle could affect temperature values measured by IR cameras and
detectability. This is because the emissivity of objects relies on the angle with respect to
the surface. In general, the emissivity of nonmetallic materials is stable from the angles of
0◦ to 45◦ and decreases at higher angles [193,194]. Several studies suggested that thermal
contrast is stable when angles are within 45◦, and delamination can be detected although
measured temperature values might change [147,156,190]. Additionally, Ortiz et al. [190]
noted that the angle of 0◦ should be avoided for glazed surfaces because an IR camera may
capture the reflection of the inspector or the IR camera on the surface.

At angles above 45◦, the detectability of IRT may decline because of thermal contrast
reduction or reflection noise. Scott et al. [147] reported that only shallow delamination,
which was high thermal contrast, could be detected at the angle of 80◦ in the outdoor
test. Moreover, Ortiz et al. [190] argued that measurement errors increased sharply due
to reflections from the sky and the sun. Although the survey with angles above 45◦ may
detect delamination, the angle within 45◦ is desirable to keep the reliability of IRT.

6.4.4. Platform

When surveying a wide area, mounting an IR camera on a platform can enhance the
IRT survey’s efficiency compared to by hand. For example, in the bridge deck inspection,
an IR camera fixed to the top of a car continuously captures a road lane [195]. However,
IR images captured on vehicles may be blurry or low quality due to the effects of moving
speed or vibration. Thus, ASTM [47] limits the speed to 16 km/h or less. To survey with
normal car speed without closing road lanes, Hiasa et al. [160,161] have examined the
effects of speed on IR images using the two types of IR cameras. As a result, the SW camera
with fast shutter speed could acquire IR images with high quality at 48 or 64 km/h, whereas
the LW cameras with slow shutter speed captured blur IR images. Hence, measurement at
high-speed movement requires SW cameras.

Recent developments in robotics allow inspectors to use unmanned aerial vehicles
(UAVs) as a platform to inspect infrastructures and buildings [64,196,197]. UAVs with
IR cameras can access any location without scaffolds and efficiently capture IR images at
appropriate distances and angles [165,198,199]. Some studies have compared UAVs with
traditional platforms, a tripod or cart, in outdoor tests using LW cameras [56,155]. As a
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result, mounting the camera on UAVs has little effect on the quality of IR images at a resting
state or slow speeds.

7. Conclusions

Capturing latent defects at the early stage of delamination even before delaminated
objects falling is essential for integral components of infrastructures and buildings. With this
in mind, a comprehensive review on the use of IRT to detect delamination on infrastructures
and buildings was presented.

Three classifications of IRT for assessing defects were explained to clarify the method-
ologies used in delamination detection. Regarding delamination detection, the principle,
evaluation protocols with one-time and time-series data analysis, and standards and guide-
lines were consolidated. Additionally, the performance of IRT in detecting delamination
was compared with that of other NDTs.

Experimental methodologies employed by studies over the last 20 years on factors
affecting delamination detection were discussed. Furthermore, the impact of factors on
detectability was also investigated. Factors studied include environmental conditions,
delamination properties, target objects, and IR cameras. Although the results of the studies
were not always consistent due to the differences in experimental conditions, general
desirable conditions for IRT are summarized below:

• Suitable time windows for the inspection depend on the direction of the inspection
surface and delamination depth. For shallow delamination on a horizontal surface
or south elevation, the windows are noon to early afternoon and late evening to
early night.

• A large amount of total solar irradiation is desirable because irradiation is the primary
heat source to generate thermal contrast.

• High daily ambient temperature change allows IRT even in shaded areas.
• A low wind velocity is preferable in sunny areas.
• Fine weather is optimum for the heating and cooling cycles because of solar irradiation,

high daily ambient temperature changes, and radiative cooling.
• Delamination of large size has high thermal contrast and is easy to detect.
• The detectable depth of delamination is greatly affected by environmental conditions.

Delamination of at least 3–5 cm or less could be detected in outdoor conditions.
• The width to depth ratio (WDTR) of delamination also affects detectability. The

WTDR criteria of detectable delamination are 1.25 under laboratory conditions and
2–2.5 under outdoor conditions.

• The target object with high thermal conductivity has high thermal contrast, and the
detectability is low on the insulation walls or low-strength concrete.

• Water penetration into delamination causes the opposite behavior of the thermal
contrast of delamination.

• Dark color surfaces in sunny areas are advantageous for inspection.
• The influence of obstacles on the surface can be removed by complementing IR images

with visual images.
• Both types of SW cameras and LW cameras can be used for inspection. An appropriate

type should be selected according to the noise of the surrounding environment.
• The close distance from an IR camera to a target object is desirable in terms of atmo-

spheric attenuation, captured area, and spatial resolution while balancing productivity
and limitation of accessibility.

• When IR camera platforms, such as vehicles or UAVs, move quickly, SW cameras can
collect clear IR images compared with LW cameras.

The results of this study could be used as the benchmarks for setting standardized
testing criteria, as well as for comparison of results for future works on the use of infrared
thermography for detection of delamination on infrastructures and buildings.
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Abstract: The coefficient of thermal expansion (CTE) is an important property of ultra-low expansion
(ULE) glass, and the ultrasonic velocity method has shown excellent performance for the nonde-
structive measurement of CTE in large ULE glass. In this method, the accurate acquisition of the
ultrasonic velocity in ULE glass is necessary. Herein, we present a correlation method to determine
the ultrasonic TOF in ULE glass and to further obtain the ultrasonic longitudinal wave velocity (cL)
indirectly. The performance of this method was verified by simulations. Considering the dependence
of cL on temperature (T), we carried out the derivation of the analytical model between cL and T.
Based on reasonable constant assumptions in the physical sense, a cL–T exponential model was
produced, and some experimental results support this model. Additional experiments were carried
out to validate the accuracy of the cL–T exponential model. The studies we conducted indicate that
the cL–T exponential model can reliably predict the ultrasonic velocity in ULE glass at different
temperatures, providing a means for the nondestructive CTE measurement of large ULE glass at a
specified temperature.

Keywords: ultra-low expansion glass; ultrasonic velocity; correlation method; temperature coefficient;
exponential model

1. Introduction

Ultra-low expansion (ULE) glass is a SiO2–TiO2 glass formed by flame hydrolysis and
vapor deposition (nominal composition: 93 wt% SiO2 and 7 wt% TiO2) that has found
applications in large telescope mirror blanks because of its near-zero coefficient of thermal
expansion (CTE) over the 5~35 ◦C temperature range [1,2]. However, the uniformity of
glass material has a significant impact on the CTE homogeneity of the final ULE glass
products, which results in figure distortion and in the degradation of the optics. It is
therefore necessary to know the CTE characteristics of ULE glass to better understand—
and thus better control—the fabrication process for manufacturing the highest quality
ULE boules.

Commonly used methods for measuring the CTE of ULE glass include the pushing-
rod dilatometer [3], interferometric [4,5], and photoelastic analysis [6–8] methods. All
involve destructive measurements, and the procedures are time-consuming and expensive,
so they are not suitable for the detection of the CTE uniformity of large ULE glass. The
ultrasonic velocity in ULE glass is proportional to its CTE, a fact that can be utilized to
nondestructively assess the absolute and relative CTE of large ULE glass, and its feasibility
has been demonstrated by researchers [9,10]. In the process of using ultrasonic velocity
to nondestructively detedmine CTE, there are two key points to focus on. One is how to
guarantee high accuracy in the ultrasonic velocity measurements, and the second is the
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correspondence between CTE and ultrasonic velocity at certain given temperatures, mainly
because both ultrasonic velocity and CTE are temperature-dependent characteristics.

For the first point, the ultrasonic velocity can be measured by various effective meth-
ods, including the threshold method [11,12], the zero-crossing method [13], the peak
method [14,15], and the correlation approach [16,17]. The first three methods are based on
using the local signal characteristics to measure physical quantities, and the measurement
findings are strongly reliant on local signal characteristics and are easily influenced by hu-
man factors (such as subjectively selected thresholds) or noise. By contrast, the correlation
method considers global signals, which contribute to its excellent noise robustness, and
it is free of subjective effects. In this study, we use the correlation method to accurately
measure the ultrasonic velocity in ULE glass.

We now turn to the dependence of ultrasonic velocity on temperature. The use of
ultrasonic velocity measurements to characterize the CTE of ULE glass was first discovered
by researchers at Corning. In their research, some troublesome operations and correction
models were used to achieve nondestructive CTE testing [10]. On the one hand, the in-
ternal physical mechanism is not very clear. On the other hand, the various cumbersome
practical steps (including ensuring the constant temperature of the sample to reach thermal
equilibrium, removal of the water bath, quick-drying, and ultrasonic velocity measure-
ment [9]) can introduce uncertainty regarding the sample temperature, which, in turn,
affects the accuracy of the CTE measurement results. In later research, the tested sample is
not forcefully separated from the constant temperature water bath during ultrasonic CTE
measurement [18], which reduces the CTE measurement error, but this also increases the
time cost of the entire measurement. Herein, we have analytically modeled the influencing
mechanisms, which will help to simplify the practical procedures.

The paper is organized as follows. The principle and method of ultrasonic velocity
measurement are mathematically stated in the following section. Section 3 summarizes the
derivation of the dependence of ultrasonic velocity on temperature. Section 4 describes
the composition of an ultrasonic velocity measurement system and the preparation of the
tested samples in detail. In Section 5, the uncertainty and stability of the ultrasonic velocity
measurement are discussed, the experimental establishment of the ultrasonic velocity–
temperature exponential model is presented, and a comparison of the predicted ultrasonic
velocity with the actual measured ultrasonic velocity is listed. Finally, the conclusions are
presented in Section 6.

2. Principle and Method of Ultrasonic Velocity Measurement

2.1. Principle of the Ultrasonic Velocity Measurement

Many instruments are now employed to measure ultrasonic velocity, most of which use
the pulse reflection method [19–21]. This method usually involves time-domain analysis
based on the ultrasonic time of flight (TOF). In this analysis, the ultrasonic velocity is
obtained by the ratio of the material thickness to the ultrasonic TOF [13,22]. On this basis,
we built a fully integrated high-precision system to measure the ultrasonic velocity in ULE
glass using the immersion pulse reflection method.

Figure 1 depicts the schematic diagram of the immersion pulse reflection method. The
time of SF relative to the time base “0” point is called t1. The time interval between B1 and
SF is recorded as Δt1, and the time interval between B2 and B1 is recorded as Δt2, which
have the following relationship:

t1 = 2H/cwater
L ,

Δt1 = Δt2 = 2d/csample
L .

(1)
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(a) (b)

Figure 1. Schematic diagram of the immersion pulse reflection method: (a) the transmission process
of ultrasonic waves; (b) the transmission time of ultrasonic waves.

The ultrasonic longitudinal wave velocity (cL) of a sample can be calculated from
Equation (1):

csample
L = 2d/Δt1 = 2d/Δt2. (2)

Using Equation (2), we can determine the cL of the tested sample by first determining
Δt1 or Δt2 of the ultrasonic waveform and the known thickness d.

2.2. Correlation Method for Measuring the TOF
2.2.1. The Correlation Calculation Principle

As the B1 and B2 signals of the ULE samples were readily available and were highly
similar, the correlation method was used to determine the time interval between B1 and B2
as the ultrasonic TOF in the samples. In detail, the ultrasonic signal that was sampled and
saved in the PC is designated as x(t). By separating the B1 and B2 signals and noting them
as x1(t) and x2(t), respectively, the correlation coefficient (R) can be represented as

R =

∫ +∞
−∞ x1(t)x2(t)dt√[∫ +∞

−∞ x2
1(t)dt

∫ +∞
−∞ x2

2(t)dt
] (|R| ≤ 1). (3)

The ultrasonic signals that were collected by the data acquisition card and the PC, on
the other hand, were two discrete signal arrays. As a result, for the discrete signals, the
normalized R can be given as

R =
∑ x1(i)x2(i)− ∑ x1(i)∑ x2(i)/n√([

∑ x2
1(i)− (∑ x1(i))

2/n
][

∑ x2
2(i)− (∑ x2(i))

2/n
]) , i = 1, 2, . . . , n. (4)

where n is the computed length of the signal array, and i is the location inside the
signal array.

In the time domain of signal x(t), there is a time interval between the signals x1(t) and
x2(t). The time interval between x1(t) and x2(t) is the round trip time of the ultrasonic wave
propagated in the thickness direction, i.e., the TOF. Equation (4) is used to generate the
correlation array, with the position having the largest correlation coefficient corresponding
to the temporal position of m. The corresponding TOF (Δt) is equal to m/f S if the sampling
frequency is noted as f S. Finally, the following equation can be used to calculate the
ultrasonic velocity:

cL =
2d · fS

m
. (5)
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2.2.2. Simulation of the Correlation Method

First, the reliability of the proposed algorithm needed to be validated by simulations
in which the simulated ultrasonic signal is a declining sinusoidal function.

x(t) = β · exp(−αst) · sin(2π fct) (6)

where αs is the declining coefficient of the sinusoidal function set as 9 × 106 Np/m; f c is
the center frequency of the ultrasonic transducer set as 5 MHz; β is the amplitude of the
signal; and the amplitudes of the initial and echo signals are set to 1 and 0.3 V, respectively.

The sampling frequency of the signal was set as 2.5 GHz, and the TOF between the
initial and echo signals was set as 17.36 μs. To come closer to the actual measurement
signal, Gaussian noise with +15 dB SNR (Signal-to-Noise Ratio) was added to the ideal
declining sinusoidal signal. The simulated signal waveform and the correlation distribution
calculation results are shown in Figure 2a,b, respectively.

 
(a) (b) 

Figure 2. The correlation calculation result of a simulated signal: (a) the waveform of the simulated
signal; (b) the correlation coefficient distribution.

Where the X value is the time corresponding to the largest correlation coefficient, and
the Y value is the largest correlation coefficient.

In Figure 2, the calculated correlation coefficient has a clear peak on the time axis,
with a TOF of 17.36 μs corresponding to the peak. The calculated results were in good
agreement with the theoretical settings, so the algorithm is suitable for ultrasonic signal
processing in ultrasonic velocity measurements.

3. Theoretical Model between Ultrasonic Velocity and Temperature

Ultrasound is defined as an elastic wave of high frequency that propagates in a
medium. Therefore, when an elastic wave propagates in an isotropic medium without
being affected by volume stress, the ultrasonic longitudinal wave velocity, denoted as cL,
can be found from the following equation:

cL =

√
E(1 − υ)

ρ(1 + υ)(1 − 2υ)
, (7)

where ρ is density, υ is Poisson’s ratio, and E is Young’s modulus.
Equation (7) indicates that the cL in the material is mainly related to Young’s modulus,

density, and Poisson’s ratio. For ULE glass, within the upper limit of 11.5 wt%, slight
changes in the TiO2 content will not change the density or Poisson’s ratio but will cause
changes to Young’s modulus [23]. Therefore, the difference in cL is mainly determined
by the difference in Young’s modulus. Then, the effect of temperature on the ultrasonic
velocity essentially reflects its effect on Young’s modulus. The microscopic analysis of
Young’s modulus shows that the reaction of a solid to all forces comes from the potential
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energy of the interaction between atoms. The interaction potential U(r) of a pair of two
atoms separated by r can be expressed as:

U(r) = − A
rn +

B
rm , (8)

where A, B, n, and m are all positive constants. The first term represents the energy of
attraction, and the second term represents the energy of repulsion.

Assuming that the solid is stretched along the crystal axis when the tensile force
changes df, the interatomic distance r changes to dr. At this time, the cross-sectional
area r2 of a unit cell is regarded as inconvenient. Then, Young’s elastic modulus can be
expressed as:

E =
σ

ε
=

d f
r2

dr
r

=
d f
rdr

, (9)

where σ and ε represent the stress and strain, respectively.
Since the binding force f of the tensioned solid is only related to the first term of

Equation (8), its magnitude is:

f (r) = −dU(r)
dr

= − nA
rn+1 . (10)

Equation (10) is then substituted into Equation (9) by deriving the derivative for r
to obtain

E =
n(n + 1)A

rn+3 . (11)

Assume K = (n + 1) A and Q = n + 3. Equation (11) can be changed to:

E =
nK
rQ . (12)

Equation (12) takes the derivative of T and divides both sides by ErQ at the same time,
shifting the term to obtain:

dE
EdT

= Q
dr

rdT
. (13)

It is assumed that the distance between atoms still obeys the following rules when a
solid is heated and expanded:

r = r0(1 + αT), (14)

where r0 is the atomic distance when the absolute temperature T0 = 0; α is the linear
expansion coefficient of the solid, and its differential definition is:{

α =
1
r

dr
dT

, η =
1
E

dE
dT

. (15)

The η in Equation (15) is the temperature coefficient of the elastic modulus. Relevant
studies have demonstrated that the elastic modulus of ULE glass increases with the increase
in temperature, and the increment dE of E has a positive value [23]. When both sides of
Equation (13) are multiplied by dT, Equation (14) is then substituted in and integrated, and
we obtain: ∫ E

E0

dE
E

= Q
∫ T

T0

d(1 + αT)
(1 + αT)

. (16)

From Equation (16) and considering T0 = 0, we obtain:

E = E0(
1 + αT
1 + αT0

)
Q
≈ E0(1 + QαT). (17)
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From Equations (13) and (15), we see that:

Q=η/α. (18)

Therefore, Equation (17) is changed to:

E = E0(1 + ηT). (19)

Equation (19) shows that the elastic modulus of ULE glass increases as the temperature
increases, where η is the temperature coefficient of the elastic modulus. Therefore, it can be
inferred that the cL in ULE glass also increases as T increases. A review of the data reveals
that when considering the effects of thermal expansion, there is a specific equation relating
the cL and T, which is as follows [24]:

cT
L = cT0

L [1 + αL(T − T0)], (20)

where αL is the temperature coefficient of the ultrasonic longitudinal wave velocity, a
positive value of about 10−4 orders of magnitude, and cT

L, cT0
L indicate the ultrasonic

longitudinal wave velocity of the material at temperatures T and T0, respectively.
Although there are certain differences in αL at different temperature points, we can

use the cL–T data in a small temperature range to fit and solve the average αL in this
temperature range. The method of a differential equation is introduced here to obtain
the mathematical relationship between cL and T in a small temperature range. Writing
Equation (20) in a differential form, we obtain

αL =
dcL

cLdT
, T1 < T < T2. (21)

Solving this equation yields
cL = c′ · eαLT . (22)

Equation (22) shows that the relationship between cL and T is theoretically exponential
within a certain temperature range.

4. Tested Material and Experimental Setup

4.1. Materials and Sample Preparation

The selected ULE glass was Corning Code 7972 glass. Considering the boundary effect
of ultrasonic wave propagation, the experimental samples were prepared in a cylindrical
shape with a cross-sectional area that was larger than that of the ultrasonic transducer.
To avoid the adverse effects of the scattering attenuation of ultrasound at the interface
of the sample, the two end faces of the tested sample should be flat and parallel to each
other. As shown in Figure 3, six cylindrical glass samples were cut with an equal thickness
(50–0.1 mm) along the radial position of the ULE 7972 boule (No. 82714) using an abrasive
water jet; then, these samples were finely ground and polished to achieve a flatness of 0.5λ
and parallelism of 20 μm. The six samples were numbered 1#~6# from the inside to the
outside of the boule according to the increasing CTE. The details of the ULE samples are
summarized in Table 1.

4.2. Ultrasonic Measurement System

The schematic diagram of the cL. measurement experimental system is illustrated
in Figure 4. A 75 MHz ultrasonic pulser/receiver (Olympus, Waltham, MA, USA, model
5073PR) was used, which was connected to a 400 MHz data acquisition card (Spectrum
Instrumentation GmbH, Grosshansdorf, Germany, model M4i.2220-x8) that transmits
the ultrasonic signals to a computer to be processed. All signals were captured with
2,500,000 points at a sampling rate of 2.5 GHz. After the acquisition, the data were properly
processed to determine the involved ultrasonic velocities. The temperature of the tested
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sample was controlled by a thermostatic water tank (Hangzhou Qiwei, Hangzhou, China,
model DHC-05-B) with a temperature control precision of ±0.05 ◦C.

(a) (b)

Figure 3. The prepared ULE glass samples: (a) source of samples; (b) photograph of samples.

Table 1. The important parameters of the ULE samples.

No.
Thickness

(mm)
CTE (5~35 ◦C)

(ppb/◦C)

1# 49.936 −1
2# 49.932 0
3# 49.937 1
4# 49.940 2
5# 49.941 2
6# 49.927 3

Note: No.—sample number; thickness—measured thickness of the ULE samples; CTE (5~35 ◦C)—average CTE
over the temperature range 5~35 ◦C; ppb/◦C—unit of CTE (1 ppb/◦C = 1 × 10−9/◦C).

Figure 4. Schematic diagram of the experimental system for measuring ultrasonic velocity.
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The self-generating and self-receiving transducer model was utilized to transmit
and receive the ultrasonic waves. Considering the diameter and thickness of the tested
sample, wideband focusing 19.05 mm diameter longitudinal wave immersion transducers
(Olympus, Waltham MA, USA) with 3.5 and 5 MHz nominal center frequencies were
employed in this investigation. Figure 5 illustrates the ultrasonic velocity measurement
results for the samples 1#~6# at 20 ◦C using two different ultrasonic frequencies: 3.5 and
5 MHz. Each sample was subjected to five replicate measurements by each transducer. The
ultrasonic frequency had little effect on the ultrasonic velocity of the sample, as the cL in
the sample only depends on its inherent physical parameters, including its bulk modulus
and density [25]. In addition, the repeatability of the cL measurement was essentially the
same for both frequency transducers, both within 0.1 m/s. This suggests that any frequency
could be used to characterize the CTE of ULE glass in engineering applications when using
ultrasonic velocity measurement methods.

Figure 5. cL measurement results of the ULE samples 1#~6# at frequencies of 3.5 and 5 MHz.

5. Results and Discussion

5.1. cL Measurement at a Single Temperature
5.1.1. Uncertainty Analysis

In this work, an ultrasonic transducer with a 5 MHz center frequency was employed
to measure the ultrasonic velocities in all of the prepared ULE samples. Figure 6 gives an
example of the received ultrasonic signals, which formed a series of ultrasonic longitudinal
waves with a sampling rate of 2.5 GHz. High-frequency noise was found to be present in
the actual ultrasonic signals. However, since the correlation of the noisy signal was very
small, the effect of such noise was removed via the correlation calculation. The results of the
TOF calculations obtained using this method are depicted in Figure 6. Again, there is a peak
in the correlation coefficient distribution plot corresponding to a TOF of Δt = 17.3383 μs.

The uncertainty in measuring ultrasonic velocity was also investigated, and the ex-
pression is shown in Equation (23).

ucL =

√√√√(
2

Δt
ud

)2
+

(
2d

(Δt)2 uΔt

)2

(23)

where ucL , ud, and uΔt are the uncertainties regarding the cL, d, and TOF in the ULE
glass, respectively.

As illustrated in the first item of Equation (23), the uncertainty related to the d was
ucL(d) = (2/Δt)Δud. A typical value of Δt is 17.3562 μs. When measuring the d of the ULE
sample, ud was evaluated by the measurement precision of a micrometer (0.001 mm), thus
ucL(d) = 0.12 m/s. After substituting the measured values into the second item of Equation
(23), the uncertainty introduced by the TOF (Δt) was obtained: ucL(Δt) = 0.332 × 109uΔt.
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Since uΔt was evaluated by the sampling period of the data acquisition card (0.4 ns), the
typical ucL(Δt) was 0.13 m/s. Therefore, when measuring the ULE glass using the proposed
experimental setup, the calculated total uncertainty was ucL = 0.2 m/s, ensuring that the
ultrasonic velocity measurements at a single temperature had high reliability.

 
(a) (b) 

Figure 6. The correlation calculation result of an actual received ultrasonic signal: (a) the ultrasonic
echo signal; (b) the correlation coefficient distribution.

5.1.2. Stability of cL Measurement

To determine whether the proposed measurement system could provide reliable
cL measurements over long periods of time, the stability of the measured cL value also
needs to be considered when the tested samples reach thermal equilibrium. Long-term
measurement of the ultrasonic velocity in samples 1#~6# with a high CTE was taken at the
same temperature (20 ◦C), and the cL data were recorded at 1 h intervals, for a total of seven
measurements in one day. Figure 7 depicts the variation in cL with the measurement time.

Figure 7. The change in cL with time for samples 1#~6#.

The cL measured in the same sample was almost constant at the different times while
maintaining a constant temperature, and the RMSE (Root Mean Squared Error) of the cL
changes were all within 0.10 m/s, which indicate that the measurement system that was
built in this paper has stable performance. This also provides a strong guarantee for the cL
measurement of a large batch of ULE glass samples.

5.2. Measurement and Analysis of cL–T Data
5.2.1. Acquisition of cL–T Data

The tested sample and an ultrasonic transducer fixed above the sample were placed
into a thermostatic water tank, and the temperature in the tank was steadily increased
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in the range of 10~30 ◦C. Here, the temperature range of 10~30 ◦C was chosen for two
reasons: (1) this corresponds to the real temperature range that ULE glass is likely to
experience when undergoing ultrasonic measurements, i.e., the range of room temperature
throughout the year, and (2) it corresponds to the temperature range of the ultrasonic
transducer in use. We were utilizing a standard immersion transducer, whose normal
operating temperature range is 10~60 ◦C, beyond which the piezoelectric action of the
transducer would be weakened, making high-amplitude data acquisition difficult. The
ultrasonic echo signals were manually sampled and stored by the PC at a temperature
interval of 1 ◦C, which was chosen to account for the maximum number of temperature
points to be sampled and the required modeling time. The temperature was held constant
within ±0.05 ◦C, as measured using a digital thermometer probe in the bath.

To ensure that the glass sample was in thermal equilibrium during the TOF measure-
ment, the sample was immersed in a controlled water bath for at least 94 min, which was
calculated according to the time t (hours) to reach equilibrium for a given glass thickness
d (cm), which could be expressed as t = d2/16 in [26]. To reduce measurement errors, the
echo signals were acquired three times at each temperature point. By using the described
correlation algorithm method, the ultrasonic TOF was obtained, and the average values
were used to calculate the cL of the tested ULE samples. Nevertheless, the experiment did
not consider the change in the d and ρ of the tested samples.

The obtained ultrasonic velocities of samples 1#~6# are presented in Figure 8 in
terms of temperature. The ultrasonic velocities are observed to increase as the temperature
increases. Changes in cL are correlated with temperature changes, regardless of the absolute
value of the CTE. Comparing Figure 8a–f, we can also observe that the ultrasonic velocity
differs at the same temperature and that the cL increases with the CTE of ULE glass.

Figure 8. Changes in cL(m·s−1) with temperature for all measured samples: (a) sample 1#; (b) sample
2#; (c) sample 3#; (d) sample 4#; (e) sample 5#; (f) sample 6#.

5.2.2. Analysis of the Change in the cL with T

The data from Figure 8 were used to directly plot the changes in cL as a function
of T according to the exponential fitting in Equation (22). Table 2 displays the results of
all six samples, with excellent exponential fits given for each case and with αL mostly
ranging from 0.000127 to 0.000129, which shows that for ULE materials with very small
CTE differences, their αL is almost constant. This means that the temperature effect pattern
on ultrasonic velocity was essentially the same in ULE glasses with different CTE values.
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Therefore, the average value of these αL coefficients could be taken as the temperature
correction coefficient of ultrasonic velocity in ULE glass. Of course, because of the small
difference in the CTE, the c′ in Equation (22) showed relatively large fluctuations. In the
physical sense, the c′ indicates that cL correpsonds to 0 ◦C. It was found that as the CTE
of the ULE sample increased, c′ increased correspondingly, which is consistent with the
mechanism of the linear positive correlation between cL and the CTE.

Table 2. Data from the six samples shown in Figure 8 were taken to exponentially fit the relationship
between cL and T.

No. αL/×10−6 R2 RMSE

1# 127 0.977 0.7118
2# 127 0.985 0.5718
3# 129 0.970 0.8330
4# 127 0.966 0.8734
5# 128 0.974 0.7718
6# 128 0.984 0.5944

Note: No.—sample number; αL—temperature coefficient of ultrasonic longitudinal wave velocity; R2—R-square
(a measure of goodness of fit).

To represent the more pronounced difference in the ultrasonic velocity with increasing
temperature for the ULE samples with different CTE values, a new coefficient is defined
as follows:

βL =
ΔcL

cLΔT
. (24)

Here, we take the cL corresponding to 10 ◦C of the samples as the basis cL, and
calculate the βL via Equation (24) with temperature increments of 5 ◦C, i.e., at 15 ◦C, 20 ◦C,
25 ◦C, and 30 ◦C. The βL for samples 1#, 2#, and 3# is shown in Figure 9. We noted that
for the different temperature ranges, the speed of the ultrasonic velocity changes with
the temperature was inconsistent. This is possibly because the elastic modulus also has a
temperature coefficient βE, which varies in different temperature ranges. The PV value
of βL for the three samples was 0.000098, 0.000056, and 0.000101. Considering that the
difference was minor, we conclude that the multi-data point fitting method that was used
to obtain αL in a given temperature range in this paper is a more feasible equivalent to an
average function and has wider temperature applicability.

Figure 9. The relationship between βL and temperature for ULE samples with different CTEs.

Samples 4# and 5#, which had the same CTE, were also analyzed for differences in
the cL as the temperature increased, and the results are shown in Figure 10. We found that
the two samples had similar patterns of variation in βL. This implies that the changing
trends in the ultrasonic velocity with temperature was, to some extent, consistent with the
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changing trend of the CTE with temperature; however, this assumes that the thickness of
the ULE glass sample did not change over a wide temperature range.

Figure 10. The relationship between βL and temperature for ULE samples with the same CTE.

The correlation between cL and T in ULE glass over a wide range of CTE values
from −1 ppb/◦C to +3 ppb/◦C was investigated and discussed. We will next validate
the accuracy of the cL–T exponential model for ULE samples with different CTE values
through a series of experiments.

5.3. Accuracy Validation of cL–T Model

The accuracy of the cL–T model was decisive for its application in engineering. Sam-
ples 1#, 3#, and 5# were randomly selected, and their ultrasonic velocities were measured
at ten random temperature points in the range of 10~30 ◦C. The measured values were
compared with the model predictions in this paper, and the results are shown in Table 3.

Table 3. Experimental data from the model validation and their error analysis.

No.
Temperature

(◦C)
cm(m/s) cp(m/s) cm−cp(m/s)

|δ|
%

10.2 5745.5 5746.3 −0.8 0.014

1#

12.7 5748.1 5748.2 −0.1 0.002
14.3 5749.6 5749.3 0.3 0.005
15.2 5749.4 5750.0 −0.6 0.010
17.6 5750.3 5751.7 −1.4 0.024
21.8 5754.4 5754.8 −0.4 0.007
23.5 5754.9 5756.1 −1.2 0.021
25.6 5457.1 5757.6 −0.5 0.009
26.0 5757.5 5757.9 −0.4 0.007
27.9 5759.4 5759.3 0.1 0.002

σc = 0.75
10.8 5747.5 5746.8 0.7 0.012

3#

12.4 5747.9 5748.0 −0.1 0.002
15.2 5751.7 5750.1 1.6 0.028
16.5 5751.5 5751.0 0.5 0.009
16.9 5751.4 5751.3 0.1 0.002
18.4 5751.5 5752.4 −0.9 0.016
23.3 5757.3 5756.1 1.2 0.021
24.3 5757.2 5756.8 0.4 0.007
25.6 5757.5 5757.8 −0.3 0.005
29.0 5761.1 5760.3 0.8 0.014

σc = 0.85
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Table 3. Cont.

No.
Temperature

(◦C)
cm(m/s) cp(m/s) cm−cp(m/s)

|δ|
%

5#

10.6 5750.4 5749.7 0.7 0.012
11.3 5750.2 5750.2 0.0 0.000
13.5 5752.1 5751.8 0.3 0.005
14.1 5753.1 5752.3 0.8 0.014
15.1 5754.4 5753.0 1.4 0.024
17.5 5754.2 5754.8 −0.6 0.010
20.3 5756.8 5756.8 0.0 0.000
25.2 5760.3 5760.5 −0.2 0.003
25.9 5760.4 5761.0 −0.6 0.010
29.9 5764.8 5763.9 0.9 0.016

σc = 0.73
Note: cm is the actual measured ultrasonic velocity, cp is the ultrasonic velocity predicted by the fitting model,
and δ denotes the relative error. The deviation σc is a measure of the inaccuracy.

Considering that the measurement locations of the three samples in the model val-
idation procedure may vary, it was reasonable to use a recalculation of c

′
based on the

standard ultrasonic velocity at 20 ◦C to determine the cL–T exponential model, which may
differ slightly from the c

′
obtained by modeling the above cL–T data. The cL values in the

tested glasses at an average room temperature of 20 ◦C were substituted into the derived
exponential model based on the average temperature coefficient from the above fitting
analysis to determine a cL–T exponential model for each tested glass. As seen in Table 3,
the standard deviation of the predicted values for three samples were all within 0.90 m/s,
and the relative errors between measured and model-predicted values were mostly within
0.020%, which suggests that the models fitted in this work exhibit high precision.

Of course, it should be noted that increasing the sample thickness may further reduce
the errors in cL measurement, but it also imposes more stringent requirements on the
frequency of the transducer and time required for the sample to reach thermal equilibrium.

6. Conclusions

In this investigation, the aim was to theoretically analyze and validate the dependence
of the ultrasonic velocity in ULE glass on temperature. Based on the simulation and
experimental investigations, we can draw the following conclusions:

1. The proposed pulse reflection immersion method provides reliable and stable mea-
surements of the ultrasonic echo signal of ULE glass, and the calculation of the signal
based on the correlation method can be used to conveniently and accurately extract
the ultrasonic TOF of the tested sample and then obtain the ultrasonic velocity.

2. The application of the proposed method for six ULE samples with different CTE
values indicates that ultrasonic velocity increases as the experimental temperature
is increased. Furthermore, the cL–T exponential model was theoretically analyzed
and experimentally fitted. The predicted cL using the exponential model at ten ran-
dom temperature points shows good agreement with the actual measured ultrasonic
velocities at the same temperature.

These findings indicate the promising potential of the cL–T exponential model to
determine the ultrasonic velocity at a specified temperature for ultrasonic nondestructive
CTE measurement in large ULE glass, which will be critical for reliably evaluating the CTE
homogeneity of large ULE glass at a specified temperature.

There are some comments that can be made about the general applicability of our
method. In this paper, the derivation and verification of the cL–T relationship are only for
isotropic ULE glass, but the method for deriving exponential model can also be applied
to anisotropic materials, such as anisotropic crystals, and for obtaining the longitudinal
wave velocity, transverse wave velocity, and then the Poisson’s ratio. The only distinction is
αL. As for the experimental verification method for the exponential model, the correlation
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method, it is also applicable for the measurement of the TOF, regardless of whether the
material is isotropic.

Author Contributions: Conceptualization, W.W., Y.Z. (Yuanyuan Zhang) and H.L.; methodology, Y.Z.
(Yongfeng Zhang) and H.L.; software, W.W. and Y.Z. (Yongfeng Zhang); validation, W.W. and H.L.;
investigation, W.W. and M.S.; resources, Y.Z. (Yuanyuan Zhang), M.S. and H.L.; data curation, W.W.;
writing—original draft preparation, W.W.; writing—review and editing, Y.Z. (Yongfeng Zhang), Z.D.
and H.L.; visualization, W.W.; project administration, Y.Z. (Yuanyuan Zhang). All authors have read
and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. VanBrocklin, R.R.; Edwards, M.J.; Wells, B. Review of Corning’s capabilities for ULE mirror blank manufacturing for an extremely
large telescope. In Proceedings of the SPIE—The International Society for Optical Engineering, Orlando, FL, USA, 6 July 2006;
Volume 6273, p. 627301.

2. Kendrick, S.E.; Stahl, H.P. Large aperture space telescope mirror fabrication trades. In Proceedings of the SPIE—The International
Society for Optical Engineering, Marseille, France, 12 July 2008; Volume 7010, p. 70102G.

3. Plummer, W.A.; Hagy, H.E. Precision thermal expansion measurements on low expansion optical materials. Appl. Opt. 1968, 7,
825–831. [CrossRef]

4. Imai, H.; Okaji, M.; Kishii, T.; Sagara, H.; Aikawa, H.; Kato, R. Measurement of thermal expansivity of low-expansion glasses by
interferometric methods: Results of an interlaboratory comparison. Int. J. Thermophys. 1990, 11, 937–947. [CrossRef]

5. Kato, R.; Azumi, T.; Maesono, A. Measurement of thermal expansion of low-expansion glasses by a laser interferometric thermal
expansion meter. High Temp.-High Press. 1991, 23, 615–620.

6. Hagy, H.E.; Smith, A.F. Sandwich seal in the development and control of sealing glasses. J. Can. Ceram. Soc. 1969, 38, 63–68.
7. Hagy, H.E.; Best, M.E. Comparison of two high-precision nondestructive measurement methods for evaluating thermal expansion

differences in the 8.3-m ultralow-expansion Subaru primary mirror blank. Appl. Opt. 1996, 35, 1126–1128. [CrossRef]
8. Gulati, S.T.; Hagy, H.E. Theory of the narrow sandwich seal. J. Am. Ceram. Soc. 2006, 61, 260–263. [CrossRef]
9. Hagy, H.E. High precision photoelastic and ultrasonic techniques for determining absolute and differential thermal expansion of

titania–silica glasses. Appl. Opt. 1973, 12, 1440–1446. [CrossRef] [PubMed]
10. Hagy, H.E.; Shirkey, W. Determining absolute thermal expansion of titania–silica glasses: A refined ultrasonic method. Appl. Opt.

1975, 14, 2099–2103. [CrossRef] [PubMed]
11. Barshan, B. Fast processing techniques for accurate ultrasonic range measurements. Meas. Sci. Technol. 2000, 11, 45–50. [CrossRef]
12. Xia, N.; Zhao, P.; Zhang, J.; Xie, J.; Fu, J. Investigation of ultrasound velocity measurements of polymeric parts with different

surface roughness. Polym. Test. 2020, 81, 106231. [CrossRef]
13. Zhao, P.; Peng, Y.; Yang, W. Crystallization measurements via ultrasonic velocity: Study of poly (lactic acid) parts. J. Polym. Sci.

Part B Polym. Phys. 2015, 53, 700–708. [CrossRef]
14. Jenot, F.; Ouaftouh, M.; Duquennoy, M.; Ourak, M. Corrosion thickness gauging in plates using Lamb wave group velocity

measurements. Meas. Sci. Technol. 2001, 12, 1287–1293. [CrossRef]
15. Kim, Y.H.; Song, S.J.; Lee, J.K. Technique for measurements of elastic wave velocities and thickness of solid plate from access on

only one side. Jpn. J. Appl. Phys. 2005, 44, 5240–5243. [CrossRef]
16. Hu, E.; Wang, W. The elastic constants measurement of metal alloy by using ultrasonic nondestructive method at different

temperature. Math. Probl. Eng. 2016, 2016, 6762076. [CrossRef]
17. Zhao, P.; Xia, N.; Zhang, J. Measurement of molecular orientation using longitudinal ultrasound and its first application in in-situ

characterization. Polymer 2020, 187, 122092. [CrossRef]
18. Edwards, M.J.; Bullock, E.H.; Morton, D.E. Improved precision of absolute thermal expansion measurements for ULE glass. In

Proceedings of the SPIE—The International Society for Optical Engineering, Denver, CO, USA, 11 November 1996; Volume 2857,
pp. 58–63.

19. Leydier, A.; Mathieu, J.; Despaux, G. The two coupling fluids method for ultrasonic velocity measurement. Application to
biological tissues. Meas. Sci. Technol. 2009, 20, 095801. [CrossRef]

20. Souri, D. Ultrasonic velocities, elastic modulus and hardness of ternary Sb-V2O5-TeO2 glasses. J. Non-Cryst. Solids 2017, 470,
112–121. [CrossRef]

68



Appl. Sci. 2022, 12, 577

21. Minh, H.N.; Du, J.; Raum, K. Estimation of thickness and speed of sound in cortical bone using multifocus pulse-echo ultrasound.
IEEE Trans. Ultrason. Ferroelectr. Freq. Control 2019, 67, 568–579. [CrossRef] [PubMed]

22. Daugschies, M.; Rohde, K.; Glüer, C.C.; Barkmann, R. The preliminary evaluation of a 1 MHz ultrasound probe for measuring the
elastic anisotropy of human cortical bone. Ultrasonics 2014, 54, 4–10. [CrossRef] [PubMed]

23. Gulati, S.T. Mechanical properties of SiO2 vs. SiO2-TiO2 bulk glasses and fibers. MRS Online Proc. Libr. 1991, 244, 67–84.
[CrossRef]

24. Jiang, Z. Effect of temperature on ultrasonic velocity and stress measurement (in Chinese). Nondestruct. Test. 1999, 21, 245–248.
25. Perepechko, I.; Leib, G. Acoustic Methods of Investigating Polymers; Mir Publishers: Moscow, Russia, 1975.
26. Lillie, H.R.; Ritland, H.N. Fine annealing of optical glass. J. Am. Ceram. Soc. 1954, 37, 466–473. [CrossRef]

69





Citation: Wang, W.; Zhou, S.; Yang, Q.

A Characterization Method for

Pavement Structural Condition

Assessment Based on the Distribution

Parameter of the Vehicle Vibration

Signal. Appl. Sci. 2022, 12, 683.

https://doi.org/10.3390/

app12020683

Academic Editors: Liang Yu, Phong

B. Dao, Lei Qiu and Zahra

Sharif Khodaei

Received: 15 December 2021

Accepted: 9 January 2022

Published: 11 January 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  

sciences

Article

A Characterization Method for Pavement Structural Condition
Assessment Based on the Distribution Parameter of the Vehicle
Vibration Signal

Weiguo Wang 1,*, Shishi Zhou 2 and Qun Yang 2

1 School of Civil Engineering, Southeast University, Nanjing 211189, China
2 The Key Laboratory of Road and Traffic Engineering, Ministry of Education, Tongji University,

Shanghai 201804, China; 1710932@tongji.edu.cn (S.Z.); qunyang.w@tongji.edu.cn (Q.Y.)
* Correspondence: 230188209@seu.edu.cn

Featured Application: This article has potential applications in rapid pavement structure evalua-

tion based on vehicle vibration.

Abstract: A pavement structural survey plays a vital role in road maintenance and management. This
study was intended to explore the feasibility of a non-stop pavement structure assessment method by
analyzing the vibration data from a vehicle sensor. In this study, three falling weight deflectometer
(FWD) tests and four vehicle vibration tests were conducted on five pavement structures. The
FWD test results show that the continuously reinforced composite pavement has a higher structural
stiffness than the semi-rigid base asphalt pavement. According to the statistical distribution of
vehicle acceleration, a distribution parameter, the peak probability density (PPD), was proposed. The
correlation coefficient (−0.722) of the center deflection (D1) and PPD indicates a strong correlation
between the two variables. Therefore, PPD is strongly correlated with pavement structural stiffness.
This study proposed a novel characterization method for pavement structural conditions based on
the distribution parameter of the vehicle vibration signal.

Keywords: pavement; structural condition; vibration signal; probability density distribution; correlation
coefficient; falling weight deflectometer test

1. Introduction

The good structural condition of infrastructure is the basis for ensuring its safe oper-
ation and providing the corresponding services. Therefore, structural health monitoring
(SHM) has always been a hot spot in the engineering industry. Among SHM methods,
vibration-based SHM uses the dynamic response of structures such as acceleration to re-
flect the structural condition [1]. This method has the merit of remote testing, while the
drawbacks are that it requires an installation cost, and the power should be more accessible.

During the operation of a pavement, its structural stiffness is weakening year by year.
Obtaining the structural condition of the pavement is an essential part of a pavement
condition survey and evaluation, which is the basis for the transport agencies to make
maintenance decisions, ensure the pavement’s structural security, and maintain its level
of service.

The assessment methods of pavement structure conditions mainly include the core-
drilling method, dynamic deflection method, and some innovative methods using dis-
tributed fiber and ground-penetrating radar, etc. [2,3]. The core-drilling sampling method
is inconvenient to use because it destroys the pavement structure and interrupts traffic.
Therefore, it is often adopted for verification rather than testing. In contrast, the dynamic
deflection method has a broader application. Researchers have mainly studied the per-
formance evaluation of pavement structure based on the modulus back-calculation and
deflection basin parameters [4–6]. The former has received more attention.
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In 1977, Hou [7] proposed a method in his doctoral dissertation to compare the error
between the two deflections was minimal. Later, many researchers adopted a similar idea to
invert the structural layer modulus based on the falling weight deflectometer (FWD) deflec-
tion basin data. As time went by, some scholars employed advanced analytical techniques
such as neural networks, genetic algorithms to solve the non-uniqueness of the solution in
modulus inversion. Li and Wang [8] developed an artificial neural network and genetic
algorithm (ANN-GA) method to back-calculate the layer moduli of flexible pavement from
the falling weight deflectometer (FWD) test. The back-calculated parameters can be directly
applied to the mechanistic-empirical design for pavement overlays.

Deflection data analysis can effectively evaluate the performance of pavement struc-
ture, but this kind of method requires parking before testing. Closing roads will affect
traffic flow; therefore, it is difficult to apply on roads with heavy traffic. This study explores
the feasibility of a non-stop pavement structure assessment method by analyzing vehicle
vibration data.

Pavement condition includes structural condition and surface condition. Pavement
condition surveys based on vehicle vibration primarily focus on surface performance [9,10],
including pavement roughness [11], surface stresses such as potholes and transverse
cracks, etc. [12–14]. Still, there are very few studies on pavement structures. In fact, the
vibration of a vehicle running on the pavement can reflect structural conditions to a certain
extent, and only this relationship may be implicit.

Inspired by vibration-based structural health monitoring, Yang and co-workers demon-
strated for the first time the feasibility of analyzing a bridge structure through the vibration
signals of the driven vehicle [15]. Over the past years, they still focused on this issue
and have conducted a series of analyses, from the initial extraction of the first-order
frequency to the determination of modal parameters such as multi-order frequencies,
damping, and mode shapes, then to damage identification and location, and expansion
joint detection, etc. [16–19]. Unlike traditional SHM, these methods are called indirect
SHM (ISHM) because the sensors are installed on a moving vehicle rather than on the
structure itself [20]. ISHM has the merits of being mobile, economic, and efficient [19].
In response to the problem that the manually extracted features are not very sensitive to
damage, Liu, et al. [21] proposed a physics-guided algorithm to extract an effective feature
to determine the damage in a bridge.

With the rapid development of smartphones, in recent years, there has been some
research on ISHM, based on the data obtained by the built-in sensors of smartphones [22,23].
These data are mainly derived from a triaxial accelerometer, a global positioning system
(GPS), and an inertial measurement unit (IMU). This kind of method has an even lower
cost and can collect more data. By using a smartphone, Quqa, et al. [1] explored the
feasibility of using bicycles to extract common modal parameters of structures, namely the
natural frequency modal shape and the operating deflection shape (ODS), which has been
demonstrated on a footbridge in Italy.

From the above analysis, it can be seen that the research objects of the vehicle-vibration-
based method mainly focus on the bridge structure or the pavement surface condition.
However, the analysis of the pavement structure condition through indirect vehicle vibra-
tion needs more research. Therefore, this study intends to analyze this aspect, aiming to
provide a method of characterizing pavement structural conditions based on characteristic
parameters of vibration signal distribution. The result may provide a basic methodological
framework for studying the pavement structural performance evolution in the long-term
operation process.

This paper is organized as follows. Section 2 introduces the test conditions, including
the pavement conditions and experiment conditions; Section 3 analyzes the results of the
dynamic deflection test and the vehicle vibration test and then establishes a link between
the two; Section 4 presents some discussion about the proposed method and Section 5
states the conclusion of this study.
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2. Test Introduction

2.1. Pavement Condition

The authors conducted four vehicle vibration tests and three dynamic deflection tests
on five pavement structures in Shanghai from 2018 to 2021. Five test sections were selected,
including three continuously reinforced composite pavements with different structures, one
semi-rigid base asphalt pavement, and one pavement that was the junction of a composite
section and a semi-rigid base section. The basic parameters of the test section are shown in
Table 1.

Table 1. Basic parameters of the test section.

Section Length Structure Cross-Section

1 200 m Continuously reinforced composite pavement A Two-way 4-lane
2 200 m Continuously reinforced composite pavement B Two-way 6-lane
3 200 m Continuously reinforced composite pavement B + semi-rigid base pavement Two-way 6-lane
4 200 m Continuously reinforced composite pavement C Two-way 6-lane
5 200 m Semi-rigid base pavement Two-way 6-lane

It can be seen from Table 2 that the surface layer of the five test sections had the same
structure, that is, 4 cm SMA-13 + 6 cm AC-20C. The base, subbase, and subgrade structures
were quite different.

Table 2. Schematic diagram of the pavement structures.

Section 1 Section 2 Section 3 Section 4 Section 5

4 cm SMA-13
(SBS modified)

4 cm SMA-13
(SBS modified)

4 cm SMA-13
(SBS modified)

4 cm SMA-13
(SBS modified)

4 cm SMA-13
(SBS modified)

4 cm SMA-13
(SBS modified)

6 cm AC-20C
(anti-rutting agent)

6 cm AC-20C
(anti-rutting agent)

6 cm AC-20C
(anti-rutting agent)

6 cm AC-20C
(anti-rutting agent)

6 cm AC-20C
(anti-rutting agent)

6 cm AC-20C
(anti-rutting agent)

26 cm continuously
reinforced concrete

26 cm continuously
reinforced concrete

8 cm AC-25C
(rock asphalt
modification)

26 cm continuously
reinforced concrete

26 cm continuously
reinforced concrete

8 cm AC-25C
(rock asphalt
modification)

– – 0.6 cm slurry seal – 0.6 cm slurry seal 0.6 cm slurry seal

20 cm cold
regeneration

(three-slag base
regeneration)

20 cm plain
concrete

40 cm cement
stabilized
macadam

20 cm plain
concrete

40 cm cement
stabilized crushed

stone leveling
layer

40 cm cement
stabilized
macadam

20 cm graded
gravel

2.2. Test Condition

This study carried out three FWD tests and four vibration tests on the test sections in
2018, 2019, 2020, and 2021. To avoid the interference of temperature, the temperature of
these tests were close, as shown in Table 3.

Table 3. Date and temperature.

Test 1st 2nd 3rd 4th

Date 23 September 2018 9 September 2019 20 September 2020 21 May 2021
Temperature 22~27 ◦C 23~28 ◦C 21~27 ◦C 22~27 ◦C

2.2.1. Deflection Test

Evaluating the pavement structure based on the collected pavement surface deflection
derived from the falling weight deflectometer (FWD) is common. The multipoint vehicle-
mounted falling weight deflectometer (SHN-FWD-MV) was used in this study, as displayed
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in Figure 1a. The test was conducted every 20 m along the longitudinal direction. The
schematic diagram of the field test is shown in Figure 1b.

 
(a) 

 
(b) 

Figure 1. FWD field test and the schematic diagram. (a) FWD field test. (b) The schematic diagram of
FWD test.

The deflection basin data were obtained through the test results of nine displacement
sensors. The distances between the nine sensors and the center point of the load were 0,
200, 300, 450, 600, 900, 1200, 1500, and 1800 mm, numbered d1~d9, and the corresponding
sensor values were D1~D9. The load size was 50 kN, and the load plate radius was 15 cm.

2.2.2. Vehicle Vibration Test

The test equipment included a test car, a vibration sensor, a constant current adapter, a
data acquisition card, and a laptop computer. For the placement position, some studies
simply place the sensors on the vehicle floor, seat, or center console for ease of installation.
Still, these locations are far away from where the tires and the pavement are in contact
and have passed the vibration damping system; therefore, the vibration is relatively small
and less sensitive. In this study, the vibration sensor was installed on the knuckle of the
right front wheel, which is not subjected to the vibration damping system and thus is more
sensitive to pavement conditions. The sensor position is shown in Figure 2. A motion
camera was used to record the surface condition of the testing pavement, which was
installed on the hood, as shown in Figure 3.

Increasing the sampling frequency generally can obtain more information, which
is conducive to identifying pavement conditions. However, meanwhile, high sampling
frequency leads to a large amount of data storage and lower computation efficiency. The
sampling frequency of the vehicle vibration test was 1280 Hz.
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Figure 2. The vibration sensor.

Figure 3. The motion camera.

After installing the vibration test equipment and adjusting the test parameters, we
drove the test vehicle at a uniform speed on the five test sections. When a vehicle is
traveling at a high speed, the tire may jump off the ground at certain positions, which is
contrary to the assumption that the distance between the tire and the pavement surface is
zero [24]. Therefore, the driving speed should not be too high, and the vehicle speed was
maintained at 70 km/h during the test. The traffic volume of the test sections is large, and
there may be congestion during the weekday, therefore, the tests were implemented on
weekend afternoons.

3. Test Result Analysis

3.1. Deflection Test

Each measuring point was hammered three times during the pavement surface de-
flection test. The first stroke is for trial and the average deflection value of the second and
third strokes was used for analysis. There were 11 measuring points in each section when
the length of the test section was 200 m, and the interval was 20 m. The average value of
the 11 measuring points was taken to draw the deflection basin diagram, which is shown
in Figure 4. The central deflection of the five sections in the three tests is shown in Figure 5.

The central deflection (D1) is generally used to evaluate the overall structural stiffness
of the pavement. The larger the D1 is, the lower the structural stiffness is. According to
Figures 4 and 5:

• The structural stiffness of the continuously reinforced composite pavement
(Sections 2 and 4) is better than the semi-rigid base asphalt pavement (Section 5);

• The structural stiffness of the junction (Section 3) of the two pavement structures is in
the middle;
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• Although Section 1 is a composite pavement, its structural stiffness is worse than that
of Sections 2 and 4 because the subbase of Section 1 is weak among the five pavements
(see Table 2);

• With the extension of the operating time, D1 has increased, indicating that the pave-
ment structural stiffness has decreased.

Figure 4. Deflection basin of each test. (a) The first test. (b) The second test. (c) The third test.

Figure 5. D1 of five sections in three tests.
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3.2. Vehicle Acceleration Analysis
3.2.1. Accelerogram Analysis

The vehicle acceleration mainly comes from the road excitation while driving, and
the inertia force of the engine. The vehicle acceleration when only the engine was running
and that when the vehicle was driving on a road pavement is shown in Figure 6. Figure 6
shows that the acceleration induced by the engine was quite small compared with that
induced by the road. It also means that the placement of the vibration sensor was rational.

Figure 6. The vehicle acceleration when only the engine is running and when driving on a pavement.

Noises were inevitably introduced during the vibration test, including the engine
noise and the instrument noise, etc. Wavelet denoising is considered to be one of the best
tools in engineering signal analysis [25]. Therefore, we used the wavelet transform to
denoise the raw data. The wavelet basis we used was Symlet 3 and the decomposition
level was 3. These parameters are not fixed and should be determined according to the
signal itself (such as signal sampling frequency, etc.) and the actual situation of engineering
applications. The vibration data below were all processed after the denoising.

The time-domain waveforms of the first vehicle vibration test on the five sections are
shown in Figure 7. It appears that the vehicle acceleration of Sections 3 and 5 are relatively
large. Apart from that, the difference in the vehicle acceleration in each section is not
obvious, and further analysis is needed.

Figure 7. The time-domain diagram of the acceleration at the first test.
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3.2.2. Acceleration Statistical Analysis

In order to make a statistical analysis of the vehicle vibration acceleration of 5 sections,
the probability density distribution histogram of the acceleration at the first test is drawn
in Figure 8. Through the Kolmogorov–Smirnov test, the vehicle acceleration data are found
to be normally distributed since the p-value is larger than 0.05. The acceleration probability
density fitting graphs of the four tests are drawn in Figure 9.

Figure 8. The probability density histogram of vehicle acceleration.

  

(a) (b) 

Figure 9. Cont.
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(c) (d) 

Figure 9. The normal fitting diagram of the probability density of vehicle acceleration. (a) The first
test. (b) The second test. (c) The third test. (d) The fourth test.

According to Figure 9, for the continuously reinforced composite pavement
(Sections 1, 2 and 4), the probability density distribution is relatively concentrated, and
the curve is steeper. The probability density distribution is more scattered, and the curve is
gentler for the semi-rigid base asphalt pavement (Section 5). For the junction of the two
pavements (Section 3), the probability density distribution map is located between the
two. From the perspective of the longitudinal time series, compared with the previous
test, the probability density distribution curve of the latter test has a lower height and a
larger width.

To quantify the above description, we calculated the width and height of the proba-
bility density distribution curve. The height is easy to understand, that is, the maximum
probability density. Suppose the width is defined as the width of the abscissa axis, that is,
the difference between the maximum acceleration and the minimum acceleration. In that
case, it is easily affected by some abnormal values. Therefore, the width here is defined as
the width of two inflection points on both sides of the probability density distribution curve.
The point of inflection is the point where the second derivative of the function is zero.

Acceleration datum x obeys normal distribution; μ is the mean, and σ is the standard
deviation. The probability density distribution function is as follows:

f (x) =
1√
2πσ

exp

(
− (x − μ)2

2σ2

)
(1)

Find the second derivative of f (x) as follows:

f ′′(x) =
1√
2πσ

exp

(
− (x − μ)2

2σ2

)[(
x − μ

σ2

)2
− 1

σ2

]
(2)

Let f ′′(x) = 0, and we can find that the function has two solutions:

x1 = μ + σ, x2 = μ − σ (3)

In this study, the mean value of the vibration acceleration is calculated as 0; therefore,
the two solutions of the function are as follows:

x1 = σ, x2 = −σ (4)
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Therefore, on both sides of the probability density distribution curve, there are two
symmetrical inflection points, that is, the width of the curve is 2σ.

By substituting x = μ into Equation (1), the peak probability density (PPD) can be
computed as follows:

PPD =
1√
2πσ

(5)

It can be seen that the height and width of the probability density distribution curve
are only related to σ; hence we only need one parameter. The height is more evident in the
figure than the width, and the final parameter selected is the peak height of the probability
density distribution curve, that is, PPD.

3.3. Correlation Analysis of Vehicle Acceleration and Pavement Surface Deflection

Table 2 shows that the surface layer of the five test sections has the same structure,
namely 4 cm SMA-13 and 6 cm AC-20C. Moreover, the surface condition is quite similar
according to the video recorded by the motion camera. Therefore, it is reasonable to
compare the vehicle acceleration and pavement surface deflection.

Pearson’s correlation coefficient is commonly used to measure the correlation between
two variables (the peak probability density of acceleration and central deflection). In
statistics [26], Pearson’s correlation coefficient (r) can measure the correlation between
two variables, −1 ≤ r ≤ 1. If r is positive, there is a positive correlation between the two
variables, and the larger the value of r is, the stronger the correlation is. A negative r value
means the two variables have a negative correlation; the smaller the value, the stronger the
correlation. There is no correlation between the two variables if r is 0.

The relationship between the correlation degree of the variable and |r| is shown in
Table 4.

Table 4. Correlation degree of the variable.

|r| 0.8~1.0 0.6~0.8 0.4~0.6 0.2~0.4 0~0.2

Correlation degree Very strong Strong Middle Weak Very weak or no correlation

For the peak probability density (PPD) and the center deflection (D1), their scatter
diagram is shown in Figure 10. The greater the acceleration probability density is, the
smaller the center deflection is. There is a linear correlation between the two variables so
that the Pearson correlation coefficient can be used for evaluation.

Figure 10. Relationship between PPD and D1.

The Pearson correlation coefficient (r) between PPD and D1 is calculated to be −0.722.
According to Table 4, there is a strong negative correlation between them. D1 is negatively
correlated with pavement structural stiffness. Therefore, it can be concluded that a strong
positive correlation exists between PPD and the pavement structural stiffness. The greater
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the PPD is, the higher the stiffness of the pavement structure is. The reason may be that the
stronger pavement causes the vehicle to vibrate more frequently. Frequent vibrations will
cause the vehicle acceleration to cross zero more frequently, which means that the proba-
bility of a vehicle acceleration value being zero is greater. When the abscissas are equally
spaced, greater probability means higher probability density. This result preliminarily
proves that the vehicle acceleration can reflect the pavement’s structural stiffness.

4. Discussions

A pavement structural survey is a complex issue that requires either laborious work or
advanced equipment. Assessing a pavement’s structural stiffness through vehicle vibration
signals has the merits of convenience, low cost, and being non-destructive. However, it
is a relatively novel approach that lacks sufficient research. A vibration-based pavement
structural survey is challenging, and this study analyzed its feasibility.

According to the result of this study, the structural difference between the continuously
reinforced composite pavement and semi-rigid base asphalt pavement is easy to distinguish.
However, classifying three types of continuously reinforced composite pavement (A, B and
C) is still arduous because their pavement structure is similar. In our future research, we
need to improve the proposed method by adjusting the testing vehicle (such as increasing
the weight) and developing thorough data analysis methods.

The road surface is paved with a temperature-influenced material, the asphalt mixture.
Temperature changes would lead to changes in the pavement structural stiffness. Therefore,
the surface deflection obtained by the FWD test usually requires temperature correction.
The vehicle vibration test obtains the vehicle acceleration through the contact between the
tire and the road, so the data would also be affected by the temperature. In this study,
each vehicle vibration test and the corresponding deflection test were carried out on the
same day. The temperatures were relatively similar, avoiding the influence of ambient
temperature. However, in future research, the impact of temperature changes on the test
data and results should be considered for a more detailed analysis.

5. Conclusions

In this study, a preliminary exploration was made on the evaluation of pavement
structure conditions based on vehicle vibration. For the five pavement structures, four
vehicle vibration tests and three pavement surface deflection tests were conductedfrom
2018 to 2021. According to the results of the FWD test, the pavement structure stiffness
is relatively high for the continuously reinforced composite pavement. The structural
stiffness of the semi-rigid base asphalt pavement is poor. For the junction of the composite
pavement and the semi-rigid base pavement, the structural stiffness is middling. With the
increase in the operating time, the pavement structural stiffness decreased.

According to the vehicle vibration test result, the peak probability density (PPD) of
vehicle vibration acceleration was relatively large for the pavement section with high struc-
tural stiffness; the value was relatively small for the pavement with poor structural stiffness.
However, for the three types of continuously reinforced composite pavements with slight
differences in structural stiffness, it is difficult to describe the structural differences using
this indicator.

The correlation analysis between the PPD of vehicle vibration acceleration and the
center deflection (D1) shows that the correlation coefficient is −0.722, which is a strong
positive correlation. Therefore, it can be inferred that the vehicle vibration acceleration can
reflect the stiffness of the pavement structure to a certain extent, but the exact relationship
between the two needs further research and analysis. This may be due to the lightweight of
the test car and the insufficient sensitivity of the structure. Subsequent tests can be carried
out with heavier vehicles in order to have a higher sensitivity to structural performance.
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Abstract: Frozen soils are encountered on construction sites in the polar regions or regions where
artificial frozen ground (AFG) methods are used. Thus, efficient ways to monitor the behavior
and potential failure of frozen soils are currently in demand. The advancement of thermographic
technology presents an alternative solution as deformation occurring in frozen soils generate heat
via inter-particle friction, and thus a subsequent increase in temperature. In this research, uniaxial
compression tests were conducted on cylindrical frozen soil specimens of three types, namely clay,
sand, and gravel. During the tests, surface temperature profiles of the specimens were recorded
through an infrared video camera. The thermographic videos were analyzed, and subsequent results
showed that temperature increases caused by frictional heat could be observed in all three frozen
soil specimens. Therefore, increases in temperature can be deemed as an indicator for the potential
failure of frozen soils and this method is applicable for monitoring purposes.

Keywords: frozen soil; infrared camera; crack

1. Introduction

Historically, humans lived and built structures on frozen ground among Arctic areas
where annual average temperatures were below the freezing point of water. Artificial
frozen ground (AFG) methods have recently gained popularity as a technique to stabilize
soil during excavation. Due to the bonding effects of ice, frozen soil is stronger and more
rigid than regular soil and may demonstrate mechanical behavior similar to concrete. The
crack initiation and propagation of concrete has been studied by numerous researchers, but
few studies have focused on cracks in frozen soil.

As cracking occurs, there is a relative movement of soil particles around the crack,
and hence frictional heat. The frictional heat may cause temperature increases, which
can be observed using a thermographic device such as an infrared camera. Researchers
successfully used an infrared camera to detect various phenomena with temperature
changes, such as oil products spreading on water surfaces [1], wild fires [2], and wind
flow [3]. Specifically, the thermographic technique was applied to structural defects. The
behavior of rock and soil was determined through monitoring with infrared thermal
cameras [4,5]. Liu, et al. [6] applied infrared monitoring in an experimental study of a
tunnel. Seo, et al. [7], Seo [8] detected crack formation in pillars using an infrared camera.
Moreover, an infrared thermographic camera was applied in ice detection on wind turbine
blades [9] and aircraft air foils [10].

Though in some cases, the defects fail to generate temperature changes when the
structure is at rest. However, when heated by an external source, defects will display
different temperature compared with the rest of the structure. Broberg [11] used an infrared
camera to detect welding defects based on the temperature difference between defects and
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surrounding surfaces while the weld was heated by a flash lamp as an external IR source.
Štarman and Matz [12] observed the propagation of artificially generated thermal pulses
in steel bars using an infrared camera to locate the presence of cracks. Afshani, et al. [13]
conducted a study to detect defects in the lining of a tunnel with an infrared thermal
camera. Recently, deep learning and machine learning analyses were applied to find a
crack in infrastructures [14,15]. Moreover, the three-dimensional monitoring system was
applied for monitoring the displacement and tilt of infrastructure using laser scanning [16].
In this paper, an experimental study was conducted by simulating frozen soils. The cracks
of different frozen soils were identified through infrared topography.

2. Methods

2.1. Specimen Preparation

Three cases of soil category were considered in this study, namely clay, sand, and
gravel. For the clay specimen, an undisturbed clay sample extracted from a depth of 3 m
was cut into a cylinder of 100 mm (diameter) by 150 mm (height). Next, the sample was
submerged in a water tank for 24 h until reaching saturation. Afterward, it was placed in a
freezer for at least 24 h. For the sand and gravel specimens, soil particles and water were
poured into molds iteratively to ensure the specimen was fully saturated and composition
was relatively uniform across the height. Then, they were frozen in a freezer before being
removed from the mold. Subsequently, the specimen was again stored in the freezer for
24 h before the test. Figure 1 shows the process of forming the frozen sand specimen. Due
to mechanical disturbances during the removal of the specimen, the height of the sand and
gravel specimen was not strictly controlled. The properties of the specimens is shown in
Table 1 and photos of specimens were taken before uniaxial compression tests as shown
in Figure 2.

 

Figure 1. Preparation of sand specimen.

Table 1. Properties of specimens (N.M. represents no measurement).

Material
Height
(mm)

Diameter
(mm)

Weight
(kg)

Density
(kg/m3)

Specific
Gravity

Porosity

clay 150 100 N.M. N.M. N.M. N.M.
sand 171 100 2.62 1948.76 2.25 0.24

gravel 179 100 2.75 1952.96 2.51 0.37
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Figure 2. Frozen soil specimens before uniaxial compression tests (clay, sand, and gravel from left
to right).

2.2. Thermal Graphic Imaging

Temperature changes can be detected remotely and non-intrusively. Additionally, the
thermograph provides 2D geometric information. Therefore, an infrared camera was used
in this research to detect crack formation in frozen soils. The infrared camera used was the
FLIR E60. The exported results file consisted of sequences of thermographic photos taken
at a frequency of 30 Hz and resolution of 320 * 240 pixels. Each pixel in a frame had its
temperature measured. The exported thermographic files were analyzed using the software
FLIR Research IR. The thermal sensitivity was 0.05 ◦C and the accuracy was ±2 ◦C.

All bodies above 0 K (Kelvins) emit electromagnetic radiation. The characteristic of
the radiation depends on the temperature of the body, thus the temperature of the body can
be determined by the measured radiance. Infrared is a section of electromagnetic radiation
with wave length ranging from 780 nm to 1 mm [17]. At room temperature, the majority of
radiation energy lies within the range of infrared, which makes an infrared sensor the ideal
selection for the purpose of temperature measurement. When an object is photographed
using an infrared camera, the reflected infrared radiation emitted by the object is received
by the infrared camera’s sensor and simultaneously converted to an electronic signal. Then,
the electronic signal is processed by the controlling software to generate a thermal graphic
image or, in short, a thermograph.

The governing equation for the relationship between thermal radiation intensity and
temperature is shown by Stefan–Boltzmann’s law (1)

W = εσT4 (1)

where W is radiance intensity (W/ m2) measured by the infrared sensor, Stefan–Boltzmann
constant σ = 5.67 × 10−8 W

m2·K4 , T is the temperature of the object (K), ε is emissivity. In
this research, software FLIR Research and Design [18] was used to process the infrared
measurement and the back-calculation from the measured radiance intensity to temperature
based on Equation (1).

Ideally, to obtain the precise relationship of values W and T, it is necessary that we
quantify the values of ε precisely at any given time and location, which requires robust and
sophisticated calibration and strict control over atmospheric conditions. Such requirements
are practically difficult and unnecessary if the sole purpose concerns the occurrence of
abnormal changes in temperature rather than measuring the exact value of the temperature.
In this research, ε = 0.95 is assumed.
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2.3. Test Procedures

In this research, uniaxial compression tests were conducted on frozen soil specimens
while the specimens were subjected to an infrared camera. The arrangement of the experi-
mental apparatus is shown in Figure 3.

Figure 3. Experimental apparatus setup.

The infrared camera was placed approximately 1 m in front of the compression
machine. The load was recorded at a frequency of 10 Hz. The T-load curve was visible
simultaneously on laptop 2 controlling the compression machine. The uniaxial compression
test was terminated when the specimen failed or the lift of the piston reached its capacity.

3. Result and Analysis

Tests were conducted on 6 samples for each soil type where multiple samples for
each soil type can be seen in Figure 1. However, we were unable to observe the cracking
behaviors on all of the tests using an infrared camera due to the following three conditions:
(a) cracks occurred on the backsides of the samples, (b) samples disintegrated without
cracking due to melting (see Figure 4a,b), and (c) samples yielded without cracking (see
Figure 4c). Cracking occurred on either one or both sides of the specimen by chance, which
cannot be practically controlled. Yielding and disintegrating of specimens occurred as the
specimens were partially melted. The authors indeed attempted to repeat the tests under a
lower room temperature (around 15 ◦C) in the winter, however, satisfactory improvements
on avoiding the melting of specimens were not achieved. To avoid the melting of specimens,
the compression tests on specimens should be conducted under temperatures below the
freezing point of water [19–21]. In the previous research [19–21], the low temperature
of specimens during testing was maintained by immersing the specimens in liquid cool
materials. Unfortunately, such cooling systems were not available to the authors and
restricted the direct observation of specimens using the infrared thermographic camera
during compression tests. Therefore, specimens were not guaranteed to be completely
frozen during our tests. One sample of each soil type was analyzed as they demonstrated
evident cracking behavior.
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(a) (b) (c) 

Figure 4. Failure of specimens without cracking behavior: (a) gravel; (b) sand; and (c) clay.

Due to a lack of pre-existing knowledge of conditions under which a crack would
appear in thermograph of frozen soils, the thermographs were carefully examined frame
by frame. The qualification of a crack can be qualitatively described as follows:

(a) Significant temporal temperature variation, compared to the immediate surrounding
area (baseline), occurring at certain spots of a relatively small area.

(b) The temperature variation initiates within the specimen surface and is not transmitted
from the interface between the specimen and the ambient environment.

(c) The temperature variation is sustained for more than 1 frame, which disqualifies false
positives caused by random flocculation in the measured value of temperature.

(d) The temperature variation is not caused by mass transportation i.e., movement of
disintegrated soil particles or water flow thawed from ice.

According to the above description, two types of curves are plotted to demonstrate
the temperature change at a crack point. The T-t curve shows how the temperature at
the crack point varies temporally. The T-d curve shows how the temperature at the crack
point varies spatially. Moreover, the load-time curve is used to qualitatively determine
the strain-stress status of the specimen. It was assumed that the frozen soil specimens
displayed elastic-plastic behavior. The period before the load peaks is defined as the
elastic stage and the period after as the plastic stage. To convert the unit of distance
measured in the thermograph from pixel to mm, the thickness of the lower platen of
the compression machine was used to calculate the conversion ratio from pixel to mm.
The calculated conversion ratios for frozen clay, sand and gravel were 0.60, 0.62, and
0.65 mm/pixel, respectively.

3.1. Crack in Frozen Clay

As shown in the load-time curve in Figure 5, the load peaked at 96.30 s after the test
commenced. After 96.30 s, the temperature of certain points on the specimen’s surface
appears to increase at a slightly higher rate than the rest. One example is indicated in
Figure 6 as the crack point. A baseline point about 4 mm downwards of the crack point
was selected to mitigate the effect of measurement errors and the effect of heating from
the ambient atmosphere on the variation of temperature. The ΔT (temperature change)-t
(time) curve for the crack point and baseline points are plotted in Figure 7. The temperature
profile was set relative to temperature changes, with 0 chosen as the initial temperature
at the reference point. The temperature changes were filtered by implementation of a
Savitzky–Golay filter.
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Figure 5. Uniaxial load-time curve of clay specimen.

 
Figure 6. Temperature profile of clay specimen (unit of scale bar is in ◦C).

Figure 7. Temperature–time curve of crack point and baseline for clay specimen.
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Disregarding the random flocculation, from 105 s to 123 s, the temperature increases
from −3.02 ◦C to −2.41 ◦C.

The temperature increase at the crack point was further verified by the temperature
profile along a line approximately perpendicular to the crack as shown in Figure 8. The
temperature profile at the start of the test (0 s), immediately before the crack occurs (105 s),
and after the crack forms (125 s), are plotted. Before the crack occurs, there is no significant
difference in temperature between the potential crack point and the rest. After the crack is
formed, the temperature at the crack point is 0.57 ◦C higher than those at the points not
influenced by the crack.

Figure 8. Temperature profile along a measurement line approximately perpendicular to the crack
(the position of the measurement line is marked on the temperature profile attached on the top left).

3.2. Bulge Effect in Frozen Sand

Although there was no individual crack observed in the sand case, as the frozen
sand specimen was compressed, the expansion in the radial direction, which we termed
bulge, became significantly visible after yield and the observation can also be correlated
to temperature variations. The temperature of three representative points located at the
upper part (U.), lower left part (L.L), lower right part (L.R), and the average temperature of
a square area (S.) were selected to demonstrate the effect of the bulge on temperature. The
locations are indicated in Figure 9. In Figure 9, temperatures are mostly above 0 ◦C as the
surface of the specimen was covered by water instead of ice. The ambient air temperature
was around 30 ◦C. The ice on the top of the specimen melted immediately after contact
between the specimen and upper platen of the compression machine. Due to gravitational
effects, the water subsequently ran off downwards onto the specimen surface. Although
the specimen was completely frozen initially, certain parts melted during the compression
test. The same observation was made for the clay specimen and gravel specimen.

The temperature and load curves are plotted together in Figure 10. As the bulge of the
specimen becomes evident after yield (64.9 s), the temperature of each single point of the
specimen surface demonstrated 4 simultaneous impulsive increases initiating at 66.80 s,
88.30 s, 99.53 s, and 110.30 s, respectively. Impulses were not observed at points outside of
the specimen surface, which signifies these impulses were not measurement errors. The
magnitude of ΔT for the impulses ranged from 0.37 to 0.95 ◦C.
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Figure 9. Temperature profile of frozen sand specimen at the start (right) and end (left) of the
compression test (unit of scale bar is in ◦C).

 

Figure 10. Load curve and temperature–time curve of sand specimen.

3.3. Cracks in Frozen Gravel

Two types of cracks were observed during the compression test of the gravel specimen.
The cracks, which occurred in-between gravel particles, caused increases of temperature at
the crack point. Such cracks were denoted as I1, I2 I3, and I4 for ‘increase’. Temperature
decreases at the crack point were observed for cracks which occurred within the ice block.
Such cracks were denoted as D1, D2, D3, D4, D5, and D6 following the capitalized initial
of the word ‘decrease’. The ideal temperature variation for cracks of types I (increase)
and D (decrease) are illustrated in Figure 11. When cracks occur between gravel particles,
the inter-particle friction generates heat. However, those frictional forces were relatively
negligible between ice surfaces due to their smoothness. Although there was heat generated
around ice particles, the heat would probably be consumed by the melting of ice as opposed
to an increase in temperature. The temperature decrease is due to a temperature gradient
travelling from the surface to the inner core of the specimen. As the crack widens, the inner
surface of the specimen, the temperature of which is lower compared to the outside, is
exposed to the camera. The location of these two types of cracks is indicated in Figure 12.
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Figure 11. Ideal temperature–time curves of crack type I and type D.

  
(a) (b) 

Figure 12. Locations of cracks before plastic deformation (a) and after plastic deformation (b).

Temporal variations for cracks I1, D2 and D5 are shown in Figures 13a, 13b and 13c,
respectively. Crack I1 occurs at the time of yield. Before the crack initiates, the temperature
of the crack point is relatively constant and approximately equal to the baseline temperature.
The ΔT-t curve of the crack point deviates from that of the baseline since t = 126.33 s. From
t = 126.33 to t = 128.80 s, the temperature at the crack point increases by 0.6 ◦C while that
at the baseline remains relatively stable. After the crack is formed, the temperature at the
crack remains relatively steady from 128.90 to 135.33 s but subsequently decreases due to
the decrease in load, as shown in Figure 14.
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(a) (b) 

(c) 

Figure 13. Temporal temperature variation at crack I1 D2 I5 and their immediate baseline A, B, C:
(a) crack I1; (b) crack D2; and (c) crack D5.

Figure 14. Variation of load and temperature with time at crack point I1.

Crack D2 forms at the transitional point between stress softening and plastic defor-
mation, which takes less time than the formation of crack I1. This is compatible with the
explanation that there is minimal friction and ice is extremely brittle The magnitude of the
temperature decrease is less important than the temperature increase for the crack between
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gravel particles as the decrease only demonstrates the depth of the crack that develops into
the specimen. Crack I5 occurs along the global failure surface during plastic deformation.
The crack occurred at 265 s with a temperature increase of 0.51 ◦C. Following the relative
movement between two parts of the specimen on each side of the failure, the surface starts
at a 280 s to display a temperature increase that takes 3 steps, which corresponds to the
steps of relative movement along the failure surface observed in the video. The load, and
hence the stress within the specimen, is less than those observed previously during the
elastic stage when I1 occurs. However, the relative movement along the global failure
surface is more intense. Thus, both the rate of increase and the total amount of increase
in temperature is larger. From the 280 s to 315 s, the temperature increase due to friction
along the global failure surface is 2.66 ◦C. The spatial temperature distribution across I1,
D2, and I5 are also plotted to demonstrate the increase during the formation of the crack in
Figure 15. ΔTI1 is defined as

ΔTI1 = TI1 − Taverage (2)

where TI1 is the temperature at crack I1 at formation and Taverage is the average at the
immediate surrounding area of crack I1.

 
(a) (b) 

 
(c) 

Figure 15. Temperature profile during crack formation: (a) crack I1; (b) crack D2, and (c) crack I5.

In the same manner, the time, ti, represents when the crack is fully developed and
ΔTi is recorded for cracks I2, I3, I5, D1, D3, D4, and D6. After a crack has formed, the
temperature may still vary, subject to the change in stress-strain conditions. Thus, the ΔT
for crack I1 at the stress-softening stage (denoted by the initial ‘s’ as subscript in I1s) and
plastic stage (denoted by the initial ‘p’ as subscript in I1p) and ΔT for Crack I2 at the plastic
stage were also calculated.

The series of (ti, ΔTi) are plotted together with the load-time curve in Figure 16. During
the elastic stage, only two cracks, I1 and D1, occur slightly before yield (128.9 s). As the load
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decreases during the stress-softening period, the ΔT at crack I1 also decreases. A series of
cracks consisting of 4 types D and 1 type I occur immediately before the transition to plastic
deformation at 162.0 s. Afterward, the load remains relatively constant as the compression
reaches its plastic stage and no crack occurs until t = 265 s when the cracks later form the
initiating global failure line. From t = 265 s to t 300 s, the global failure surface gradually
grows by connecting the individual cracks and the temperature along with it generally
increases. The total increase in temperature at these series of cracks are all above 2.1 ◦C.

 

Figure 16. Load–time curve with magnitudes of temperature change at cracks.

Figure 17 shows the temperature profile and normalized temperature profile around
I1 at yield, stress softening and failure. ΔT is a result of frictional heat but its magnitude
also depends on the thermal properties. It is assumed that the thermal properties and
conditions of crack I1 remain constant during the test.

 

Figure 17. Temperature profile and normalized ΔT at crack I1 at yield, stress softening, and
plastic stage.

For the crack I1, values μ and C can be assumed constant during the test. Although the
stress at the crack was not measured, it can be inferred that the stress is proportional to the
load. Before the plastic stage, the deformation of the entire specimen was relatively uniform
and there was little inter-particle movement. There, the ΔT is mostly determined by the
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load. The load is the highest at yield and subsequently decreases during the stress-softening
stage while the rate of displacement shows no significant change throughout the period.
Thus, ΔTy is higher than ΔTs. After the plastic stage was reached, although the stress
is lower than before, the rate of displacement is significantly higher. The ΔTp continues
increasing and, when the specimen eventually fails, ΔTp is much higher than ΔTy and ΔTs.

With the normalized profile, the propagation of frictional heat can be examined. The
dimension affected by the frictional heat expands during the test but is ultimately limited
by the dimensions of the gravel particle directly subjected to frictional forces. It seems the
temperature of ice within the void of particles remains unaffected by the frictional heat.
There are two possible explanations:

1. The ice has a much higher heat capacity than the gravel.
2. The heat transferred to the ice will be consumed by the melting of ice rather than

causing an increase in temperature.

3.4. Comparison of Behavior of Plastic Stage

In Figure 18 the spatial temperature profile of cracks from all 3 cases are plotted
together. The maximum value of ΔT is observed in Figure 17 also plotted together with
the load curve in Figure 19a. The strain is estimated from the deformation of specimen
in the videos. However, the magnitude of ΔT cannot provide an undistorted view of
the magnitude of friction as the ΔT also depends on thermal parameters such as the
specific heat capacity besides the frictional heat. Thus, the frictional heat is back-calculated
from ΔT.

Figure 18. Comparison of temperature profiles across cracks during plastic deformation.

A body of unit amount of mass is considered for each specimen and the body is
assumed as an isolated system. Regarding the clay and gravel specimens, the body is
located in the pixel referred to as the crack point. For the sand specimen, the body is located
in an arbitrary position within rectangle S. Thus, the amount of frictional heat that occurred
in those bodies of unit weight can be calculated as:

ΔH = Cm × ΔT (3)

where Cm is the specific heat capacity of unit mass, ΔT is the temporal temperature change
resulting from crack or bulge. The value of Cm is obtained from the literature as shown
in Table 2.
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(a) (b) 

Figure 19. Inter-particle friction in frozen soils: (a) comparison of ΔT with stain and load; and (b)
comparison of ΔH with stain and load.

Table 2. Values of Cm from the literature.

Material Cm(J · gK−1 · ◦C−1) Source Description

Clay 1.750 [22] Saturated and frozen, measured at 0 ◦C
Sand 0.770

[23] Dry, measured at 0 ◦C
Gravel 0.810

As the spatial resolution was about 0.4mm/pixel in this study, for the calculation of
the gravel specimen, pixels of the crack point observed were within the gravel particle, thus
the cm for dry gravel was directly used. For the clay and sand specimens, the cm for the
soil–water mixture should be used. The cm for sand is very much dependent on the void
ratio of the sand specimen. The cm for the sand–ice mixture is assumed to be the weighted
average of specific heat capacity for ice and dry sand and calculated as

Cm =
Cs × ms + Ci × mi

ms + mi
(4)

where Cs is the specific heat capacity per unit mass of sand, Cw is the specific heat capacity
per unit of ice, ms and mw are the mass of sand and ice(water) constituting the specimen,
Cs = 0.770 J/(gK) is cited in Table 2, ms = 2257 g and mw = 370 g are measured when the
specimens are prepared. Ci is estimated according to an empirical equation proposed by
Dickinson and Osborne [24] as follows:

Ci = 2.114 + 0.007789T (5)

The value of T (temperature) should be assigned to the unit of K. To be consistent with
the heat capacity for gravel and clay measured at 0 ◦C, T = 273.15 K is used in Equation (4),
Ci =2.116 J/(gK). With all the values on the right-hand side in Equation (3) obtained, Cm
can be calculated. The values of Cm adopted for all three cases are listed in Table 3 and
these values were used in Equation (4) to calculate the ΔH for each case.

Table 3. Values Cm of adopted in this research.

Material Cm (J/(gK))

Frozen Clay 1.750
Frozen Sand 1.116

Frozen Gravel 0.810
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Figure 19b shows the ΔH in unit mass resulting from inter-particle friction and load–
strain curve for all 3 cases altogether. As shown in Table 3, the equivalent unit weight
specific heat capacity Cm of frozen gravel is the lowest among the three different specimens.
It is assumed the frictional heat generated is proportional to the work done by the compres-
sion. The work done by compression is approximately proportional to the product of load
and axial strain in Figure 19. Before the maximum load points of the specimens, the gravel
specimen experienced the most frictional heat ΔH. Therefore, according to Equation (4),
ΔT = ΔH/Cm, the temperature change of gravel is higher than that of sand and clay.

For the clay specimen, during the plastic deform, there was significant radial defor-
mation at the top and bottom of the specimen, which occurred immediately contact of the
platen of the compression machine. Moreover, the rest of specimen deformed similar to
an extremely viscous fluid. The friction results from the differential displacement rates
between neighboring clay particles. For the sand specimen, as the specimen bulges, the
sand particle layers must rearrange. Particles are squeezed into neighboring layers in an
axial direction and hence friction occurs. As the friction is distributed among the entire
specimen, thus ΔH in unit mass is the least among the 3 cases during plastic deformation.
For the gravel specimen, the ΔH is more than 2 times that of the other two cases, because
the friction concentrates on the global failure surface where two parts of the specimen slide
against each other. The same set of curves except for that of the sand case are also replotted
in Figure 20 with normalized ΔT. This shows that the affected distance of the crack in the
clay case is less than that of the gravel case. This might be related to the particle size of the
soil. As can be seen in the case of gravel, the surface of the temperature rise propagates
through the ice in the voids of the soil particle skeleton. Moreover, the estimated specific
heat of gravel was less than half of that of frozen clay. This reveals that it took less amount
of heat for the frozen gravel to increase a unit of temperature than for the frozen clay. Thus,
the temperature increase due to frictional heat occurred in a smaller spatial dimension in
frozen clay than in frozen gravel.

Figure 20. Comparison of ΔT normalised ΔT between clay and gravel cases.

4. Discussion

The identification of the change in thermographic profile was labor intensive and
difficult to manage in real time. Thus, the application of this method for monitoring
purpose on-site requires significant improvements in efficiency in the future. For example,
deep-learning image pattern recognition methods could be applied to automate the process
of identification of cracking patterns in thermography.

In this research, tests were conducted at summer room temperature conditions (be-
tween 25 ◦C and 32 ◦C) and thermodynamic processes occurred, such as heat transmission
between specimens and platens of compression machine occurred. It was assumed that
temperature changes were not affected by thermodynamic processes. Emissivity of speci-
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mens were assumed constant and uniform among all samples. Both assumptions may not
agree with real-life conditions upon application of this method in the field.

5. Conclusions

In this research, the thermographic profile of frozen soil specimens under uniaxial
compression test was studied. For all 3 cases, abnormal temperature variations on specimen
surfaces due to inter-particle friction occurred were observed.

a. In frozen clay specimens, the temperature increases at cracks were identified only
after plastic deformation occurred.

b. For frozen sand, simultaneous temperature increases were observed along the entire
specimen as it bulged at the plastic stage.

c. In frozen gravel, temperature changes were observed for before cracks appeared
in addition to a yield. For cracks in ice particles, there were temperature decreases
due to changes in geometry. For cracks in gravel particles, there were temperature
increases due to inter-particle friction.

d. Compared in terms of ΔH in unit mass it was shown that the friction in gravel was
the strongest and that in sand was the least.

e. The propagation of temperature increases from cracks were also examined in frozen
clay and gravel cases. Subsequently, it was shown that the temperature rise propa-
gates further in gravel than in sand.
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Abstract: The free cantilever method (FCM) is a bridge construction method in which the left and
right segments are joined in sequence from a pier without using a bottom strut. To support the
imbalance of the left and right moments during construction, temporary steel rods, upon which
tensile force is applied that cannot be managed after construction, are embedded in the pier. If there
is an excessive loss of tensile force applied to the steel rods, the segments can collapse owing to the
unbalanced moment, which may cause personal and property damage. Therefore, it is essential
to monitor the tensile force in the temporary steel rods to prevent such accidents. In this study, a
tensile force estimation method for the temporary steel rods of an FCM bridge using embedded
Elasto-Magnetic (EM) sensors was proposed. After the tensile force was applied to the steel rods, the
change in tensile force was monitored according to the changing area of a magnetic hysteresis curve,
as measured by the embedded EM sensors. To verify the field applicability of the proposed method,
the EM sensors were installed in an FCM bridge pier under construction. The three sensors were
installed in conjunction with a sheath tube, and the magnetic hysteresis curve was measured over
nine months. Temperature data from the measurement period were used to compensate for the error
due to daily temperature fluctuations. The estimated tensile force was consistent with an error range
of ±4% when compared with the reference value measured by the load cell. Based on the results of
this experiment, the applicability of the proposed method was demonstrated.

Keywords: free cantilever method (FCM); temporary steel rod; tensile force; embedded Elasto-
Magnetic (EM) sensor; magnetic hysteresis curve; temperature compensation

1. Introduction

As the construction industry develops, the importance of effective and efficient main-
tenance techniques for the structures is increasingly emphasized. In the case of bridges, the
need for more advanced maintenance technology is gradually increasing as construction
methods progress [1,2]. Prestressed Concrete (PSC) has been used in numerous bridges
since the late 1960s [3] when the post-tension method was first used in bridge construction.
PSC is characterized by a higher tensile strength than plain concrete because the initial

Sensors 2022, 22, 1005. https://doi.org/10.3390/s22031005 https://www.mdpi.com/journal/sensors
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stress is pre-applied to the concrete. In addition, PSC offers the advantage that the con-
struction can be performed at a low cost, which is increasingly demanded in the bridge
construction industry [4].

The free cantilever method (FCM) is a construction method for PSC bridges that
does not install scaffolding systems under the bridge and completes the superstructure
of the bridge by sequentially joining the segments to form a span by post-tensioning and
balancing them left and right from each pier using special erection equipment. The FCM
has advantages in terms of construction conditions and its period. As it does not use a
shore or a scaffold, the bridge can be constructed under extreme conditions, such as in
deep valleys or at sea. Furthermore, the construction period can be shortened in the case
of using the precast concrete method, where manufactured girders are assembled at the
construction site, rather than the in situ concrete method. Thus, the FCM is consistently
used for bridge construction. However, considering the characteristics of the FCM, which
joins segments from side to side, an unbalanced moment may occur owing to the load
generated during construction, as shown in Figure 1.

Figure 1. Illustration of unbalanced moment occurrence during construction of FCM bridges.

To prevent such a problem, temporary steel rods are embedded in the pier table. Then,
calculated tensile forces are introduced to withstand the loads and their resulting moments
during the construction stage. However, because the temporary steel rods are embedded in
the pier table, it is almost impossible to visually observe and determine whether the tensile
forces introduced to the rods are being maintained properly. If the signs of destruction or
loss of tension are not recognized at the early stages, and consequential actions are not
taken in a timely manner, accidents, such as sudden collapses and falls, may occur during
construction. Therefore, a Non-Destructive Test (NDT) technique, which can be applied to
the temporary steel rods during construction, is necessary to reduce the potential accidents.

Recently, a great deal of research has been conducted on measuring steel tension,
such as the tensile force estimation method of a PS tendon using a Fiber Bragg Grating
(FBG) sensor [5,6] or an Elasto-Magnetic (EM) sensor [7–9] and a tensile force measurement
method of steel wire using a natural frequency measurement [10]. In addition, tensile force
measurements of unbonded steel wires using longitudinal guided ultrasonic measurement
techniques [11,12] and magnetic flux transmission monitoring techniques using magnetic
circuits [13] have been studied. A method that uses an acoustoelastic theory was proposed
to evaluate the prestress levels in post-tensioned steel strands employing changes in
longitudinal stress wave velocity [14,15]. The aforementioned studies showed the estimated
tensile force from the sensor response according to the introduced tensile force. However,
the changes in the measured value due to environmental changes, such as temperature,
were not taken into consideration with a sufficiently long observation period. A study
that considered the temperature condition of the target structure was also proposed using
various sensors. An SHM system for a long-span, cable-membrane structure was also
proposed by Tang et al. [16]. It was applied to monitor the structural static responses,
structural vibration, and environmental effects of the structure using various types of
sensors, including a magnetic flux sensor, an FBG strain gauge, an FGB thermometer,
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an accelerometer, and so on. A study to estimate the girder deflection under thermal
actions was conducted for a cable-stayed bridge [17]. Although those studies showed the
correlation between the temperature distribution on the members of the bridge and the
deflection of the girder by thermal actions, this study focuses on the change in the signal
of the sensor, which measures the tension force as the change in temperature of the target
member leads to the change in the obtained signals. Therefore, in this study, a technique
was proposed for estimating the tensile force during the construction of an FCM bridge
using embedded EM sensors to monitor the magnetic hysteresis of the temporary steel
rods, considering the temperature effect on the sensors continually. The embedded EM
sensor consists of two coils and a bobbin. The primary coil generates a magnetic field
after magnetizing the steel rods, and the secondary coil serves to measure the magnetic
flux generated in the magnetized steel rods. The magnetic hysteresis curve generated
from the measured magnetic flux varies depending on the change in the magnetic field
according to the change in the tension of the steel rods [18,19]. It leads to the change of the
area of the hysteresis curve. The tensile force was estimated by calculating the changing
area. However, the sensor coil, being made of copper, is very sensitive to the change of
temperature [20] and, thus, affects the sensor response. The signals from the sensors may
not be interpreted accurately without reflecting on this phenomenon. Therefore, in this
study, a temperature compensation method was applied for the correction of the errors
caused by the temperature change.

2. Theoretical Background and Methods

2.1. EM Sensor

The EM sensor used in this paper is composed of a part for inducing voltage to
generate magnetic fields and a part for measuring it, as shown in Figure 2. The coils are
wound on the outer surface of the bobbin, and insulation covers are wrapped between
each coil. The coils pulled out of the bobbin are connected to the data-acquisition device
through connectors. A protection cover is on the outermost surface of the EM sensor, and it
protects the sensors from the concrete pouring. For the attachment of the EM sensor to the
sheath around the temporary steel rod, conchoids are on the inner surface of both ends of
the bobbin.

Figure 2. Schematic diagram of embedded EM sensors.

2.2. Prestress Loss in PSC Bridge

Prestress is introduced to the PSC bridge at each major construction stage of the bridge
superstructure. The loss of prestress introduced to the structure has various causes, and the
type of the loss is usually classified into immediate loss and long-term loss [21]. Immediate
loss occurs when the prestress is introduced, and it includes the loss due to friction between
the PS steel and the sheath pipe, the anchorage slip, and the elastic deformation of the
concrete. Long-term loss refers to the loss that occurs over time after the introduction of
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the prestress, and it is related to the creep and drying shrinkage of the concrete and the
relaxation of the PS steel.

2.3. Tensile Force Estimation through Measuring Area of Magnetic Hysteresis Curve

In this study, the magnetic hysteresis curves were measured using embedded EM
sensors to monitor the change in the tensile force of the temporary steel rods during the
construction of an FCM bridge. Three embedded EM sensors were installed with a sheath
pipe outside the steel rod used for the construction. As shown in Figure 3, when a voltage
is applied to the primary coil of the installed EM sensor, the magnetic field of the steel rod
becomes saturated. On the other hand, when a reverse voltage is applied, the direction
of magnetic field in the steel rod is reversed, creating a magnetic hysteresis curve (B–H
Loop) [22]. However, the shape of the hysteresis curve begins to change when some amount
of force is applied to induce stresses inside the steel rod [23]. The letter A in Figure 3 shows
a state of magnetization generated in the absence of stress, while the letter B indicates a
magnetization state after stress is applied [24].

Figure 3. Change of magnetic hysteresis curve according to the effect of tensile force.

The magnetic hysteresis curve measured by this principle represents the relationship
between the strength of the magnetic field and the magnetic flux density of a ferromagnetic
material, which is used to indicate the magnetic property of the ferromagnetic material. In
addition, when the tensile force introduced to the steel rod changes, the magnetic properties
change by the inverse magnetostriction effect, leading to the consequential change of the
magnetic hysteresis curve. When the tensile force increases, the magnetic flux density
increases, leading to an increase in the magnetic flux leakage. As the magnetic flux leakage
increases, the area of the magnetic hysteresis curve increases. Therefore, it is possible
to estimate the state of the introduced tensile force by measuring the area increase and
decrease of the magnetic hysteresis curve for the temporary steel rods.

2.4. Temperature Compensation Method

A temperature compensation technique was adopted to correct the measurement errors
due to the temperature changes during the measurement. Temperature compensation is
essential because steel materials, including the temporary steel rods used in this study, are
greatly affected by external forces and temperature changes [25–27]. Such compensation
techniques are broadly divided into software-based methods and hardware design methods.
However, the methods through hardware compensation have a limitation in their use in the
field because they suffer from poor reliability due to their inability to cope with design errors
that may occur during production [28]. Therefore, in this study, a software compensation
technique using a quadratic polynomial was applied. The polynomial compensation
technique is widely used as a temperature compensation technique for measurement data.
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The quadratic polynomial employed in this study is represented by the following regression
equation [27]:

Fp = a00 + a10VT + a01T + a20V2
T + a11VT ·T + a02T2, (1)

where Fp is the tensile force predicted by the quadratic polynomial fitting; VT is the applied
voltage; T is the on-site temperature; and a00, a10, a01, a20, a11, and a02 are the second-order
fitting coefficients. The change in the area of the graph of the measured magnetic hysteresis
curve, using embedded EM sensors, was approximated to the second order through regression
analysis. The temperature dependence was compensated for by substituting the temperature
data measured in the field into the equation with their respective measurement times.

3. Field Experimental Results and Discussion

3.1. Experimental Setup

To apply the embedded EM sensors to the site, a tensile force monitoring experiment
was conducted by measuring the magnetic hysteresis curve at the construction site of
a PSC bridge where the FCM was applied. The test bridge was a box-type PSC girder
bridge with a span of 640 m and a width of 24.51 m at a construction site in Asan city,
Chungcheongnam-do, Republic of Korea. The steel rods applied to the site were circular
rods with a diameter of 47 mm, an ultimate strength (Fu) of 1820 kN, and a yield strength
(Fy) of 1650 kN. A load cell was installed with the application of three embedded EM
sensors to measure the accurate prestressed force. The load cell used in the experiment is a
VW type (SJ-3000), made by Sungjin Geotec in South Korea. Its specifications are shown in
Table 1. The VW type load cell uses a principle by which the vibration wire generates the
resonant frequency, and the frequency is transmitted to the output device to display the
necessary engineering unit when it is magnetized by the magnetic coil mounted due to the
load. The embedded EM sensor and its specifications are shown in Figure 4 and Table 2,
respectively. The bobbin was made of a primary coil part with a diameter of 117 mm and a
secondary coil part with a diameter of 107 mm. The primary and the secondary coils were
wound 300 times and 120 times, respectively.

Table 1. Specifications of load cell (SJ-3000).

Classification Values and Description

Capacity 1177 kN
Ultimate overload 150% of Capacity

Resolution 0.025% F.S.
Accuracy ±0.1~±1% F.S.

Linearity error ±0.5% F.S.
Material SCM alloy steel
Gauge 3 VW Strain gauge (4 Strain gauge)

Thermal expansion coefficient 10.8 × 10−6/◦C
Operating temp. range −40 ◦C~80 ◦C

Temp. sensor
Type NTC Thermistor (3KD-ATF)

operating range −40 ◦C~80 ◦C
Accuracy Thermistor: ±1 ◦C

Waterproof Fluoride O-ring, High-density vacuum grease
coating

Weight 4.95 kg

Table 2. Specifications of the embedded EM sensor.

Classification Primary Coil Secondary Coil

Diameter of bobbin (mm) 117 107
Diameter of coil (mm) 1.2 0.3

Number of turns 300 120
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(a) (b)

Figure 4. Fabricated EM sensor: (a) parts of EM sensor with insulation cover; (b) EM sensor equipped
with protection cover.

Figure 5 shows the location of the temporary steel rods and the EM sensors. Forty-
eight steel rods were installed in the pier at intervals of 500 mm from each other, and they
were connected from the pier to the pier table. The EM sensors were installed on three steel
rods, two of which were connected to the steel rods with the length of 10 m; the other one
was connected to the steel rod with the length of 11 m.

(a) (b)

Figure 5. Layout of pier and pier table: (a) locations of EM sensors installed on pier table.
(b) cross-section of pier and pier table.

Figure 6 shows the installation process of the EM sensors. It was decided that the
locations of the EM sensors would be at three spots on the pier head, where two of them
were eccentric sections, and the other was a midsection. The sensors were installed with an
external sheath for the temporary steel rods. The cables connected to the sensor were pulled
out of the bridge using a cable tube to prevent damage during the concrete pouring. After
the concrete was hardened, a tensile force of 900 kN was introduced to all the temporary
steel rods. The magnetic hysteresis curve was measured by installing a container for the
measurement under the pier. The measurement was continuously conducted in 30 min
intervals for approximately 10 months, from 17 March 2019 to 6 January 2020.
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(a) (b) (c)

Figure 6. Installation process of embedded EM sensors: (a) inserting the sensor after cutting the
sheath; (b) sheath tube and sensor combination; (c) electric wire protection with cable tube.

A module incorporating a voltage amplifier, a data acquisition device, and a desktop
computer equipped with the NI (National Instrument) LabVIEW software package (Version
19.0) was used for the measurement. The measurements were performed five times to
reduce the measurement error from each sensor.

3.2. Initial Value Calibration of Tensile Force

The initial value calibration results using the EM sensors are shown in Figure 7. The
tensile force was measured six times by progressively increasing the prestressing force to
180 kN, 383 kN, 628 kN, 849 kN, 900 kN, and 915 kN. The area of the magnetic hysteresis
curve was measured simultaneously with the prestressing process.

(a)

Figure 7. Cont.
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(b)

(c)

Figure 7. Calibration results using EM sensors: (a) Sensor 1; (b) Sensor 2; (c) Sensor 3.

The area of the B-H curve corresponding to the value of the tension force introduced to each
steel rod could be obtained through the initial value calibration. The area of the curve increases
as the tension force gets developed to the designed tensile force. Therefore, it was confirmed
that the area of the B-H curve and the introduced tensile force are in positive correlation.

3.3. Measurement Results of the Field Experiment

The results of measuring the tensile force using the load cell are shown in Figure 8.
The load cell data were used as the absolute values of the force introduced to the temporary
steel rods. In addition, the results of the change in area of the magnetic hysteresis curve
measured using the embedded EM sensors and the change in field temperature are shown
in Figure 9.
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Figure 8. Tensile force measurement result using a load cell.

Figure 9. Changes in the area of magnetic hysteresis curves and field temperature during the
measurement.

During the measurement, the input voltage remained constant to a 0.02-Hz triangular
wave of ±3 V. Although the voltage input value to the sensor remained constant, the area
decreased as summer approached and then increased again as winter approached. The
results of Figure 9 indicate that the area of the magnetic hysteresis curve measured by the
embedded EM sensor exhibits an opposite trend to that of the temperature change.

3.4. Tensile Force Estimation with Temperature-Compensated Data

The temperature compensation method was described in the former section, and the
technique was employed in the data-compensation process. The area of the measured
hysteresis curve, which showed an inverse relation to the temperature data, was corrected
through temperature compensation, and the results are shown in Figure 10.
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(a)

(b)

(c)

Figure 10. B–H loop area changes of sensors after temperature compensation: (a) Sensor 1; (b) Sensor
2; (c) Sensor 3.
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The trend of the magnetic hysteresis curve due to the temperature change was modi-
fied from each sensor. It could be identified that the area decreased consistently in accor-
dance with prestress loss during the measurement. This result agreed with the descending
tendency of the tension force introduced to the temporary rods.

The tension force was estimated using the area of the magnetic hysteresis curve from
each sensor after correcting by temperature compensation. The results of comparing the
measured force with the load cell measurements are shown in Table 3. In addition, the
sensor measurements and the load cell results are plotted in Figure 11.

Table 3. Comparison of the estimated tensile force obtained using embedded EM sensors and the
tensile force measured using a load cell.

Date
Load
Cell
(kN)

Sensor 1 Sensor 2 Sensor 3

Temperature
(◦C)

Estimated
Tension

(kN)

Error
Rate
(%)

Estimated
Tension

(kN)

Error
Rate
(%)

Estimated
Tension

(kN)

Error
Rate
(%)

1 April 2019 7:00 891 893.89 0.32 896.06 0.57 890.64 0.04 1.1

12 April 2019 14:00 880 884.04 0.46 884.10 0.47 880.23 0.03 13.0

13 May 2019 10:00 875 874.15 0.10 882.55 0.86 880.84 0.67 23.1

30 May 2019 9:00 872 866.71 0.61 890.79 2.15 881.98 1.14 18.6

14 June 2019 8:00 869 861.24 0.89 871.08 0.24 872.91 0.45 22.8

17 July 2019 10:00 865 860.11 0.57 864.91 0.01 871.28 0.73 25.5

14 August
2019 11:00 861 875.60 1.70 870.31 1.08 864.30 0.38 30.0

6 September
2019 9:00 858 858.15 0.02 863.12 0.60 864.65 0.78 23.2

23 October
2019 15:00 850 877.66 3.25 877.31 3.21 867.11 2.01 18.5

6 December
2019 14:00 852 847.68 0.51 844.30 0.90 828.37 2.77 4.3

(a)

Figure 11. Cont.
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(b)

(c)

Figure 11. Estimated tension after temperature compensation and actual tension: (a) Sensor 1;
(b) Sensor 2; (c) Sensor 3.

4. Conclusions

The tensile force management of the temporary steel rods plays a key role at the phase
of attaching segments during the construction of an FCM bridge to prevent any possible
collapse and to meet the construction schedule. Therefore, a tensile force estimation method
to measure the area of the magnetic hysteresis curve of the temporary steel installed in an
FCM bridge was proposed in this study. For the measurement, the embedded EM sensors
were installed in combination with a sheath tube outside the temporary steel rod. The
magnetic field strength and the induced magnetic flux density were obtained to form the
magnetic hysteresis curve. It was possible to estimate the tension by tracking the changes
in the magnetic hysteresis of the steel rods. As a noticeable trend in the curve due to
the temperature was observed, a temperature compensation technique using quadratic
polynomial fitting was applied to offset the measurement error. Three EM sensors were
employed to increase the reliability of the measurement data. To verify the applicability of
the study, the experiment using the EM sensors was conducted at an actual FCM bridge
construction site. Three EM sensors were installed at different spots on the pier head. An
initial value compensation method was exploited as a reference by measuring the tensile
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force and the area of the magnetic hysteresis curve at the same time during the prestressing
process. In the field experiment, steel rods with a diameter of 47 mm, an ultimate strength
(Fu) of 1820 kN, and a yield strength (Fy) of 1650 kN were used; the bridge was a PSC box
girder bridge with a total length of 640 m and a width of 24.51 m. The results of the tension
estimation were compared to the tension measured using a load cell installed on a steel
rod with sensor 1. The estimated results of sensors 1, 2, and 3 showed average error rates
of 0.68%, 0.95%, and 0.82%, respectively. The field applicability of the long-term tensile
force monitoring method using embedded EM sensors was verified through experiment
and analysis. This study’s reliability would be further increased by acquiring more data
through the long-term monitoring of additional bridge construction sites and by adopting
more accurate methods to reduce the error rate. Based on this, it is expected to develop
into a method for estimating the tensile force that can be applied to all PSC bridges to be
constructed using FCM.
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Abstract: Magnetic flux leakage (MFL) detection is a common nondestructive detection method
which is usually used to detect the surface defects of steel pipes and rails. To suppress the interference
of lift-off on the detection signal of the defects in rail head surfaces, a filtering method is proposed
according to the distribution characteristics of the defect leakage magnetic field (LMF) in different
directions. The sensor array is used to confirm the reference signal according to the difference
between the signals in x and z directions. The installation mode of the sensors is deduced according
to the distribution of the defect LMF. The experimental results show that this method can effectively
suppress the lift-off interference in the MFL signal of the defects in the rail head surfaces.

Keywords: rail defects; MFL detection; filtering method; array sensor

1. Introduction

Railway is an important mode of public transportation in contemporary society. With
the increase in railway running mileage and speed, the risk of the rail defects affected by
repeated extrusion, friction, and impact of train wheel sets becomes higher [1].

To keep safe, some nondestructive testing techniques, such as ultrasonic, eddy current,
and MFL, have been used in the detection of rail defects [2]. Ultrasonic detection is a widely
used and mature rail detection technology [3,4]. It is a convenient method for detection of
the internal defects of a rail, but due to the need for a coupling agent, ultrasonic detection
cannot complete noncontact detection, so the detection speed cannot be further improved,
and it is difficult to detect the surface defects by ultrasound.

The eddy current detection needs no exchange agent. It is cheap, simple, and reliable;
however, traditional eddy current testing has obvious skin effect, which makes it difficult
to detect subsurface defects and is susceptible to the specimen surface state [5].

MFL is an electromagnetic detection technique developed from magnetic particle
detection [6]. The advantages of MFL are high sensitivity, high speed, and simple operation.
It can detect the surface or subsurface defects [7], but the detection signal is easily affected
by the lift-off change, the magnetic field excitation, and others.

The principle of MFL detection is shown in Figure 1. When magnetized ferromagnetic
material has defects in its surface, such as cracks, laminations, or magnetic nonuniformities
in the manufacturing process, the refraction of the magnetic induction line changes the
magnetic circuit, which leads to the leakage of part of the magnetic flux. By detecting the
magnetic field above the rail surface with sensors, a defect in the surface can be found and
further information about it can be obtained. Multiple sensors are usually arranged along
the width of a rail to detect the defect in the entire surface.

The vertical distance from the sensor or yoke to the rail is called lift-off. The LMF of a
defect near the rail surface changes quickly in the vertical direction. During detection, the
lift-off changes affected by vibration and other factors, thus interfering with the detection
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of the defects. With the development of MFL detection [8–10], various requirements are
proposed for railway detection equipment, such as high speed, high efficiency, and high
resolution, so interferences such as lift-off interference must be suppressed.

Figure 1. MFL detection.

The interference can be suppressed by hardware such as differential circuit [11], but as
the interference is affected by detection speed, the state of the rail surface, and other factors,
a circuit is difficult to apply to various situations. Therefore, in addition to hardware
filtering, digital filtering is needed. The rail head upper surface defect is a common early
defect, and it is usually defected by MFL. This paper presents a method to suppress the
lift-off interference in MFL detection.

2. Related Works

Researchers have worked a lot on MFL detection for defects, such as the influence
of speed on MFL signal [12], magnetization time of high-speed MFL detection [13], and
excitation and vibration interference on the signal. In view of the interference, several
methods are proposed to suppress the interference.

Karuppasamy optimized the MFL technique by finite element model to detect outer
surface defects in ferromagnetic steam generator tubes. In this method, the iron core, coil,
coil current, and position of the sensor are optimized, and the MFL signal is predicted.
The influence of length, width, and depth of defects on the MFL signal is analyzed. The
reliability of detection is improved [14].

A probe consisting of a quantum well Hall-effect sensor, an illuminating electromagnet
and sensor circuitry, is designed. This probe is used to apply magnetic fields of various
frequencies and field strengths to ascertain a frequency and field range best suited to
detecting longitudinal surface-breaking toe cracks in ground mild steel welds [15].

As for the denoising process of the MFL signals, a multilevel filtering approach based
on wavelet denoising combined with median filtering is proposed. By analyzing and
comparing the denoising properties of three wavelet families, two wavelet bases with the
best denoising performance are recognized and selected. Then, the median filtering method
is cascaded [16].

To cover the entire workpiece or obtain sufficient data, sensor arrays are used [17].
The researchers carefully set up the position of the sensors in the probe and the relative
position of the sensors [18,19]. Because the distance between the sensors is close and their
vibration is similar, the lift-off interference can be suppressed through the relationship
between the signals.
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Ding Shunyi proposes a noise reconstruction algorithm of transverse sensor array and
constructed an adaptive interference canceller to filter the multichannel MFL signal of rail
treads [20].

Ji Kailun proposed a way of building a virtual channel signal which does not contain
any defect. Multiple sensors are arranged, the sensor with the minimum absolute value
of signal is considered as having not detected any defect, and this signal is used as a
reference signal for filtering [21]. This method suppresses interference to a certain extent,
but the lift-off interference and the leakage magnetic field of a defect may be in the reversed
phase. It is unreasonable to take the minimum as the reference signal, which will cause
certain misjudgment.

A defect detection method of longitudinal array sensors is proposed according to the
characteristics of the signals detected by the magnetic sensor in x and z directions [22]. The
method reduces the misjudgment caused by lift-off interference but is only suitable for
judging whether there is a defect and cannot be used for filtering.

The sensor signal changes caused by vibration are found to suppress the lift-off
interference, but their methods to find the signal changes are unreasonable [22]. Inspired
by these references, this paper presents a method to determine the signal change caused by
vibration through the difference between the signals in x and z directions of two sensors, to
suppress the lift-off noise.

3. Filtering Method

3.1. MFL Analysis

The detection range of a single magnetic sensor is small because the LMF of a defect is
always weak and small. Two rows of magnetic sensors are arranged along the y direction
to cover the entire surface of the rail head, as shown in Figure 2. The defects and varied
lift-off both change the output of the sensors.

Figure 2. Array sensors layout.

The surface defects are generally distributed near the edge or the center of the rail head,
and usually not across the entire surface or perpendicular to the x direction. Therefore,
when the sensors in a row pass through a defect, some magnetic sensors may detect the
defect and their outputs change while other sensors do not detect the defect and their
outputs do not change by the defect. The output of a sensor that detects the defect is
affected by both the defect and the change of the lift-off, while the output of a sensor that
does not detect the defect is affected only by the change of the lift-off.

Figure 3 shows the x and z plane near a defect. The defect width and depth are
denoted as 2a and b, respectively. The distance between the front and rear sensors rows is
denoted as l, and the lift-off is denoted as d. The magnetic field intensity of the point P(x,z)
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above the defect is H(x, z) and its x and y component are Hx(x, z) and Hz(x, z), respectively.
Hx(x, z) and Hz(x, z) can be obtained by Equations (1) and (2), respectively [19].

Hx = Hx(x, z) =
σms

2π

[
tan−1 b + z

a − x
+ tan−1 b + z

a + x
− tan−1 z

a − x
− tan−1 z

a + x

]
(1)

Hz(x, z) =
σms

4π
ln

[
(x + a)2 + (z + b)2

][
(x − a)2 + z2

]
[
(x − a)2 + (z + b)2

][
(x + a)2 + z2

] (2)

where σms is the magnetic charge density of the defect side, which can be calculated by
Equation (3):

σms = 5.3
(

b/a + 1
b/(aμ) + 1

)
H (3)

where μ is the magnetic permeability of the material, and H is the applied magnetic
field strength.

Figure 3. The x and z plane near a defect.

According to Equations (1) and (2), if z = 1 mm, a = 1 mm, b = 1 mm, and σms = 1, the
magnetic field distribution in x and z directions of the defect is shown in Figure 4.

Figure 4. Magnetic field distribution in the x and z directions.

120



Appl. Sci. 2022, 12, 1740

3.2. Principle of Filtering Method

According to Figure 4, the maximum of an MFL in the x direction of a defect is directly
above the defect, while the maximum and minimum of the MFL in the z direction is on
both sides of it. Two sensors are installed in the front and rear: a sensor which is used to
detect the LMF in the z direction is in the front, and the other sensor, which is used to detect
the LMF in the x direction, is installed in the rear. When the rear sensor is directly above a
defect, its output is the maximum. At this time, the output of the front sensor is negative.
The absolute value of the difference between the outputs is larger than that of each output.

Without any defect, the lift-off interference in x and z directions are in the same
direction. The smaller the lift-off, the greater the output in both x and z directions. In
a no-defect area, if one sensor measures the LMF in the x direction and the other sensor
measures the LMF in the z direction, the absolute value of the difference between their
output signals is smaller than that of each output.

Two sensors which detect the x and z directions MFL, respectively, are a pair, and
several pairs of sensors are arranged in y the direction, as shown in Figure 2. If the distance
between a pair of sensors is reasonable, the smaller the absolute value, the more likely it is
that no defect is measured. As described in Section 3.1, there are always several sensors in
a row that do not detect the LMF of a defect. It can be considered that the pair of sensors
with the smallest absolute value of the difference of their outputs does not detect the LMF
of a defect, and their outputs are taken as a reference signal that does not contain the defect
signal but only the lift-off interference.

The absolute value of the difference between the outputs of the two sensors should be
as large as possible to find the reference signal accurately. If a sensor detects the maximum
in the x direction and the other sensor detects the minimum in the z direction, the absolute
value of the difference between the outputs of the two sensors is the maximum.

According to Equation (1), if the lift-off is z0, which remains unchanged, Hx(x, z0) is
the maximum when x = 0. According to Figure 4, the minimum of Hz(x, z0) occurs on the
positive half-axis of x. Due to the small defect, the magnetic dipole model can be introduced
to simplify Equation (2) [19].

Hz(x, z) =
σms

4π
ln

[
(x − a)2 + z2

]
[
(x + a)2 + z2

] (4)

As the sensors are close to each other and their lift-offs are similar, z = z0. The
derivative of Equation (4) is taken to x and set as equal to 0.

H′
z(x, z0) = 0 (5)

Equation (5) is then solved, that is, Hz(x, z0) is the maximum when x = −
√

a2 + z2
0,

and Hz(x, z0) is the minimum when x =
√

a2 + z2
0. Obviously, if the distance between

two sensors is
√

a2 + z2
0, when the rear sensor detects the maximum in the x direction, the

front sensor detects the minimum in the z direction.
In actual detection, the spacing, which is denoted as l between two sensors, is deter-

mined as the minimum width and depth of the defect that should be detected. Figure 5
shows the distribution of LMFs of the defects with different sizes. The distance of 10 is
calculated according to the minimum defect. For a large defect, its LMF maximum in the x
direction is larger than that of a small defect. When a sensor is direct above a larger defect
and its output is the maximum in the x direction, the other sensor with a distance of l0 from
this sensor does not measure the minimum in the z direction. Nevertheless, its output is
smaller than the minimum of the minimal defect. In other words, the absolute value of the
difference between the outputs of a pair of sensors is greater than that of a small defect.
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Therefore, the spacing of the two sensors set to a small defect is also suitable for detecting
large defects.

Figure 5. Magnetic field distribution of defects in x and z directions of different sizes.

In Figure 5, the LMF of a defect is within a certain range. To accurately identify and
reconstruct a defect, the LMF should be measured as completely as possible. However,
at a distance from the defect, the LMF is usually weak and difficult to distinguish from
interference. The boundary of LMF in this paper is that the absolute value of LMF reduces
to 10% of the maximum in the z direction. Beyond this range, the LMF is relatively small
and negligible.

According to Formula (1), if z = z0 unchanged, Hz(x, z0) is the maximum when

x = −
√

a2 + z2
0. The leakage magnetic field distributes in 2L centered on the defect.

According to Equation (4), L is calculated by Equation (6).

ln

[
(−L − a)2 + z2

0

]
[
(−L + a)2 + z2

0

] =
1
10

ln

[(
−
√

a2 + z2
0 − a

)2
+ z2

0

]
[(

−
√

a2 + z2
0 + a

)2
+ z2

0

] (6)

The detection speed is v m/s, and the sampling speed is s point/s. J0 is a sampling
point in the z direction. If the distance between j0 and the center of a defect is less than

L +
√

a2 + z2
0, there will be a maximum point in the x direction and a minimum point in

the z direction from sampling point j0 − B to j0 + B.

B =

(
L +

√
a2 + z2

0

)
s

v
(7)
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The absolute value of the difference between the output signals of the two sensors is
large at the maximum point, so it is beneficial to find the reference signal. The absolute
value of the difference between the outputs of two sensors in sampling point j is denoted
by aj. When sampling point j0 is processed, aj0 − B to aj0 + B are calculated first. Secondly,
the maximum in aj0 − B to aj0 + B is found. The maximum of ith pair of sensors is denoted
by MAXi. At last, the pair of sensors with the smallest MAXi (i = 1,2, . . . ,N) is found and
their output is taken as the reference signal.

3.3. Filtering Algorithm

As shown in Figure 2, two rows of sensors are arranged at intervals along the y
direction below a yoke to detect magnetic fields in the x and z directions, respectively. The

distance between the two rows of magnetic sensors is
√

a2 + z2
0. The two magnetic sensors

Sx[i] and Sz[i] (i = 1, 2, . . . , N) are a pair, and there are N pairs of magnetic sensors. The
filtering steps are as follows.

1. Each sensor output is sampled, and the number of sampling points is denoted by M.
The sampling results of Sx[i] and Sz[i] are array Sx[i,j] and Sz[i,j] (j = 1, 2, . . . , M).

2. The array Rx[i, k] and Rz[i, k] is calculated:

Rx[i, k] =

⎧⎨
⎩

Sx[i, 1] 1 ≤ k ≤ B
Sx[i, j] B < k ≤ M + B

Sx[i, M] M + B < k ≤ M + 2B

Rz[i, k] =

⎧⎨
⎩

Sz[i, 1] 1 ≤ k ≤ B
Sz[i, j] B < k ≤ M + B

Sz[i, M] M + B < k ≤ M + 2B

q is a loop variable with an initial value of B + 1.
3. MAX[i, q] = MAX|Rx[i, p]− Rz[i, p]| (p = q − B, q − B + 1, . . . , q + B).
4. The minimum in MAX[. . . , q] (i = 1, 2, . . . , N) is found. The number of the pair that

has the minimum is denoted by i0. The sampling point of the pair sensors are taken
as the reference signal. Rx[i, q] − Rx[i0, q], Rz[i, q] − Rz[i0, q] (i = 1, 2, . . . , N): The
differences are taken as the filtering results of each sensor at this sampling point.

5. q = q + 1. If q ≤ M + B, the process returns to step 3, otherwise the filtering ends.

4. Experimental Results and Analysis

4.1. Finite Element Simulation Results and Analysis

The finite element analysis software used in this paper is Ansys Maxwell. An MFL
detection model is built as shown in Figure 6. The yoke is made of ferromagnetic material.
The excitation coil adopts 4000 turns of copper wire. The DC excitation voltage is 60 V, and
the lift-off between the rail and the yoke is 2.0 mm. Two detection points with a lift-off of
2.0 mm are set up above the rail.

The width and depth of the defect are 2.0 mm and 1.0 mm, respectively and the lift-off
is 2.0 mm, which means that a = 1.0 mm, b = 1.0 mm, and z = 2.0 mm. According to
Formula (4), when the distance between a pair of sensors is

√
a2 + z2, which is 2.2 mm, the

absolute value of the difference between the outputs of the two sensors is the maximum.
The distance between two sensors is set to 1.8 mm, 2.2 mm, and 2.6 mm, respectively. The
simulation results are shown in Figure 7a–c.
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Figure 6. Simulation model.

Figure 7. Cont.
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Figure 7. The x and z direction simulation results with different distance. (a) 1.8 mm; (b) 2.2 mm;
(c) 2.6 mm.

According to the simulation results in Figure 7a–c, the phase difference of the pair of
sensors becomes increasingly significant with the increase in the distance between them.
When the distance is 2.2 mm, one sensor detects the maximum in the x direction and the
other sensor detects the minimum in the z direction, which is indicated by the red line in
Figure 7. The absolute value of the difference between them is the maximum which is in
accordance with the above conclusion.

4.2. Physical Experiment Results and Analysis
4.2.1. Experiment System

An experimental system was built and is shown in Figure 8. The system consists of a
computer, a signal conditioning circuit, a DAQ card, and a probe. The sensor is an SL-106C,
whose length and width are both 1.5 mm. The amplifier is AD620, and the magnification
is 100. The DAQ card is ADLINK DAQ2208, and the sampling frequency of each channel
is set to 4 kHz. The probe, which consists of two rows, eight sensors per row, and an
excitation device, is mounted on a detection car that is placed on the rail. The detection
speed was 2.0 m/s.

Figure 8. MFL detection system.
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4.2.2. Single Defect Experiment

The detection object is an artificial defect in the surface of a used rail, as shown in
Figure 9. The direction of detection is from left to right. A wire is tied to the rail, which will
change the lift-off of the handcart to simulate the vibration. If no vibration is encountered,
the lift-off of the sensor is 2.0 mm, and when the handcart wheel rolls over the wire, the
lift-off will fluctuate within 2.0~3.5 mm. The defect is 2.0 mm in width and 1.0 mm in depth.

Therefore, a = 1.0 mm, z0 = 2.0 mm. The distance between a pair of sensors is
√

a2 + z2
0,

that is 2.2 mm. L is 41.4 mm and B is 87, according to Formulas (5) and (6), respectively.

Figure 9. A rail with artificial defect.

A pair of sensors which detect the defect in x and z directions, respectively, are
arranged in the probe. The distance between them is set to 1.8 mm, 2.2 mm, and 2.6 mm
respectively. The detection results are shown in Figure 10.

According to Figure 10a–c, the phase of the signal of two sensors is different near the
defect and when the sensors pass through the defect, the difference in the phase increases
with increases in the sensor distance, which is shown in the red region. As shown in the
blue region, if vibration has occurred, the phases of the two signals are basically similar.
Therefore, the phase relationship of the two signals can be used to determine whether

there is a defect. In addition, when the distance between a pair of sensors is
√

a2 + z2
0,

which is 2.2 mm, a sensor detects the maximum in the x direction and the other detects the
minimum in the z direction, and the absolute value of the difference between the outputs
of the two sensors is the maximum.

Figure 10. Cont.
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Figure 10. Detection results with different distances. (a) 1.8 mm; (b) 2.2 mm; (c) 2.6 mm.

4.2.3. Multiple Defects Experiment

The detection results in the x and z directions of four different defects are shown in
Figure 11a–d, respectively. The lift-off is 2.0 mm. The distance between two sensors is
2.2 mm.

As shown in Figure 11a–d, the amplitude of the signal will increase when the depth of
the defect increases. When the distance between a pair of sensors is 2.2 mm in Figure 11a,b,
one sensor detects the maximum in the x direction and the other detects the minimum in the
z direction, and the absolute value of the difference between the outputs of the two sensors
is the maximum. As shown in Figure 11c,d, the width becomes larger when a sensor is
directly above the larger defect and its output is the maximum in the x direction; the other
does not measure the minimum in the z direction, but the absolute value of the difference
between them is greater than that of a small defect. Therefore, the distance calculated
according to the minimum defect is also applicable to the detection of large defects.
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Figure 11. Detection results with different defects. (a) width = 2 mm, depth = 1 mm; (b) width = 2 mm,
depth = 2 mm; (c) width = 3 mm, depth = 1 mm; (d) width = 3 mm, depth = 2 mm.

A used rail with eight artificial defects is detected, and a wire is tied to the rail also, as
shown in Figure 12. The width and depth of each defect are shown in Table 1. The lift-off
of the sensor is also fixed at 2.0 mm. The distance between the two sensors is 2.2 mm.

Figure 12. A rail with multiple artificial defects.
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Table 1. The width and depth of each defect.

Defect 1 Defect 2 Defect 3 Defect 4 Defect 5 Defect 6 Defect 7 Defect 8

Width 2.0 mm 2.2 mm 2.2 mm 2.5 mm 2.5 mm 2.5 mm 2.5 mm 2.5 mm
Depth 1.0 mm 1.2 mm 1.2 mm 2.0 mm 2.5 mm 2.5 mm 2.8 mm 3.0 mm

Figure 13 shows a multichannel three-dimensional diagram of the sensors. The sensors
near the outer edge all detected defect signals, and all the sensors were affected by lift-off
interference and the vibration signals changed synchronously. Figure 14 shows the original
signal of the seventh sensor in blue and the reference signal in red. The vibration signals
are marked with rectangular boxes and the defect signals are marked with elliptical boxes.
Obviously, the amplitude of the signal caused by vibration is similar to that caused by a
small defect, so the detection is disturbed by vibration. The reference signal retains the
changes caused by vibration and contains no defect signal.

Figure 13. Multichannel original MFL signal.

Figure 14. Original signal and vibration signal of the seventh sensor.

129



Appl. Sci. 2022, 12, 1740

The filtered signal is shown in Figure 15. Compared with the original signal in
Figure 14, the defect signal is basically unchanged, while the vibration signal decreases
significantly. Figure 16 shows the three-dimensional image of the multichannel filtered
signal. After filtering, the vibration interference is obviously reduced.

Figure 15. Filtered signal of the seventh sensor.

Figure 16. Multichannel filtered signal.

5. Conclusions

In this paper, a filtering method is proposed to suppress the lift-off interference of rail
defect MFL detection. According to the different signal characteristics of sensors in x and z
directions, the structure of the array sensor is adopted, which can effectively extract the
reference signal that contains only interference signals such as lift-off. Thus, the lift-off
interference can be suppressed, and a relatively complete waveform of defect leakage
magnetic field detection will be obtained. In the future, the natural defects detection
test will be carried out, and the identification and reconstruction methods of defects will
be studied.
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Abstract: An electromagnetic acoustic transducer (EMAT) is suitable for measuring the propagation
time more accurately without causing abrasion to the transducer during testing due to the principle
of its excitation. This work designs a flux-concentrating EMAT with a radial-flux-focusing permanent
magnet to significantly enhance static magnetic field strength. Through theoretical analysis and
finite element simulation, two kinds of coils are designed according to the concentration areas of the
horizontal and vertical components of the magnetic field. One is used to generate pure longitudinal
waves, and the other is used to generate both longitudinal waves and shear waves. The experimental
comparison shows that the amplitudes of the pure longitudinal wave and the dual-mode wave
excited by the two kinds of coils with the radial-flux-focusing magnet are more than two times higher
than those with the ordinary magnet. Therefore, the flux-concentrating EMAT with the appropriate
coil provides an insight into realizing more accurate detection where longitudinal wave detection
is required.

Keywords: electromagnetic acoustic transducer; longitudinal wave; flux-concentrating; transducer
design

1. Introduction

Electromagnetic acoustic transducers (EMATs) are widely used in the field of non-
destructive testing (NDT), and have the superiority of non-contact and no couplant with
the specimen [1]. Unlike EMATs, the couplant is needed between the piezoelectric ul-
trasonic transducer and the specimen surface, so the elastic waves propagate not only
in the specimen but also in the couplant and the transducer. Thus, the reflection echoes
received by piezoelectric transducers are accompanied by interference echoes from the
inside of the transducer and the interface of the couplant, which affects the calculation
of the ultrasonic propagation time interval in the received signal [2]. However, the ultra-
sonic wave source excited by EMATs is inside the specimen, which is more suitable for
measuring the propagation time accurately without causing abrasion to the transducer
during testing [3]. At present, shear wave excitation is mainly used in EMATs for thickness
measurement, flaw detection and defect detection in many industrial fields [4–7]. Due to
the structural characteristics of shear wave EMATs [8–11], shear waves are easily generated
and received. Longitudinal-wave EMATs have inefficient energy conversion because of the
low horizontal magnetic field intensity required to generate longitudinal waves and the
sizeable parasitic inductance of the coil [12,13]. However, the longitudinal-wave EMATs
have a broad application prospect. Since the velocity of longitudinal waves is nearly twice
that of shear waves, the longitudinal waves excited by electromagnetic ultrasound are more
efficient in the detection of the thickness of large aluminum plates and other similar metals.
Furthermore, the longitudinal waves combined with the shear waves excited by the EMAT
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probe could take advantage of contactless detection in measurements of stress and elastic
constants [14–18].

At present, there are few structures of longitudinal-wave EMATs. There are three
typical designs: Hirao and Ogi [19] pointed out that a bulk wave EMAT that consists of
a single-cylindrical permanent magnet and a spiral coil can generate longitudinal waves
and radially polarized shear waves. Da Cunha and Jordan [20] proposed a longitudinal-
wave EMAT consisting of a cylindrical permanent magnet and external magnetic rings,
with an iron coupling between the internal magnetic rod and outer magnetic rings to
provide a stronger horizontal magnetic field. Wu et al. [21] used a combination of a
large-diameter center magnet and a ring magnet to enhance the strength of the horizontal
magnetic field, and a sheet of copper was placed between the coil and the specimen to
control the eddy current distribution, which aims to suppress shear waves. Considering
the Lorentz forces as the dominant transduction mechanism, increasing the strength of the
static magnetic field plays an important role in increasing ultrasonic wave amplitude. The
optimization of the magnet arrangement has a significant effect on improving the static
magnetic field [8,9,22,23]. In particular, the Halbach structure is better than the traditional
soft iron backing for enhancing the static magnetic field and achieved good results in
dual-mode excitation [24].

In this paper, a radial-flux-focusing magnet is proposed, inspired by Halbach’s concept,
which can provide a stronger magnetic field, thus improving the efficiency of the energy
transfer of the longitudinal-wave EMAT and making the measurement signal easier to iden-
tify. This work also utilizes two kinds of spiral coils [25] by changing their size parameters
according to the location of the area where the horizontal and vertical components of the
magnetic field are concentrated. When dual modes are needed, the amplitude of shear
waves and longitudinal waves simultaneously excited by the flux-concentrating EMAT can
be increased using the large-diameter coil. When a pure longitudinal wave is needed, the
amplitude of shear waves excited by the flux-concentrating EMAT with the small-diameter
coil decreases, while the amplitude of longitudinal waves increases.

2. Configuration and Operating Principle of the Proposed Flux-Concentrating EMAT

The structure diagram of the ring-type EMAT is shown in Figure 1a. The permanent
magnets of the transducer include a cylinder magnet in the middle and a surrounding
circular magnet, and the gap between the two magnets is filled with epoxy resin. The
poles of the circular-ring permanent magnet and the cylindrical permanent magnet are
opposite at the same ends. Therefore, a horizontal radial magnetic field is distributed
between the two magnets. Figure 1a shows a typical longitudinal-wave EMAT used as a
comparison in this article since its structure is similar to the designed EMAT. Figure 1b
shows the configuration of the flux-concentrating EMAT. A radial-magnetized annular
magnet is filled between the cylinder magnet and the surrounding circular magnet, and
another radial-magnetized annular magnet is also covered outside the surrounding circular
magnet. The magnetizing directions of the magnets are all clearly illustrated in Figure 1.

The tested material used in this paper is aluminum, and in the non-ferromagnetic
material, the EMAT excitation mechanism is the Lorentz force principle [26]. Figure 2 illus-
trates the generation of the longitudinal waves and shear wave in the non-ferromagnetic
specimen. The white arrows in Figure 2 indicate the directions of Lorentz forces; the dotted
lines indicate the direction of the magnetic field.
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(a) 

 
(b) 

Figure 1. Configuration of (a) the ring-type EMAT and (b) the flux-concentrating EMAT.

Figure 2. Schematic diagram of longitudinal wave and shear wave generation in EMAT.

A spiral coil is placed on the surface of the test piece, and an excitation current J0
is pulsed through the spiral coil. The high-frequency dynamic magnetic field Bd will be
induced in the test piece, and an eddy current Je with the same frequency as the current in
the coil is also induced in the surface skin depth. Under the action of the static magnetic
field Bs and high-frequency dynamic magnetic field Bd, the particles on the specimen
surface are subjected to the Lorentz forces Fs and Fd. Fs is the Lorentz force generated by
the static magnetic field, and Fd is the Lorentz force generated by the dynamic magnetic
field. As a result, high-frequency periodic vibration occurs on the surface of the specimen,
and elastic deformation is generated. Thus, an ultrasonic wave is produced, propagating in
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the specimen. The Lorentz force generated by the dynamic magnetic field Bd and the static
magnetic field Bs on the specimen surface is [27]:

Fs = Je × Bs (1)

Fd = Je × Bd (2)

The total Lorentz force is:
FL = Fs + Fd (3)

In the process of ultrasonic excitation, the in-plane dynamic magnetic field of EMAT is
relatively small compared with the out-of-plane dynamic magnetic field [26]. Therefore,
an approximate calculation of Fd is made, and only the Lorentz force generated by the
dynamic magnetic field in the Z-axis direction is considered. Considering that the static
magnetic field from the magnet of the flux-concentrating EMAT has radial component Bsr
and axial component Bsz into account, Equation (3) can be rewritten as:

Fs = F(s)
r + F(s)

z (4)

Fs = Je × Bsz + Je × Bsr (5)

where F(s)
r and F(s)

z are Lorentz forces in the radial direction and axial direction, respectively.
Under the action of the static radial magnetic field, the Lorentz force on the charged

particles of the specimen surface is perpendicular to the specimen surface in the Z-axis
direction and parallel to the propagation direction of the ultrasonic wave, thus generating
a longitudinal wave. Under the action of the static axial magnetic field, the vibration
direction of particles on the specimen surface is in the R-axis direction. In other words, the
direction of the Lorentz force is perpendicular to the propagation direction of the ultrasonic
wave, thus generating shear waves. Lorentz forces concentrate on the specimen surface
and generate time-dependent elastic stress waves in the specimen. Consequently, the
Lorentz forces F(s)

r and F(s)
z generate longitudinal waves and shear waves, respectively,

both propagating in the thickness direction at the same time [19]. The process of the EMATs
receiving the signal is the inverse process of their transmission. The reflected echo reaches
the specimen surface, making the surface particles vibrate and changing the current in the
spiral coil under the action of the static magnetic field.

3. Simulation Analysis

3.1. Dynamic Magnetic Field in Specimen

Using the finite element software, COMSOL Multiphysics, two-dimensional axisym-
metric solid simulation models are developed for the ring-type EMAT in Figure 1a and
the flux-concentrating EMAT in Figure 1b, since they are all axisymmetric. Figure 3a,b
shows the simulation model structures of the ring-type EMAT and the flux-concentrating
EMAT with the left line as the symmetry axis, respectively. The parameters of magnets of
the ring-type EMAT and flux-concentrating EMAT in finite element models are shown in
Table 1. In models, the lift-off distance between the coil and the specimen is 0.2 mm, and
the distance between the coil and the magnet is 0.3 mm. The right boundary of the 40 mm
high aluminum specimen is set as a low reflection boundary to simulate the actual plate.
The residual magnetic flux density of each permanent magnet is set as 1 T. By setting the
frequency of the alternating current as 1 MHz, according to Equation (5), the Lorentz force
is loaded into the Solid Mechanics Module to achieve the coupling of the electric, magnetic
and elastic acoustic fields, so that the transmission of ultrasonic waves in the specimen
can be observed in the time domain. Figure 4a,b shows the meshes of the two models. It
should be noted that the maximum unit of the specimen mesh is set to 1/10 of the shortest
wavelength to ensure the accuracy of the simulation.
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(a) (b) 

Figure 3. Model structure diagrams of (a) the ring-type longitudinal-wave EMAT and (b) the flux-
concentrating longitudinal-wave EMAT. The No. 1 magnet is a cylinder magnet. The No. 2, No. 3
and No.4 magnets are circular magnets of different sizes.

Table 1. Parameters of EMAT magnet used in this paper.

Magnet Number Magnet Parameters Symbol Value (mm)

1
Diameter D1 12

Height H 30

2
Inner diameter D2 32
Outer diameter D3 44

Height H 30

3
Inner diameter D1 12
Outer diameter D2 32

Height H 30

4
Inner diameter D1 44
Outer diameter D2 52

Height H 30

The magnetic flux density distributions in the ring-type EMAT and the flux-
concentrating EMAT are shown in Figure 5, and Figure 6 shows the partially enlarged
views of the bottom of the magnets shown in Figure 5. The white arrow in Figure 6 shows
the magnetic field direction of the permanent magnet. The magnetic field direction on
the specimen surface under the No. 3 and No. 4 magnets is primarily horizontal, while
the magnetic field direction under the No. 1 and No. 2 permanent magnets is primarily
vertical.

It can be seen from Figure 7a,b that the axial component of the magnetic flux density
of the ring-type EMAT and the flux-concentrating EMAT is mainly distributed in the area
below the central cylinder magnet and No. 2 circular magnet. At these locations, the
vertical flux density is greater than the horizontal flux density. The shear wave signals
received by the coils in these locations have a higher amplitude. However, the vertical axial
magnetic flux density of the flux-concentrating EMAT is higher than that of the ring-type
EMAT so that the flux-concentrating EMAT can generate stronger shear waves. It can
be seen from Figure 7c,d that the radial component of the magnetic flux density, which
has a local maximum near the outer edge of the ring magnet, is mainly distributed in the
area between the central cylinder magnet and No. 2 circular magnet. The horizontal flux
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density is greater than the vertical flux density in this area, where the longitudinal wave
signals received by the coils have a higher amplitude. The horizontal radial magnetic flux
density provided by the flux-concentrating EMAT occupies a larger part of the specimen
surface, so that the flux-concentrating EMAT can generate stronger longitudinal waves. The
comparison diagram of horizontal radial magnetic flux density Bsr and perpendicular axial
magnetic flux density Bsz on the specimen surface is shown in Figure 8. As can be seen from
the figure, the horizontal radial magnetic flux density of the flux-concentrating EMAT in
the area from 6 mm to 16 mm from the center point on the specimen surface is significantly
higher than that of the ring-type EMAT, which is about twice that of the ring-type EMAT.
In addition, a strong vertical magnetic field is distributed in the circular region with a
diameter of 12 mm in the center of the specimen surface to generate shear waves, which is
about twice the vertical magnetic flux density of the ring-type EMAT. Therefore, the coils
can be designed in different positions to generate shear waves or longitudinal waves.

  
(a) (b) 

Figure 4. Meshes of (a) the ring-type longitudinal-wave EMAT model and (b) the flux-concentrating
longitudinal-wave EMAT model.

  
(a) (b) 

Figure 5. The magnetic flux density distribution in (a) the ring-type EMAT and (b) the flux-
concentrating EMAT.
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(a) (b) 

Figure 6. Local enlargement maps of (a) the ring-type EMAT and (b) the flux-concentrating EMAT.

  
(a) (b) 

  
(c) (d) 

Figure 7. Magnet density distribution in a circular area with a radius of 30 mm from the center of
the specimen surface. (a) Axial flux density component and (c) radial flux density component of the
magnet in ring-type EMAT, (b) Axial flux density component and (d) radial flux density component
of the magnet in flux-concentrating EMAT. The No. 1 magnet is a cylinder magnet. The No. 2, No. 3
and No.4 magnets are circular magnets of different sizes. The magnetizing directions of the magnets
are shown.
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(a) 

 
(b) 

Figure 8. Magnetic flux profile of the ring-type EMAT and the flux-concentrating EMAT on specimen
surface: (a) horizontal magnetic flux density, (b) perpendicular magnetic flux density.

3.2. Coil Design and Simulation of EMAT Signals

According to Figures 7 and 8, we designed two kinds of coils with different sizes,
shown in Figure 9. One is the L-mode coil that generates pure longitudinal waves, and
the other is the dual-mode coil that can excite both longitudinal waves and shear waves.
The coil size parameters are shown in Table 2. A high-frequency pulse current of 1 MHz is
passed through the coil. The specimen below the coil induced eddy currents on the surface.
Figure 10 shows the eddy current distribution on the specimen surface. The L-mode coil
shown in Figure 9a, which can excite and receive relatively pure longitudinal waves, is
in the radial magnetic flux density region. The diameter of the dual-mode coil, which is
capable of exciting and receiving both longitudinal waves and shear waves, is equivalent
to the overall diameter of the magnet.
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(a) (b) 

Figure 9. Top view of (a) L-mode coil and (b) dual-mode coil. The No. 1 magnet is a cylinder magnet.
The No. 2, No. 3 and No.4 magnets are circular magnets of different sizes. The magnetizing directions
of the magnets are shown.

Table 2. Size parameters of L-mode coil and dual-mode coil.

Coil Type Size Parameters Symbol Value (mm)

L-mode coil

Inner diameter D1 12
Outer diameter D2 32

Wire width w1 0.2
Wire spacing d1 0.2

Dual-mode coil

Inner diameter D4 5
Outer diameter D5 52

Wire width w2 0.2
Wire spacing d2 0.4
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(a) (b) 

Figure 10. Eddy current distribution in a circular region with a radius of 30 mm from the center of
the specimen surface: (a) L-mode coil, (b) dual-mode coil.

Figure 11 shows the simulated average displacement of ring-type EMAT and flux-
concentrating EMAT on the specimen surface as it changes over time. From the figure, we
can see the simulated first bottom echo at 13.1 μs, the simulated second bottom echo at
26.2 μs and the simulated third bottom echo at 39.3 μs. The time interval between the two
adjacent echoes is about 13 μs. The specimen in the model is aluminum with a thickness of
40 mm, in which the longitudinal wave propagation speed is 6100 m/s, and the shear wave
propagation speed is 3050 m/s. Therefore, the theoretical peak time of the first longitudinal-
wave echo is 13.1 μs. The theoretical peak time of the first shear wave echo is 26.2 μs and the
theoretical peak time of the third bottom echo is 39.3 μs. The peak position of the simulated
waveform is completely consistent with the theory. In Figure 11a,b, the displacement
amplitudes of the flux-concentrating EMAT are all significantly higher than those of the
ring-type EMAT no matter which coil is used. The first and third bottom echoes are mainly
longitudinal waves, while the second bottom echo contains shear and longitudinal waves.
Therefore, the flux-concentrating EMAT can generate stronger longitudinal waves than
the ring-type EMAT. In addition, it is found from the simulation that there is an echo
signal between the two adjacent echoes, which is generated by the mode conversion of
longitudinal waves reflected on the surface or underside of the specimen.

To better show the mode conversion mechanism, the snapshots of the displace-
ment with the same color scale are shown in Figure 12. Figure 12a–d refer to the flux-
concentrating EMAT and ring-type EMAT working in dual and longitudinal mode, respec-
tively. It is known that the velocity of a longitudinal wave is faster than that of a shear
wave and the wavelength of the longitudinal wave is longer. Thus, according to the relative
position and wavelength, all of the important waves related to Figure 11 in the snapshots
are annotated. The middle echo, which appears after the first longitudinal wave reaches
the bottom at 7 μs, is the shear wave according to the snapshots and propagating time.
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(a) 

 
(b) 

Figure 11. Average displacements of ring-type EMAT and flux-concentrating EMAT on the specimen
surface (a) using dual-mode coil and (b) using L-mode coil.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 12. Total displacement propagation snapshots for (a) the flux-concentrating EMAT with dual-
mode coil, (b) the flux-concentrating EMAT with L-mode coil, (c) the ring-type EMAT with dual-mode
coil and (d) the ring-type EMAT with L-mode coil. The symmetry axis is the left dotted line.

4. Experiment

To verify the optimized performance of the flux-concentrating EMAT, a comparative
experiment was conducted between the ring-type EMAT and the flux-concentrating EMAT.
The schematic diagram of the experimental setup is shown in Figure 13. The magnets,
combined with the spiral coil to simultaneously transmit and receive signals, were placed
on top of the aluminum plate. The RPR-4000 pulse generator/receiver was chosen to excite
a high-frequency pulse through the spiral coil in the experiment, whose duplex protected
the preamplifier from the influence of the excitation pulse. The relevant parameters of the
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permanent magnet of the ring-type EMAT and the flux-concentrating EMAT are shown
in Table 1, and the fabrication of the magnet and coil are shown in Figures 14 and 15,
respectively. What is worth mentioning is that the angular sector magnets of the flux-
concentrating EMAT are hard to assemble because of the repulsive forces between adjacent
magnets. The magnets need to be glued together, and the outside is secured with a metal
ring. In addition, the center frequency of the excitation pulse was set as 1 MHz and the
peak voltage of the excitation signal was up to 730 V. The test specimen was an aluminum
plate with a thickness of 40 mm.

 

Figure 13. Experimental setup for measurement with EMATs.

  
(a) (b) 

Figure 14. The fabrication of permanent magnets of (a) the ring-type EMAT and (b) the flux-
concentrating EMAT.

The signal diagram, shown in Figure 16, of the dual-mode coil, which is shown in
Figure 15a, demonstrates how a 40 mm thick aluminum plate was obtained. It can be
seen that the time interval between the two bottom echoes measured by the ring-type
EMAT and the flux-concentrating EMAT is about 13 μs, but the amplitude of the bottom
echoes significantly increases. Compared with the amplitude of the signal received by the
ring-type EMAT, the first bottom echo is increased by 276%, and the second bottom echo is
increased by 391%.
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(a) (b) 

Figure 15. The fabrication of (a) dual-mode coil and (b) L-mode coil.

Figure 16. Signal diagram comparison of the ring-type EMAT and the flux-concentrating EMAT
using the dual-mode coil.

The experimental results show that the flux-concentrating EMAT with the radial-flux-
focusing magnet can simultaneously generate stronger longitudinal waves and shear waves.
Figure 16 shows that the back echo signal of the flux-concentrating EMAT is easy to identify
and has a high SNR. The first bottom echo is the longitudinal wave; the second bottom
echo is a mixture of longitudinal waves and shear waves; and the third bottom echo is the
longitudinal wave. In the signal diagram, we found a wave peak between two adjacent
bottom echoes, which was concluded from the simulation, as the shear wave signal was
generated by the wave mode transformation when the longitudinal wave reflected through
the surface or bottom.

To suppress the generation of shear waves and obtain pure longitudinal waves, the
L-mode coil shown in Figure 15b is used to measure the aluminum plate with a thickness
of 40 mm. The comparison diagram of measurement signals of the ring-type EMAT and
the flux-concentrating EMAT is shown in Figure 17.
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Figure 17. Signal diagram comparison of the ring-type EMAT and the flux-concentrating EMAT
using the L-mode coil.

From the longitudinal wave signal diagram shown in Figure 17, the L-mode coil can
suppress the generation of shear waves and stimulate purer longitudinal waves with better
signal recognition. Compared with the ring-type EMAT, the voltage amplitude of the first
bottom echo of the received signal increases by 202%.

5. Conclusions

In this paper, a flux-concentrating EMAT composed of a radial-flux-focusing magnet
is proposed. Based on the magnet of the ring-type EMAT, the radial-flux-focusing magnet
is filled with a radial-magnetized annular magnet, which can provide a strong horizontal-
radial magnetic field and a vertical axial magnetic field on the premise that the overall
volume of the magnet does not change significantly. The ring-type EMAT with a similar
structure and no magnetization is used for comparison.

Two-dimensional axisymmetric solid simulation models of the flux-concentrating
EMAT and the ring-type EMAT operating on the non-ferromagnetic aluminum specimen
were established to simulate the distribution of static magnetic flux. According to the
simulation results, the flux-concentrating EMAT can provide a stronger horizontal radial
magnetic field below the region of the No. 3 magnet and a vertical axial magnetic field in
the central area, compared to the ring-type EMAT.

Based on theoretical and finite element analysis, two kinds of spiral coils with different
sizes are designed: one is a longitudinal-wave EMAT, and the other is a dual-mode EMAT
that can excite both longitudinal waves and shear waves. According to the simulation
results, the flux-concentrating EMAT can improve the amplitude of the proposed wave
mode significantly.

Finally, the ring-type EMAT and the flux-concentrating EMAT were used to measure
the thickness of the 40 mm aluminum plate, and their received signals were compared.
When the dual-mode coil is used, the voltage amplitude of the signal received by the
flux-concentrating EMAT increases by 276% compared with the ring-type EMAT. When the
L-mode coil is used, the voltage amplitude increases by 202%. It is verified that under the
same pulse excitation, the received signal of the flux-concentrating EMAT is more accessible
to identify than that of the ring-type EMAT. The voltage amplitude increases significantly,
and the SNR is higher.
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The flux-concentrating EMAT is not easy to assemble but has a higher energy conver-
sion efficiency than the ring-type EMAT. Although the volume of the former is 63.7 cm3

and the volume of the latter is only 41.6 cm3, provided that the same static magnetic field
strength is needed, the flux-concentrating structure could be combined with more economi-
cal magnets of lower energy products, and different coils according to the distribution of
magnet direction could be used to achieve dual-mode excitation or pure longitudinal wave
excitation according to specific needs. For pure longitudinal wave excitation, the shear
wave signal is suppressed while the longitudinal wave signal is strengthened in resonant
ultrasound spectroscopy, thus the interference of shear waves to longitudinal waves is
greatly reduced. The designed EMAT could be applied to increase the detection speed in
the field of thickness measurement. For dual-mode excitation, the flux-concentrating EMAT
could have similar applications in elastic-constant extraction, which is consistent with other
similar studies [20,24]. Moreover, the cylindrical-design EMAT are fit for measuring the
axial stress of non-ferromagnetic cylinder-like aluminum bolts, and we hope to conduct
further research on this topic in the future.
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Abstract: Pipeline transportation is the main method for long-distance gas transportation; however,
ponding in the pipeline can affect transportation efficiency and even cause corrosion to the pipeline
in some cases. A non-destructive method to detect pipeline ponding using percussion acoustic
signals and a convolution neural network (CNN) is proposed in this paper. During the process
of detection, a constant energy spring impact hammer is used to apply an impact on the pipeline,
and the percussive acoustic signals are collected. A Mel spectrogram is used to extract the acoustic
feature of the percussive acoustic signal with different ponding volumes in the pipeline. The Mel
spectrogram is transferred to the input layer of the CNN and the convolutional kernel matrix of
the CNN realizes the recognition of pipeline ponding volume. The recognition results show that
the CNN can identify the amount of pipeline ponding with the percussive acoustic signals, which
use the Mel spectrogram as the acoustic feature. Compared with the support vector machine (SVM)
model and the decision tree model, the CNN model has better recognition performance. Therefore,
the percussion-based pipeline ponding detection using the convolutional neural network method
proposed in this paper has high application potential.

Keywords: pipeline ponding; percussion detection method; Mel spectrogram; convolutional neural
network (CNN)

1. Introduction

As a main method of oil and gas transportation, pipelines play an important role in
transporting supplies [1,2]. During their long-term service life, various types of pipeline
damages are related to pipeline ponding; corrosion, perforation, and leakage are not un-
common, and they usually bring about serious safety hazards to pipeline transportation [3].
Therefore, to ensure the safe and stable operation of pipelines, pipeline ponding detection
has become more important and urgent.

In pipeline ponding detection, changes in the ponding volume will cause changes in
the structural characteristics of the pipeline system composed of pipeline and ponding.
Therefore, some developed methods for the monitoring of structural characteristics may
provide an approach as the reference for pipeline ponding detection. In recent decades, sev-
eral common methods for pipeline structure characteristic detection have been introduced,
including the CCTV (closed-circuit television) inspection method [4], the ultrasonic testing
method [5] and the radiography method [6]. The CCTV inspection method presents very
rich internal information of the pipeline in the form of photos or videos [7] by a robotic
system with a camera [8]. However, the CCTV method is greatly affected by environmen-
tal factors, and its detection accuracy of the pipeline evaluation depends largely on the
quality of the hardware system and the experience of the inspectors [9]. The ultrasonic
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testing method can estimate the health state by analyzing reflection waves [10,11] in the
pipelines. It is sensitive to changes in structural state and can be related to several structural
characteristics [12]. However, the signals collected by the ultrasonic method are usually
accompanied with noise, and effective noise reduction methods are required to obtain
useful information [13,14]. The radiography method detects the pipeline by evaluating the
attenuation of the rays [15] which pass through the pipeline. This method can be used for
pipelines with complex geometric shapes [16]. However, its detection accuracy decreases
when it is employed for vertical angle defect detection [17], and the rays are harmful to
human health [18]. Therefore this method’s practical application is very limited.

Compared with the aforementioned detection approaches, the percussive detection
method [19–21] has the characteristics of deep detection and fast transmission speeds, and is
user-friendly [22]. It is used to determine the pipeline structure characteristic by the sounds
generated through impact on the pipeline under test [23]. Traditional percussive detection
method still requires engineering experience, which can be subjective and inefficient [24].
This is solved by using the powerful computing power of computers or the automatic
prediction and classification properties of machine learning. Furui Wang et al. proposed
a new percussion-based method using analytical modeling and numerical simulation,
whereby a percussion-induced sound pressure level (SPL) could be obtained via the acoustic
radiation mode approach. The corresponding numerical simulation was developed with
a focus on the acoustic–structure coupling, and the acoustic boundary conditions were
satisfied through a perfectly matched layer (PML) [25]. Liqiong Zheng et al. used Mel-
frequency cepstral coefficients (MFCCs) as the features of percussion-induced acoustics, and
support vector machine (SVM)-based machine learning was utilized to classify results [26].
Dongdong Chen et al. used power spectrum density (PSD) to process percussive sound,
and a decision tree machine (DTM) learning approach was used to classify results [27].

CNN, one of the representative algorithms of deep learning, which automatically
predicts and classifies the data [28], can overcome the drawbacks of percussive detection
methods that requires engineering experience, and can therefore obtain superior results
in visual classification tasks [29]. In the classification of audio data, as CNN cannot
process sound directly [30], the sound of digital signals is often converted into spectrogram
images [31] by a Short-time Fourier transform (STFT) or a wavelet transform. In particular,
the STFT is a low-complexity time–frequency method capable of analyzing non-stationary
signals which has a low computational burden [32]. However, the dimension of the
spectrogram after STFT is relatively high, resulting in a large amount of subsequent CNN
calculation, which increases the complexity of CNN learning. Furthermore, a nonlinear
transformation can be applied to the frequency axis after the STFT process, to obtain a Mel
spectrogram with lower dimensions, by compressing the frequency range [33]. This makes
it easier for the CNN to extract and process specific features.

This paper proposes a non-destructive detection method for pipeline ponding by refer-
ring to a pipeline structure characteristic detection method which combines the percussive
detection method and a CNN. During detection, a constant energy spring impact hammer
is first used to impact the pipeline under different ponding volumes to generate sound,
and the collected acoustic signals are converted into the Mel spectrogram. Then, the CNN
is used to perform a two-dimensional convolution operation on the Mel spectrogram and
the convolution kernel matrix, and realize the identification of pipelines with different
ponding volumes according to the output matrix. The rest of this paper is organized as
follows: Section 2 introduces the principle of percussion-based pipeline ponding detection
using CNN and network model evaluation metrics; Section 3 introduces the experimental
equipment and experimental procedures; Section 4 presents the experimental results and
comparative analysis with other recognition models; Section 5 summarizes the advantages
and disadvantages of the method proposed in this paper.
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2. Materials and Methods

2.1. Working Principle

The flowchart of the proposed method is presented in Figure 1. In general, it consists
of three steps: percussion signal acquisition, signal processing, and automatic pattern recog-
nition based on the CNN. In the first step, the acoustic signal generated by the percussion
on the pipeline with different ponding volumes was recorded by a microphone, where six
ponding volumes were considered. The signal processing step included three consecutive
processing stages: preprocessing, STFT method, and Mel filtering. Pre-processing was
applied to the percussion signal to delete any low-frequency interference components in the
sound signal, and to increase the proportion of high-frequency components. Then, using
both overlap and a Hamming window, the STFT was used to obtain the time–frequency
plane of the current signal. Finally, the Mel filtering was applied to the frequency axis
after the STFT to obtain the Mel spectrogram with lower dimensions by compressing the
frequency range, which made the CNN less computationally intensive. In the pattern recog-
nition step, a CNN is proposed to classify the ponding volume case in an automatic way.
It is worth noting that the time–frequency plane obtained through the Mel spectrogram
was treated as an image in order to implement a conventional two-dimensional (2D) CNN.
In the 2D CNN design, learning rates, batch sizes, and dataset split ratios were analyzed.

 
Figure 1. Schematic diagram of the working principles.

2.2. Mel Spectrogram

The Mel spectrogram is obtained with the following procedures:
I: Perform pre-processing of the selected signal including pre-emphasis, framing

and windowing;
II: Perform short-time Fourier transform of the pre-processed data;
III: Perform Mel filtering of the data after step II to obtain the Mel spectrogram.

2.3. CNN

The recognition process of the convolutional model can be divided into two parts:
CNN training and CNN recognition. In the training process of CNNs, the model parameters
and training steps are preset; then, the model parameters are continuously corrected
through the data forward propagation process, and error backward propagation process,
until the convolutional model meets the requirements. In the CNN recognition, the high-
dimensional features extracted by convolution and pooling operations are matched with
the trained model to output recognition results.

The structure of the CNN model proposed in this paper is shown in Figure 2. It consists
of four nonlinear trainable convolutional layers, four nonlinear fixed convolutional layers
(Pooling Layer) and one fully connected layer.
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Figure 2. The CNN model.

Among them, the role of the convolutional layer was to perform adaptive feature
extraction on the Mel spectrogram, which was achieved by convolutional operations of the
convolutional kernel matrix [34]. The operation of the convolutional layer is as follows:

Cl =
m

∑
x=1

n

∑
y=1

p

∑
z=1

ax,y,zωl
x,y,z + bl , l = 1, 2, . . . , q (1)

where l is the convolutional kernel number, Cl is the lth layer feature map of CNN, a is
the input of convolutional layer, ω is the weight matrix, b is the bias term of convolutional
kernel, and x, y, z are the different dimensions of the input data.

Adding a pooling layer after the convolution layer allows downsampling of the input
features while preserving the dominant features, which can reduce the model parameters
at the same time as suppressing overfitting [35]. The CNN model proposed in this paper
uses maximum value pooling, and its expression is:

Gl = downsamp(Hl) = maxHl(v1, v2) (2)

where Hl is the pooling layer input feature, Gl is the pooling layer output feature, and
(v1, v2) is the classification element that is pooled for the previous layer.

After the Mel spectrum is propagated through several convolutional and pooling
layers alternately, the fully connected layer network is relied upon to classify the extracted
features, and its expression is:

hl = f (Wl ∗ hl−1 + bl) (3)

where hl−1 is the output of the previous network layer, hl is the output of the current fully
connected layer, Wl is the weight, bl is the bias, and f (*) is the activation function.

2.4. CNN Model Evaluation Metrics

The performance of the final trained CNN model needed to be evaluated by corre-
sponding metrics [36]. Common evaluation metrics for classification tasks are Precision,
Recall, and F1-Measure [37,38], which have the following equations:

P =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)
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F1 =
2 ∗ P ∗ R

P + R
(6)

where TP indicates a positive sample is correctly identified as a positive sample, TN indicates
a negative sample is correctly identified as a negative sample, FP indicates a false positive
sample (which means a negative sample is incorrectly identified as a positive sample),
and FN indicates a false negative sample (which means a positive sample is incorrectly
identified as a negative sample).

3. Experimental Setup and Procedures

As shown in Figure 3, the pipeline was fixed by a holding device, a spring-loaded
impact hammer applied an impact on the middle position of the pipeline, and a microphone
with a frequency band of 10 Hz~20 kHz was placed about 5 cm away from the impact
position to capture the percussive acoustic signal generated by the impact. During the
experiments, the sampling rate of the data acquisition device was set to 100 kHz.

 
(a) 

 
(b) 

Figure 3. (a) Schematic of the experimental setup; (b) experimental setup.
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In the tests, six pipelines specimens with different dimensions were fabricated; the
dimensions of these specimens are listed in Table 1.

Table 1. Dimensions of the pipeline specimens.

Pipeline Number Outer Diameter/mm Inner Diameter/mm Length/mm

1# Φ32 Φ25 60
2# Φ32 Φ25 100
3# Φ42 Φ35 60
4# Φ42 Φ35 100
5# Φ48 Φ41 60
6# Φ48 Φ41 100

During the test, to simulate different ponding states of the pipelines, the specimens
were filled with different volume percentages of water. There were a total of six experi-
mental cases, which are listed in Table 2. The energy of each impact of the spring-loaded
hammer was constant at 1J. Only the selected signal was filtered with a band-pass filter
matching the microphone frequency, and 100 experiments were performed for each case.

Table 2. Different experimental cases with different volume percentage of water.

Name Value

Case 0 1 2 3 4 5
Water as a percentage of pipeline volume (%) 0 10 20 30 40 50

4. Experimental Results

4.1. Mel-Feature Extraction

The typical percussive sound signals of the pipeline with experimental cases are shown
in Figure 4.

Figure 4. One of the sound signals recorded by the microphone.

The filtered signals were then converted into a Mel spectrogram and the parameters [39,40]
were set, as shown in Table 3. The extracted Mel spectrogram features are shown in Figure 5.
The results show that the differences in the Mel spectrogram of the six ponding volumes of
the 1#pipeline are very small and difficult to distinguish with the naked eye.

4.2. Identification of the Amount of Ponding Volume in a Single Pipeline

Before the CNN is trained, a finer selection of other parameters such as learning rate
and batch size can be carried out. The learning rate determines the step size of adjusting
weights and error reduction in the training process. Figure 6 shows the obtained results for
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different learning rates by considering only one epoch. One epoch is a complete pass over
the entire dataset. The results demonstrate that extreme values have a negative impact on
accuracy. Therefore, in this work, a learning rate value of 0.01 was used, as it presented
a higher accuracy and accelerated the error convergence. Table 4 shows the results of
accuracy and computation time obtained using different values of batch size. The batch
size determines the size of the subset of the entire dataset used in each training iteration.
As indicated in Table 4, a small batch size value generates high accuracy, but results in a high
computation time. On the contrary, a high value of batch size reduces the computational
time, but the accuracy is negatively affected. In this regard, we chose a batch size of
30 because it provided high accuracy and a suitable computational time. Additionally,
SGDM was used as the optimizer and ReLU was used as the activation function.

Table 3. Mel spectrogram Parameters.

Name Value

Fs/Hz 100,000
Window Hamming

Window Length 2048
Overlap Length 1024

FFT Length 4096
NumBands 24

Figure 5. Mel spectrogram of 1#pipeline for 6 cases: (a) 0 case; (b) 1 case; (c) 2 case; (d) 3 case;
(e) 4 case; (f) 5 case.

After we selected the above-mentioned parameters, the CNN could be completely
trained and validated. However, before using the dataset to train the model, the whole
dataset needed to be divided into a training set and a validation set. With the dataset well
partitioned, the speed of model applications can be improved. If the partitioning is not
good, it can greatly affect the deployment of the model applications. Table 5 shows the
results of accuracy and computation time obtained using different ratios of dataset split.
This table demonstrates that the CNN model has the highest accuracy and its application
speed is optimal when the dataset splitting ratio is 7:3. Therefore, in the training process
of the convolutional model, 70 sets of data obtained under each experimental case were
randomly selected and converted into the Mel spectrogram, then input into the CNN as the
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training set. The remaining 30 sets were input into the trained CNN model as validation
sets to complete the recognition of the pipeline ponding volume.

Figure 6. Obtained accuracy for different learning rate values.

Table 4. Results for different batch size values.

Name Value

Batch size 5 10 15 20 25 30
Accuracy (%) 98.57 97.14 98.32 98.57 99.32 100

Time/s 529 267 170 131 104 94
Batch size 35 40 45 50 55 60

Accuracy (%) 98.73 93.10 91.67 84.76 86.19 83.24
Time/s 84 72 67 65 59 61

Batch size 65 70 75 80 85 90
Accuracy (%) 81.36 92.38 82.14 87.14 87.62 90.00

Time/s 54 55 48 49 41 42
Batch size 95 100

Accuracy (%) 87.62 91.43
Time/s 40 41

Table 5. Results of different splitting datasets.

Name Case

Dataset split ratio 1:1 3:2 7:3 4:1 9:1
Accuracy (%) 98.47 97.83 100 97.50 98.70

Time/s 86 92 81 97 129

The training process of the CNN model for six ponding volume cases in the 1#pipeline
is shown in Figure 7, and the recognition results are shown in Table 6.

Figure 7a shows that, with the increase in training times, the accuracy rate increases
alternately and its fluctuation is large; after the number of training times reaches 146, the
accuracy rate reaches 98.34%. Figure 7b indicates that the value of the loss function de-
creases continuously with the increase in training times, and finally stabilizes at about 0.086.
Table 6 shows the CNN predictions for different case validation sets, and it can be calculated
that the accuracies are 96.67%, 100%, 100%, 96.67%, 100% and 96.67%, respectively. The
results show that the proposed approach can classify different ponding volume cases with
high accuracy.
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Figure 7. The CNN model training process. (a) Accuracy (%), (b) Loss.

Table 6. The CNN identification results of the 1#pipeline.

Target Class

0 1 2 3 4 5

Predicted Class

0 29 0 0 0 0 0
1 1 30 0 0 0 0
2 0 0 30 1 0 0
3 0 0 0 29 0 0
4 0 0 0 0 30 1
5 0 0 0 0 0 29

Total accuracy (%) 98.34

4.3. The CNN Model Evaluation of Ponding Volume in Different Pipelines

Based on the proposed method, the recognition of ponding volume for different
pipelines was also performed. The three common evaluation metrics of Precision (P), Recall
(R), and F1-Measure (F1) in the classification task were chosen to evaluate the final trained
CNN model, as shown in Table 7.

Table 7. Three common evaluation metrics results of six pipeline dimensions.

1#Pipeline 2#Pipeline 3#Pipeline

R P F1 R P F1 R P F1

Case

0 96.7 100 98.3 100 96.8 98.4 100 100 100
1 100 96.8 98.4 100 100 100 100 90.5 95.2
2 100 96.8 98.4 100 100 100 90 100 94.7
3 96.7 100 98.3 100 100 100 100 100 100
4 100 96.8 98.4 96.7 100 98.3 100 100 100
5 96.7 100 98.3 100 100 100 100 100 100

4#Pipeline 5#Pipeline 6#Pipeline

R P F1 R P F1 R P F1

Case

0 100 96.8 98.4 100 100 100 100 100 100
1 100 100 100 100 100 100 100 100 100
2 96.7 100 98.3 100 100 100 100 100 100
3 100 96.8 98.4 100 100 100 96.7 96.7 96.7
4 100 100 100 96.7 100 98.3 96.7 100 98.3
5 96.7 100 98.3 100 96.8 98.4 100 96.8 98.4
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Table 7 demonstrates that the output performance of the six pipeline CNN models is an
accuracy rate of 90.9–100%, a recall rate of 90–100%, and an F1-Measure of 94.7–100%. The
results show the proposed approach is effective and the evaluation results can accurately
classify the ponding volume in different pipelines.

4.4. Comparison of Proposed CNN Model with Other Models

To compare the proposed method with the current common methods, experiments of
identical strategies but using DTM and SVM were conducted, with the Mel spectrogram
as the input image. The SVM process was performed with the LIBSVM toolbox [41], with
RBF as the kernel function and a kernel function with a parameter coefficient g of 2−27,
and a penalty factor coefficient c of 26 [22]. The DTM utilized the TreeBagger function, and
NumTrees is set to 50 [42]. These recognition results are shown in Figure 8.

Figure 8. Comparison of recognition accuracy of three models.

In Figure 8, the symbols of 1#, 2#, 3#, 4#, 5#, 6# denote six different pipelines as shown
in Table 1, respectively. This figure highlights that the recognition accuracies of the DTM
with ponding volume of six pipelines are between 88.25% and 94.67%, the recognition
accuracies of the SVM between 90.89% and 96.89%, and the recognition accuracies of the
CNN between 98.33% and 99.44%. This proves that the CNN recognition model is more
stable and has a higher accuracy than the other two models.

5. Conclusions

The paper has proposed a novel approach to identifying pipeline ponding volumes,
by combining the percussive detection method and a CNN. The proposed approach is
low-cost but user-friendly and effective. The experiment was performed based on the
proposed method and the experimental results show the effectivity and high accuracy of
the proposed recognition model. The major findings of the proposed approach can be
summarized as follows:

• The way of processing percussion-caused audio signal by converting to Mel spectro-
gram can be considered as a novel and cost-effective approach in detecting pipeline
ponding volume. It presents a simple but very effective acoustic signal processing
method;

• The actual output of the CNN is basically consistent with the theoretical output during
the proposed approach. The results demonstrate that the CNN recognition accuracy
reaches 98.34% and can be effectively adopted to pipeline ponding detection;
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• The proposed method is suitable for the detection of ponding volume in pipelines of
different specifications, and the output performance of the six pipelines in the CNN
models had an accuracy rate of 90.9–100%, a recall rate of 90–100%, and an F1-Measure
of 94.7–100%;

• The recognition accuracy of CNN falls between 98.33% and 99.44%, which indicates
that this recognition model has a more stable and superior performance than the DTM
recognition model and the SVM recognition model. Therefore, it can be concluded
that the method combining the percussive detection method and the CNN proposed
in this paper has better application prospects in pipeline ponding detection.

The research in this paper demonstrates the feasibility and effectiveness of the pro-
posed pipeline ponding detection method. The essence and mechanism of the proposed
method is identifying underlying dynamical characteristics of percussion-caused audio
signals of pipeline ponding. However, this paper also has its shortcomings: the length and
diameter of the six different pipelines selected were too singular to determine the effective
detection distance of the proposed percussion detection method. In follow-up research,
designing corresponding experiments to detect the effective distance of the percussive
detection method in pipeline health detection will become our research focus.
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Abstract: Fibre-reinforced composite laminates are frequently used in various engineering structures,
due to their increased weight-to-stiffness ratio, which allows to fulfil certain regulations of CO2

emissions. Limited inter-laminar strength makes composites prone to formation of various defects,
which leads to progressive degradation of residual strength and fatigue life of the structure. Using
ultrasonic guided waves is a common technique for assessing the structural integrity of composite
laminates. Phase velocity is one of the fundamental characteristics of guided waves and can be used
for defect detection, material property estimation, and evaluation of dispersion. In this paper, a
phase velocity reconstruction approach, based on the phase-shift method, was proposed, which uses
frequency sweep excitation to estimate velocity at specific frequency harmonics. In contrast to the
conventional phase spectrum technique, the proposed approach is applicable to the narrowband
piezoelectric transducers and suitable for the reconstruction of dispersion curves for direct, converted,
and multiple co-existing modes with high accuracy. The proposed technique was validated with
finite element simulations and experiments, both on isotropic and anisotropic structures, analysing
the direct, converted, and overlapped modes. The results demonstrated that, using the proposed
technique, the phase velocity dispersion can be reconstructed at −20 dB level bandwidth of the
transducer, with a relative error of ±4%, compared to the theoretical velocity predictions.

Keywords: guided waves; mechanical properties; phase velocity; non-destructive testing; composites

1. Introduction

The composites market is one of the strategic development areas of the European
Union, which aims to strengthen their competitiveness and extend the use of composites in
the sectors of aerospace, automotive, and renewable energy [1]. The current EU demand of
carbon fibre is estimated to be 35% of the global demand, and it will have an annual growth
of 10–12% [1,2], while the UK market will grow from 2.5 billion up to 10 billion pounds a
year by 2030 [3–5]. Fibre-reinforced composite laminates can offer increased strength- and
stiffness-to-weight ratios, which allow for meeting the demanding requirements of CO2
emissions. However, composites have limited interlaminar strength and are prone to forma-
tion of fibre breakage, matrix cracking, delaminations, porosity, and other structural defects.
Such defects are usually hidden and progressively degrade the residual strength and fatigue
life, eventually leading to sudden structural failure. Using ultrasonic guided waves is a
common method for periodic inspection and monitoring of structural integrity of plate-like
composite laminates, that offers large inspection areas and sensitivity to structural damage
of various kinds [6–8]. To date, many studies are available that employ guided waves for
the detection and quantification of impact damage [9–12], delaminations [13–17], and other
defects in composite laminates. Guided wave propagation in composites is determined by
many factors, including, but not limited to, multi-layered structure and anisotropy, object
boundaries, dispersion, multiple co-existing modes, and mode conversion. Phase velocity
is one of the fundamental properties of guided wave modes that depends on composi-
tion, structural integrity, elastic properties, and frequency-thickness product of composite.
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Velocity measurements can be exploited both for material characterisation and damage
detection, offering several benefits, such as validation of material properties, identification
of wave-packets in complex guided wave signals, and sizing of defects [18–20].

However, reconstruction of phase velocity from overlapped, multimodal signals, and
multi-layered anisotropic structures has been a long-standing problem. Initial phase veloc-
ity measurement approaches used threshold, zero crossing, or cross-correlation methods to
evaluate the time-of-flight (ToF) of well-isolated guided wave modes [21]. The threshold
method, in its simplest form, captures the time instance at which the signal crosses certain
amplitude level. As these methods are based on signal amplitude, they are susceptible to
noise and any other variation of the signal shape; hence, more advanced threshold-based
ToF evaluation methods, such as variable ratios or similarity-based double threshold, were
proposed [22,23]. The zero-crossing method seeks to obtain time instances at which the
amplitude of the signal is equal to zero. To improve the accuracy of ToF estimation, using
the zero-crossing technique, and avoid cycle skip problems, multiple zero-crossing points
are being estimated within the same signal [24]. It is known that zero-crossing technique
suffers from the phase uncertainty, especially at large propagation distances and under
significant dispersion, as it become impossible to follow signal phase of the elongating
wave packet and to avoid the cycle-skip. Recently, a technique based on zero-crossing and
spectrum decomposition was proposed which exploits signals measured at sufficiently
close distances and estimates the phase velocity, based on zero-crossing evaluation on
signals filtered with different bandpass filters [25]. Cross-correlation technique is based
on the measurement of correlation lag, between the received and reference signals. Such
technique is considered suitable for low signal-to-noise ratio (SNR) signals, while the ToF
accuracy mainly depends on the sampling ratio [26]. However, it is reported that cross-
correlation-based ToF estimation may become significantly biased while analysing signals
distorted due to scattering or dispersion [27].

The abovementioned ToF estimation methods can effectively be used for well-isolated
and undistorted signals; however, they usually fail in analysing the overlapped, multi-
modal, scattered, and dispersed responses. Model-based approaches can partly deal with
this problem by solving multi-dimensional and non-linear optimisation problems, while
fitting synthetic signals to a segment of ultrasonic structural response. By using matching
pursuit, chirplet transform, empirical mode decomposition or wavelet methods it is possi-
ble to decompose multimodal signals and to estimate their properties, such as frequency or
ToF [28–32]. However, model-based methods are usually computationally expensive, as
transformations are calculated in multi-dimensional space, while the selection of the mother
wavelet or atoms is non-trivial task and may lead to unexpected results. It has been demon-
strated that phase and group velocities can be reconstructed using phase-shift methods.
First proposed by Sachse [33] and used by Schumacher [34], phase-shift methods are based
on the estimation of the phase difference between transmitted and received signals, which is
proportional to propagation distance. Initially, phase-shift methods were extensively used
for bulk waves and later applied to laser-induced guided waves. In contrast to broadband
laser-based excitation, piezoelectric sensors, that are more cost effective and commonly
used in structural health monitoring applications, usually have quite narrow frequency
band, due to the type of excitation, vibration mode, and size of the transducer; hence, the
phase velocity reconstruction zone essentially becomes limited. Moreover, in order to avoid
phase ambiguity, the distance between transmitted and recorded signals is required to be
up to one wavelength, which limits spatial velocity distribution reconstruction capabilities.

In this paper, a phase velocity reconstruction approach is presented that uses phase-
shift method and excitation frequency sweep to obtain phase velocity estimations in the
entire band of transducer. Two sensors, positioned in close proximity, are used to record
signals propagated through the structure and estimate the phase-shift between the signals.
At each excitation frequency, the reconstruction of phase velocity is performed at specific
frequency components only, which correspond to the peak values of the magnitude spectra.
These peak frequencies depend on the frequency response of the excitation signal; hence,
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phase velocity values can be collected at different frequencies, allowing us to achieve a
wideband reconstruction. The validity of the approach is demonstrated through simulations
and experiments by reconstructing the phase velocities of S0 and converted A0 modes, as
well as identifying guided wave modes in complex multimodal signals.

In contrast to the classic phased spectrum method, the proposed approach allows
to reduce the relative error of the phase velocity reconstruction from ±11% to ±4% and
increase significantly the reconstruction bandwidth from −6 dB to −20 dB of the ultrasonic
probe. As a result, using only two signals, measured in close proximity, the proposed
phased spectrum method can achieve the reconstruction accuracy and bandwidth, which,
to date, could be achieved only with techniques that include scanning of the sensor over a
sufficiently large area.

2. Description of Proposed Phase Velocity Estimation Method

The proposed phase velocity reconstruction approach employs a classic phase-shift
method to estimate the velocity values at specific frequencies that correspond to peak
values of the magnitude spectra of received signal. By repeating this procedure at different
excitation frequencies, velocity values can be reconstructed at wide band, covering the
entire bandwidth of the transducer. Variation of the excitation frequency allow different
harmonics to be enhanced or suppressed, which is the key factor if reconstruction is
performed at peak values of magnitude spectra only. The algorithm of the proposed
method can be summarized with the following steps:

1. The transducer is driven by a burst at a central frequency of f 1, and the waveforms
ur1f1(t) and ur2f1(t) are registered with receivers r1 and r2, each positioned at a distances
d1 and d2 from the source (see Figure 1a for reference).

2. The waveforms ur1f1(t) and ur2f1(t) are windowed using the tapered cosine window
w(t) to isolate the wave packets of particular mode (see Figure 1b):

ur1f1w(t) = ur1f1(t)·w(t − t1), ur2f1w(t) = ur2f1(t)·w(t − t2) (1)

where ur1f1w(t) and ur2f1w(t) represent the windowed versions of the waveforms ur1f1(t) and

ur2f1(t), respectively; t1 and t2 correspond to the time instances of the maximum amplitude
of the wave packet.

(a) (b) 

Figure 1. (a) The example of the waveform, registered with receivers r1 and r2, at distances d1 and d2;
(b) the illustration of waveform windowing to isolate the wave packet of single mode.

3. Each waveform, ur1f1w(t) and ur2f1w(t), is shifted in the time domain by −tm1 and
−tm2, to avoid the uncertainties in the phase unwrapping procedure. The waveforms
can be shifted according to the centroid of signal [35] or maximum value of the Hilbert
envelope [36], in case of moderate dispersion:

ur1f1s(t) = ur1f1w(t + tm1), ur2f1s(t) = ur2f1w(t + tm2), (2)
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tm1 = arg
(

max
t

[
HT

∣∣ur1f1w(t)
∣∣]), tm2 = arg

(
max

t

[
HT

∣∣ur2f1w(t)
∣∣]),

where HT denotes the Hilbert transform; tm1 and tm2 are the time instances, which cor-
responds to the maximum of Hilbert envelope, in such a way that the influence of the
signal delay due to phase velocity is compensated. The shift in time domain is illustrated
in Figure 2a.

 
(a) (b) 

 
(c) 

Figure 2. (a) The illustration of the shift of waveform in time domain to the maximum value of the
Hilbert envelope; (b) the phase spectra of the waveforms, registered at distances d1 and d2; (c) the
normalized magnitude spectra of the waveform, captured with receiver r1 with the local maximum
frequency values (circle markers), at which the phase velocity values are estimated (square markers)
(dashed line represents the theoretical DC).

4. The complex frequency spectra of each time-shifted waveform, ur1f1s(t) and ur2f1s(t),
is obtained employing the Fourier transform:

Ur1f1(j f ) = FT
[
ur1f1s(t)

]
, Ur2f1(j f ) = FT

[
ur2f1s(t)

]
(3)

where FT represents the Fourier transform.

5. The phase difference Δφ(f ) between shifted signals ur1f1s(t) and ur2f1s(t), is estimated
for a given frequency band f (see Figure 2b):

Δϕf1( f ) =
(
αr1f1( f )− αr2f1( f )

)
, (4)
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αr1f1( f ) = arctan

[
Im

[
Ur1f1(j f )

]
Re
[
Ur1f1(j f )

]
]

, αr2f1( f ) = arctan

[
Im

[
Ur2f1(j f )

]
Re
[
Ur2f1(j f )

]
]

,

where Im and Re represent the imaginary and real of the complex Fourier spectra.
Note that the phases αr1f1(f ) and αr2f1(f ) are calculated in a range of [−π . . . π] ra-

dians. If the true phase of the particular frequency is less than −π radians, it will be
represented below the π radians. This means that some discontinuities will appear, in case
the phase goes beyond the ±π radian limit. Therefore, the phases αr1f1(f ) and αr2f1(f ) have
to be unwrapped.

6. The phase velocity, as a function of frequency, is calculated at particular frequencies,
f 1,k1, using a modified version of the phase spectrum method:

cp
(

f1,k1

)
=

2π f1,k1 d
Δϕf1

(
f1,k1

)− 2π f1,k1(tm1 − tm2)
, (5)

where f 1,k1 are the frequencies that corresponds to the peak values of the magnitude spectra
|Ur1f1(jf )| at excitation frequency f 1; k = 1 ÷ K1, K1—is the total number of detected peaks
at excitation frequency f 1, and d is the separation distance between the receivers r1 and r2
(d = d2 − d1). The frequency selection for phase velocity estimation is illustrated in Figure 2c.

7. The intermediate values of the phase velocities at other frequencies are obtained by
changing the excitation frequency to f 2 and repeating the whole routine described
above. The final result is obtained by combining the calculations at different excitation
frequencies f 1 . . . f N:

cp( f ) = sort
f

{
cp
(

f1,k1

)
, . . . , cp( fn,kn), . . . , cp

(
fN,kN

)}
, (6)

where N is the number of excitation frequencies used to drive the emitter.

The method presented above is applicable to flat structures with uniform thickness,
which can be multi-layered, anisotropic, or isotropic. In contrast to the conventional
phase spectrum method, it provides better accuracy of velocity estimation, which will be
demonstrated in the subsequent Chapter.

3. Experimental Validation on Isotropic Samples

In this section, the proposed phase velocity estimation approach is validated with the
appropriate experiments. For this purpose, the phase velocity values, extracted with the
proposed approach, are compared with the theoretical calculations, which were considered
a reference. In this study, the velocities of the S0 mode in the aluminium sample will
be analysed.

The experiments were carried out on the aluminium alloy 2024 T6 plate, which was
2 mm thick, 650 mm wide, and 1250 mm long. The well-known isotropic material was
deliberately selected for this study, in order to be able to compare the experimental results
with the theoretically estimated values. The S0 mode was launched into the structure by
attaching the thickness mode transducer to the edge of the Al plate, as is shown in Figure 3.
For the reception, two transducers, r1 and r2, possessing the same characteristics, were
bonded perpendicularly to the upper surface of the specimen at distances d1 = 450 mm and
d2 = 550 mm from the source (see Figure 3).

In this paper, transducers with a central frequency of 240 kHz and bandwidth of
340 kHz at −6 dB level were used. The frequency response of the probe can be seen in
Figure 4a. To reconstruct the dispersion curve under the wide band, two different scenarios
employing the square pulse excitation were used, as follows: n1 = 3 cycles, f 1 = 150 kHz;
and n2 = 3 cycles, f 2 = 200 kHz. Such excitation frequencies were deliberately selected,
according to the magnitude spectrum of excitation pulse, which can be seen in Figure 4b.
The results, presented in the figure, demonstrate that a minor shift of excitation frequency
from 150 to 200 kHz enables peak amplitudes of the magnitude spectra to be obtained at
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different frequencies. Moreover, the local maximum values, in case of 200 kHz excitation,
mostly correspond to the local minimum frequencies of 150 kHz excitation. Thus, excitation
under the selected frequencies enables a large variety of reconstruction frequencies to be
obtained. In this case, it was presumed that the selected excitation frequencies will provide
a sufficient amount of velocity values. In other cases, more excitation frequencies may be
used, exploiting the whole bandwidth of the transducer.

 
Figure 3. The schematic diagram of the experimental set-up for the validation of phase velocity
estimation method.

(a) (b) 

Figure 4. (a) The frequency response of the thickness mode transducer used for the experiments;
(b) the magnitude spectra of three cycles (150 kHz) (solid line) and three cycles (200 kHz) (dashed
line) square excitation pulse.

The experimental waveforms of the S0 mode, at distances d1 and d2, under the f 1 = 150
and f 2 = 200 kHz excitation, are presented in Figure 5a,b, respectively. The magnitude
spectra, |Ur1f1(jf )| and |Ur2f2(jf )|, of the windowed S0 mode wave packet can be seen in
Figure 5c. The frequencies at which the phase velocity values were extracted are indicated
with circle markers. Finally, the reconstructed dispersion curve of the phase velocity for
the S0 mode, along with theoretical estimation, is shown on Figure 5d. The theoretical
dispersion curve was calculated by employing the SAFE method and material properties of
aluminium 2024 T6 (the density: ρ = 2780 kg/m3; Young’s modulus: E = 72 GPa; Poisson’s
ratio: υ = 0.35).

The results in Figure 5d show that the phase velocities are reconstructed in the fre-
quency band up to 0.8 MHz. According to the frequency response of the transducer used
in this study (see Figure 4a), the technique enables the phase velocities in the −20 dB level
bandwidth of the actuator to be reconstructed. In this study, a total of K = 52 velocity values
were extracted at a band up to 1 MHz. This means that using two frequencies to drive the
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transducer, 52 reconstruction points were observed that correspond to peak frequencies
of the magnitude spectra. Such a number of reconstruction points is relative and depends
on the total number of excitation frequencies, N, and obtained number of peak values of
magnitude spectra, in case of each excitation frequency.

It is noteworthy that the general reliability of the phase spectrum method depends on
the proper selection of the time window to crop the wave packet of the single mode for
FFT. The proposed method implicitly assumes that only one mode is present at the selected
time window.

(a) (b) 

  
(c) (d) 

Figure 5. The experimental waveforms of the S0 mode, at distances d1 and d2, in case of (a) 150
(b) and 200 kHz excitation; (c) the magnitude spectra of windowed S0 mode at different excitation
frequencies; (d) the combined reconstruction of dispersion relations.

In order to estimate the agreement of the results with theoretical phase velocities, the
standard deviation (STD) was used as a measure of spread:

σ =

√√√√ 1
K1 − 1

K1

∑
i=1

∣∣(cp( fi)− ct( fi)
)− μ

∣∣2, (7)

μ =
1

K1

K1

∑
i=1

(
cp( fi)− ct( fi)

)
, (8)

where K1 is number of points in reconstructed phase velocities, cp(fi) is a vector of recon-
structed phase velocity values, and ct(fi) are the corresponding reference phase velocity
values, calculated using the SAFE method. The estimated standard deviation of the cal-
culated phase velocity values is σ = 161 m/s. This leads to the conclusion that 40 out of
52 velocity values (77%) are within the standard deviation range, as shown in Figure 6a.
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(a) (b) 

Figure 6. (a) The graphic representation of standard deviation, showing the spread of estimated
phase velocity values and (b) reconstruction of phase velocity dispersion curves using the classic
phased spectrum method.

The experimental results, presented in this section, demonstrate that proposed ap-
proach reconstructs the phase velocity values at frequencies up to 800 kHz for the selected
probe. At frequencies above 800 kHz, the approach starts to fail at capturing the pattern of
the dispersion curve. Hence, it can be said that the phase velocity values of the S0 mode
can be reconstructed at −20 dB bandwidth or 0.1 level of the transducer, according to
its normalized magnitude spectra, presented at Figure 4a. The standard deviation of the
reconstructed phase velocities, calculated according to Equation (7), is 161 m/s, which pro-
vides relative error of phase velocity estimation equal to ±3% for the S0 mode, calculated
according to:

δ =

(
σ × 100%

μct( f )

)
, (9)

where μct(f ) is the mean theoretical phase velocity value in the selected frequency band
under analysis.

In order to emphasize the achieved improvement, the signals of the S0 mode, obtained
at 200 kHz, were processed using classic phased spectrum method, described in [33,34].
The reconstructed phase velocity curve is presented at Figure 6b. The results indicate that
highest velocity reconstruction accuracy can be obtained at frequency band 200–340 kHz,
which corresponds to −6 dB bandwidth of the sensor. The standard deviation of the
S0 mode phase velocity reconstruction is estimated to be 592 m/s for the classic phase
spectrum method, which gives ±11% relative phase velocity reconstruction error. In can be
concluded that proposed approach allow to increase the reconstruction bandwidth, from
140 to 800 kHz, and reduce the relative velocity estimation error, from ±11% to ±3%, for
the S0 mode.

4. Identification of Converted Modes

In this section, the numerical validation of the proposed phase velocity reconstruction
method will be presented. The major focus will be given to the method performance, in
case the analysed signal is surrounded by the wave packets of other co-existing modes. To
achieve the purpose of this study, the phase velocities of the converted A0 mode will be
analysed, which convert from the S0 mode, due to the presence of notch.

To fulfil the scope of this research, the 3D linear structural mechanics finite element
model of isotropic aluminium alloy 2024 T6 plate (600 × 200 × 2 mm) is considered. The
top view of the analysed structure is presented on Figure 7. The S0 mode was initially
launched into the structure by applying the in-plane force to the shortest edge of the Al
plate. To generate the converted A0 mode, the vertical 36 mm wide (along x axis) crack-type
defect, with a depth of 66% of the plate thickness, was introduced by duplicating the
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nodes of the mesh. In such way, a complete disbond was simulated, without changing
the shape of finite element model. It was shown by the various researchers that, if a crack
is not symmetrical to the middle plane of the plate, according to the thickness, the mode
conversion takes place upon the wave interaction with the notch, and both the S0 and A0
modes are expected as the reflected and transmitted waves [37]. The defect was centred,
with respect to the short edge of the sample, and situated at the distance of 200 mm from
source of Lamb waves (see Figure 7).

Figure 7. Illustration of the set-up of numerical aluminium plate FE model with the notch.

Throughout the simulations, the ANSYS 17.1 implicit solver and 3D structural solid
solid64 finite elements were used, which are defined by eight nodes having three de-
grees of freedom at each node and 2 × 2 × 2 integration points. The finite elements
were hexahedrons, meshed using structured grid. Once again, two different scenarios
employing the square pulse excitation were used, as it was described in the previous
section. At first, the excitation pulse consisted of n1 = 3 cycles and a central frequency of
f 1 = 150 kHz. Meanwhile, in the second case, the Lamb waves were excited with n2 = 3 cycles
at f 2 = 200 kHz. The average mesh size was equal to 0.5 mm, which corresponds to 21 nodes
per wavelength for the slowest A0 mode at f 1 and 17 nodes per wavelength at f 2. The
integration steps in the time domain were 0.33 and 0.25 μs, respectively, which produces a
1/20 of the period, both at f 1 and at f 2. The variable monitored in this study was a vertical
component of particle velocity (y) along the centreline of the sample. The waveforms for
the phase velocity estimation were selected along the centreline of the sample at distances
d1 = 240 mm and d2 = 360 mm. The B-scan images of the longitudinal (z) and vertical com-
ponent (y) of the particle velocity, showing the S0 and converted A0 modes, are presented
in Figure 8a,b.

The simulated waveforms of the converted A0 modes, at distances d1 and d2, in case
of f 1 = 150 kHz and f 2 = 200 kHz excitation, are presented in Figure 9a,b. The selected time
windows to cut the wave packet of single mode are indicated with vertical dashed lines. The
magnitude spectra of windowed A0 mode, at frequencies f 1 and f 2, along with indicated
reconstruction frequencies, can be seen on Figure 9c. Finally, the comparison of estimated
DC, with the theoretical calculations, is shown on Figure 9d. The results demonstrate
a good match between the estimated results and theoretical phase velocities, calculated
with the SAFE method. The standard deviation of the reconstructed velocities is equal to
σ = 47.3 m/s. Overall, the K = 32 velocity values were extracted, while 20 (63%) of them were
within the range of standard deviation. Even though the number of reconstruction points is
less than from the experiments present in previous section, Figure 9d suggests that its quite
sufficient for the reconstruction of the segment of dispersion curve. The proposed approach is
not limited with two excitation frequencies; hence, the number of reconstruction points can be
increased if the segment of dispersion curve is not represented properly.
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(a) (b) 

Figure 8. The (a) longitudinal and (b) vertical component of particle velocity along the centreline of
the sample, in case of 150 kHz excitation.

 
(a) (b) 

 
(c) (d) 

Figure 9. The simulated waveforms of the converted A0 mode, at distances d1 and d2, in case of
(a) 150 and (b) 200 kHz excitation; (c) the magnitude spectra of windowed A0 mode at different
excitation frequencies; (d) the combined reconstruction of phase velocity dispersion curve along with
the theoretical estimation.

As it was mentioned previously, the time window selection ambiguity is quite essential
in the success of phase velocity reconstruction using phase-shift method, especially for
overlapped modes. Hence, the selected time window must hold the single mode only. For
complex structures, where signals undergo many reflections, the reconstruction can be
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quite uncertain. On the other hand, it will be demonstrated in the next chapter that phase
velocities can be estimated using part of the signal only. In such a case, the position of the
time window must be optimised, i.e., by solving a minimisation problem, to get reasonable
velocity reconstruction results.

5. Analysis of Multimodal Signals in Anisotropic Structures

In this section, the performance of the proposed phase velocity reconstruction ap-
proach is validated qualitatively by analysing the experimental multimodal signals in
an anisotropic structure. For this purpose, the experiments have been carried out in a
pitch-catch configuration on the 6-ply GFRP plate (biaxial: 0◦ and 90◦/bias: ±45◦/biaxial:
0◦ and 90◦), with dimensions xo = 2000, yo = 1000, and 4 mm thickness (see Figure 10).

Figure 10. The schematic diagram of the experiments for validation of phase velocity reconstruc-
tion approach.

The Lamb waves were generated using the MFC transducer, centred at the coordinates
xe = 500 mm, ye = 250 mm. It was bonded to the surface of the specimen using a thin
layer of gasket maker. The emitter was excited by a three-cycle square pulse, with a central
frequency of 100 kHz, where the fundamental A0 and S0 modes exist in the structure. In
this case, the measurements were recorded at a single excitation frequency. Two waveforms
were recorded along the wave path (0◦ propagation), at the distances d1 = 773 mm and
d2 = 895 mm from the source of Lamb waves (see Figure 10). The proposed phase velocity
estimation method was used to extract velocities of the four wave packets: direct S0, bottom
reflected S0, left top edge reflected S0, and direct A0 mode. The experimentally obtained
waveforms, at the distances d1 and d2, are presented in Figure 11a,b. The start and stop
points of the time windows used to crop the wave packets are indicated by dashed squares.

The reconstructed phase velocities of different reflections can be seen in Figure 12a–d.
The standard deviations for each case of reconstruction are summarized in Table 1. Note
that the reconstructed velocity values below 40 kHz were not considered in the calculations
of STD.

Table 1. The standard deviation of the estimated phase velocities for different GW mode packets.

Type of Mode Velocity Standard Deviation, σ (m/s)

S0 direct 97.4
S0 bottom edge 202.7
S0 left and top edge 224.5
A0 direct 51.5
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(a) 

 
(b) 

Figure 11. The experimental waveforms obtained on the GFRP sample along the propagation path, at
distances (a) d1 and (b) d2.

(a) (b) 

 
(c) (d) 

Figure 12. The reconstructed phase velocities of the S0 and A0 modes: (a) S0 direct; (b) S0 bottom
edge reflected; (c) S0 left and top edge reflected; (d) A0 direct.

The results presented above (Figure 12) were found to be in quite good agreement
with the theoretical calculations. It suggests that the proposed technique can be used with
a certain reliability to extract the phase velocities of GW and identify modes in complex
signals. The results show that the velocities of the direct modes are closer to the theoretical
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values, in comparison to the reflected ones. The average deviation for the direct modes (A0
and S0) is approximately 75 m/s, while for the reflected S0 modes, it is 213 m/s. Several
factors may influence the reliability of the results, though. First of all, the selected time
windows in Figure 11a,b (dashed squares) may give an idea that this procedure is not very
straightforward, especially for the reflected modes. As it turns out, in some cases, part of
the wave packet has to be cropped to get better velocity estimation. Another important
factor is the propagation distance, which varies for modes arriving at different directions.
It means that the distance (d) has to be predefined for each wave packet separately. If
the propagation distance is not known in advance, an additional error will be obtained.
The study revealed that the proposed velocity estimation technique gives an approximate
relative experimental error of ±4%, in comparison to theoretical predictions. Meanwhile,
for the incident modes, the relative error is always less than a ±2.5%. For example, the 2D
FFT method gives an error of approximately of 1% [38]. However, in the study above, the
authors used a set of 64 time series, spatially sampled at 1 mm, to achieve such accuracy.

6. Conclusions

In this paper, a phase velocity reconstruction approach, based on the phased spectrum
method, was developed, which exploits several excitation frequencies of the ultrasonic
probe and estimates phase velocity values at peak frequencies of the magnitude spectra.
The proposed approach allows us to reconstruct phase velocities with high accuracy in
wide frequency bandwidth using only two waveforms measured at close proximity. In
contrast to the classic phase spectrum method, the proposed technique offers an increased
reconstruction bandwidth (from −6 to −20 dB) and reduced relative error of phase velocity
reconstruction (from ±11% to ±4%). The main outcomes of the research can be summarized
as follows:

• It was found that the accuracy of the classic phase spectrum method can be improved
if several frequencies are used to drive the transducer, while the phase velocities are
reconstructed at peak values of Fourier spectra only. Such an approach allows us to
avoid low energy frequency components, where the velocity estimation error is likely
to increase.

• The initial experiments demonstrated that the proposed phased spectrum method can
increase the reconstruction bandwidth, from −6 to −20 dB, of the sensor and improve
the standard deviation of velocity reconstruction, from 592 to 161 m/s. For the
experimental S0 mode, this results in a velocity estimation relative error improvement,
from ±11% to ±3%.

• The finite element simulations demonstrated the applicability of the proposed ap-
proach in detecting converted guided wave modes. It was demonstrated that the
phase velocities of converted modes can be reconstructed with a standard deviation of
47.3 m/s, even if the modes are partly overlapped with direct waves.

• Finally, the proposed method was demonstrated to be appropriate for the analysis of
complex guided wave signals, with multiple co-existing modes. It was estimated that
average deviation for the direct modes (A0 and S0) is approximately 75 m/s, while for
the reflected S0 modes, it is 213 m/s. While analysing the overlapped complex guided
wave signals, the proper selection of time gate is the most important parameter for the
accuracy of reconstruction.

• It was estimated that the average phase velocity reconstruction error of the proposed
method, including both symmetrical and asymmetrical modes, is up to ±4%. The
classic phase spectrum method provides an approximate reconstruction error of ±11%.
Other techniques, reported in the literature, can achieve velocity reconstruction with
an average error of ±1%; however, at least 64 signals need to be acquired to achieve
such accuracy.
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Abstract: Gearboxes are widely used in drive systems of rotating machinery. The health status of
gearboxes considerably influences the normal and reliable operation of rotating machinery. When a
gearbox experiences tooth failure, a vibration signal with impulse features is excited. However, these
impulse features tend to be relatively weak and difficult to extract. To solve this problem, a novel
approach for gearbox fault feature extraction and fault diagnosis based on improved variational
mode extraction (VME) is proposed. Since the initial value of the desired mode center frequency and
the value of the penalty parameter in VME must be assigned, a short-time Fourier transform (STFT)
was performed, and a new index, the standard deviation of differential values of envelope maxima
positions (SDE), is proposed. The feasibility and effectiveness of the proposed approach was verified
by a simulation signal and two datasets associated with a gearbox test bench. The results demonstrate
that the VME-based approach outperforms the variational mode decomposition (VMD) approach.

Keywords: gearbox; variational mode extraction; short-time Fourier transform; SDE index; fault
feature extraction

1. Introduction

Gearboxes are widely used in rotating machinery, such as wind turbines, nuclear
power units, high-speed rail, and new energy vehicles, and their performance influences
the normal and reliable operation of rotating machinery. Gearboxes usually operate under
a dynamic load or in overload conditions and are prone to suffer from various kinds of
defects, such as fatigue pitting, wear, tooth spalling, and tooth fracture [1–3]. To evalu-
ate the operating status of rotating machinery and ensure safe production and effective
maintenance, it is important to monitor the gearbox condition and diagnose faults. When
a gearbox experiences tooth failure, the contact stiffness at the damage point changes,
and the meshing movement is not smooth during operation, exciting impulsive vibration.
When rotating machinery operates at a constant speed, impulsive vibration can be demon-
strated by periodic impulse features in the sampled vibration signal [4,5]. The impulse
feature frequency is closely related to the health status of the gearbox, which suggests
that different frequencies indicate different fault states [6]. Therefore, extracting the fault
feature frequency from the sampled vibration signal is a feasible solution for gearbox fault
diagnosis [7]. However, gearboxes usually consist of multiple rotating parts. The vibrations
excited by different parts are coupled to each other. In particular, the transient impulses
caused by the damaged part attenuate along the transmission path from the source to the
sensor, which is usually located on the casing. In addition, the sampled vibration signal
often contains environmental noise [8]. Therefore, extracting the weak impulse features
from vibration signals with heavy noise becomes a challenging task in practice [9–11].
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Essentially, the process of fault feature extraction comprises the elimination of noise
and interference components in vibration signals. An effective approach to solve this
problem is signal decomposition, the variants of which include wavelet decomposition
(WT) [12–14], empirical mode decomposition (EMD) [11,15,16], local mean decomposition
(LMD) [9,10,17,18], and empirical wavelet transform [19–22]. However, WT is not a self-
adaptive signal analysis method because it is restricted by the selection of the wavelet basis
function and number of decomposition levels [17]. Although EMD can self-adaptively
decompose a multimodulated signal into a series of intrinsic mode functions (IMFs), it lacks
a theoretical basis and has some inherent defects, such as sensitivity to noise, end effects,
and mode mixing [4,5,15,16]. Like EMD, LMD adaptively decomposes a multicomponent
signal into several single-component AM–FM signals but encounters several technical
problems, such as end effects and mode mixing [17,18]. EWT decomposes a signal into
several AM–FM monocomponents that have compact support in the Fourier spectrum;
however, the boundaries of the frequency partition are difficult to set, and this aspect may
result in inaccurate and even invalid components [21,22].

In 2014, Dragomiretskiy and Zosso proposed a novel signal processing method known
as variational mode decomposition (VMD) [23]. Based on complete mathematical princi-
ples, VMD decomposes a signal into an ensemble of band-limited subsignals, i.e., modes.
The mode compact around a center frequency is estimated online in a nonrecursive manner.
VMD is highly effective when applied to machinery fault diagnosis [5,24,25]. However, the
actual performance of VMD is critically affected by the mode number and quadratic penalty
parameter. Presetting the two parameters usually requires experience and experimentation.
Moreover, it is difficult to determine optimal preset values. To address these limitations,
many optimization algorithms, such as genetic optimization [26], particle swarm opti-
mization [25,27], grasshopper optimization [24,28], gray wolf optimization [29,30], cuckoo
search algorithm [31], artificial bee colony algorithm [32], and chaotic pigeon-inspired
optimization [33], have been studied and applied to achieve the optimal values for the two
parameters. Many parameter-optimized or -enhanced VMD methods have been proposed.
However, these optimization methods require a large number of iterative operations and
are time-consuming, resulting in a low computational efficiency [1], especially given the
quadratic penalty parameter usually takes a large value, and its optimal value needs to be
searched in a large range. Therefore, the enhanced VMD method combined with several
optimization algorithms must be further studied and discussed to enhance its practicality.

In gearbox fault-diagnosis applications, the fault feature information is usually in-
cluded in a certain frequency band of the sampled vibration signal. Therefore, among the
obtained modes of VMD, only one invaluable target mode exists, and the other modes may
not be as important. Selection of the target mode is challenging because some experience
and knowledge of fault diagnosis is required, or several indicators, such as kurtosis [26],
weighted kurtosis index [24,29,32], Shannon entropy [34], and sample entropy [35], must
be considered.

In 2017, Nazari and Sakhaei proposed a new efficient method known as variational
mode extraction (VME) to derive respiratory signals from ECG [36]. VME, which is based
on a similar principle as that of VMD, directly decomposes a signal into two modes, i.e., the
desired mode and residual signal. Therefore, VME resolves the difficulty of determining
the mode number and selecting the target mode associated with VMD. Nevertheless, the
application of VME necessitates the consideration of two key aspects. First, the initial
center frequency of the desired mode must be correctly preset according to the analyzed
signal. Otherwise, the desired mode may not contain valuable fault-related information.
Second, the penalty parameter must be set to an appropriate value. If the penalty parameter
value is excessively small, considerable noise and interference may remain in the desired
mode. Moreover, the penalty parameter value must not be excessively large; otherwise, the
desired mode may lose useful information.

Considering these aspects, this paper proposes an improved VME method, in which
the initial value of the desired mode center frequency is selected by the STFT spectrum, and
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the optimal value of the penalty parameter is determined using a novel index: the standard
deviation of differential values of envelope maxima positions (SDE). The subsequent
sections of this paper are organized as follows. The VME method is briefly introduced
in Section 2. Section 3 describes the effect of the initial value of the desired mode center
frequency and the penalty parameter value on the performance of VME, as well as the
methods to determine these parameters. The improved VME method for gearbox fault
diagnosis is summarized in Section 4. Two cases of gearbox fault vibration signal analysis
based on the improved VME method are described in Section 5. Concluding remarks are
presented in Section 6.

2. Variational Mode Extraction

2.1. Basic Theory

The basic principle of VME is similar to that of VMD; however, VME explicitly decom-
poses an original signal, x(t), into two modes: the desired mode, ud(t), and residual signal,
xr(t), as indicated in Equation (1):

x(t) = ud(t) + xr(t) (1)

where ud(t) is a compact function around the center frequency, ωd. In the application of
rotating machinery fault diagnosis, ud(t) denotes the fault feature component. To extract
ud(t) from x(t), the spectral overlap between the two components must be minimized. In
other words, xr(t) has the minimal energy in the frequency band of ud(t), particularly zero
energy in the center frequency, ωd of ud(t). Moreover, the sum of ud(t) and xr(t) must
completely reconstruct the original signal, x(t). Therefore, the mathematical model of the
VME method can be expressed by the constrained minimization problem in Equation (2):

min
ud,ωd, fr

{
α
∥∥∥∂t

[(
δ(t) + j

πt

)
∗ ud(t)

]
e−jωdt

∥∥∥2

2
+ ‖β(t) ∗ xr(t)‖2

2

}
s.t. ud(t) + xr(t) = x(t)

(2)

where ∂t denotes the partial derivative with time, t; δ(t) is the Dirac delta distribution; and
* is the convolution operator. β(t) represents the impulse response of the filter, which is
used to filter the frequencies in xr(t) overlapping with ud(t) and can be described as in
Equation (3):

β̂(ω) =
1

α(ω − ωd)
2 (3)

Combining Equations (2) and (3), it can be observed that the penalty parameter, α,
plays a critical role in controlling the balance between the compactness of ud(t) and spectral
overlap between ud(t) and xr(t).

To solve the constrained minimization problem, the Lagrangian multiplier, λ(t), is
introduced. Hence, the constrained minimization problem defined in Equation (2) can be
converted into an unconstrained optimization problem, as expressed in Equation (4):

L(ud, ωd, λ) = α
∥∥∥∂t

[(
δ(t) + j

πt

)
∗ ud(t)

]
e−jωdt

∥∥∥2

2
+ ‖β(t) ∗ xr(t)‖2

2

+‖x(t)− (ud(t) + xr(t))‖2
2 + 〈λ(t), x(t)− (ud(t) + xr(t))〉

(4)

According to Parseval’s theorem, the optimization problem presented in Equation (4)
can be rewritten in the frequency domain as in Equation (5):

L(ud, ωd, λ) = α‖j(ω − ωd)[(1 + sgn(ω)) · ûd(ω)]‖2
2 +

∥∥β̂(ω) · x̂r(ω)
∥∥2

2
+‖x̂(ω)− (ûd(ω) + x̂r(ω))‖2

2 +
〈
λ̂(ω), x̂(ω)− (ûd(ω) + x̂r(ω))

〉 (5)

The alternating direction method of multipliers (ADMM) is adopted to solve Equa-
tion (5) to identify the saddle point of the augmented Lagrangian expression. As the
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optimization problem is converted into a series of iterative suboptimization problems
solved by ADMM, the updating equations, in terms of ûd, ωd, and λ̂ are expressed as
Equations (6)–(8), respectively:

ûn+1
d (ω) =

x̂(ω) + α2(ω − ωn+1
d )

4 · ûn
d(ω) + λ̂(ω)/2[

1 + α2(ω − ωn+1
d )

4][
1 + 2α(ω − ωn

d)
2
] (6)

ωn+1
d =

∫ ∞
0 ω

∣∣∣ûn+1
d (ω)

∣∣∣2dω∫ ∞
0

∣∣∣ûn+1
d (ω)

∣∣∣2dω

(7)

λ̂n+1 = λ̂n + τ ·
⎡
⎣ x̂(ω)− ûn+1

d (ω)

1 + α2(ω − ωn+1
d )

4

⎤
⎦ (8)

where ûn
d(ω) is the obtained desired mode in the nth iteration with the center frequency

ωn
d, x̂(ω) represents the original signal Fourier transforms, n is the number of iterations,

and τ is the iteration step length. The steps involved in VME are as follows [36].
Step 1: initialize û1

d, ω1
d, λ̂1, and n = 1.

Step 2: update ûd and ωd according to Equations (6) and (7), respectively.
Step 3: update λ̂ according to Equation (8).
Step 4: n = n + 1; repeat Steps 2–3 until the iteration termination condition,

∥∥∥ûn+1
d − ûn

d

∥∥∥2

2∥∥ûn
d

∥∥2
2

< ε, (9)

is satisfied.
Step 5: obtain the desire mode, ud(t).

2.2. Analysis of Parameter Influence

In the implementation of VME, the update step size, τ, is often set as zero to ensure
that the algorithm converges effectively [36]. The value of the convergence tolerance, ε, de-
termines the reconstruction accuracy of the VME decomposition; therefore, this parameter
is usually set as an extremely small positive value (e.g., 1 × 10−6 in our experiments). The
performance of VME is significantly dependent on the decomposition parameters, such as
the initial center frequency, ωd, of the desired mode and penalty parameter α, which should
be preset in a restrained manner. The effects of these parameters on VME performance are
analyzed below.

(1) Initial center frequency, ωd, of the desired mode. The frequency band position of the
desired mode extracted from the original signal is determined by the initial value of
ωd. If the initial value of ωd is inappropriately initialized, the desired mode likely
does not contain valuable information. Although VME is not highly sensitive to the
initial ωd value, which can be preset in a wide range [36], the approximate range of
the initial ωd value must be reasonably determined.

(2) Penalty parameter α. As this parameter controls the compactness of the desired
mode, it also determines the degree of spectral overlap between the desired mode
and residual signal. When α is extremely small, the bandwidth of the desired mode is
extremely large; therefore, lots of interference components or additional noise may
be included in the desired mode, which can hinder the identification of valuable
information. Normally, parameter α is necessarily set to a large value to ensure that
the detected center frequency is closely related to the desired mode [36]. However,
when α is set to an extremely large value, the bandwidth of the desired mode is
extremely small, and part of the useful information may be lost, especially when the
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center frequency, ωd, is not appropriately set. Consequently, the penalty parameter, α,
must be preset to an appropriate value.

3. Simulation Analysis and Discussion

3.1. Simulation Signal Construction

This section describes the construction of a simulation vibration signal to evaluate the
effects of the initial center frequency, ωd, and penalty parameter, α, on the fault feature
extraction performance of VME. Considering these effects, methods to determine the two
parameters are established.

Consider a pair of engaged gears, in which one of the gears is assumed to have a local
damage fault. When the gears are operating smoothly, the fault vibration signal, s(t), can
be considered to be composed of three main components, including the multiple AM–FM
components, sm(t), induced by gear meshing and shaft rotation; a periodic impulsive
component, sp(t), excited by gear local damage; and additive noise, sn(t). The mathematical
model of the fault vibration signal, s(t), can be presented as:

s(t) = sm(t) + sp(t) + sn(t) (10)

sm(t) =
N

∑
n=1

X(n)[1 + an(t)] cos[2πnZ frt + ϕn + bn(t)] (11)

sp(t) =
K

∑
k=1

P(k)e−ζ(t−kT) cos[2πZ fr(t − kT)] (12)

where Z and f r are the number of teeth and rotation frequency of the damaged gear,
respectively; Z·f r denotes the meshing frequency of the gears, represented by f m, i.e.,
f m = Z·f r; N is the number of AM–FM components; X(n), ϕn, an(t), and bn(t) denote the
amplitude, initial phase, amplitude-modulation function, and phase-modulation function
of the nth AM-FM component, respectively; and K, ζ, and T denote the number, amplitude-
damping coefficient, and period of impulses, respectively. When the damage gear rotates
once, the fault impulse feature is triggered once; thus, T = 1/f r, and the fault feature
frequency, f 3f = f r. P(k) is the amplitude of the kth impulse. Furthermore, the modulation
functions, an(t) and bn(t), can be described as:{

an(t) = An cos(2πn frt + αn)
bn(t) = Bn cos(2πn frt + βn)

(13)

where An and αn denote the amplitude and phase of the amplitude-modulation function,
respectively, and Bn and βn denote the amplitude and phase of the phase-modulation
function, respectively. The fault vibration signal of this pair of gears can be simulated by
setting the appropriate values for the relevant parameters. The values of all parameters in
the simulated signal are listed in Table 1.

Table 1. Parameters of the simulation signal model.

Z f r f m N X(n) ϕn An αn Bn βn ς T

25 20 Hz 500 Hz 1 2 π 0.25 π 0.5 π 60π 0.05 s

The sampling frequency, f s, is set as 10 k Hz, and the sampling time, ts, is set as 0.4 s.
Therefore, the number of sampling points is 4000. In the sampling period, the first impulse
feature is assumed to appear at t1 = 0.025 s, and the number of impulses is K = �(ts − t1)·f r,
where �· denotes the floor function. The amplitude sequences, P(k) (k=1,2, . . . , 8), for
the impulses are obtained from a Gaussian distribution with a mean of 1.3 and standard
deviation of 0.2. White Gaussian noise is introduced such that the signal-to-noise ratio
(SNR) of the simulated signal is −8 dB. The time-domain waveform of the simulation
signal, s(t), is shown in Figure 1a. As the impulsive component is almost buried in the
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strong background noise, it is difficult to detect the fault by observing the amplitude of the
simulation signal. The square envelope spectrum (SES) [37] of the simulation signal, s(t), is
shown in Figure 1b, in which the Y-axis is the normalized amplitude obtained by dividing
each amplitude by the maximum amplitude. From the SES, the fault feature frequency
can be extracted, although it is easily disturbed by other frequency contents with large
amplitudes. VME is applied to extract the weak fault features from the simulation signal,
and further analysis is performed.

Figure 1. The simulation signal: (a) time–domain waveform and (b) SES.

3.2. Initial Value Estimation of ωd

As mentioned, the fault feature extraction effect of VME is highly dependent on the
initial value of the desired mode center frequency, ωd. An appropriate initial value of ωd
can help ensure that the desired mode contains complete and relatively pure fault features.
In this study, the initial value of ωd is selected using a short-time Fourier transform (STFT).

STFT is a classical method for joint time–frequency analysis that is suitable for not only
stationary signals but also time-varying, nonstationary signals. The basic idea of STFT is to
multiply the original signal by a fixed-length window function, assuming that the signal
section in the short time interval of the analysis window is stationary, and to implement a
Fourier transform (FT) for the signal section to obtain a local spectrum. By translating the
analysis window along the entire time horizon, the original signal is analyzed by FT in a
section-by-section manner, and a set of local spectra is obtained during each time interval.
Therefore, the basic calculation formula of STFT can be expressed as:

STFT{x(t)}(t, f ) =
∫ +∞

−∞
x(τ)g(τ − t)e−j2π f τdτ (14)

where x(t) is the original signal, t and τ denote the time, f denotes the frequency, and
g(τ − t) is a window function with the center at time t. For a given time, t, STFT(t, f ) can be
considered to be the FT spectrum. In particular, when the window function is set as 1, the
STFT degenerates into the traditional FT.

To obtain relatively optimal localization performance, the type and width of the
window function must be selected appropriately according to the signal characteristics.
In this study, considering the exponential attenuation tendency of the transient impulse
feature, the Gaussian window function is applied, and its length is set as 65 for a high
time resolution. The time–frequency spectrum of the simulated signal by STFT is shown
in Figure 2. Because of the heavy noise, the morphology and periodicity of the impulses
undergo considerable interference. Nevertheless, it can be seen that the impulses repeatedly
appear in a narrow frequency range centered at 500 Hz along the time axis. Therefore,
the initial center frequency, ωd, is set as 2π·500 rad/s, which can also be considered an
optimal value.
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Figure 2. STFT spectrum of the simulation signal.

Because a reliable basis for the selection of the penalty parameter, α, is not available,
the α value is set as 10,000, 80,000 and 150,000. Experimental results indicate that it is
reasonable to set α as 80,000 because the desired mode obtained using this value has
the fewest interference components, and the fault feature frequency can be successfully
extracted. When α is extremely small, the spectral overlap between the desired mode and
residual signal is large; therefore, the desired mode may contain many noise components.
When α is extremely large, the desired mode exhibits a high compactness. Thus, useful
components may be lost, and the signal may degenerate into a harmonic signal with a
frequency of ωd, from which the fault feature frequency cannot be extracted. Thus, an
optimal value must be set for the penalty parameter, α, which requires further study.

3.3. SDE Index

To investigate the effect of parameter settings on VME performance, it is critical to
construct an accurate objective function. The desired mode, ud(t), theoretically obtained
by VME contains a series of fault impulse features with as complete a periodicity as
possible and as little interference or noise as possible. To assess the periodicity and purity
of the desired mode, this paper proposes a new index called the standard deviation of
differential values of envelope maxima positions (SDE), which can be determined using
the following steps.

Step 1: Demodulate the desired mode, ud(t), using the Hilbert transform to obtain the
upper envelope, ued(t).

Step 2: Find the positions of the local maximum points in ued(t) that are greater than a
certain threshold, mth, expressed as:

mth = η · {max[ued(t)]− min[ued(t)]} (15)

where η is the threshold coefficient and, in this paper, all the η values are set as 0.25. These
positions of the target points are denoted by pi, i = 1, 2, . . . , N, where N is the number of
local maximum points.

Step 3: Calculate the differential values, dj, of series pn,

dj = pj+1 − pj, j = 1, 2, · · · , N − 1. (16)

Step 4: Calculate the standard deviation of series dj, i.e., SDE, and use it as the indicator
of the periodic fault impulse features.

SDE =

√√√√ 1
N − 1

N−1

∑
j=1

(
dj − d

)2
(17)
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where d is the mean value of dj.
Ideally, regardless of the amplitude differences between the fault impulses, the posi-

tions of the maximum amplitudes are uniform due to periodicity, and the calculated SDE
index is zero. In practice, the fault impulse features in vibration signals may not have strict
periodicity, causing the position intervals of the fault impulses to fluctuate slightly and
randomly. Nevertheless, the calculated SDE index is expected to be extremely small due to
the randomness of fault impulse occurrence positions. According to the calculation process
described above, in an ideal situation, the value of the SDE index is mainly determined by
the maximum value of each fault impulse feature. Therefore, the SDE index is adaptive
to the periodicity of fault impulse features and can clarify the purity of the fault-related
information in the desired mode obtained by VME.

3.4. Effect of α

To study the effect of the penalty parameter, α, on VME performance and to identify a
way to select an optimal value for α, the initial center frequency, ωd, is set as a fixed value
of 2π·500 rad/s, and the value of α increases gradually from αmin to αmax at a step size of
sα. At the nth step, the value, αn, of the penalty parameter is calculated as:

αn = αmin + (n − 1) · sα, n = 1, 2, · · · , (αmax − αmin)/sα (18)

For the simulation signal, αmin, αmin, and sα are set as 500, 150,000, and 500, respec-
tively. VME is implemented with a fixed ωd value of 2π·500 rad/s and different α values of
αn, n=1, 2, · · · , 299. The SDE index value for each desired mode is calculated. The curve of
the SDE index with different penalty parameter, α, values is shown in Figure 3.

Figure 3. Relationship between the SDE index and penalty parameter α.

In the initial stage of the curve, the SDE index acquires a small value. The main
reason for this is that as the value of α is extremely small, the obtained desired mode still
contains considerable noise, and the position distribution of the desired mode peaks has
strong randomness and uniformity. As the value of α continues to increase, the noise in
the obtained desired mode is gradually suppressed, the randomness and uniformity of
its peak distribution are broken, and the resulted values of the SDE index also increase.
When the noise in the desired mode is eliminated, the SDE index reaches its minimal
value due to the periodicity of fault impulse features. However, if the value of α is further
enhanced, the fault impulse features in the obtained desired mode will be suppressed,
especially those with small amplitudes, and the periodicity of the fault impulse features
will be disturbed, leading to nonuniformity of the peaks in the desired mode and a large
value of the SDE index. Such an analysis shows that when the SDE index reaches the
minimum value of 24.6712, the optimal value of α is obtained, expressed as αopt = 82,000.
VME achieves the optimal effect for fault impulse feature extraction. In other words, the
obtained desired mode exhibits minimal interference with the noise and exhibits the most
significant periodicity. The desired mode, along with its STFT spectrum, and the extracted
fault feature frequency using SES are shown in Figure 4.
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Figure 4. Desired mode obtained by VME with αopt = 82,000: (a) time−domain waveform, (b) STFT
spectrum, and (c) SES.

In addition, Figure 3 shows that the values of the SDE index vary slightly around
αopt. Within this varying interval, some other values of the SDE index are selected, e.g.,
SDE = 27.3522 and SDE = 24.8577, corresponding to α = 52,000 and α = 68,500, respectively.
The numerical experimental results show that the effects of α = 52,000 and α = 68,500 on
the VME performance are basically identical to those of αopt = 82,000. Therefore, although
there exists an optimal value for α, the performance of VME is not highly sensitive to α as
long as the α value is selected within a reasonable range, which can be easily estimated
using the α–SDE index curve.

3.5. Effect of Initial ωd

The influence of the penalty parameter, α, on VME performance is examined with
the initial center frequency ωd set as 2π·500 rad/s, as obtained using the STFT. Moreover,
the optimal value of α is αopt = 82,000. Thus, α is set as a fixed value of 82,000, and ωd
increases from ωdmin to ωdmax, with a step size of sω. At the nth step, the value of ωdn is
calculated as:

ωdn = ωdmin + (n − 1) · sω, n = 1, 2, · · · , (ωdmax − ωdmin)/sα (19)

As shown in Figure 2, periodic fault impulse features appear in a frequency band with
the center frequency, f d = 500 Hz. To include this frequency band, ωdmin, ωdmax, and sω

are set as 2π·300 rad/s, 2π·700 rad/s, and 2π rad/s, respectively. VME is implemented
with initial center frequency, ωdn (n = 1, 2, . . . , 401), to achieve the desired mode, and
the corresponding SDE index value is calculated. The curve of the SDE index with ωdn is
shown in Figure 5.

Figure 5. Relationship between the initial center frequency, ωd, and SDE index.
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The SDE index is minimized in the ωd range of 2π·425 to 2π·598 rad/s. In this range
of ωd, VME exhibits the same performance for periodic fault impulse feature extraction.
In other words, as long as the ωd value is estimated within an appropriate range, the
performance of VME is not sensitive to ωd. In practice, the targeted value range of ωd
can be clarified using the STFT spectrum, and a reasonable or optimal ωd value can be
easily obtained.

3.6. Comparative Study between the SDE Index and Other Indices

Many indicators have been proposed for impulse detection and fault feature extraction
from rotating machinery vibration signals. Examples of widely used indicators are kurto-
sis [1]; the weighted kurtosis index (also known as KCI) [24,29,32,38]; envelope kurtosis
(EK) [39]; the Gini index (GI) [40]; and entropy-class indices, such as information entropy
(IE, also known as Shannon entropy) [26,34], sample entropy (SE) [35,41], permutation
entropy (PE) [15], power spectral entropy (PSE) [42], envelope entropy (EE) [30], and
envelope spectrum entropy (ESE) [43]. To verify the superiority of the proposed SDE
index, the values of these 10 indices are calculated for the desired modes obtained by VME
with different penalty parameters, αn (n = 1, 2, . . . , 300). The relationship between these
10 indices and penalty parameter α are shown in Figure 6.

Figure 6. Relationship between different indices and penalty parameter α.

VME is equivalent to the implementation of a bandpass filter around the center
frequency, ωd, and the penalty parameter, α, determines the passband width of the filter.
Theoretically, when α is small, considerable noise and other interference components remain
in the desired mode. As α increases and the compactness of the desired mode intensifies,
the noise and interference components are gradually depressed. When α increases to a
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certain value, the optimal fault impulse features are obtained. As α further increases, the
fault-related features are damped accordingly, and the desired mode tends to be a single-
component signal in which the fault-related information may be completely lost. Therefore,
an effective index must achieve a significant extremum or sudden change in the search range
of α to ensure that it can indicate the possible optimal value of α. Considering this aspect,
the indices of kurtosis, KCI, GI, PE, PSE, and ESE cannot indicate the possible optimal α
value due to their monotonic changes, as shown in Figure 6a,c,d,g,h,j. Nevertheless, in the
search range of α, the EK index is minimized, as shown in Figure 6b, and the corresponding
value of α is 21,500. In contrast, the IE and EE indices are maximized, as shown in Figure 6e,i,
and the corresponding values of α are 32,500 and 9000, respectively. In addition, Figure 6f
shows that the SE index obtains a local maximum value, which indicates α to be 14,000.
Therefore, the optimal values of α are respectively assumed to be 9000 and 32,500, and the
obtained desired modes, together with their corresponding square envelope spectra, are
shown in Figures 7 and 8, respectively. Comparing Figures 8 and 9 with Figure 5, although
the differences between the performances of VME with different optimal α values are not
significant, the desired mode obtained through VME with the proposed SDE index has
fewer interference components. This outcome verifies the robustness of VME in response
to penalty parameter α and the superiority of the SDE index compared to other indices in
this application.

Figure 7. Desired mode obtained by VME with α = 9000: (a) time–domain waveform and (b) SES.

Figure 8. Desired mode obtained by VME with α = 32,500: (a) time–domain waveform and (b) SES.

Figure 9. Target mode obtained by VMD: (a) time–domain waveform and (b) SES.

3.7. Comparative Study between VME and VMD

To further evaluate the superiority of VME, the simulation vibration signal is decom-
posed using VMD. To ensure a fair comparison, the value of penalty parameter αd in VMD
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is the same as the previously obtained optimal value of penalty parameter α in VME, i.e.,
αd = 82,000. After several trials, the number of modes in VMD is determinately set as 8. In
the VMD results, the target mode that contains fault impulse features is the second mode,
as shown in Figure 9a. The SES of the target mode is shown in Figure 9b. Comparison of
Figures 4c and 9b shows that the desired mode obtained by VME is similar to the target
mode obtained by VMD, although the fault feature frequency can be successfully extracted
from either of the two modes. However, compared with VME, the VMD method exhibits
several deficiencies:

(1) The exact number of modes is not easy to determine, and the selection of the target
mode with valuable fault-related information is challenging to perform simultane-
ously. These two issues can be solved through trials or an optimization method;
however, the execution efficiency of VMD may decrease.

(2) Considerable noise is present in the target mode of VMD, and less noise is present in
the desired mode of VME. This phenomenon likely occurs because there exist certain
overlaps between the target mode and its previous and latter modes. Therefore, a
small amount of noise associated with the previous and latter modes remains in the
target mode.

As VME decomposes a signal into two layers, i.e., the desired mode and residual
signal, the problems of decomposed mode number determination and target mode selection
associated with VMD can be avoided. In addition, the penalty parameter, α, in VME only
adjusts the spectrum overlap degree between the desired mode and residual signal. In
contrast, the penalty parameter, αd, in VMD must balance the spectrum overlap between
all adjacent modes. Therefore, typically, the desired mode obtained by VME is purer than
the target mode obtained by VMD.

4. Improved VME Method for Gearbox Fault Diagnosis

Based on the previous analysis, this paper proposes an improved VME method to
extract the fault-related features from vibration signals for gearbox fault diagnosis. The
fault diagnosis process is shown in Figure 10. The main implementation steps are described
as follows.

Step 1: The time–frequency spectrum of the vibration signal sampled from the gearbox
is obtained using STFT to detect the approximate frequency band location of fault-related
features. Accordingly, the initial value of the center frequency, ωd, is selected and consid-
ered the optimal value.

Step 2: The value range of penalty parameter α is set as [αmin, αmax], and the increasing
step size is set as sα. Subsequently, α is increased from αmin. In the nth step, the α value is
expressed as αn.

Step 3: VME is implemented with parameter group [ωd, αn] in each step for the
original vibration signal to obtain the desired mode. The corresponding SDE index value
is calculated.

Step 4: Once α increases to αmax and the last SDE value is calculated, the α–SDE curve
is plotted. Using this curve, the optimal α value is selected as αopt, corresponding to the
minimal SDE index value.

Step 5: VME is implemented with the optimal parameter group [ωd, αopt] for the
original vibration signal to obtain the optimal desired mode.

Step 6: SES analysis is performed for the optimal desired mode to extract the fault
feature frequency and diagnose gearbox faults.
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Figure 10. Process flow of gearbox fault diagnosis based on improved VME.

5. Experimental Evaluation

As described in this section, two vibration datasets of gearboxes obtained using a
wind turbine gearbox simulation test bench are sampled and considered to verify the
effectiveness and feasibility of the improved VME method for gearbox fault diagnosis.

5.1. Gearbox Test Bench

The gearbox test bench is constructed to simulate the function of the wind turbine gear-
box and evaluate the gearbox fault diagnosis methods, shown in Figure 11. The mechanical
components in the test bench include the driving motor, cycloidal-pin planetary gear speed
reducer, double-row conic roller bearing, two-stage speed-increase planetary gearbox, one-
stage speed-increase parallel shaft gearbox, torque and speed sensors (±30 Nm torque
measurement range, 1024 line incremental encoder, and ±6000 rpm standard speed mea-
surement range), and load motor. The combination of the driving motor and cycloidal-pin
planetary gear speed reducer produces a low speed to simulate the wind turbine main shaft
speed. The combination of a two-stage speed-increase planetary gearbox and a one-stage
speed-increase parallel shaft gearbox is used to imitate the wind turbine gearbox with the
widely used configuration involving two-stage planetary and one-stage parallel shaft gear
transmission. In this study, the test object is the parallel shaft gearbox, which simulates the
high-speed stage prone to failure in a wind turbine gearbox. The gear ratio, gear modulus,
number of gear teeth, and number of pinion teeth of the parallel shaft gearbox are 2.45, 2,
54, and 22, respectively.
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Figure 11. Gearbox test bench.

Two types of gear damages, i.e., pinion-tooth partial fracture and gear-tooth fracture,
are manually induced in the experimental gearbox, as shown in Figure 12. Subsequently,
operational tests are conducted over the test bench for each fault state. In each test, the
load motor is set to operate in the power-generation state and output a torque of 3 Nm. An
IEPE (integrated-electronics piezoelectric) accelerometer (±50 g full scale range, 100 mV/g
sensitivity, and 0.2–5000 Hz frequency range) is mounted on the experimental gearbox
top cover using a suitable magnetic mount to acquire the vibration signal. The sampling
frequency of vibration signal is set as 5.12 kHz.

Figure 12. (a) Pinion-tooth partial fracture fault and (b) gear-tooth fracture fault.

5.2. Pinion Fault Vibration Dataset Analysis

In the fault state of the pinion-tooth partial fracture, the driving motor rotation speed
is set as 700 rpm. The experimental gearbox output rotation speed is 1347 rpm, as mea-
sured by the sensor. Therefore, the theoretical fault feature frequency of the pinion in the
experimental gearbox is calculated as f p = 22.45 Hz. The vibration dataset with 4000 points
sampled from the experimental gearbox is shown in Figure 13.

Figure 13. Sampled vibration dataset in the pinion fault state.

Because the fault impulse features exhibit significant periodicity in the time-domain
waveform, analysis of this dataset may not be fruitful. To more effectively reflect the
superiority of the proposed method, white Gaussian noise is added to the dataset to
ensure that the signal-to-noise ratio (SNR) is −7 dB. The obtained dataset with heavy noise
is shown in Figure 14a. Due to the low SNR, it is challenging to identify the impulse
features in the time-domain waveform. Figure 14b shows the SES of the obtained dataset.
Although a feature frequency of 21.76 Hz can be extracted using the SES, many interference
components and noise are included in the SES. The STFT spectrum of the noisy dataset is
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shown in Figure 14c. It is challenging to identify the impulse features in the waveform.
In the STFT spectrum, a few impulse features can be observed, but these features do not
exhibit any regularity. Nevertheless, the strongest impulse feature appears at a position
of approximately [0.4715 s, 1490 Hz], as shown in the red box of Figure 14c. Hence, the
initial center frequency, ωd, of the desired mode is accordingly selected as 2π·1490 rad/s.
The penalty parameter, α, is set to increase from 100 to 30,000, with a step size of 100.
Subsequently, in each step, VME is implemented with a fixed ωd value of 2π·1490 rad/s
and an increased α value pertaining to the current step. Moreover, the corresponding
SDE index value of the desired mode is calculated. The relationship between the penalty
parameter, α, and SDE index is represented as a curve in Figure 15.

Figure 14. Vibration dataset with additional noise: (a) time–domain waveform, (b) SES, and
(c) STFT spectrum.

Figure 15. Relationship between the penalty parameter, α, and SDE index.

Notably, the α value of 100 corresponding to the SDE index minimum value of 13.22 is
not the desired value for VME, as such a small SDE value is caused by strong random noise
in the obtained desired mode. In this scenario, the optimal α value must be considered
the value associated with the minimum SDE index value of 27.1316; hence, αopt = 12,400.
Accordingly, VME is implemented with an initial ωd value of 2π·1490 Hz and an opti-
mal α value of 12,400. The obtained desired mode and its STFT spectrum are shown in
Figure 16a,b, respectively. The noise in the desired mode is substantially eliminated, and
regular impulse features can be clearly observed. The SES of the desired mode is shown in
Figure 16c. The feature frequency of 21.76 Hz is successfully extracted, consistent with the
pinion fault feature frequency, f p.
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Figure 16. Desired mode obtained by VME with the optimal parameters: (a) time–domain waveform,
(b) STFT spectrum, and (c) SES.

Furthermore, the penalty parameter, α, is set as the fixed value of αopt = 12,400. Sub-
sequently, the initial center frequency, ωd, is set to gradually increase from 2π·1200 rad/s
to 2π·1600 rad/s in step sizes of 2π rad/s. The SDE index value of the desired mode in
each step is calculated. Based on these values, the relationship curve between ωd and the
SDE index is obtained, as shown in Figure 17. The findings indicate that the initial ωd
value, 2π·1490 rad/s, selected from the STFT spectrum is the optimal value that results in a
minimum SDE index value 27.1316. Notably, there exist more than one optimal initial ωd
value that minimizes the SDE index in the case of αopt = 12,400. Moreover, the ωd values
that minimize the SDE index are not continuous. Between the ωd values that minimize
the SDE index, there are some other ωd values that lead to large SDE index values. These
values are also the optimal initial ωd values, although their corresponding optimal α values
must be adjusted. For instance, we set the ωd value as 2π·1493 rad/s, leading to an SDE
index value 65.7457, and the obtained optimal α value is an arbitrary value in the range
of 12,600 to 13,000, rather than 12,400. In fact, as long as the selected ωd value lies in the
range of 2π·1474 to 2π·1521 rad/s that can be estimated by the STFT spectrum, it can be
considered the optimal ωd value. Nevertheless, its corresponding optimal α values may be
adjusted. Therefore, there exist numerous optimal values for the parameter combination
[ωd, α], and the proposed VME method can easily obtain a group of optimal parameters.
This outcome verifies the effectiveness and robustness of the SDE index and the practicality
of the proposed VME method.

Figure 17. Relationship between the initial center frequency, ωd, and SDE index.

To verify the effectiveness of the SDE index, the 10 indices mentioned above, i.e.,
kurtosis, KCI, EK, GI, IE, SE, PE, PSE, EE, and ESE, for the vibration dataset in this case are
calculated. As α increases, noise and interference components are first suppressed. When
α is up to a certain value, i.e., the optimal value, fault features will get the best presentation.
However, if α continues to increase, the fault features will be also suppressed. The rela-
tionship curves between α and the 10 indices are shown in Figure 18. Due to monotonous
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attenuation shown in Figure 18f,g, the SE and PE indices cannot indicate the optimal α
values. However, as shown in Figure 18a–e,h–j, all the other indices exhibit sudden changes
and achieve the maximum, minimum, or local extremum in the α range 10,200–10,800. In
this case, the optimal α values indicated by these indices are not considerably different
from that pertaining to the SDE index. Similarly, for the desired mode and fault feature
frequency extraction, VME with the optimal α value indicated by the SDE index achieves
the same performance as VME with the optimal α values indicated by the above indices.
This finding demonstrates that the performance of VME is robust to the penalty parameter
α. Moreover, this finding shows the effectiveness of the SDE index, although the SDE index
is different from the abovementioned existing indices.

Figure 18. Relationship between different indices and the penalty parameter, α.

To verify the superiority of the improved VME method, the classical VMD method
is applied to analyze the pinion fault vibration dataset. In the implementation of VMD,
the penalty parameter, α, is set as 12,400, similar to the value in the VME method, and the
mode number is set as 8, determined after several trials. By experience, the target mode is
selected as the fourth mode. The time-domain waveform and SES are shown in Figure 19.
Comparison of Figures 16 and 19 shows that, both the improved VME method and classical
VMD method can extract the pinion fault feature frequency from the vibration dataset with
heavy noise. Nevertheless, the implementation of VMD may require several trials and
experience, whereas the application of the improved VME method is more targeted and
thus simpler and more practicable.
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Figure 19. Target mode obtained by VMD: (a) time–domain waveform and (b) SES.

5.3. Gear Fault Vibration Dataset Analysis

The driving motor rotation speed is set as 900 rpm, and the experimental gearbox
output rotation speed is 1730 rpm, as measured by the sensor. Hence, the gear fault feature
frequency, f g, in the experimental gearbox is calculated as 11.77 Hz. The vibration dataset
with 4000 points sampled from the experimental gearbox is shown in Figure 20a. Because
of the heavy noise, the regular impulse features cannot be recognized in the time-domain
waveform. In the SES shown in Figure 20b, several fault-related spectrum lines can be
observed. However, the spectrum line at the fault feature frequency cannot be identified.
The STFT spectrum shown in Figure 20c indicates that intermittent but not significant fault
features occur at approximately 1400 Hz along the time axis.

Figure 20. Gear fault vibration dataset: (a) time–domain waveform, (b) SES, and (c) STFT spectrum.

In the implementation of the improved VME method for the gear fault vibration
dataset, the initial value of the center frequency, ωd, is selected as 2π·1400 rad/s. The
optimal value of penalty parameter α is searched in the range from 500 to 100,000, with
an increasing step of 100. The relationship between α and the SDE index is obtained
and represented by the curve shown in Figure 21. The optimal α value indicated by
the minimum SDE index value is αopt = 61,300. VME with the optimal parameter group
[ωd, αopt] is implemented for the vibration dataset. The obtained optimal desired mode
and its STFT spectrum are shown in Figure 22a,b, respectively. The periodic fault impulse
features are completely extracted with little noise. Figure 22c shows the SES of the optimal
desired mode. The extracted feature frequency of 11.52 Hz is the same as the gear fault
feature frequency, f g.
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Figure 21. Relationship between penalty parameter α and the SDE index.

Figure 22. Desired mode obtained by VME with the optimal parameters: (a) time–domain waveform,
(b) STFT spectrum, and (c) SES.

We set the penalty parameter, α, as a fixed value of 61300, and the initial value of the
center frequency, ωd, increases from 2π·1200 rad/s to 2π·1600 rad/s, with a step size of 2π
rad/s. Using the same method as mentioned previously, the relationship curves between
ωd and the SDE index are obtained, as shown in Figure 23. The value of 2π·1400 rad/s,
which minimizes the SDE index, is indeed the optimal value of ωd. In addition, any value
within the range of 2π·1368 rad/s to 2π·1434 rad/s can be considered the optimal initial
value of ωd. This aspect suggests that the performance of VME is highly robust to the
initial ωd value. Moreover, the appropriate initial ωd value can be selected using the STFT
spectrum in gearbox fault feature extraction.

Figure 23. Relationship between the initial center frequency, ωd, and SDE index.

Like in the previous case, the 10 indices, i.e., kurtosis, KCI, EK, GI, IE, SE, PE, PSE, EE,
and ESE for the gear vibration dataset are calculated, and the relationship curves between
α and the 10 indices are obtained. Except for the EK and EE indices which are shown
in Figure 24b,i, all the other indices vary monotonously with increasing α, as shown in
Figure 24a,c–h,j, and no extrema or sudden change values are observed. Therefore, these
indices cannot indicate the optimal values of α in the search range. Figure 24b shows that
the EK index is minimized, and its corresponding α value is 44,100. Figure 24i shows that a
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maximum value exists for the EE index, and the corresponding α value is 31,400. Results
of experiments show that the VME methods with different optimal α values indicated by
the SDE, EK, and EE indices exhibit similar performance for gear fault feature extraction.
However, considering the large differences between the three optimal α values, VME is
highly robust to α, and the optimal α value can be selected within a large range. This aspect
can be verified by the SDE index variation curve shown in Figure 21, in which the SDE
index presents a nearly horizontal varying trend in the α range of 8,300–61,300. As the
other indices do not have such an indicative function, the SDE index is considered superior.

Figure 24. Relationship between different indices and the penalty parameter, α.

Furthermore, VMD is used to analyze the gear fault vibration dataset. In the implemen-
tation of VMD, its penalty parameter is set to the same value as that in the VME method,
i.e., 61,300, and the number of decomposed modes is set as 8, which is an appropriate value
determined by several trials. The target mode containing valuable fault feature information
is the fourth mode. The corresponding time–domain waveform and SES are shown in
Figure 25. Although the gear fault feature frequency can be extracted from the target mode,
comparison of Figure 25 with Figure 22 shows that the desired mode obtained by VME
exhibits a smaller amount of noise and fewer interference components than that in the
target mode obtained by VMD.

Figure 25. Target mode obtained using VMD: (a) time–domain waveform and (b) SES.
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6. Conclusions

VME directly decomposes a signal into the desired mode and residual signal. Com-
pared with VMD, VME is more feasible to implement. The performance of VME is highly
robust to the initial value of the desired mode center frequency and the penalty parameter.
In the application of fault feature extraction and fault diagnosis for gearboxes, a reasonable
initial center frequency value can be easily selected using the STFT spectrum. Moreover, the
proposed SDE index can effectively indicate the optimal value of the penalty parameter and
is superior to the currently widely used kurtosis-class and entropy-class indices. Accord-
ingly, the proposed improved VME approach exhibits powerful anti-noise performance and
can thus extract clear and complete fault impulse features from gearbox vibration signals
with low SNRs. In addition, compared with the target mode extracted by VMD, the desired
mode extracted by the improved VME approach contains fewer noise and interference
components and thus achieves a superior effect for gearbox fault feature extraction. In the
future, we may use the improved VME approach in feature extraction of large-scale data
for gearboxes and develop intelligent fault diagnosis approaches based on deep learning.
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Abstract: Submarine power cables are expected to last 20 years without maintenance to be considered
technologically reliable enough and economically beneficial. One of the main issues facing this
target is the development of what is called commonly water-trees (nanometer-sized flaws filled
with residual humidity), that form within XLPE (cross-linked Polyethylene) insulators and then
migrate towards copper, thus leading to its corrosion and further to possible shut-down. Water trees
are resulting from the coalescence of nanovoids filled with residual humidity that migrate towards
copper under the combined effects of electrical forces and plastic deformation. The nanovoids are
originated during manufacturing, shipping, handling and embedding in deep seas. The formation of
these nanovoids leads to the degradation of the service lifetime of submarine power cables. Current
research is intended to come up with a way to go a little further towards the generalization of
coalescence of n nanovoids. In the perspective of multi-physics modeling, a preliminary 3D finite
element model was built. Although water voids are distributed randomly inside XLPE, in this study,
two extreme cases where the voids are present parallel and perpendicular to the copper surface, were
considered for simplification. This will enable checking the electric field effect on neighbouring voids,
in both cases as well as the influence of the proximity of the conductor on the plasticity of voids,
that further leads to their coalescence. It is worthwhile to note that assessing water-trees formation
and propagation through an experimental campaign of ageing tests may extend over decades. It
would therefore be an exceptional opportunity to be able to get insight into this mechanism through
numerical modeling that needs a much shorter time. The premilinary model suggested is expected to
be extended in the future so that to include more variables (distribution and shapes of nano-voids,
water pressure, molecular modeling, electric discharge.

Keywords: wind energy; Hi-Voltage Power cables; offshore; phase; water-trees; aging; numerical
modeling; XPLE insulator

1. Introduction

Offshore energy is one of the most prominent renewable energy resources which is
currently under development, globally. This energy generation relies on some critical
structures, among which are wind-blades and Hi-Voltage electrical transport cables that
connect offshore farms to onshore [1–6]. A lot of research is carried out to suggest the best
ways to maintain the reliability of offshore structures. The transport of wind-generated
energy is achieved by submarine Hi-Voltage Electric Power cables. Modern cables are
expected to go beyond simple embedded fiber-optics for telecommunications. In fact,
cables should absolutely carry optical fibers for strain and temperature monitoring, at
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various internal locations, over its total length [1]. These power cables once deployed in
deep-sea will work under demanding-environmental conditions for over 20 to 25 years and
efficient methods are necessary to predict their lifetimes [6]. The most preferred insulator
material is cross-linked polyethylene (XLPE) due to its high performance. It can be used
up to 420 kV system voltage. Figure 1 shows the complex structure of submarine power
cable. The deterioration phenomena that degrades the service lifespan of these XLPE power
cables is know as water treeing. Water-trees are very small voids of a few nano-meters as
depicted in Figure 2. Cable manufacturers and power suppliers need to understand the
influence of water-trees, their coalescence and their migration towards copper, that may
lead to corrosion with the fear of shutdown that will result in an economical catastrophe.

Figure 1. The components of a submarine power cable, Copyright ESCA [7].

Figure 2. The Electrical and water treeing shown in the polyethylene insulated cable in the left.
Electrical trees are grown from field-enhancing defects at the insulation interface, in the right water
trees growing from the conductor screen. Taken from [8].

A brief summary of bibliography defines water trees as nanovoids that need a residual
humidity within the insulation to propagate (not free water) and do not grow up under
low electrical voltage. Water trees are located in the insulation materials (Bow tie tress,
the case study of current article) as well as in the interface between the insulator and the
screen (Vented trees), from defects that exist at these both areas. During the elaboration
process of the insulator, many nanovoids are introduced in the dielectric (stream curing),
that absorb humidity and start to coalesce to form water-trees. Water-trees are partially
conductive tridimensional structures that look like plumes and are related to polymers
crystalline structures. Under the combined effects of high electrical voltage and residual
water, water-trees propagate and increase size by a channeling effects that took them
generally all the way to the conductor, which starts corroding. The bibliography pertaining
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to modeling of degradation by water-trees is numerous. Few examples just for reminder, the
growth of water tress are heavily influenced by external and internal factors. The external
factors (Operational) are when water trees arise during the process of manufacturing,
construction and installation [9,10]. Internal factors are the material factors of cables. A
lot of publications are available that cover the effects due to external factors on water
tree growth, but there is little literature available that addresses internal factors. There
is an increase in temperature of the insulator due to rising loads and electrical current,
which also triggers the formation of water-tress inside XLPE [11]. Thermal aging influence
during operational service was identified to be significant on several properties of the
insulation material (electrical, physico-chemical...). Thermal degradation was shown to
ease the initiation as well as the propagation of water-trees [9,10]. The same authors used a
modeling based on finite element along with Taguchi method to identify and study key-
factors that influence the electric field at the tip of water-trees initiated from the outer surface
of XLPE cable insulation. Dielectric properties of water-trees as well as the properties of
the insulation material were shown to have a heavy influence of the increase of tree tip’s
electric field intensity and this influence is higher than tree’s geometrical parameters. The
permittivity distribution within the water-tree has also been identified as the key-factor
over all others. Accelerated aging by water-trees based on increasing voltage, frequency as
well as various techniques of producing artificial water-trees have been used to get insight
into the influence of this aging on dielectric properties of the XPLE insulator [12]. It was
shown that the electric field at the tip of the water tree is increased due to the increase
of both the size and permittivity of the water-tree. However, there remains the question
whether accelerated aging is or is not representative of what is going on inside the cable.
Lin et al. [13] have modeled the effects of mechanical behavior on the size increase of
water-trees, at various temperatures. It was shown that the increase of size of water trees is
depending mainly on the mechanical behavior of the insulation material. It was also shown
that water tree propagation is slowed by the raise of temperature while reverse mechanism
is shown when yield strength is lowered. This adds to the fact that the development of
water trees is function of the electric field and residual humidity [14].

The pioneering article [2] that supports current work has suggested a model of the
coalescence of two neighbouring nano-voids. It is assumed that plastic deformation of the
nanovoids that arise from the combined effects of electrical field and mechanical loading is
responsible for two adjacent voids to coalesce, thus promoting the growth of water trees. In
this article, the growth of water trees due to internal factors was investigated by considering
some special cases.

Using computer modelling and numerical analysis a better understanding of electric
field distribution caused by water-treeing mechanism can be gained. Heuristically, a water
tree is a nanovoid that propagates under the influence of an electrical field and experimental
findings state that the study of water growth rates as a function of polymer morphology,
electric field strength and frequency would need very long time [8]. Water voids can be of
any shape but for the sake of simplicity, they are considered as ellipsoids [15].

Under the influence of alternating electric field, the XLPE material suffers from con-
tinuous Maxwell stress which leads to the fracture of molecular chains [16]. Water voids
connect through channels and that advancing in the direction of electric field, which causes
degradation of the dielectric strength of insulation [17] and also results in the migration of
water-trees to conductor followed by its corrosion with probable shutdown. The range of
electric fields considered for this analysis was 10 kV/mm to 100 kV/mm. This was then
applied to evaluate the effective plastic strain when water voids are placed in both parallel
and perpendicular to the conducting surface. Obviously these two extreme distributions
are not the only ones that can exist and there are a plethora of other cases. Nevertheless,
our current objective is to set-up a preliminary model that study the effects of the proximity
of nano-voids to copper conductor and of the Maxwell forces, as well as these same effects
when one moves away gradually from the conductor. This would allow us to better specify
the mechanisms when we will consider the random distributions of defects within the
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insulator. Except its concept, the article is not yet to be applied to industry. In fact, one
should keep in mind that experimental aging is extremely tedious, given the very high
aging resistance of XPLE. As a matter of fact, many researchers tried to extract results from
fast experimental tests although those tests are not representative of “natural” aging. So
the scope of current research is precisely to go towards simulation of natural aging of a
single phase (not the cable) using numerical modeling. For all work, the depth at the bed
sea where the cable is placed is considered to be 800 m (mean depth that was suggested
by a cable manufacturer). The effects of water pressure, the external temperature are not
studied, at this stage.

The electromechanical modeling is set-up to simulate an electromechanical system
before actual system is built to examine physical parameters of the system. The present
research was carried out in the electromechanics perspective, using COMSOL Multiphysics.
COMSOL Multiphysics is a finite element analysis solver that helps to conduct multiphysics
simulations. Each module in the physics interfaces that are available in this platform is
fully multiphysics enabled. There are various study capabilities that include stationery,
eigen frequency, time-dependent, frequency response, buckling, and parametric studies.

2. Previous Model

In a previous article [2], numerical models were developed that include a 3D Finite
Element (FE) analysis of a water void formed inside an insulator, using COMSOL Mul-
tiphysics software. In the perspective of this modeling, ellipsoids were considered [2]
and the displacement field of these water voids was proven to be function of the applied
electric field. At the tips of these water voids (modeled as ellipsoids), the strain is strongly
dependent on the relative distance between two neighboring nanovoids and the magnitude
of the applied electric field. The model that was proposed was a sort of introduction
towards the assessment of ageing of XPLE insulator, which is extremely tough to simulate
experimentally. Indeed, XPLE is a very well mastered material and experimental ageing
may take decades before delivering meaningful inputs. Such a study is a typical case where
appropriate numerical models can bring a strong support to researchers to figure out ageing
under coalescence of nanovoids (water-treing).

The initiation and development of water trees is function of the electric field and
leftover water substance [2,14]. The varied electric field coupled to the polarization effect
shapes water nanovoids into ellipsoids [15]. The application of an electric field actuates
high Maxwell stress close the tips of ellipsoidal water voids, resulting in their distortion.
Agreeing to [18], moderate electric fields of 10–50 KV/mm don’t cause permanent defor-
mation of water voids, whereas [19] demonstrated that electric fields over 100 KV/mm
cause plastic deformation. Hence, in our study an electric field of 50–100 KV/mm was
applied to assess the effective plastic strain generated at the tips of water voids. In relation
to a numerical study of water treeing in power cable insulation from a mechanical point of
view, refs. [20,21] detailed that weariness of insulation caused by dielectro-phoretic stresses
around the voids might lead to the development of water trees.

It was appeared [8] that water-trees growth proceeds through coalescence of ellipsoidal-
shaped nanovoids. Nanovoids were originating from extrusion process and also generated
when cables are under service, time water molecules reach the nanovoids, because excess
of humidity. After initiation, water-trees start their migration towards copper which cause
corrosion to propagate and damage cables. Figure 3 represents the steps involved in the
development of water trees. Ref. [2] proved that Maxwell stress increases as the relative
inter-voids distance decreases. That leads to the increase of the Von Mises stress. Figure 4
shows the close relationship between the effective plastic strain at the tips of the nanovoids
electric field. Typically, it demonstrated that the tips of water nanovoids reaching plasticity
with an increase in electric.
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Figure 3. Schematic representation of steps involved in the growth of water trees [2].

Figure 4. Effective plastic strain at the tips of ellipsoids with increasing electric field (50–250 kV/mm)
and decrease in distance between points B and C at distance 0.5 μm.
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The results of [2] shed some light on this juncture, in spite of the fact that significant
inquire yet to be done. We noted the significantly affects on the coalescence and formation
of water voids with respect to applied electric field and relative distance between two
adjacent nanovoids. In the current article, we went a little further to enlarge the research,
which may enable generalizing of previous model to coalescence of n voids at the step
level of a single phase (not the cable) and examining how these defects initiate corrosion of
copper. The continuation of this work is the aim of the current research.

3. Objective of Current Research

The void coalescence in XLPE power cable has a significance with respect to applied
electric field and the spacing between the nano-voids [2]. The present work is intended
to come up with a way towards the generalization of the coalescence of n nanovoids at
the step level of a single phase. For that, a preliminary 3D finite element model was
developed. A multi-physics model is presented and simulated the combined effects of
mechanical stress and electric field. In an insulator, water voids can occur in random
locations but for simplicity, two extreme scenarios were considered. In the first extreme
scenario, water voids were placed parallel to the copper surface and close to it, knowing
that the distance to copper has influence on plastic deformation of voids. In the second
scenario, the water voids were placed perpendicular to copper Surface. For both cases, the
idea upstream is to check the effects of Maxwell forces on nanovoids when their distance
from copper conductor is varied either when they are aligned horizontally and/or vertically.
Figure 5 shows the illustration of this project. The electric field varied from 10 kV/mm to
100 kV/mm.In all the work, he cable is assumed to be at a depth of 800 m and is considered
submitted to hydrostatic loading

In the Figure 5, Case 1 represents water voids placed parallel, Case 2 represents water
voids placed perpendicular and Case 3 represents random placement of water voids to
the electrical conductor. Figure 6 illustrates the one of the extreme cases where nanovoids
are placed parallel to the conductor of the single phase considered. The cuboid represents
XLPE insulator, which is attached to copper conductor. This model replicates submarine
power cables considered at a nano-scale. This article covers the different aspects of the
coalescence of nanovoids by preforming the following cases:

• calculating the displacement and von Mises stress of water voids placed perpendicular
and parallel to the copper surface with varied voltage;

• studying the plastic deformation of nanovoids placed in both configurations knowing
that plastic deformation of void tips is leading to their coalescence, then compare
the results.

The Section 4 of this article describes the modeling tools, the Section 5 describes the
multiphyics or coupled problem approach to understand the electro-mechanical problem
in this juncture and the Section 6 describes the results obtained.
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Figure 5. Illustration of the possible cases where voids can be placed in an insulator for the analysis.

Figure 6. CASE 1: Illustration of the case where nanovoids are put parallel to copper.

4. Numerical Modeling

4.1. Geometric Parameters

The amount of water content that can be present inside insulator is around 1% to 6%
of the total insulation volume [8]. The density is approximately 106 mm−3 [14]. In this
work, water void is considered as 0.1 μm. The number of voids present in each scenario
was limited to four as it was difficult to run the tests for a large number of voids in the
perspective of multi-physics modeling. As shown in the previous section, copper can
be represented as an empty cubic cell with conducting properties. The insulator can be
represented as a cubic cell in which water voids are presents in the form of ellipsoids. For
this study, the geometric parameters for each domain are considered as shown in Table 1.
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Table 1. Modeling parameters.

Name of the Domain Value Unit

XPLE l = 10, b = 10, h = 10 μm
Copper l = 10, b = 10, h = 10 μm

Water void (ellipsoid) a = 0.6, b = 0.6, c = 1.8 μm

FE Software

As mentioned earlier, modeling and simulation were carried-out using COMSOL
Multiphysics. This solver is most preferred in multiphysics perspective as it provides a
wide range of possible operating conditons and physical effects. The current case study was
carried-out using electro-mechanics module that is found under the structural mechanics
physics tree. For the sake of simplicity for the modeling and analysis, water voids were
considered as ellipsoids provided with the suitable materials [2].

4.2. Material Parameters

The material parameters that were used for each domain in this study are shown
in Tables 2–4.

Table 2. XPLE Properties [2].

Name Value Unit

Young’s Modulus 3.5 GPa
Relative permittivity 2.3 1

Poisson’s Ratio 0.3 kg/m3

Density 930 1
Electrical conductivity 1 × 10−15 S/m

Initial yield stress 18 MPa

Table 3. Properties of water-voids [2].

Name Value Unit

Electrical conductivity - -
Relative permittivity 80 1

Table 4. Properties of Copper [6].

Name Value Unit

Young’s Modulus 112 GPa
Relative permittivity 1 1

Poisson’s Ratio 0.30 1
Density of Copper 9400 kg/m3

Electrical conductivity 58.7 × 106 S/m

4.3. Electromechanics Model

A 3D electro-mechanics model is used to describe the deformation of water void at
the interface of the conductor and insulator of the single phase considered (not the cable).
Initially, a single water void is placed in between the two cubic cells and its deformation was
studied with varying electric potential. The equations that governs the electro-mechanics
module in COMSOL Multiphysics are:

−∇.σ = F (1)

−∇.D = ρ (2)
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Equation (1) is the equilibrium equation of continuum mechanics and Equation (2)
is the Gauss law of electricity where σ is the Cauchy stress tensor, F is the body force, D
is the electric displacement and ρ is the free charge density. The study was performed to
understand the distortion of water voids at their tips. Further, the study was extended to
understand the plastic deformation between them. The electric field intensity is the negative
of potential gradient as shown in Equation (3). The constitutive equations that relates the
electric field intensity and displacement (D) in an insulator is shown in Equation (4).

E = −∇V (3)

D = ε0εrE (4)

As mentioned earlier plastic deformation of water voids was studied using von
Mises yielding criterion. This study was achieved by using plasticity theory. By default,
the problem was first set to Linear elastic material and plasticity was added as a sub
node(attribute) to it. As we know, in the elastic region, the stress and strain are proportional
to each other. At some point, there will be yielding and that is the end of the elasticity. So,
we have to specify the initial yield stress. After this behaviour, the model meets perfect
plasticity (Figure 7).

Figure 7. Stress-Strain relationship.

In our case, as the electric field increases, von Mises stress also increases, especially
at the tips of ellipsoids (i.e., nanovoids). So, to study plasticity of water voids we found
a value during simulations where von Mises stress surpasses the yield strength of XLPE.
Figure 8 shows the meshing which was used for case 1. The coarse mesh was used for both
XLPE and Copper model, a normal mesh was used for ellipsoids.

Figure 8. Meshing in Case 1.
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5. Results and Discussion

To understand the deformation caused due to applied electric field, various simula-
tions were executed to gzt some interesting results. With the increase of electric field up to
250 kV/mm, von Mises stress also gets higher at the tips of water void void. At the tips of
two neighboring nanovoids the displacement is a function of their relative distance and on
the magnitude of the electric field [2].

5.1. Case 1: Water Voids Placed Parallel to the Copper Surface

As specified above, the first part of this study involves the placement of water voids
parallel to copper surface. Since the analysis was carried-out on several 3D voids present
in an insulator, to compensate with the computational cost and resources, the study was
limited to 100 kV/mm. Initially, the electric potential was provided to observe the displace-
ment of water voids. Then, the electric field was varied between 10 kV/mm to 100 kV/mm.
Figures 9 and 10 show the displacement of water voids and electric field distribution inside
XLPE of the single phase considered.

Figure 9. Deformation of voids at their tips. Note the colors of the nanovoids, especially red that
shows plastic deformation stage.

When the nano-voids are placed in the direction of electric field they suffer a maximum
deformation [2]. The deformation on the voids can also vary concerning the location inside
the insulator. Figure 11 shows the deformation as a form of displacement concerning the
electric field. As electric field increases the deformation also increases. Points A and C are
most likely to be deformed because they were placed nearer to the edge where the influence
will be higher.

As shown in the illustration, the points in the figures are the tips of the water voids. The
deformation of the voids also depends on their position and their alignment [2]. Generally,
for two voids to merge, it involves plastic deformation of the localized at the tips [2]. Now,
to study the merging of the material von Mises criterion was used. In a material, plastic
deformation is attained due to an external load and that is or electric field. This electric
field causes Maxwell stress to act along the voids surfaces.
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Figure 10. Electric field distribution inside XPLE.

Figure 11. Deformation vs electric field.

Figure 12 shows the increase of von Mises stress especially at tips. This is due to
the induced Maxwell stress. In this Figure 12 shows that at 80 kV/mm von Mises stress
surpasses the yield strength of XLPE.
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Figure 12. Von Mises stress vs. electrical field.

When Von Mises stress reaches a critical value which can be seen from the
Figure 12 water voids experience permanent deformation, 80 × 103 Pa. That is, at around
0.8 × 105 kV/m (i.e., 80 kV/mm) the plastic deformation is taking place at point G. In the
Figure 13 around 0.7 × 105 kV/m (i.e., 70 kV/mm) there is a huge shift of the slope in the
displacement as the electric filed increases and it shows that initial yield stress required for
studying plasticity is 1.4 × 1010 N/m2 . That means, at this critical value, voids experience
permanent deformation. And, at electric field 0.5 × 105 kV/m the equivalent plastic strain
was observed.

Figure 13. Plastic strain vs. electric field.
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5.2. Case 2 : Water Voids Placed Perpendicular to the Copper Surface

In this case, water voids were placed perpendicular to Copper. The entire procedure
is the same as case 1. As mentioned earlier, the deformation of voids is expressed as the
displacement at the tips of water voids, Figure 14.

Figure 14. Deformation as a function of Electric field for case 2.

The deformation of nanovoids at their tips was observed as electric field increased. The
affect on water voids due to electric field strictly depends on the placement of nanovoids
inside the insulator. As specified earlier, for two voids to merge, it involves plastic de-
formation of of the tips to take place [2]. Now, to study the failure of the material, von
Mises criterion was used. As shown in Figure 15, the nanovoids in this juncture most
likely execute permanent deformation and at 19 × 103 Pa. Around 0.7 × 105 kV/m (i.e.,
70 kV/mm) the plastic deformation is taking place at point D and followed by other void
tips in XLPE as shown in Figure 16.

The aim of the current research is to observe the plastic deformation at tips in both
cases and as the electric field increases the merging of localized zones are most likely
expand forming water trees. The spacing considered in the first scenario was different from
the second as the modeled configuration is different. The spacing considered was 2 μm
for the first scenario and whereas 1.8 μm for the second. In this analysis spacing was not
varied in any of the cases.

As specified in the Section 2, the void coalescence was studied at the tips of water
voids while setting the critical distance between the two adjacent water voids(i.e., nano
voids) as 2 μm and at an applied electric field of 225 kV/mm. In both cases, it we can
observe the cause of plastic deformation by high Von Mises stress and this Von Mises stress
was influenced by an amplified electric field. The localized damage will be achieved if
the order of plasticity increases. The plastic deformation caused by high von Mises stress
obtained from the influence of an amplified electric field at the tips of voids. From both the
cases, the results obtained helped us to visualize plastic deformation of nanovoids placed
at two extreme cases inside an insulating material.
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Figure 15. Von Mises stress vs. Electric field for case 2.

Figure 16. Equivalent plastic strain vs Electric field for case 2.

The plastically-deformed zones expand with increase of the electric field intensity and
the merging of voids will be initiated. This kind of model is interesting because it is difficult
to perform experimental analysis. As a top view of the modeling, this research tends to
indicate that numerical simulation of ageing by water trees can be approximated correctly.
The parameters that are critical for this mechanism to be activated can be accurately
identified and varied so that enabling insightful conclusions to be out-comed, which can
help to figure out how ageing proceeds in such critical structures. Of course, we are still
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far from a model that can be used by engineers. This will need to upgrade the model by
introducing many other variables such that the random distribution of nanovoids, the
variation of external temperature, the external pressure, the movement of cables... This
effort is currently under way.

6. Conclusions

Submarine power cables are expected to last 20 years without maintenance to be
considered technologically and economically reliable, enough. One of the main issues
facing this target is the development of what is called commonly water-trees (nanometer-
sized flaws) that form within XLPE insulators and then migrate towards copper, thus
leading to its corrosion and further to shut-down. Therefore, cable manufacturers are keen
to understand the possible parameters that influence the growth of water-trees. The results
achieved in this article were based on generalizing coalescence to nanovoids placed parallel
and perpendicular to the conductor of the single phase considered and gave a preliminary
understanding on the issues regarding the electrical breakdown. Two extreme cases, where
water voids placed parallel and perpendicular to the copper surface, were considered. The
simulations were run up to 100 kV/mm to understand the plastic deformation especially
at the water void’s tips, which leads to coalescence. The spacing between water voids
was kept minimum. As a future work, more variables that were not considered in current
article will be introduced (shape and distribution of voids, chemical aspects of voids
merging, effects of electric discharge, effect of water pressure...). Also, finer meshing can
be implemented to get more precise results. The coalescence at tips of water voids was
observed at 70 kV/mm for the first scenario, whereas 80 kV/mm for the second scenario
which is matching with the actual functional values. Based on this, one can conclude
that with the presence of n nanovoids, coalescence can happen at a much faster rate that
suspected, with a possible shutdown. As mentioned earlier, technically nano-voids can be
present in any configuration inside an insulator but two extreme cases were considered
for the sake of preliminary investigation. Future work can consider randomly distributed
nanovoids and check for the conditions of their merging. Significant research remains to
be done on the investigation of coalescence of n nanovoids with different densities and
temperature involved.
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Abstract: Damage identification is a key problem in the field of structural health monitoring, which
is of great significance to improve the reliability and safety of engineering structures. In the past, the
structural strain damage identification method based on specific damage index needs the designer to
have rich experience and background knowledge, and the designed damage index is hard to apply to
different structures. In this paper, a U-shaped efficient structural strain damage identification network
SDFormer (structural damage transformer) based on self-attention feature is proposed. SDFormer
regards the problem of structural strain damage identification as an image segmentation problem,
and introduces advanced image segmentation technology for structural damage identification. This
network takes the strain field map of the structure as the input, and then outputs the predicted
damage location and level. In the SDFormer, the low-level and high-level features are smoothly fused
by skip connection, and the self-attention module is used to obtain damage feature information, to
effectively improve the performance of the model. SDFormer can directly construct the mapping
between strain field map and damage distribution without complex damage index design. While
ensuring the accuracy, it improves the identification efficiency. The effectiveness and accuracy of the
model are verified by numerical experiments, and the performance of an advanced convolutional
neural network is compared. The results show that SDFormer has better performance than the
advanced convolutional neural network. Further, an anti-noise experiment is designed to verify the
anti-noise and robustness of the model. The anti-noise performance of SDFormer is better than that
of the comparison model in the anti-noise experimental results, which proves that the model has
good anti-noise and robustness.

Keywords: structural damage identification; strain field; transformer neural network; deep learning;
segmentation

1. Introduction

The long-term use of engineering structures often results in structural aging and
fatigue due to long-term external force load and the influence of various physical and
chemical factors, resulting in changes in size, shape, and their own material properties. The
resulting structural damage threatens the safe use of engineering structures. Therefore,
structural damage identification has always been a key issue in the field of structural health
monitoring. For large engineering structures, especially the key components that were
hard to disassemble for separate maintenance, non-destructive testing (NDT) technology
was mainly used to carry out regular maintenance and testing on engineering structural
parts. Its technical means include magnetic particle flaw [1], ultrasonic [2], X-ray [3], eddy
current [4], etc. However, these methods had some limitations. Magnetic particle testing
and eddy current testing were affected by the material and structure of the tested parts, and
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it was hard to detect the deep internal cracks in the structure. Ultrasonic testing was easy
to operate and has realized automatic testing, but it was not suitable for the identification
of complex structures, and it could not achieve real-time identification because of its low
efficiency. X-ray testing had a high detection efficiency, but it had radiation impact on
long-term workers. Moreover, these methods require inspectors to have rich experience
and there is a need to confirm and process the test data manually. These shortcomings
virtually increase the test cost.

With the progress of detection sensor technology, especially the emergence of fiber
Bragg grating sensing technology [5] and digital speckle measurement technology [6], the
acquisition of strain field data becomes convenient, and the damage identification method
based on strain modal data is widely used because of the high sensitivity of strain to local
damage. In the field of structural damage identification based on strain mode information,
the traditional method was to design a sensitive and accurate damage index to identify the
damage in the tested structure. Kaewunruen et al. [7] proposed a damage identification
index based on curvature analysis based on the strain measured by the fiber Bragg grating
strain sensor, which was used to identify the damaged cavity under railway sleeper. WL
Bayissa et al. [8] proposed spectral or mean strain energy (SSE) for structural damage
identification of plate-like structures, and a large number of numerical simulation studies
show that SSE index had high sensitivity to damage and good identification performance.
Fariba et al. [9] proposed a strain frequency response function (SFRF) for strain damage
identification of structures, and studies showed that their method had low error rate and
strong anti-noise ability.

However, the method of designing strain damage index needs a deep understanding
and background knowledge of the detected structure, and it was hard to migrate to different
application scenarios and different structures. Due to the popularity of sensors, structural
health monitoring has higher and higher requirements for real-time monitoring, and a
large number of sensor data need to be processed. The method based on strain damage
index struggled to overcome the problem of low data processing efficiency caused by data
explosion, and the environmental noise and unpredictable load in the actual scene would
lead to large deviation of strain damage index.

In recent years, with the rapid development of deep learning technology and big data
technology, the data-driven structural health monitoring had become a research hotspot.
Osama Abelijaber et al. [10] achieved damage location of truss steel structure by using a one-
dimensional convolutional neural network. Seokgoo Kim [11] proposed a convolutional
neural network based on signal segmentation to identify the damage of different gears
and achieved good results. Bao [12] imagized one-dimensional time series data and
trained the deep neural network on this basis, which was applied to abnormal acceleration
data detection of a long-span cable-stayed bridge, and achieved an accuracy of 87% with
satisfactory results. Hyo et al. [13] used convolutional neural network to predict the strain
changes of key structural points of concrete, to evaluate the life of concrete structures. Jinhua
Lin et al. [14] used X-ray detection images of forged parts to train convolutional neural
network for damage identification of forged parts, and obtained an accuracy rate of more
than 96% with high identification efficiency. Zhang et al. [15] proposed an improved deep
learning algorithm for crack identification on asphalt pavement. Their improvement gave
the algorithm higher accuracy and significantly reduced the probability of misjudgment.
Kumar et al. [16] proposed a two-stage fault detection and classification method designed
for a rotating motor, which combines numerical features and shallow neural network.
Jin and Chen [17] proposed a novel end-to-end intelligent vibration signal classification
framework based on modified transformer neural network, and proved that the proposed
method is better than the signal classification method based on convolution neural network
and recurrent neural network through two cases.

The structural damage location and identification method based on deep learning
could adaptively extract the structural feature information from the original response
data for damage identification. However, the current research is still limited to images or
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strain mode data of several key nodes for structural damage identification. Those methods
were restricted by external conditions such as insufficient illumination and detection
points, which limits its application scope. There was still a lack of a mapping method
between strain field data and structural damage information to realize real-time damage
identification. In recent years, the rapid development of deep learning in the field of
image semantic segmentation provides a new way to realize this idea. Fully convolutional
network (FCN) [18] was the first end-to-end deep convolution neural network (CNN) for
image semantic segmentation. It brings image semantic segmentation into the era of deep
learning. After FCN, the DeepLab [19] series and the PSPnet [20] network had brought
far-reaching hole convolution and feature pyramid structure, respectively, and their design
ideas have influenced others so far. UNet is the first deep convolution neural network using
symmetrical encoder-decoder structure for medical image segmentation. After combining
with residual network (ResNet) [21], the effect has been greatly improved, and its simple
symmetrical structure has been borrowed by most later deep neural networks. Since 2021,
the vision transformer network, represented by ViT [22], has defeated the traditional CNN
network in many tasks. In particular, the emergence of the swin transformer [23] has
brought the whole field of image segmentation into a new era. The accuracy of image
semantic segmentation is improving with the development of deep learning. At present,
there is still no relevant research trying to use image segmentation technology to segment
the strain field for structural damage identification. However, the research on damage
assessment of composite laminated structures by Tran-Ngoc et al. [24] and Samir Khatir
et al. [25] gives enlightenment to this study. In their research, the composite structure to be
detected is first meshed, and then damage identification is carried out based on specific
damage indicators combined with artificial neural network. Their research is still limited to
designing specific damage indicators for damage identification, but the idea of meshing
the detection area and then identifying each grid is worth learning from. Therefore, when
the mesh of the structure is dense enough, the problem of structural damage identification
can be regarded as an image segmentation problem, and then the current advanced depth
image segmentation algorithm can be used for structural damage identification.

In this paper, the structural damage identification problem based on strain field data
is regarded as an image semantic segmentation problem. With the help of deep learning
technology, a structural strain damage identification network combining encoder–decoder
configuration and advanced transformer structure, SDFormer, is proposed. This neural
network was trained by the simulation results, and the predicted damage map of the
structure was predicted from the strain field map. Compared with the real damage map,
the feasibility of the model was verified.

To present our method, this paper is organized as follows: Section 2 introduces
the process of the damage identification method and the proposed network architecture,
Section 3 describes the setup of the numerical experiment and results of the method,
Section 4 discusses the advantages and disadvantages of the method, and Section 5 contains
the conclusion of this paper.

2. Proposed Method

2.1. Overall Architecture

In this paper, a U-shaped network, structural damage transformer (SDFormer), which
is based on swin transformer [23], is proposed for structural strain damage identification.
The network takes the strain field as input and outputs the corresponding damage position
and level. The structural strain damage identification framework in this paper includes
three stages: generate strain damage dataset stage, training stage, and online testing stage,
as shown in Figure 1.

In the generate dataset stage, there are two ways to build the dataset: using the strain
field map detected by sensors or using the strain field map simulated by finite element
model. The dataset should include two parts: 1. strain field map; 2. the real damage map,
which should correspond to the strain field map one-to-one. The cost of tagging the strain
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field map dataset detected by sensors is prohibitive. Therefore, in this paper, the strain
field map simulated by finite element model is used to build the dataset. We preset the
structural damage location and level, and built the corresponding finite element model,
then obtained the simulated strain field map as the input of the neural network, and the
preset structural damage map as the real damage map label of the neural network. The
setting method of simulated damage is introduced in Section 3.

Figure 1. The structural strain damage identification framework.

In the training stage, the strain field data are processed into tensors with the size of
H × W × N, where H and W represent the length and width of the strain field, and N is
the number of channels of the strain field data. It corresponds to the strain data in x, y,
and xy directions respectively, N = 3. Then, the processed strain field data is used as the
input of the SDFormer. The SDFormer outputs the prediction probability tensor P with
the size of H × W × Cls, where H and W correspond to the size of the strain field, Cls is
the number of predicted damage categories, Cls = d + 1, where d is the number of preset
strain damage levels, and 1 refers to the normal category without damage. Three strain
damage levels of 20%, 40%, and 60% are preset in this paper. Therefore, Cls set in this paper
is 4. Pi,j,k is the probability of k-th damage of the element with coordinates (i, j). When
k = 0, it represents the probability of no strain damage of the element. The real damage
map T is processed into a [0,1] tensor with the size of H × W × Cls, too. Ti,j,k = 1 means
that the element with coordinate (i, j) produces the k-th damage. Then, P and T will be
used to calculate the gradient of the loss function to the SDFormer parameters, and use the
AdamW [26] algorithm to update the SDFormer parameters. This process is cycled until
loss converges to obtain the trained SDFormer.

In the online testing stage, the real-time detected strain field data is processed into
the format which is required by the network and input into SDFormer, then the output of
SDFormer is the predicted damage map.

2.2. SDFormer

The architecture of the proposed SDFormer in this paper is presented in Figure 2. The
SDFormer consists of patch block, encoder block, bottleneck, decoder block, and seghead,
in which the symmetrical encoder and decoder blocks are connected by skip connection.
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Figure 2. Overview of SDFormer network architecture.

In the patch block, the strain field map S would be split into several non-overlapping
patches with a size of 2 × 2, and then flattened. These flattened patches would be trans-
formed into vectors with length C by an linear embedding layer. The encoder block consists
of two swin transformer blocks and a patch merging layer. The feature map from the
previous layer would be processed by the swin transformer block first, and the processed
feature map is retained. The processed feature map would be sent to the patch merging
layer and the decoder block symmetrical to the current encoder block at the same time.
Then, patch merging downsamples the feature map to obtain the global feature information
and send it to the next layer. This design is very common in the field of computer vision.
In convolutional neural networks, a similar operation is the pooling layer. In fact, patch
merging is similar to patch block, except that it further merges the split patches, so we call
it patch merging. The bottleneck consists of two groups of symmetrical swin transformer
blocks. We could control the complexity of the model to meet the actual needs by adjusting
the number of swin transformer blocks in bottleneck. The decoder block performs the
opposite operation to the encoder block. The input feature map first goes through a pixel
shuffle [27] layer for upsampling, and then it would be concatenated with the feature
map from the symmetrical encoder block in the channel dimension and sent to the swin
transformer blocks, and the processed feature map would be sent to the next layer.

Finally, in SegHead, a pixel shuffle layer restores the feature map to the same size as
the input strain field map, and then obtains the final damage prediction probability tensor
P through the linear projection layer, which is a fully connected layer.

2.2.1. Patch Block and Patch Merging

In the patch block, the strain field map S is split into non-overlapping patches with a
size of 2× 2, and then flattened, as shown in Figure 3a. In this way, the size of S will change
from H × W × 3 to H

2 × W
2 × 12. Then, a fully connected layer is used to embed each patch,

and the feature dimension of each patch is transformed into C. In this paper, C = 64. The
size of the output feature map F is H

2 × W
2 × C.
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Figure 3. Patch block and patch merging: (a) Patch block: splits the strain field map and embeds
them. (b) Patch merging: concatenates the patch and re-embeds.

Patch merging merges the patches of the previous layer feature map, as shown in
Figure 3b. Similar to patch block, patch merging uses a 2 × 2 sliding window to split the
feature map and merge the patches in the window, so that its size changes from H ×W × C
to H

2 × W
2 × 4C. Then, a fully connected layer is used to reduce the dimension of the

embedded feature from 4C to 2C. Thus, the size of the feature map output by patch
merging is H

2 × W
2 × 2C. The calculation formula of patch merging is shown in Formulas (1)

and (2).
xl = MLP(PatchMerging(xl−1)) (1)

MLP(x) = wx + b (2)

where w ∈ R4C×2C is the weight of the full connection layer and b ∈ R2C is the bias of the
full connection layer. It is worth noting that w ∈ R4C×2C only affects the embedded feature
dimension.

2.2.2. Pixel Shuffle

Pixel shuffle [27] is a parameterless upper sampling layer. Its principle is to reorder
an input tensor to complete the upper sampling of the input tensor. Its mathematical
expression can be written as Formula (3)

PixelShu f f le(T)x,y,c = T�x/r,�y/r,C·mod(y,r)+C·mod(x,r)+c (3)

where T ∈ RH×W×C·r2
is the input tensor, r is the magnification of upsampling, and C is the

number of channels of the output tensor. When the size of input tensor is H × W × C · r2,
the size of output tensor is r · H × r · W × C.

In addition, a fully connected layer is added in front of the pixel shuffle layer to adjust
the embedded feature dimension of the input feature map to meet the requirements of the
pixel shuffle layer. In the SDFormer, all feature maps passing through the pixel shuffle
layer will be upsampled to twice the original size.
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2.2.3. Swin Transformer Block

The basic unit of SDFormer is the swin transformer block, which is an important
part in the encoder block, decoder block, or bottleneck. Different to the traditional multi-
head self-attention module, the swin transformer block is constructed by the multi-head
attention module based on fixed window and shifted window. The structure of the swin
transformer block is shown in Figure 4a, which includes four layernorm (LN) layers, a
window-based multi-head self-attention module (W-MSA), a shifted window-based multi-
head self-attention module (SW-MSA), and two multilayer perceptron (MLP) layers with
nonlinear activation function GeLU.

Figure 4. Overview of swin transformer block and the multi-head self-attention (MSA) module.
(a) Architecture of swin transformer block. (b) Calculation flow of multi-head self-attention (MSA)
module.

W-MSA splits the feature map into several non-overlapping windows, and then
calculates the local self-attention in each window, which can reduce the computational
complexity significantly while maintaining the global attention. At the same time, SW-MSA
is proposed to solve the disadvantage of lack of cross-window connection in W-MSA and
enhance the capability of the whole model, and cross-window connection is introduced on
the basis of SW-MSA and maintains its efficient computing power. The difference between
SW-MSA and W-MSA is that a window shift operation is added before W-MSA. This small
change makes the whole network model better able to deal with the global information. In
practical implementation, shifting the feature map achieves the same effect. W-MSA and
SW-MSA are used alternately to form a swin transformer block, which can be expressed by
the following formula:
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x̂l = W-MSA
(

LN
(

xl−1
))

+ xl−1 (4)

xl = MLP
(

LN
(

x̂l
))

+ x̂l (5)

x̂l+1 = SW-MSA
(

LN
(

xl
))

+ xl (6)

xl+1 = MLP
(

LN
(

x̂l+1
))

+ x̂l+1 (7)

LN(x) =
x − E[x]√
Var(x) + ε

· γ + β (8)

where x̂l and xl are the feature maps output by the ith (S)W-MSA module and MLP module,
respectively, E[x] is the mean value of x, Var(x) is the variance of x, ε is usually 1 × 10−5,
and γ and β are learnable affine transformation parameters. When calculating self-attention,
similar to previous studies [28,29], we first use an MLP layer to map the input embedding
feature vector into three vectors of the same size: query, key, and value. Then we calculate
the similarity between query and key, obtain an attention weight matrix after passing
through a softmax layer, and then multiply the attention weight matrix and the value to
obtain the final output. The formula of self-attention is as follows:

Attention(Q, K, V) = So f tMax
(

QKT
√

d
+ B

)
V (9)

where Q, K, V ∈ RM2×d are query, key, and value respectively, M is the window size for
calculating local self-attention, d is the dimension size of query or key, and B ∈ RM2×M2

represents an offset matrix. Since storing an M2 × M2 matrix requires a lot of memory,
and the relative position of the patch in the window is often between [−M + 1, M − 1], a
B̂ ∈ R(2M−1)×(2M−1) is usually used to save the value of B.

2.3. Loss and Optimizer

Subtle strain damage is very common in engineering structures. This makes the area
of strain damage account for a small part in the strain field map. Then, there is a serious
sample imbalance in the training data, which makes the model hard to fit. In order to solve
this problem, the following loss function is designed for model training:

L(y, p) = Ldice(y, p) + L f ocal(y, p) (10)

Ldice(y, p) = 1 − 2|y ∩ p|
|y|+ |p| (11)

L f ocal(y, p) = −αy(1 − p)γlog(p)− (1 − α)(1 − y)pγlog(1 − p) (12)

where y is the real damage map, p is the predicted damage map, |y ∩ p| is the area of
the intersection area between the real damage map and the predicted damage map, |y|
is the area of the real damage map, |p| is the area of the predicted damage map, α and γ
are adjustable super parameters, α defaults to 0.5, and γ defaults to 2. It can be seen that
when the predicted damage distribution is more similar to the real damage distribution,
the dice loss (Ldice) [30] is smaller. However, when dice loss encounters small damage that
is difficult to distinguish, there will be a problem that the overall loss value is very small
but the prediction effect is poor, resulting in difficulty in model convergence. Therefore, we
add a focal loss (L f ocal) [31] item to increase the loss of these difficult samples, making the
network more sensitive to such damage. In the training process, AdamW [26] algorithm
was used to train the model. AdamW algorithm is an improved version of Adam [32], and
its mathematical formula is as follows:
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gt = ∇ ft(θt−1) (13)

mt = β1mt−1 + (1 − β1)gt (14)

vt = β2vt−1 + (1 − β2)g2
t (15)

m̂t = mt/(1 − βt
1) (16)

v̂t = vt/(1 − βt
2) (17)

θt = θt−1 − ηt

(
αm̂t/(

√
v̂t + ε) + λθt−1

)
(18)

where θt is the network model parameter at time t; gt is the gradient of model parameters at
time t − 1; ηt is the learning rate at time t; mt is the first moment vector, mt=0 = 0; vt is the
second moment vector, vt=0 = 0; m̂t is the first moment vector after correcting the offset;
v̂t is the second moment vector after correcting the offset; β1 and β2 default to 0.9 and
0.999 respectively; α defaults to 0.001; ε defaults to 1 × 10−8; λ is the weight attenuation
coefficient, and it defaults to 0.01.

3. Numerical Experiments and Results

In this section, two finite element simulation datasets were constructed to verify the
effectiveness of the proposed SDFormer. Moreover, this study compares SDFormer with
three popular CNN methods, including UNet [33], PSPnet [20], and DeepLabV3 [19], where
ResNet-50 [21] was taken as the backbone network, to evaluate the performance of the
SDFormer. The loss function and optimization algorithm used in these network training
are consistent with SDFormer, as mentioned in Section 2.3.

3.1. Numerical Experiments Setup
3.1.1. Damage Simulation

It is a simple and practical method to simulate material damage by replacing the elastic
modulus of the original material with that of the damaged material. This method, based on
strain equivalence hypothesis, has been widely used because of its simple implementation.
In the strain equivalence hypothesis, the deformation of damaged material due to stress is
equivalent to the deformation of a hypothetical non-destructive material under stress, and
the actual effective bearing area of damaged material is equal to the virtual bearing area of
non-destructive material. Its mathematical formula is as follows:

σ′

E
=

σ

E′ (19)

σ′ = σ

1 − D
(20)

where E is the elastic modulus of undamaged material, E′ is the elastic modulus of damaged
material, σ is the nominal stress, and σ′ is the effective stress; D is the damage factor, and
its value is between 0 and 1. Combining Formulas (19) and (20):

D = 1 − E′

E
(21)

It can be seen that when there is no damage, D = 0, and the elastic modulus of the
material does not change. When complete damage occurs, D = 1, and the elastic modulus
of the material becomes 0. Based on Formula (21), this study sets up three kinds of damage
in the case of D = 0.2, D = 0.4, and D = 0.6 to construct the datasets.

In Case 1 and Case 2, the damage simulation is carried out according to the following
steps:

1. For the structural component S, the material Mat of S and the corresponding elastic
modulus E are known. The preset damage level D ∈ (0.2, 0.4, 0.6) defines four

229



Sensors 2022, 22, 2358

materials (three damaged materials and one undamaged material), in which the
undamaged material corresponds to Mat, the elastic modulus of the three damaged
materials is set as E′ = E(1 − D), according to Formula (21), and other material
properties are consistent with Mat.

2. Mesh S, and randomly select an area not exceeding 5% of the total area of the structure
for each damaged material. If the selected area of two damaged materials overlaps,
the one set later is the material of the overlapping area. In addition, other conditions
are consistent, and a damage sample finite element model is obtained.

3. The damage map and corresponding strain field data in X, Y, and XY directions are
obtained by solving the finite element model obtained in step 2.

4. Repeat steps 2 and 3 until enough data samples are obtained to construct the structural
strain damage dataset.

3.1.2. Case 1

In this case, a simply supported plate model was constructed, as shown in Figure 5.
The simply supported plate is a flat plate with a size of 640 mm × 640 mm composed
of shell elements. One end of the plate was fixed, and the other end was applied with a
uniformly distributed load of 1000 N/cm in the positive direction of the X-axis.

The default material of the plate is aluminum, the elastic modulus is 70 Gpa, the
Poisson’s ratio is 0.33, and the density is 2700 kg/m3. In this case, three damage levels
were set as mentioned in Section 3.1.1, i.e., 20%, 40%, and 60% material damage. Three
hypothetical materials were defined to simulate this damage. The elastic moduli of these
three hypothetical materials were 80%, 60%, and 40% of aluminum, respectively. Other
material properties are consistent with aluminum.

Figure 5. Schematic diagram of plate finite element model.

Following the four steps of damage simulation in Section 3.1.1, the plate model was
meshed according to the size of 10 mm × 10 mm, and 4096 finite elements were obtained.
The strain field data obtained by solving the finite element model would be saved as a tensor
with the size of 64 × 64 × 3 as the strain field map in the dataset, and the damage selection
area would be saved as the real damage map T(64×64) = (tij), where tij ∈ (0, 1, 2, 3) refers
to the damage level D = (0, 0.2, 0.4, 0.6). This process is repeated to obtain 2000 groups of
data samples under different damage conditions. In this paper, a Python script was used
to call ABAQUS to build this dataset. And an example of the plate dataset is shown in
Figure 6.
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Figure 6. Example of plate dataset.

3.1.3. Case 2

In this case, a strain damage dataset of a sleeper beam of a metro train is constructed.
The sleeper beam of the metro train is shown in Figure 7a, and is composed of a cover plate,
a bottom plate, and reinforcing structures in the middle.

This case takes the strain damage identification of the cover plate of a sleeper beam as
the research task, as shown in Figure 7b. The cover plate of the sleeper beam is a rectangular
non-perforated plate. As an important component of bearing and connecting the vehicle
body and traveling part, the state of the cover plate is related to the driving safety of the
train. However, the damage of the sleeper cover plate is hard to detect because of the
particularity of the sleeper position. Thus, this case expects to use the method proposed
in this paper to conduct the real-time strain damage identification of the sleeper beam
cover plate.

Figure 7. Schematic diagram of sleeper beam. (a) Overall structure of the sleeper beam. (b) Top
view of the sleeper beam, the length of the cover plate is 264 cm and the width is 64cm. (c) Front
view of the sleeper beam, the height of the sleeper beam is 10 cm. (d) The lower cover plate of the
sleeper beam.

In this case, the size of the cover plate of the sleeper beam was 2640 mm × 640 mm ×
10 mm. The bottom plate of the sleeper beam is fixed, and a uniform load of 0.3 Mpa in the
−z direction is applied to the cover plate. The default material of the sleeper beam is steel,
the elastic modulus is 206 GPa, the Poisson’s ratio is 0.3, and the density is 7850 kg/m3.
Similar to Case 1, this case also sets the same three damage levels. Three hypothetical
materials were defined to simulate this damage. The elastic moduli of the three hypothetical
materials are 80%, 60%, and 40% of steel, respectively. Other material properties were
consistent with steel.

Following the four steps of damage simulation in Section 3.1.1, the cover plate was
meshed according to the size of 10 mm × 10 mm, and 16,896 finite elements were obtained.
The strain field data obtained by solving the finite element model would be saved as a tensor
with the size of 264 × 64 × 3 as the strain field map in the dataset, and the damage selection
area would be saved as the real damage map T(264×64) = (tij), where tij ∈ (0, 1, 2, 3) refers
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to the damage level D = (0, 0.2, 0.4, 0.6). This process is repeated to obtain 2000 groups of
data samples under different damage conditions. The dataset of this case is also built by
calling ABAQUS with Python script. And an example of the sleeper beam dataset is shown
in Figure 8.

Figure 8. Example of sleeper beam dataset.

3.1.4. Evaluation Metrics

In this paper, mean intersection over union (MIoU) is used to evaluate the performance
of each model. MIoU is calculated according to the following formula:

MIoU =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii
(22)

where pij is the number of class i damage units predicted as class j damage in the network
output results, and k is the number of damage categories.

3.2. Result

In this section, the datasets of Case 1 and Case 2 were divided into training set and
testing set according to the ratio of 8:2, respectively, to test the performance of PSPnet [20],
DeepLabV3 [19], UNet [33], and SDFormer. The maximum training epochs of all models
including comparison models and the proposed model are 50; the batch size is 4; the initial
learning rate is set to 10−5; and AdamW algorithm is selected as the model optimization
algorithm.

Figure 9 shows the training loss curve and MIoU curve of DeepLabV3, PSPnet, UNet,
and SDFormer on the plate dataset and the sleeper beam dataset. It could be found that
under the same training conditions, SDFormer can make the loss function converge faster
and obtain better MIoU performance than the other three models. It means that SDFormer
has stronger capacity to extract features from the strain field map and a higher performance
upper limit. This is very important for the accurate detection of structural damage.
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Figure 9. Training loss curve and MIoU curve. (a) Training loss curve on plate dataset. (b) Training
MIoU curve on plate dataset. (c) Training loss curve on sleeper beam dataset. (d) Training MIoU
curve on sleeper beam dataset.

Figure 10 compares the test results of PSPnet, DeepLabV3, UNet, and SDFormer on the
plate dataset, and Figure 11 compares the test results on the sleeper beam dataset. Compar-
ing the test results of each model on the two datasets, it could be found that for structural
damage, DeepLabV3 and PSPnet could only give the approximate damage location, but
could not predict the detailed parts of the damage. In contrast, UNet and SDFormer could
give a prediction map very close to the real damage map. Further observing the white
dashed circle in Figures 10 and 11, it can be seen that SDFormer predicts the edge of
the structural damage area more smoothly and accurately than UNet. This is due to the
powerful self-attention module of the swin transformer block.

Tables 1 and 2 summarize the MIoU performance, floating-point operations per second
(FLOPs), and number of parameters (params) of DeepLabV3, PSPnet, UNet, and SDFormer
on the plate dataset and the sleeper beam dataset. It can be seen that the MIoU performances
of SDFormer and UNet far exceed those of PSPnet and DeepLabV3 in both datasets,
and they were in an absolute leading position. Compared with UNet, SDFormer has
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higher MIoU performance and less parameters. Higher FLOPs means that the calculation
requirements of SDFormer would be higher, but it is still within the acceptable range.
Moreover, because the structure of the sleeper beam is more complex than that of the plate,
the MIoU performance of each model was reduced on the sleeper beam dataset.

Figure 10. Test result of DeepLabV3, PSPnet, UNet, and SDFormer on the plate dataset.

Figure 11. Test result of DeepLabV3, PSPnet, UNet, and SDFormer on the sleeper beam dataset.

234



Sensors 2022, 22, 2358

Table 1. Result on plate dataset.

Methods Backbone Input Size MIoU. (×100%) FLOPs Params. (M)

DeepLabV3 ResNet-50 64 × 64 55.97 2561 M 39.63
PSPnet ResNet-50 64 × 64 56.93 161 M 1.75
UNet ResNet-50 64 × 64 95.21 669 M 32.5

SDFormer(ours) - 64 × 64 97.07 1807 M 18.8

Table 2. Result on Sleeper beam dataset.

Methods Backbone Input Size MIoU. (×100%) FLOPs Params. (M)

DeepLabV3 ResNet-50 64 × 264 58.65 102.41 G 39.63
PSPnet ResNet-50 64 × 264 62.05 6.51 G 1.75
UNet ResNet-50 64 × 264 90.21 26.74 G 32.5

SDFormer(ours) - 64 × 264 95.93 72.29 G 18.8

3.3. Anti-Noise Experiment Setup

Anti-noise performance is also a key capability for industrial applications. In order to
test the anti-noise performance of SDFormer proposed in this paper, anti-noise experiments
based on plate dataset and sleeper beam dataset are set up in this section. In this section,
an anti-noise experiment is set up to observe the MIoU performance transformation of
the model trained with noiseless data when the noise level increases. In the anti-noise
experiment, the normal distribution noise was directly added to the strain field map to
simulate the noise interference in the actual detection, and the model trained in Section 3.2
would be used for testing to observe the change of their MIoU performance with the
increase of noise level. The noise setting formula is as follows:

x̂ = (1 + μ · N)x (23)

where x is the original strain field map, x̂ is the strain field map with noise, N is the normal
distribution random number tensor, its size is consistent with x, and μ is the noise level.

In this section, five noise levels of 4%, 8%, 12%, 16%, and 20% are set for testing. The
evaluation metric of anti-noise experiment was MIoU. Similarly, this section compares
the anti-noise performance of four pretrained models, PSPnet, DeepLabV3, UNet, and
SDFormer, on the plate dataset and the sleeper beam dataset.

3.4. Anti-Noise Result

Figure 12 shows the trend of MIoU performance of DeepLabV3, PSPnet, UNet, and
SDFormer models in plate dataset and sleeper beam dataset with the improvement of noise
level, and Tables 3 and 4 summarize the anti-noise performance of the proposed model
and comparison of models in these two datasets. With the improvement of noise level, the
MIoU performance of each model decreases gradually. Compared with the other three
models, SDFormer could always maintain the best MIoU performance. This shows that
SDFormer has good anti-noise ability and can maintain a good identification accuracy
under certain noise conditions.

Table 3. MIoU of anti-noise test on plate dataset.

Methods μ = 0% μ = 4% μ = 8% μ = 12% μ = 16% μ = 20%

DeepLabV3 55.97 55.63 51.74 46.40 42.51 39.48
PSPnet 56.93 55.86 53.43 50.23 46.31 42.51
UNet 95.21 94.13 82.61 69.38 58.37 52.11

SDFormer(ours) 97.07 95.78 85.37 73.56 62.71 54.79
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Table 4. MIoU of anti-noise test on sleeper beam dataset.

Methods μ = 0% μ = 4% μ = 8% μ = 12% μ = 16% μ = 20%

DeepLabV3 58.65 58.31 57.89 57.08 55.01 51.46
PSPnet 62.05 61.61 61.54 59.82 57.11 52.98
UNet 90.21 89.09 83.60 75.25 67.29 60.17

SDFormer(ours) 95.93 94.96 88.93 82.91 73.62 64.17

Figure 12. Anti-noise test result. (a) Anti-noise test result on the plate dataset. (b) Anti-noise test
result on the sleeper beam dataset.

4. Discussion

Through the above comparison between numerical results and anti-noise experiment,
it was found that the effects of SDFormer and UNet on damage segmentation are much
better than DeepLabV3 and PSPnet because they both use the structure of skip connection.
The skip connection structure makes the fusion of low-level features and high-level features
of the model smoother. More low-level features could be effectively retained, which
improves the prediction performance of the whole model. Further comparing the test
results in Figures 10 and 11, it could be found that the prediction result of SDFormer for
the edge of the damaged area is closer to the real label than that of UNet. This is due to the
self-attention module in SDFormer’s swin transformer block, which effectively enhances
the weight of structural damage parts in the feature map, and then improves the overall
performance of the model. With the increase of strain field map noise, SDFormer still
obtains the effect better than other models, which fully shows the superiority of the model
proposed in this paper. The framework of using strain field data to train a neural network to
predict structural strain damage proposed in this paper is feasible, and can realize real-time
damage identification.

However, it is undeniable that due to the lack of measured data in practical application
scenarios, the SDFormer network proposed in this paper can only be trained and verified
with the data simulated by finite element model. Labeling the strain field data from sensors
is costly work, which may be a major obstacle to the promotion of the method, but it
does not affect the effectiveness of this method. The problem of high data cost can be
replaced by simulation data close to the real situation. In addition, although the number
of parameters in SDFormer is less than UNet, its time-consumption is three times that
of UNet, which will reduce the identification speed of SDFormer when it takes strain
damage identification of large structures. However, due to the long time consumed by the
generation of strain damage, the requirement of real-time damage identification would not
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be too high. Therefore, the current identification speed of SDFormer is capable of meeting
the requirements.

In future work, we will explore the feasibility of applying the simulation data training
model to the real structure scene, and find a method to obtain the real sensor data at a
low cost.

5. Conclusions

In this paper, a novel U-shaped high-efficiency structural strain damage identification
neural network, i.e, SDFormer, is proposed. In this method, the strain field data is converted
into the form of a strain field map and input into SDFormer. The numerical simulation and
experimental study were conducted on a simply supported plate and a sleeper beam of a
rail train. The damage identification performance and anti-noise performance of SDFormer
were studied through numerical analysis, and compared with the advanced convolutional
neural network. Based on theoretical analysis, numerical experiments, and anti-noise
experiments, the following conclusions can be obtained:

1. A novel structural strain damage identification strategy is proposed in this paper.
This strategy takes the strain field map of the structure as the input, and uses the
image segmentation algorithm to identify the damage location and level. This damage
identification process is simple and there is no need for complex damage index design.
On the premise of ensuring the accuracy, it can greatly simplify the process of damage
identification and improve the efficiency.

2. According to the results of numerical experiments, compared with the advanced
convolutional neural network, the SDFormer can achieve better damage identification
performance with fewer parameters. The damage identification results of SDFormer
are closer to the real damage map than those of the comparison model, which shows
that SDFormer has excellent structural strain damage identification performance.

3. The results of anti-noise experiment show that SDFormer can still maintain better
identification performance than that of the comparison models, although the identi-
fication performance of SDFormer decreases under the influence of different noise
levels, which illustrates that the SDFormer has good noise resistance and robustness.
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Abstract: Due to the exponential growth in offshore renewable energies and structures such as
floating offshore wind turbines and wave power converters, the research and engineering in this
field is experiencing exceptional development. This emergence of offshore renewable energy requires
power cables which are usually made up of copper to transport this energy ashore. These power
cables are critical structures that must withstand harsh environmental conditions, handling, and
shipping, at high seas which can cause copper wires to deform well above the limit of proportionality
and consequently break. Copper, being an excellent electric conductor, has, however, very weak
mechanical properties. If plasticity propagates inside copper not only will the mechanical properties
be affected, but the electrical properties are also disrupted. Constantly monitoring such large-scale
structures can be carried out by providing continuous strain using fiber-optic sensors (FOSs). The
embedding of optical fibers within the cables (not within the phase) is practiced. Nevertheless, these
optical fibers are first introduced into a cylinder of larger diameter than the optical fiber before
this same fiber is embedded within the insulator surrounding the phases. Therefore, this type of
embedding can in no way give a precise idea of the true deformation of the copper wires inside the
phase. In this article, a set of numerical simulations are carried-out on a single phase (we are not yet
working on the whole cable) with the aim of conceptualizing the placement of FOSs that will monitor
strain and temperature within the conductor. It is well known that copper wire must never exceed
temperatures above 90 °C, as this will result in shutdown of the whole system and therefore result
in heavy maintenance, which would be a real catastrophe, economically speaking. This research
explores the option of embedding sensors in several areas of the phase and how this can enable
obtaining strain values that are representative of what really is happening in the conductor. It is,
therefore, the primary objective of the current preliminary model to try to prove that the principle of
embedding sensors in between copper wires can be envisaged, in particular to obtain an accurate
idea about strain tensor of helical ones (multi-parameter strain sensing). The challenge is to ensure
that they are not plastically deformed and hence able to transport electricity without exceeding or
even becoming closer to 90 °C (fear of shutdown). The research solely focuses on mechanical aspects
of the sensors. There are certainly some others, pertaining to sensors physics, instrumentation, and
engineering, that are of prime importance, too. The upstream strategy of this research is to come up
with a general concept that can be refined later by including, step by step, all the aspects listed above.

Keywords: smart composite; strain; fiber optic sensor (FOS); cross-linked polyethylene (XLPE);
multi-axial strains; smart energy transport cable; thermomechanical coupling
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1. Introduction

Extensive research work has been devoted to offshore wind generation in recent
years in aspects of both large-dimension wind blades and high-voltage electrical transport
cables [1–7]. The key point of structural health monitoring (SHM) is the adequate technol-
ogy selection and the most accurate placement of the necessary sensors for measurement of
parameters that are directly responsible for the performance of the system. The health of the
system is influenced by type of loading, magnitude of loading, the area where the cable is
placed (for example, area where the cable is heavily deformed under bending), pre-existing
anomalies in the installation surfaces, anchor drops, and shark attacks. The influences
of individual events are manifested in terms of perturbations such as strains, damage,
and/or cracks, which can lead to thermal gradients and high heat. Therefore, selection of
appropriate sensors requires knowledge of the relationship between the events and their
effects [8]. According to current market survey, the energy produced by offshore farms
is financially costlier than the energy produced by fossil fuels. The difference becomes
much smaller if we consider the side effects caused by the fossil fuels, such as global
warming and environmental pollution. This difference could be improved by reducing the
maintenance cost [9]. This can be made possible by considering several techniques, among
which structural health monitoring (SHM) is one. In this decade, the offshore cable failures
account for 80% of total financial losses and insurance claims. In the past 7 years, about 90
offshore cable failures have been reported with over EUR 350 million in insurance claims.
According to [10], the repair costs of an offshore cable can be between EUR 0.7 million and
EUR 1.5 million, which is very expensive.

The technique of embedding FOS can help monitor the cable (Figures 1 and 2) [11].
There are a wide variety of applications of embedding fiber optic sensors in composite
materials which include vibration measurements, cure process monitoring, temperature
measurements, thermal expansion measurements, detection of delamination/debonding,
three-dimensional strain measurements, thermal strain measurements, relative humidity
measurements, and detection of cracking. For all these applications, the key requirement
is to measure either strain or temperature or both parameters [12]. The different types
of FOS reported for strain/temperature measurements in composite materials are fiber
Bragg grating (FBG) sensors, interferometric fiber optic sensors, polarimetric sensors, fiber
optic micro-bend sensors, distributed sensors (using techniques such as Rayleigh scattering,
Raman scattering, and Brillouin scattering), and hybrid sensors.

Figure 1. Cross-section of the cable.
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Figure 2. Electric transport cable for offshore farms [11].

The core of the power phase is made up of copper, which is a weak metal. If plasticity
propagates inside copper wires, both their individual mechanical properties and their
individual electrical properties are disrupted. Plasticity is the consequence of massive
defects proliferation into crystal lattices of the metal that lower electrical and thermal
conduction [13]. Looking at the generic structure of submarine power cables, there is no
potential room for inserting a separate cable with FOS inside it for monitoring of the core.
Nowadays, optical fibers which are used for communications are placed inside the cable in
place of the fillers with their separate individual casing. Placing the FOS, to monitor the
health of the core inside the filler, means placing the FOS far from the copper core, and
this may result in inaccurate data due to major offset and presence of other materials, of
which some might be in contact and some may not. Along with this, placing another cable
for FOS adds up to more space inside the submarine cable. The increase in small space
accounts for millions of funds when considered for thousands of kilometers of submarine
power cables. Thus, this article suggests a solution of embedding FOS in between copper
wires or within the insulator XLPE (cross-linked polyethylene). The placements strategy is
balanced between two aspects; first, when placing fiber-optics within copper wires, sensors
will be facing extensive sliding friction, which may be detrimental and leads to their failure.
Second, embedding sensors within the insulator seems easy, but technically may lead
to extensive and variable offset. This work is intended to numerically study these two
strategies and extract the most feasible cases. It is worthwhile to note that this article is
tackling the issues from a mechanical prospective, knowing that there are other aspects
related to sensors physics and instrumentation that are not addressed.

Presently, XLPE is widely used in submarine cables due to its good electrical and
thermomechanical behaviors and relatively low cost [14]. The maximum heat-resistant
operating temperature of XLPE insulation is 90 °C and the overload temperature should be
less than 105 °C [15] in order to avoid premature aging of the dielectric [16]. If one or more
copper wires are broken and/or permanently deformed in the core, it leads to upshoot of
the temperature of the core [7], and once the core rises above 90 °C, the whole system shuts
down. In addition, high temperature will accelerate XLPE insulation aging and shorten
cable service life [17]. On the contrary, if the operating temperature of the cable conductor is
much lower than 90 °C, the operating efficiency of the cable will be reduced [18]. Therefore,
conductor temperature will directly affect the aging of XLPE insulation and the operation
of cable; thus, real-time cable temperature measurement is critical to the safe and steady
operation of the XLPE power cable [19]. Monitoring of stress and temperature through
embedded sensors is therefore mandatory. This is the main reason for this work.

Embedding of optical sensors within XPLE is quite easy to handle technically, whereas
embedding between copper wires is technologically challenging. Indeed, either embedding
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along the central copper wire and/or helically-wound the same way as other copper wires
can lead to extensive sliding/friction and eventually fiber-optic sensor failure. To avoid
this, FOSs can be covered by friction-resistant fiber-optic coatings, whereas embedding
within XPLE can underestimate the magnitude of thermal parameters inside the phases.
The question raised in this article is whether the underestimate is constant or not, after the
embedding location is shifted from copper to XPLE (at several distances). The objective of
the current article is to check these points numerically, which will help further engineers to
target the right cost-effective solutions. Until today, optical fibers are not embedded within
the phase, but in the cables and, more precisely, in the insulator that surrounds the phases.
Moreover, such optical fibers are not embedded to monitor wire plasticity (fine damage) as
we wish to do. Indeed, these optical fibers are embedded into a cylindrical tube, with a
diameter much greater than that of the optical fiber, and this difference in diameter in no
way makes it possible to follow the true deformation of the copper wires. What we bring
back as innovation consists of (i) the embedding of the optical fiber in the phase (and not in
the cable), (ii) the embedding of the optical fibers between copper wires to monitor true wire
strains, along the central wire in order to measure its deformation, (iii) around the helical
wires in order to measure their 3D deformation as well, and (iv) in the insulator at different
distances from the center of the phase, to check for the magnitude of the strain offset vs.
strain measured at the central wire location. It is worthwhile to note that the article is
concentrating on mechanical aspects pertaining to sensors embedding. The aspects linked
to the type of sensors physics and associated engineering are too premature to address at
this stage.

2. Geometric Model

We will be working on a single phase of the 35kV Nexans submarine power XLPE cable,
2XS2YRAA 18/30(36) kV. The conductor screen is insulated by a thick layer of XLPE (cross-
linked polyethylene). The XLPE insulation is mostly recommended for usage in submarine
cables as they perform well in both high and low temperatures [20]. At high temperature,
the elastic modulus of XLPE decreases while the thermal expansion increases. XLPE has a
high thermal expansion as its temperature increases from 25 °C to 105 °C, XLPE expands
by 5% while the copper expands by less than 3% in the same temperature range [21].
The insulator is surrounded by a thin insulator screen made up of semi-conducting material
(Table 1).

Table 1. Material table assigned to single phase cable.

Materials Density (kg/m3)
Young’s Modulus

(MPa)
Poisson’s Ratio

Thermal Conductivity
(W/mK)

Copper 8300 1.1 × 105 0.3 370
Semi-Conducting

Polymer 1000 1500 0.4 0.1

XLPE 955 1250 0.4 0.28
Polyethelene Black 958 1050 0.4 0.2

Acrylate 950 2700 0.35 0.2
Polymide 1100 3000 0.42 0.8

3. Mechanical Boundary Conditions

Submarine cables are designed in such a way that they can withstand all mechanical
stress during manufacturing, transport, handling, installation, and operation. These stresses
imposed on submarine cables are completely different from the factors which are affecting
the underground cables. In case of inappropriate design and layouts, the cable is more
prone to damages and results in high repair cost. Thus, such inappropriate designs are
usually abandoned and replaced rather than being rectified. From the previous studies,
the tensile and torsional loading cases were considered on a cable armor by using the
energy method to create a balance equation [22]. The cable will generate a torsional force
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when the cable is subjected to axial tensile loading, and vice versa will be in the case of
torsional loading, that is, it will generate an axial tensile force [23]. With the introduction
to finite element method, we can effectively analyze tensile properties of the cable. There
was an observation made that the tensile stiffness of the cable increases with increase in
the radial stiffness up to a typical value and then drops sharply [24]. In this article, a pure
tensile loading of a single phase of the cable was assumed, which is not reflecting the
reality. The idea here is to have the basic outputs for further research. In previous research,
such as [24,25], the primary loading considered is a pure tensile loading case. The tensile
load usually occurs while the cables are being laid from the ship. There are three major
components which contribute to the tension forces at the laying wheel: [26]

(i) Static weight of the cable between the ship and sea floor.
(ii) Residual bottom tension, which translates to an extra tension force at the laying wheel.
(iii) Dynamic forces when the laying wheel is moving up and down.

Tensile loading on one face of the phase was considered, as shown in Figure 3. The ten-
sile loading is applied along the axial/longitudinal axis of the submarine phase with
magnitude of 80 MPa. This stress value is considered according to the hydrostatic law
assuming the phase is at a depth of 8000 m. The opposite end of the phase is constrained
with all degrees of freedom fixed. Numerical simulations have been conducted assuming
that copper wires are arranged in a concentric pattern in a three-layered configuration
(1 + 8 + 14). These wires are helically wrapped around the central wire of the core. For the
copper helical wires and the helical FOS (mentioned in another test case), the length:pitch
ratio has been considered as 1:1 and the twist angle of the helical wires are modeled at 0 deg.
The various parts of the model have been explained elsewhere (cf. references of the team,
for example, Matine and Drissi-Habti). The contact assumed is linear. All simulations were
conducted with a fiber-optic made of silica glass (density 2.4, Young’s modulus 72 GPa,
and Poisson’s ratio 0.17) and acrylate coating (density 0.9, Young’s modulus 2.7 GPa, and
Poisson’s ratio 0.35).

Figure 3. Pure tensile loading condition.

4. Thermal Boundary Condition

There are two common methods for calculating temperature and the ampacity of
submarine cables. One is the equivalent thermal resistance method that is based on Inter-
national Standard IEC 60287. This method has high efficiency and accuracy in calculating
the temperature and the ampacity of the direct buried cables. It can satisfy the calculation
of the load in the simple scenario. For instance, the IEC calculation cannot address the
physical problems coupling with air convection, radiation, and heat transfer, and it will
cause large errors in calculation of the multi-loop and complex environment. Another
method is the numerical method, including the boundary element method [27], differ-
ence method, and finite element method [28]. The finite element method that is based on
COMSOL can simulate actual working conditions and perform the coupling calculation
of multiple physical fields [14]. The conventions of the IEC 60287 and working of cable
at normal operation of the cable will be considered from [7]. In this paper [7], it has been
considered that sea water is the surrounding media with an ambient temperature of 15 ◦C.
The thermal analysis of cables aims at computing the temperature rise inside the cables due
to the heat generated inside the conductor. During the working of the submarine power
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cable, the heat is generated in the cable core (heat source) and is transported to the outside
of the cable and disappears into the ambient water(heat sink). The transportation from the
heat source to heat sink involves various different layers. The heat transfer is assumed to
take place in a steady-state phase, i.e., the analysis will be independent of time (Figure 4).
The transfer of heat is assumed to take place by conduction only, and the radiation effects
are considered to be negligible. In addition, the material is considered isotropic, which
means material properties are the same in all directions.

Figure 4. Thermal loading condition.

5. Placement of FOS

In previous articles [1–4], simulations have been conducted to assess the placement
of FOS linearly parallel to bonded joints versus a placement based on a sinusoidal fiber
covering the largest part of bond joint surfaces and/or composite plies in the case of large-
sized wind-blades for offshore farms Figure 5. It has been shown that a single sinusoidally-
placed FOS can cover the largest part of the surface to be monitored, in comparison to a
linearly-placed FOS concept that needs many parallel FOSs, which is costly. The monitoring
that uses a sinusoidal-placed FOS comes up with multi-parameter strain recording, which
is a significant advantage over linearly-placed FOS. The simulation conducted took care to
refine the placement of FOS to the edge to avoid FOS slippage and sensibility reduction.

More recent works [1–4] have emphasized the use of dual sinusoidal FOSs placement
Figures 6 and 7, which was shown to screen up some drawback of monitoring by a single
sinusoidal FOS. Indeed, dual-sinusoidal placement offers maximum surface monitoring.
More broadly, the most important point to be kept in mind is the wide potential of ap-
plications of distributed FOS in many structures and/or infrastructures, whatever the
geometries, sizes, and shapes, provided that embedding is performed in a smart way that
preserves the integrity and physical properties of sensors and parent structures as well. To
allow these sensors to offer the full measure of their performances, without turning out to
have “flaws” passing through their miniaturizing as much as possible, their placement far
enough from the edges and implementing appropriate design and efficient technologies
(right choice of fiber-optic cores, coatings, etc.) are the conditions that may guarantee the
full and reliable use of the so-made smart structures.

In the following, the same reasoning conducted in the above for the case of a single
high-voltage transmission phase is used. In the above, the monitoring has been optimized
in order to ensure the maximum coverage of the area of the composite structure under
surveillance, while in the case of the phase, the problem of helical copper wires is more
complex, due to the multiplicity of constraints to which they are subjected and the fear of
plasticity which threatens them.
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Figure 5. Illustration of linear and sinusoidal fiber FOS placement strategies: (a) E11 strain component;
(b) E12 strain component; (c) E22 strain component (acrylate-coated FOS numerical model; the value
observed in the host epoxy), sinusoidal placement. Multi-parameter strainsin linear, shear, and
lateral directions) can be recorded on sinusoidal placement, while this is not shown when using
straight-placed FOS.

Figure 6. Orientation of dual-sinusoidal FOS.
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Figure 7. Dual-sinusoidal FOS placement embedded on a glass composite specimen along with
strain measurements showing dual-sinusoidal FOS placement (placement in dual-sinusoidal mode,
in phase opposition, provides coverage complementary to that of a single sinusoidal fiber) and a
view of the specimen that was used for experimental validation.

6. Results and Analysis

A set of test cases were considered, trying to determine the best optimal location for
embedding FOSs inside the core and/or as close as possible to the core. This is necessary
because the closer the FOSs are to the core, the more accurate the monitoring results will
be. Thus, FOSs were embedded close to the core but without compromising their safety.
It is worthwhile to note that, here, the article is discussing the conceptualization of FOS
embedding inside a single electric phase only, and it is still a little far from engineering
applications, which would impose extensive experimental validation. Thus, the current
article has to be considered mainly as a proof of concept.

(i) Test case A—Placement of linear FOS in parallel arrangement with varying length
from the core.

(ii) Test case B—Placement of FOS helically wound around the complete core

6.1. Test Case A—Placement of Linear FOS in Parallel Arrangement with Varying Length from
the Core

The longitudinal length of the linearly-placed FOS is considered in all simulations as
40 mm, which corresponds to the helical step. Figure 8 is one of the examples of the test
case where linear FOS is embedded 4 mm inside the XLPE insulator. The strain values in
various directions are represented by Exx in the figures.

Figure 8. Placement of linear FOS 4 mm inside XLPE.

From Figure 9, different color schemes of linear-placed FOS can be observed. The blue
color scheme refers to FOS placed parallel to the central wire, whereas the other color
schemes of green, pink, and orange refer to the FOS embedded inside the XLPE insulator
over the thickness. The length considered in all simulations is 40 mm, which corresponds
to the helical pitch.
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Figure 9. Color scheme for placement of FOS.

The FOS being in direct contact with copper wire is expected to record an averaged
value of copper deformation. The red curve represent strain values of the central wire of
the copper core. The strain values in the FOS which is placed parallel and in contact with
the core (in blue) provides almost the same value of all directional strain as that of the
copper wire (in red). Statistically, this seems to be the most convenient case which could
be adopted, but arrangement of FOS parallel to the central wire of the core is risky and
accounts for a high probability of failure, unless proper coating is used. All simulations
were conducted using fiber-optic made of silica glass (density 2.4, Young’s modulus 72 GPa,
and Poisson’s ratio 0.17) and acrylate coating (density 0.9, Young’s modulus 2.7 GPa, and
Poisson’s ratio 0.35).

From Figures 10–12, linear FOS placed 1 mm inside the XLPE insulator (in green)
provides us with similar strain values to those of copper but it experiences significant
divergence in strain values after a given FOS length. The most probable reason for this
divergence is due to the boundary condition which is being applied at the free end. Another
reason is that this placement corresponds to the case where the FOS sensor is embedded
within two different media (copper and XPLE) that have different mechanical properties
and, consequently, depending where mesh nodes are located, calculations are oscillating
between two different values of the Young’s modulus, which may introduce some errors.
This may come from numerical simulation.There are fluctuations in the calculation of the
Young’s modulus that will randomly change depending on where the mesh noodles are
located. Embedding FOS much further into the insulator, 4 mm inside the XLPE insulator
(shown in pink) and away from the central core, was also tested. There is slight difference
in the strain magnitude and there still exists divergence in the strain values after certain
length of the FOS, which needs to be considered. This can also be considered as a potential
case for the optimal placement of FOS. In the case of embedding FOS 8 mm inside the
insulator, XLPE (shown in orange) nearly edges the boundary of the insulator screen.This
lies approximately 15 mm away from the central core, which involves some offset in the
values of the strain. From the figure, in spite of placing FOS at a comparatively far distance
from copper core, similar trends and divergences exist when compared with the previous
test case.

249



Sensors 2022, 22, 2444

Figure 10. Exx strain for pure tension test case.

Figure 11. Eyy strain for pure tension test case.
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Figure 12. Ezz strain for pure tension test case.

From the above results, a better perspective about the placement of FOS for accurate
SHM can be observed. Placement of an FOS inside the copper core provides exactly
the same results as that of copper, but technically implementing this case is somewhat
risky and must be considered along with appropriate fiber-optics coating technologies.
The same risk is still to be considered when FOS is helically wound the same way as copper
wires, although this would bring the most valuable outputs, i.e., multi-parameter strains.
Thus, this case can be considered if full assurance is given that FOS will not suffer failure
following helical winding coupled to sliding/friction with copper wires. The second case
with placement of FOS 1 mm inside the XLPE provides almost the same lateral strain
(Exx). There is not a major difference either in the longitudinal strain. With the other two
cases, there exist a difference in longitudinal strain and lateral strain up to magnitude
e−2. The case with embedding FOS 1 mm inside the XLPE insulator (in green) is the most
appropriate and reliable in terms of FOS safety and monitoring.

6.2. Test Case B: Placement of FOS Helically Wound around the Complete Core

From previous research [3], using sinusoidal placement over the linear one provides
multi-parametric strain values, i.e., strains in linear, shear, and lateral directions, whereas
the linear FOS arrangement just provides the strain values in the lateral direction and is
not sensible on longitudinal and shear loads [1]. Thus, FOS was also tested numerically,
helically wound around a helical copper wire. The pitch size of the helical FOS is considered
the same as that of the copper coil, i.e., pitch of the helical wire used is half of the total
axial length. Along with this, the helical wound FOS covers a much greater area compared
to parallel FOS arrangement [1]. This should tend to give much more complete results
compared to the parallel FOS placement. In other words, one can hopefully access the
complete information about the average status of partial and/or total plasticity of copper in
the three dimensions, which is considerable, knowing that all the wires, except the central
one, are helically-wound (Figures 13–16).

251



Sensors 2022, 22, 2444

Figure 13. Helical arrangement FOS.

Figure 14. Exx strain for helical arrangement of FOS.

Figure 15. Eyy strain for helical arrangement of FOS.
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Figure 16. Ezz strain for helical arrangement of FOS.

Strain values of the outermost helical copper wire and the helical FOS were compared
(Figures 13–15). FOS is directly in contact with copper in this case, but the trend of both
values of strains is almost the same. The issue with this case is the technical difficulty in
placing the helically wound FOS around a single copper wires, knowing that helically-
wound strategy is the most informative one since it wil come up with multiparameter
strain monitoring of copper wires. Note that crumbling and twisting pressure force acting
on the FOS from the core and from the conductor screen leaves a window for cause of
failure. Also, during the process of installation and retrieval, there is also a high possibility
of damaging the FOS when it brushes over the copper-wound wires.

This solution comes with a strong technology challenge, namely how to embed fiber-
optic sensors between copper wires while ensuring they can withstand the stress–strain
state of helically-wound copper wires. It is worthwhile to note that this is out of the scope
of the current article for the time being. Our research should be viewed as no more than a
preliminary numerical model that is trying to tackle a complex and challenging problem.

7. Conclusions and Discussion

The concept of using embedding FOSs inside high-voltage electric transport phases
(not cables) for offshore farms was numerically introduced as a preliminary study to directly
monitor true strain of copper wires. The idea is to be informed well before extensive
plasticity develops within the wires, thus avoiding electric shutdown. The strain values
of FOSs were compared with the strain values of copper cores. The test case where FOS
was placed parallel to the central wire produces very good results, although integrity of
FOS must be carefully checked by using appropriate coating technologies. The other test
cases were favorable, of which the case of embedding the FOS 1 mm inside the XLPE
insulator was promising, too. This could be further implemented and tested to perform
the most reliable SHM for smart energy transport phases. The other test case, where the
FOS is helically wound around and is directly in contact with copper core, provides the
most information with the lateral, shear, and longitudinal strain all known at the same
time, although it raises a strong technical challenge, which could be dealt with in the future
upcoming developments. Finally, through this article, the option of embedding optical
fiber within the phase for finer monitoring of plastic deformation of copper wires and their
individual failure seems interesting, although extensive work pertaining to refining sensors
placements, physics of sensors, and engineering still needs to be performed, to better
emphasize the concept which is suggested. Current results, although not totally enough to
validate the concept at the engineering step, do however light the way towards obtaining
real, accurate, and in situ 3D strain of copper wires inside electric transport cables for
offshore farms.
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Abstract: Objective: The cast-in-place steel spring floating slab track (SSFST) is difficult to maintain
and repair, while the mechanical strength of the end of the traditional prefabricated SSFST is poor.
In order to overcome the above shortcomings, a shear-hinge-combined prefabricated SSFST was
developed, and an indoor test was carried out to analyze its vibration-damping effect. Methods: A
combined shear hinge SSFST connection model with two length sizes was established. The dynamic
response amplitude and frequency response characteristics of the foundation (ground) under different
isolator installations and fatigue loads were studied, and the vibration-damping performance of two
sizes of combined shear hinge SSFST was evaluated. Results: The vibration-damping effect of the
steel spring vibration isolator mainly acts in the middle and low-frequency bands of 16–400 Hz, and
the vibration near 10 Hz will be aggravated after the vibration isolator is installed. The vibration
index and variation law of the two sizes of SSFST are similar, and the vibration response of 4.8 m
SSFST is slightly less than 3.6 m SSFST. There is almost no change in each index when the load is
5 million times, and there is a certain range of change when the load is 10 million times, but the
overall change is small. Conclusions: The combined shear hinge prefabricated SSFST can have an
excellent isolation effect on vibration and can still maintain good vibration-damping ability within
10 million fatigue loads (about 5 years); 4.8 m SSFST should be laid in straight sections with higher
train speeds, while 3.6 m SSFST should be applied in curved sections to ensure smooth lines.

Keywords: subway; combined shear hinge; steel spring floating slab track; prefabricated; vibra-
tion isolator

1. Introduction

With the rapid development of the rail transit industry worldwide and the further
acceleration of urbanization, most economically developed cities need an urban railway
system between the main railway and the general low-speed urban rail transit to further
provide linkage between urban and suburban areas [1–3]. Therefore, urban express rail
transits have been rapidly developed to meet the medium- and long-distance travel require-
ments of urban residents [4,5]. However, due to the normally dense land use in urban areas,
urban express rail transits often pass very close residential areas [6–8]. For this reason,
urban express rail transit is likely to have a greater impact on the environment, particularly
in terms of vibration and noise caused by train operation. Therefore, there is a need for an
efficient vibration damping measure to solve this increasingly serious problem [9].
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Among all urban rail transit vibration isolation measures, the floating slab track
(FST) is one of the most efficient vibration-damping structures and has some outstanding
advantages [10,11]. In comparison with an integrated slab track system, the FST more
effectively reduces the transmission of force [12,13]. However, steel spring FST (SSFST)
represents one of the best methods of urban rail transit damping currently recognized and
has been widely used around the world [14]. For example, the Japan Tsukuba Express
Line, built in 2005, has an SSFST section that has facilitated a maximum speed of 160 km/h.
However, South Korea Busan and Cheonan Stations also adopted SSFST for vibration
damping and subsequently recorded speeds of 350 km/h, making them the world’s fastest
and most heavily loaded FST application case [15].

As the speed of the train increases, the unevenness when the train passes the end of
the slab is reduced, the force on the end of the track slab of the steel spring floating slab of
different lengths is improved, and the shear hinge device needs to be arranged between
the track slabs [16]. However, whether the shear hinge will affect the vibration-damping
effect of the floating slab track under the train impact, and whether the shear hinge will
affect the vibration of the two types of floating slab track under different fatigue loads, are
questions that need to be investigated. Therefore, it is necessary to analyze the vibration-
damping performance of the floating slab track under the combination of shear hinges, and
to establish a full-scale model of the prefabricated steel spring floating slab track with two
lengths of shear hinge combination, which could be used to analyze the dynamic response
amplitude and frequency response characteristics of the track foundation under different
fatigue loads.

In the process of engineering practice, the vibration-damping effect of SSFST is par-
ticularly valued by the owner and design unit, and there are few studies on the vibration-
damping performance of the prefabricated steel spring track system under fatigue load.
Therefore, in order to analyze the vibration-damping performance of SSFST after fatigue
load, the ground (foundation) measuring point 150 cm from the longitudinal centerline of
SSFST (that is, 15 cm from the edge of the slab) is taken as the research object. Through
indoor fatigue tests on SSFST with two lengths of 3.6 m and 4.8 m, the time domain,
frequency domain, and vibration level characteristics of the foundation vibration when
SSFST is subjected to different times of fatigue loads are analyzed, which could provide a
theoretical reference for related engineering applications.

Therefore, two full-scale combined shear hinge prefabricated SSFST models with
different lengths are established to analyze the dynamic response amplitude and frequency
response characteristics at the track foundation under different fatigue loads and different
impact positions. The vibration law and frequency response distribution characteristics at
the foundation of two kinds of combined shear hinge SSFST structures are explored, and
the vibration-damping performance of two kinds of combined shear hinge SSFST structures
is evaluated, which accumulates effective test data for the study of vibration-damping
performance of combined shear hinge SSFST.

2. Model Building and Test Plan

2.1. Full-Scale Model of SSFST

In order to ensure the safe and stable operation of trains and save the number of
fasteners, the distance between fasteners in Chinese subways is generally set to 0.6 m [17].
If the steel spring vibration isolator is to be set in the design, at least 2 rows of fasteners
are required, then the track slab needs to be set to an integer multiple of 1.2 m, that is, the
lengths of 1.2 m, 2.4 m, 3.6 m, 4.8 m, 6 m, etc. When the length of the track slab is too short,
the structural vibration is unstable and is not conducive to the safety of the train. If the
length of the track slab is too long, it is not conducive to construction and hoisting and it is
difficult to lay in the curved section. According to the theoretical calculation of relevant
research results, it is found that the dynamic indicators decrease with the increase of the
track slab length. When the track slab length exceeds 3.6 m, the reduction degree of the
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dynamic effect will no longer be obvious. Therefore, the lengths of 3.6 m and 4.8 m are
selected in the design.

According to the prefabricated SSFST type laid in the subway main line tunnel, two
track bed slabs (3.6 m and 4.8 m) were selected for the drop hammer impact test, and the
vibration acceleration of the ground (foundation) measuring point 15 cm away from the
edge of the SSFST slab was tested. The SSFST structure is mainly composed of steel rails,
spring bars VII type subway fasteners, track bed slabs, vibration isolators, and shear hinges.

The prefabricated SSFST adopts a 3-3 vibration isolator arrangement and consists of a
complete assembly structure consisting of steel springs, damping, leveling washers, locking
slabs, locking bolts, upper shear hinges, and prefabricated slabs, as shown in Figure 1.
SSFST test component parameters are shown in Table 1.

 

(a) 

(b) 

Figure 1. Schematic diagram of floating slab track. (a) Design drawing of 3.6 m SSFST. (b) Design
drawing of 4.8 m SSFST.

Table 1. SSFST test component parameters.

Length Component Amount Parameter

3.6 m
Prefabricated slab 1 3600 mm(length) × 2700 mm(width) ×

340 mm(thickness), C50
Vibration isolator 6 6.66 kN/mm

Shear hinge 2 SDT-55 × 870

4.8 m
Prefabricated slab 1 4800 mm(length) × 2700 mm(width) ×

340 mm(thickness), C50
Vibration isolator 6 7.50 kN/mm

Shear hinge 2 SDT-55 × 870
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The design schematic of the combined shear hinge and the site are shown in Figure 2.
When the shear hinge device is in use, the first shear hinge clamping plate 105 and the
second shear hinge clamping plate 111 are moved to the top of the first floating slab 100 by
the first adjusting bolt 103 and the second adjusting bolt 109. The shear hinge 201 is placed
in front of the first floating slab 100 and the second floating slab 106, and the first shear
hinge base 200 is threadedly connected to the first floating slab 100 through fixing bolts
202. The first adjusting bolt 103 is adjusted to make the first shear hinge clamping plate
105 contact and clamp the first shear hinge base 200, which effectively prevents the shear
hinge 201 from breaking due to loosening of the fixing bolts 202 in front of the first shear
hinge base 200. The movable baffle 205 is taken out through the baffle connecting block
206, and the first connecting plate 204 and the second connecting plate 209 are put into the
interior of the first shear hinge support 203 and the second shear hinge support 210, where
the damping sleeve 207 and the spring 208 can achieve a certain buffering effect. After the
placement is completed, the movable baffle 205 is reset, so that the staff can replace the
damping sleeve 207 and the shear hinge 201 at any time. The second shear hinge base 211 is
fixed to the front of the second floating slab 106 by the fixing bolts 202, the second adjusting
bolts 109 are adjusted; when the second shear hinge clamping plate 111 is brought into
contact with the second shear hinge base 211 and clamped, the installation work of the
device can be completed [18].

  
(a) (b) 

  
(c) (d) 

 
 

(e) (f) 

Figure 2. Floating slab track combined shear hinge structure design and physical site drawing. (a) Top
view schematic. (b) The enlarged schematic diagram at A. (c) Side view schematic. (d) The enlarged
schematic diagram at B. (e) Design drawing of shear hinge structure. (f) On-site installation of shear hinge.

2.2. Drop Hammer Impact Test Instrument

The drop hammer impact test is to test the vibration acceleration of the SSFST founda-
tion under the drop hammer impact before and after the installation of the spring isolator,
after 5 million times and 10 million times of fatigue tests. It is possible to understand the
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vertical vibration acceleration, frequency spectrum characteristics, and Z vibration level of
the SSFST and its foundation under the impact of the drop weight before the installation
of the spring isolator, after the installation and after the fatigue test, and to grasp the
vibration-damping effect of the spring SSFST vibration isolator after the installation of the
spring SSFST vibration isolator under the impact of the falling weight, and after the fatigue
test of 5 million times and 10 million times, relative to the vibration isolator before the
installation of the vibration isolator.

The drop hammer impact device used in the test can accurately position the drop
hammer at the required height and accurately control the position of the hammer body
impacting the surface of the rail. The drop weight frame can move freely on the beam
and can also provide different drop weight heights, which is suitable for the drop hammer
impact test of different sizes and different types of tracks, as shown in Figure 3.

  

(a) (b) 

Figure 3. Drop hammer impact test device. (a) Design drawing. (b) Site installation.

Among them, the weight of the drop hammer is 50 kg, the vertical drop height is
100 mm, and the hammering points at the two rails of the SSFST (the hammering points are
located at 1/2 of each of the two sizes of SSFST) and no fewer than 10 effective impacts are
performed.

2.3. Fatigue Load Test System

The type of fatigue machine used in this test is PMW800-500 electro-hydraulic type,
and its hydraulic pulse displacement is 800 mL/min. The whole device includes the host
and controller. The hydraulic head can apply a maximum pressure of 500 kN. Combined
with the gantry loading device and special railway auxiliary appliances, up to four hy-
draulic actuators can be configured for loading at the same time. Therefore, the test system
is mainly composed of SSFST system, loading device, data acquisition device, and so on.

The schematic diagram of the test system is shown in Figure 4, and the field of the
loading device is shown in Figure 5. During the fatigue load test, the rail is pressed by
the force adding frame. Load value 80 kN < P < 308 kN, number of cycles N1 = 5 × 106,
N2 = 1 × 107, and the load frequency is 3 Hz. The reason is that the axle load of Chinese
subway type B car is 14 t [19], and one bogie has two axles (weight is 28 t), and then
multiplied by the safety factor of 1.1, so the upper limit of the fatigue load is taken as
28 × 10 × 1.1 = 308 kN. The lower limit of fatigue load = upper limit × 0.25, so on the
basis of 308 kN, 308 × 0.25 = 77 kN, taking a multiple of 10 kN is 80 kN. The length
of Chinese subway type B car is 12.6 m, each car has 2 bogies, and the actual running
speed of the train is generally 70 km/h (19.44 m/s), so in the average time interval of
12.6/(2 × 19.44) = 0.324 s, the track slab will pass a bogie load, which is about 3 Hz.
Therefore, the fatigue load value in this study can simulate the real train load well and has
reliability.
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Figure 4. Schematic diagram of fatigue test system of SSFST system model.

 
Figure 5. Loading device site.

2.4. Introduction to the Test Plan
2.4.1. Test Point Layout

Since the function of the shear hinge is the same under different settings, it provides
the establishment of longitudinal shear force constraints for the end of the track slab, and
the end conditions of different track slabs are similar. In order to study the vibration-
damping performance of the track slabs with two lengths at the same time, under the same
experimental cost and conditions, 3.6 m + 4.8 m is the best experimental plan. To fully
explore the damping performance of SSFST, the acceleration at the ground foundation is
mainly collected. Therefore, the acceleration sensors are arranged on the foundation of the
track slab, and the frequency response characteristics of the foundation under different
working conditions are explored through the comparative analysis of the acceleration at
the foundation of each track. In the test, the drop hammer impact test is mainly performed
on two types of track slabs. When arranging the acceleration measuring points, the 0.5 g
acceleration sensor is mainly arranged on the ground in the middle of the SSFST, as shown
in Figure 6.

Figure 6. Layout of the accelerometer measuring points.

262



Sensors 2022, 22, 2567

2.4.2. Test Sampling Parameters and Data Processing Principles

In order to collect more accurate data, the collection frequency of each parameter
is set to 20,000 Hz. When organizing test data, system errors should be eliminated, and
suspicious data generated by negligence errors should be discarded. The time-domain
waveform should be pre-checked to remove singular items, correct zero-line drift, remove
trend items, and remove other errors to ensure the accuracy and authenticity of data
analysis [20].

According to the setting of the test conditions, in order to explore the influence of the
falling weight impact on the vibration damping characteristics of SSFST, the analysis is
carried out from the time domain and frequency domain, respectively. A comparative study
is undertaken of the basic vibration characteristics of SSFST without vibration isolator,
with vibration isolator, after 5 million fatigue cycles, and after 10 million fatigue cycles,
combining the impact and vibration attenuation analysis results of the two SSFST structures
and the vibration conditions of the foundation under different fatigue times, and then the
vibration-damping performance of the two subway SSFST structures is evaluated.

3. Time Domain and Frequency Domain Analysis

3.1. Time Domain Analysis

The purpose of the test research is mainly to study the vibration-damping performance
of the two SSFST structures. Since the main purpose of SSFST is to reduce the vibration
of the foundation, it is mainly concerned with the vertical acceleration response of the
vibration at the foundation under the impact load of the falling weight.

Due to the environmental vibration around the laboratory during the test, a certain
amount of clutter will be generated, and the accelerometer at the foundation has high
accuracy and is very susceptible to the influence of small external vibrations. Therefore, in
order to eliminate the influence of clutter on the test analysis, it is necessary to reduce the
noise of the collected signal.

Among the current denoising methods, wavelet threshold denoising has a better
application [20–22]. The basic method is to use a family of functions to approximate the
objective function hierarchically. Among them, the generated function Ψ(t) will to meet the
laws (1) and (2):

Time domain:
∫ ∞

−∞
Ψ(t)dt = 0 (1)

Frequency domain:

Cψ =
∫ ∞

−∞

|ϕ∗(w)|
|w| dw < ∞ (2)

where ϕ(w) is the Fourier transform of Ψ(t) and ϕ*(w) is the complex conjugate function of
ϕ(w).

When selecting the basis function and decomposition series of the vibration accelera-
tion signal at the basis of this research, the following strategies are adopted:

(1) Intercept the original signal for 0.4 s, use wavelet soft threshold denoising decomposi-
tion to denoise, and use the default threshold for the threshold. A three-level wavelet
decomposition is performed on the basic vibration signal, and an approximation
signal is obtained.

(2) Reconstruct the decomposed signal to obtain the noise-reduced basic vibration signal
for subsequent frequency domain and vibration level analysis.

The dbN wavelet denoising method is adopted in this study (db is the abbreviation of
Daubechies, and N is the wavelet order). The number of wavelet decomposition layers is
one of the factors affecting the effect of wavelet noise reduction. The larger the number of
decomposition layers, the more obvious the difference between noise characteristics and
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signal characteristics will be, which is more favorable for signal and noise separation. As far
as reconstruction is concerned, the larger the number of decomposition layers, the larger the
error in reconstruction and the greater the distortion; when the number of decomposition
scales is too small, the maximum value of the modulus corresponding to the noise cannot
be sufficiently attenuated, which will cause the signal to be indistinguishable from the noise.
It can be seen that if the decomposition scale is too large, some important local features in
the signal will be lost. Therefore, it is often decomposed into 3~6 levels when performing
wavelet noise reduction. In this study, the signal-to-noise ratio has reached 70.7013 when it
is decomposed into three levels, indicating that the noise signal is greatly reduced. In order
to ensure that important local features in the signal are not lost, level 1, 2, and 3 wavelet
decomposition are selected [23].

The mathematical characteristics and smoothness of the signal after soft threshold
processing are also better, and the processing result is also more reliable. Therefore, we
choose the dbN wavelet denoising method with soft threshold. In order to ensure that the
signal is not distorted after noise reduction, we used the corresponding multi-scale one-
dimensional wavelet decomposition function “wavedec” when using MATLAB to calculate,
and set up a three-level decomposition function to achieve the removal of high-frequency
white noise [24].

Take the acceleration data of the measuring point at the foundation after the vibration
isolator is installed at 3.6 m SSFST as an example, as shown in Figure 7. After reconstructing
the decomposed signal, it can be seen that the overall waveform of the signal after denoising
has not changed much, but the clutter of the signal has been significantly reduced; as shown
in Figure 8, 0~0.03 s and 0.17~0.30 s are the most significant, indicating that the wavelet soft
threshold denoising is suitable for this type of signal processing. After clutter processing, it
will be more conducive to subsequent analysis.

 
(a) (b) 

 
(c) (d) 

Figure 7. Wavelet soft threshold de-noising decomposes the detailed signal. (a) Level 1 detail signal.
(b) Level 2 detail signal. (c) Level 3 detail signal. (d) Approximation signal.

The change law of the acceleration time history waveform of the track structure
components at the basic acceleration measurement point is relatively similar. Therefore, for
different parts of the basic measuring point, the measuring point closest to the impact point
is selected for analysis, which is 15 cm away from the edge of the slab. The time-history
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waveforms of vibration acceleration of two SSFST structural components are shown in
Figures 9 and 10.

Figure 8. Comparison of the original signal and the signal after wavelet denoising.

 
(a) 3.6 m (b) 4.8 m 

Figure 9. Acceleration time history waveform with or without vibration isolation measures.

 
(a) 3.6 m (b) 4.8 m 

Figure 10. Basic acceleration time history waveform for different fatigue times.

According to Figures 9 and 10:
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(1) During the SSFST drop hammer impact test, it can be seen that the positive value
of acceleration at the foundation is slightly larger than its negative value. After the
vibration isolator is installed, its peak acceleration is greatly reduced, and its drop is
about 80%, which shows that the vibration isolator has a key effect on reducing the
dynamic response of the SSFST system to the foundation.

(2) After the prefabricated SSFST is installed with the vibration isolator, the period of
shock and vibration level is continuously shortened. After the installation of the vi-
bration isolator, the total vibration duration of the SSFST is less than the prefabricated
SSFST without the vibration isolator. It can be seen that the SSFST with the vibration
isolator can achieve excellent vibration energy absorption.

(3) SSFST of two lengths has similar basic vibration laws, and both acceleration amplitude
and attenuation waveform are similar. Among them, the acceleration of 4.8 m SSFST
is slightly smaller than 3.6 m SSFST, which indicates that the length of the track slab
has a small effect on the attenuation of the foundation vibration.

(4) With the application of fatigue load, the waveform of the acceleration waveform at
the foundation has slight changes, but the overall change is small.

The time domain analysis mainly focuses on the peak value, peak-to-peak value, and
effective value of the track structure impact vibration. The specific meaning is as follows:

(1) The peak value mainly represents the maximum value of the acceleration at the
foundation when the SSFST is subjected to an impact, which can directly reflect the
acceleration of the foundation when the impact is received.

(2) The peak-to-peak value is the difference between the maximum value and the min-
imum value of the acceleration at the foundation, and its magnitude has a greater
correlation with the shock received at the foundation, so it can be used as an important
indicator for evaluating the shock response received at the foundation.

(3) The effective value is also called root-mean-square value, which can represent the
vibration energy generated when the foundation is impacted.

Table 2 shows the peak and effective values of vibration acceleration of the two SSFST
foundations under different assembly conditions and fatigue loading times of the vibration
isolator.

Table 2. Time domain analysis comparison of vibration acceleration (unit: g).

Fatigue Load
Without Vibration
Isolator (WOVI)

With Vibration
Isolator (WVI)

5 Million Times
(5 MT)

10 Million Times
(10 MT)

Type 3.6 m 4.8 m 3.6 m 4.8 m 3.6 m 4.8 m 3.6 m 4.8 m

Max 0.0657 0.0563 0.0162 0.0143 0.0154 0.0141 0.0138 0.0127
Minimum −0.0660 −0.0627 −0.0165 −0.0145 −0.0160 −0.0143 −0.0153 −0.0139

Peak −0.0660 −0.0627 −0.0165 −0.0145 −0.0160 −0.0143 −0.0155 −0.0139
Peak-to-peak 0.1317 0.1190 0.0327 0.0284 0.0314 0.0280 0.0291 0.0226

Effective value 0.0105 0.0099 0.0021 0.0018 0.0020 0.0017 0.0018 0.0016

Among them, the effective value is calculated by selecting the entire vibration period,
and the duration is set to 0.40 s and is shown in Figure 11; it can be seen that:

(1) After the installation of the vibration isolator, the foundation acceleration peak, peak-
to-peak value, and effective value are significantly reduced, and the drop rate is about
80%. Therefore, SSFST is beneficial to reduce the vibration response level of the track
structure.

(2) When the number of fatigue loads increases, the maximum, minimum, peak, and
effective values of the two SSFST foundations have little change, and the overall
decrease slightly. It can be seen that the vibration effect of this type of SSFST is less
affected by the fatigue load.

(3) Comparing the peak and effective value of vibration acceleration at the foundation
under different assembly conditions of vibration isolators and the number of fatigue
loads, it can be seen that the vibration response amplitude of 3.6 m SSFST is slightly

266



Sensors 2022, 22, 2567

larger than 4.8 m SSFST, and the acceleration level of both at the foundation is generally
low.

(4) When laying SSFST tracks in subway tunnels, when wheel-rail impact occurs, it is
beneficial to reduce the vibration response of the tunnel base and lining structure and
reduce the possibility of damage to the track and tunnel structure.

 
(a) (b) 

(c) 

Figure 11. Comparison diagram of time-domain analysis of vibration acceleration. (a) Peak value.
(b) Peak to peak value. (c) Effective value.

3.2. Frequency Domain Analysis

In the frequency domain analysis of vibration signals, frequency spectrum is often
used as an important research method. Through the transformation of parameters such
as amplitude in different frequency ranges, the amplitude and phase contained in the
vibration signal can be displayed. In the analysis, the Fourier transform is the most used.
When in use, the frequency and time domain of the vibration signal can be related to
each other, and then the signal characteristics contained in the time domain signal can
be displayed and used for analysis. Therefore, the Fourier transform has been widely
used [25,26].

In this study, based on the FFT method, the vibration signals at the foundation of the
prefabricated SSFST under different fatigue times were transformed. Since the amplitude
spectrum (RMS) mainly reflects the effective value of the vibration acceleration signal, it has
a good reflection on the distribution of the vibration signal in each frequency band. There-
fore, a comparative study was made on the amplitude spectrum (RMS) of the foundation
shock vibration.

In order to study the vibration distribution of the foundation in different frequency
domains under different working conditions, the amplitude spectrum (RMS) of the foun-
dation is obtained through fast Fourier transform (FFT), as shown in Figure 12. The
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amplitude spectrum (RMS) can well show the changing law of the amplitude waveform
under different working conditions, that is, it is easier to compare and analyze.

(a) 3.6 m 

(b) 4.8 m 

Figure 12. SSFST basic amplitude (RMS) comparison waveform.

According to Figure 12a, when the vibration isolator is not installed, the ampli-
tude spectrum (RMS) of 3.6 m SSFST has 7 obvious peak points, located at 44.99 Hz,
89.98 Hz, 132.48 Hz, 194.98 Hz, 534.93 Hz, 789.91 Hz, and 1254.84 Hz, and their RMS is
37.28 × 10−4 g, 27.27 × 10−4 g, 27.12 × 10−4 g, 28.73 × 10−4 g, 6.79 × 10−4 g, 4.19 × 10−4 g,
and 6.54 × 10−4 g, respectively. After installing the vibration isolator, the amplitude spec-
trum (RMS) has four obvious peak points, located at 10.50 Hz, 134.98 Hz, 524.93 Hz, and
1222.35 Hz, its RMS is 7.31 × 10−4 g, 1.91 × 10−4 g, 2.23 × 10−4 g, and 6.49 × 10−4 g,
respectively. After 5 million fatigue loads, the positions and amplitudes of the above
four peak points have relatively small changes, which are located at 10.25 Hz, 132.48 Hz,
542.43 Hz, and 1243.34 Hz, respectively, and its RMS is 6.34 × 10−4 g, 1.91 × 10−4 g,
2.30 × 10−4 g, and 5.16 × 10−4 g. The peak point and amplitude of 10 million times of
fatigue change greatly, and another peak point appears at 777.41 Hz; all peak points are
located at 10.498 Hz, 127.42 Hz, 504.43 Hz, 777.41 Hz, and 1287.34 Hz, respectively, and its
RMS is 4.74 × 10−4 g, 2.49 × 10−4 g, 1.94 × 10−4 g, and 4.25 × 10−4 g, respectively.

The basic vibration acceleration of 4.8 m SSFST shown in Figure 12b also obeys a
similar law, that is, the spectrogram changes greatly when the fatigue load is 10 million
times. When the vibration isolator is not installed, the amplitude spectrum (RMS) of
4.8 m SSFST has 3 obvious peak points, located at 41.355 Hz, 156.23 Hz, and 1277.43 Hz,
and its RMS is 40.46 × 10−4 g, 45.26 × 10−4 g, and 9.61 × 10−4 g, respectively. After in-
stalling the vibration isolator, there are 7 obvious peak points, located at 9.51 Hz, 80.41 Hz,
163.12 Hz, 367.61 Hz, 544.51 Hz, 707.63 Hz, and 1185.53 Hz, and the RMS is 3.67 × 10−4 g,
2.93 × 10−4 g, 1.11 × 10−4 g, 1.51 × 10−4 g, 1.76 × 10−4 g, 2.46 × 10−4 g, and
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2.95 × 10−4 g, respectively. After fatigue loading, the positions of the above peak points
have changed. After 5 million fatigue loads, the positions and amplitudes of the above
seven peak points have relatively small changes, located at 9.49 Hz, 78.12 Hz, 160.82 Hz,
360.71 Hz, 533.02 Hz, 693.85 Hz, and 1164.85 Hz, and its RMS is 6.47 × 10−4 g, 2.92 × 10−4 g,
1.21 × 10−4 g, 1.60 × 10−4 g, 1.93 × 10−4 g, 2.47 × 10−4 g, and 3.34 × 10−4 g, respectively.
The peak point and amplitude change greatly when fatigue is 10 million times. The number
of obvious peak points is 6, located at 9.19 Hz, 85.01 Hz, 335.42 Hz, 661.68 Hz, 751.29 Hz,
and 1192.42 Hz, and its RMS is 3.63 × 10−4 g, 2.56 × 10−4 g, 1.18 × 10−4 g, 2.27 × 10−4 g,
1.59 × 10−4 g, and 3.41 × 10−4 g, respectively.

4. Hilbert–Huang Transform Analysis

The shock component in the vibration signal of the SSFST system accounts for a large
proportion, the frequency component is very rich, and the vibration information contained
in different frequency bands is different [27]. When analyzing the vibration signal of the
SSFST system, the Intrinsic Mode Function (IMF) components of each order after the Empir-
ical mode decomposition (EMD) will contain the natural vibration components of different
frequency bands caused by different vibration isolation methods [28–31]. According to
the theory of kurtosis coefficient, IMF components with larger kurtosis values have more
periodic impact components [32].

Due to the effect of the vibration isolator of the SSFST system, the dynamic response
of the SSFST structure will have a huge impact, and the amplitude and frequency of the
basic acceleration response will change. In order to analyze the impact of the SSFST system
vibration isolator on the track structure response, the foundation is the key test site to test
the dynamic impact of the SSFST, and the kurtosis value improved HHT method is used to
perform time-frequency analysis and energy analysis on the acceleration response of the
track structure.

4.1. EMD Analysis

According to the frequency domain analysis in Section 3, it can be seen that the vibra-
tion signal has multiple peak points in the frequency domain, and there is a superposition of
multiple modal waveforms at the same time. Therefore, we can consider decomposing the
vibration signal at the foundation to analyze the vibration waveform of different frequency
bands.

According to the characteristics of IMF, for the vibration acceleration at the foundation
of SSFST of non-stationary signal, EMD can be used for analysis and processing to obtain
the IMF of each frequency band. Through the energy intensity under the characteristic scale
reflected by IMF, as shown in the impact intensity of the vibration acceleration signal in each
frequency band, it is used to compare the vibration acceleration signal of the foundation
under different vibration isolators and fatigue conditions [33].

Since the vibration acceleration signal at the foundation of SSFST presents nonlinear
and non-stationary characteristics, it is very suitable to use the EMD method to analyze its
modal components. At present, there are few studies in SSFST vibration analysis. Therefore,
the use of EMD to obtain the IMF components of the vibration signal at different frequency
bands can provide a more comprehensive understanding of the change law of the vibration
signal.

Using the above steps, EMD transformation is performed on the vibration acceleration
time-domain waveform in Figure 10 to obtain the basic acceleration EMD waveform with
or without vibration isolators and the basic acceleration EMD waveform under different
fatigue load times, as shown in Figures 13 and 14. It can be seen that the vibration signal
can be decomposed into 8 orders by using the EMD method, and the decomposed vibration
signal presents a relatively regular pure oscillation characteristic. As the decomposition
order increases, the amplitude of the IMF decreases, the period becomes longer, and the
frequency decreases. It can be seen that EMD has better adaptability to non-stationary
fundamental vibration acceleration signals.
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(a) 3.6 m (b) 4.8 m 

Figure 13. Comparison of basic acceleration EMD waveforms with and without vibration isolators.

 
(a) 3.6 m (b) 4.8 m 

Figure 14. EMD waveform of foundation acceleration under different fatigue load times.
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According to Figure 13: IMF of various orders with or without vibration isolators, it
can be seen that the vibration amplitudes of IMF1, IMF2, IMF7, and IMF8 of the two are
maintained at an order of magnitude, which is relatively closer, in which it can be seen that
the vibration isolator has limited damping effect on the ultra-high-frequency band and the
ultra-low-frequency band. For IMF3~IMF6, it can be seen that after the installation of the
vibration isolator, the vibration amplitude has been significantly attenuated, especially in
the frequency range of IMF4, and the vibration IMF at the foundation of the two sizes of
SSFST is basically the same.

According to Figure 14, it can be seen that as the number of fatigue loads increases, the
IMF component of the vibration acceleration at the foundation changes to a certain extent.
At 5 million times of fatigue, the IMF component at the foundation of the two sizes of SSFST
has a small change range, and the IMF changes of each order of vibration of the two sizes
are consistent. When the number of fatigue reaches 10 million times, the IMF component
changes greatly, especially in the IMF1~IMF2 frequency band; the IMF7~IMF8 frequency
band drops significantly; and the IMF3~IMF6 frequency band shows irregular changes.

According to the IMF waveform decomposed by the EMD method, the IMF maximum
value under different working conditions is summarized and analyzed, as shown in the
Tables 3 and 4. With the increase of IMF order, the frequency and amplitude of vibration
show a decreasing trend; after installing the vibration isolator, the maximum value of the
IMF waveform of IMF3~IMF8 decreased significantly; comparing the maximum positive
value and the maximum negative value of the IMF waveform, it can be seen that the
absolute value of the maximum negative value of the IMF without vibration isolator is
generally smaller than the maximum positive value, while the absolute value of the maxi-
mum negative value of IMF with vibration isolator is generally greater than the maximum
positive value; and with the increase of the number of fatigue loads, the maximum value of
IMF gradually showed a downward trend.

Table 3. Summary of the maximum negative values of each IMF waveform (unit: g).

Size Working Condition IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

3.6 m

Without vibration isolator −0.0112 −0.0128 −0.0370 −0.0271 −0.0248 −0.0041 −0.0031 −0.0016
With vibration isolator −0.0077 −0.0131 −0.0062 −0.0025 −0.0022 −0.0013 −0.0011 0.0000

5 million times −0.0061 −0.0108 −0.0076 −0.0032 −0.0012 −0.0013 −0.0012 0.0000
10 million times −0.0145 −0.0116 −0.0044 −0.0030 −0.0009 −0.0011 −0.0005 −0.0002

4.8 m

Without vibration isolator −0.0149 −0.0132 −0.0385 −0.0314 −0.0159 −0.0065 −0.0011 −0.0004
With vibration isolator −0.0103 −0.0084 −0.0076 −0.0028 −0.0009 −0.0012 −0.0010 −0.0001

5 million times −0.0089 −0.0086 −0.0077 −0.0030 −0.0012 −0.0006 −0.0010 −0.0002
10 million times −0.0066 −0.0093 −0.0055 −0.0017 −0.0018 −0.0006 −0.0006 0.0000

Table 4. Summary of the maximum positive value of each IMF waveform (unit: g).

Size Working Condition IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

3.6 m

Without vibration isolator 0.0127 0.0122 0.0398 0.0297 0.0270 0.0048 0.0023 0.0015
With vibration isolator 0.0066 0.0121 0.0061 0.0021 0.0021 0.0010 0.0012 0.0000

5 million times 0.0051 0.0096 0.0088 0.0033 0.0011 0.0013 0.0012 0.0000
10 million times 0.0142 0.0089 0.0047 0.0023 0.0008 0.0017 0.0005 0.0001

4.8 m

Without vibration isolator 0.0169 0.0180 0.0507 0.0366 0.0155 0.0060 0.0011 0.0005
With vibration isolator 0.0103 0.0094 0.0058 0.0026 0.0008 0.0010 0.0009 0.0001

5 million times 0.0093 0.0100 0.0068 0.0031 0.0012 0.0008 0.0011 0.0002
10 million times 0.0064 0.0096 0.0049 0.0013 0.0017 0.0007 0.0005 0.0000

4.2. Kurtosis Analysis

In order to analyze the vibration severity of each IMF in Section 4.1, the kurtosis value
is used for research. The kurtosis value is also called the fourth-order central moment,
which is often used for statistical estimation of the signal. It is used to express the convexity
of the peak of the analyzed vibration signal, has no unit, and is a dimensionless value [34].
The larger the kurtosis value, the sharper the peak of the vibration signal, which means that
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the vibration at the foundation is more intense in this study. The mathematical expression
of the kurtosis value is:

K =
E(x − μ)4

σ4 =
1
N

N

∑
i=1

[
xi − μ

σ
]4 (3)

In the formula, K—the kurtosis value of the vibration signal at the foundation; N—the
number of sampling points in the vibration signal; μ—the mean value of the vibration
signal; and σ—the standard deviation of the vibration signal.

In the field of mechanical engineering diagnosis, it is generally considered that when
the kurtosis value is equal to 3, it is the normal kurtosis value, also called zero kurtosis.
At this time, the concavity and convexity at the peak of the analyzed waveform signal is
consistent with the normal distribution waveform. When σ decreases, it indicates that the
vibration signal is more concentrated, and the kurtosis value increases. On the contrary,
when σ increases, this indicates that the peak value of the vibration signal is more dispersed,
and the kurtosis value decreases. According to the above rule, when the kurtosis value is
greater than 3, it is recorded as positive, and when the kurtosis value is less than 3, it is
recorded as negative. By using the kurtosis index to analyze the dramatic magnitude of
IMF changes, it can also be used to understand the degree of peak fundamental vibration
acceleration in each frequency band. Therefore, the IMF kurtosis values of each order in
Section 4.1 are calculated, as shown in Table 5.

Table 5. IMF kurtosis value of vibration acceleration of SSFST system components.

Size Working Condition IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

3.6 m

Without vibration isolator 55.651 15.281 17.178 10.485 12.149 7.734 4.863 2.739
With vibration isolator 33.294 33.107 40.849 18.419 10.579 2.906 2.704 2.116

5 million times 26.238 30.885 29.416 18.065 10.149 2.851 2.531 2.063
10 million times 23.472 22.742 25.266 14.071 8.862 3.725 2.484 1.967

4.8 m

Without vibration isolator 48.728 16.509 15.663 15.672 5.911 7.301 2.058 1.633
With vibration isolator 28.936 25.593 40.848 23.911 7.629 5.288 3.099 3.227

5 million times 26.062 24.315 31.146 15.54 5.404 3.571 2.549 2.13
10 million times 24.424 20.564 28.221 9.048 4.728 2.949 2.288 1.677

Drawing the kurtosis values of each order into the change waveform shown in
Figure 15, we can see that:

(1) When there is no vibration isolator, the IMF1 kurtosis value of the vibration signal
at the foundation is larger, and the kurtosis value decreases sharply at IMF2 and is
smaller than the working condition of the vibration isolator. After IMF3, the kurtosis
value changes steadily, gradually decreases, and gradually becomes negative kurtosis
at IMF7~IMF8;

(2) After installing the vibration isolator, the IMF kurtosis values of each order are re-
duced, the IMF2~IMF4 is higher than without vibration isolators, and the peak signal
density of the IMF3 frequency band is the highest. As the number of fatigue increases,
the kurtosis value of this frequency range first increases and then decreases, indicating
that the fatigue load will affect the distribution of the vibration acceleration IMF peak
point at the foundation.

In order to analyze the variation range of the kurtosis value under different installa-
tion conditions of vibration isolators and the number of fatigue loads, the kurtosis value
change ratios after installing the vibration isolator, after 5 million times of fatigue and after
10 million times of fatigue are summarized, as shown in the Table 6. It can be seen that
IMF2~IMF4 of 3.6 m SSFST ground vibration has a relatively large increase after installing
the vibration isolator, while IMF2~IMF4 and IMF7~IMF8 of 4.8 m SSFST ground vibration
have a significant increase; under the action of fatigue load, all orders of IMF showed a
downward trend. The decrease range of IMF5~IMF8 of 3.6 m SSFST ground vibration was
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greater than 4.8 m SSFST, while the reduction ratio of IMF1~IMF4 was less than 4.8 m
SSFST.

 
(a) 3.6 m (b) 4.8 m 

Figure 15. IMF kurtosis trend graph of basic acceleration.

Table 6. The ratio of changes in kurtosis values.

Size Working Condition IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

3.6 m
With vibration isolator 0.598 2.167 2.378 1.757 0.871 0.376 0.556 0.773

5 million times 0.788 0.933 0.720 0.981 0.959 0.981 0.936 0.975
10 million times 0.705 0.687 0.619 0.764 0.838 1.282 0.919 0.930

4.8 m
With vibration isolator 0.594 1.550 2.608 1.526 1.291 0.724 1.506 1.976

5 million times 0.901 0.950 0.762 0.650 0.708 0.675 0.823 0.660
10 million times 0.844 0.804 0.691 0.378 0.620 0.558 0.738 0.520

4.3. Hilbert Envelope Spectrum Analysis

In the field of mechanical engineering, Hilbert envelope spectrum is often used for fault
diagnosis. This method is based on the traditional spectrum analysis technology, combined
with the envelope detection of the vibration signal, which can remove the high-frequency
components of the vibration signal and amplify the defect signal to facilitate diagnosis and
analysis. The function after the Hilbert transformation can be used to construct the analytic
function, and then the Hilbert envelope spectrum can be obtained by performing FFT on
this basis [35,36].

The Hilbert envelope spectrum analysis method is as follows.
The original vibration signal undergoes Hilbert transform, which makes the vibration

signal produce a phase shift of 90◦. The transformed analytical signal can be used to
construct an envelope signal. The Hilbert transform is defined as:

x̂(t) = H[x(t)] =
∫ +∞

−∞

x(τ)
π(t − τ)

dτ = x(t)· 1
πt

(4)

x̂(t) is the signal after the original vibration signal x(t) is transformed by Hilbert, and then
the analytical signal can be obtained:

Z(t) = x(t) + jx̂(t) (5)

On this basis, the envelope function A(t) is constructed, which is defined as follows:

A(t) =
x̂(t)
x(t)

(6)

where: A(t)—the envelope signal of the original vibration signal x(t).
The instantaneous phase ϕ(t) is defined as:
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ϕ(t) = arctan[
x̂(t)
x(t)

] (7)

Since the vibration of SSFST foundation is most concerned about the middle and low
frequencies, according to the above steps, the original vibration signal is detected and
the high-frequency components are removed, so that the Hilbert envelope spectrum is
drawn. The low-frequency defect signals in the spectrum are easier to identify through
the method. Therefore, the Hilbert envelope spectrum analysis is performed on the SSFST
basic vibration acceleration of two lengths, as shown in Figure 16.

(a) 3.6 m 

(b) 4.8 m 

Figure 16. Hilbert envelope spectrum of basic acceleration.

It can be seen that after Hilbert detection, the amplitude of frequencies above 1000 Hz
is greatly reduced. The vibration acceleration envelope signal when there is no vibration
isolator can be regarded as a fault signal. It can be seen that the frequency amplitude
below 110 Hz is larger than that of the vibration isolator. After the fatigue load, the Hilbert
envelope waveform has certain fluctuations, especially in the frequency range between
10 Hz and 30~50 Hz. The laws reflected under different fatigue loading times are consistent
with the previous analysis results, that is, 5 million times of fatigue has a small effect, and
10 million times of fatigue has a greater effect.

According to the Hilbert envelope spectrum, as the frequency increases, the Hilbert
amplitude gradually decreases, indicating that the foundation structure receives mainly
the drop hammer impact transmitted from the track structure. The maximum Hilbert
amplitudes of the 3.6 m SSFST ground vibration under the four working conditions are
33.413 g, 6.408 g, 6.000 g, and 5.670 g, respectively. In the range of 0~80 Hz, the prominent
protruding points without vibration isolators are located at 7.50 Hz, 24.98 Hz, and 64.52 Hz,
and there is a significant depression point at 42.49 Hz. There are many fluctuations in the
basic Hilbert amplitude under different fatigue loading times. In the range of 0~80 Hz,
before fatigue, 5 million times of fatigue, and 10 million times of fatigue, the first large
fluctuation occurs at about 10 Hz, where the Hilbert amplitudes are 17.061 g, 2.788 g,
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1.935 g, and 3.245 g. The maximum Hilbert amplitudes of the 4.8 m SSFST ground vibration
under the four working conditions are 23.431 g, 5.316 g, 5.173 g, and 4.490 g, respectively.
In the range of 0~80 Hz, the prominent protruding points without vibration isolators are
located at 6.89 Hz, 16.08 Hz, 22.98 Hz, 32.16 Hz, and 50.54 Hz, and there is a significant
depression point at 39.06 Hz. The first large fluctuation appeared at 5 Hz, and the Hilbert
amplitudes were 17.622 g, 3.919 g, 3.731 g, and 2.577 g, respectively.

5. Vibration Level Analysis

5.1. Frequency Division Vibration Level Analysis

According to the “Technical Specification for Floating Slab Track” (CJJ/T 191-2012) [37],
when evaluating the vibration-damping performance of the SSFST in this study, the test
frequency range that needs to be used is 1~200 Hz. The vertical acceleration should be
used in the test, and the vibration acceleration with or without vibration isolation measures
should be tested for comparison by calculating the root mean square difference ΔLa of the
divided frequency vibration level when the SSFST with or without vibration isolator is
used as the evaluation parameter. The difference ΔLmax of the frequency division vibration
level is used as the evaluation quantity of the SSFST vibration-damping effect, and the
calculation formula is as follows:

ΔLa = 10lg

(
n

∑
i=1

10
VLq(i)

10

)
− 10lg

(
n

∑
i=1

10
VLh(i)

10

)
(8)

ΔLmax = max
i=1→n

[
VLq(i)− VLh(i)

]
(9)

ΔLmin = min
i=1→n

[
VLq(i)− VLh(i)

]
(10)

where VLq(i)—in this study, the measured vertical acceleration on the ground without
vibration isolators is the divided-frequency vibration level when the vertical acceleration is
in the 1/3 octave band;

VLh(i)—in this study, the tested vertical acceleration is the divided-frequency vibration
level when the vertical acceleration is in the 1/3 octave band.

The 1/3 octave frequency at the basis of the two lengths of SSFST is shown in Figure 17,
and the insertion loss analysis is shown in Figure 18.

(a) 3.6 m. 

Figure 17. Cont.
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(b) 4.8 m. 

Figure 17. 1/3 octave waveform at the base of SSFST.

According to Figure 17, in the range of 1~200 Hz, the 1/3 octave at the foundation is
distributed at 20~95 dB, and the peak value is at 100~200 Hz when the vibration isolator
is not installed, located at 40 Hz, 80 Hz, 125 Hz, 200 Hz, 500 Hz, 800 Hz, and 1250 Hz,
respectively, and their frequency positions correspond to the seven peak points analyzed in
Section 3.2 (44.99 Hz, 89.98 Hz, 132.48 Hz, 194.98 Hz, 534.93 Hz, 789.91 Hz, and 1254.84 Hz)
and are consistent. After the vibration isolator is installed, the vibration level at the base
is significantly reduced in the frequency range of 16~400 Hz, and the peak value is at
8~12.5 Hz. The peak points correspond to 10.50 Hz, 134.98 Hz, 524.93 Hz, and 1222.35 Hz.
The peak point of the vibration level curve under the fatigue load of 5 million times changes
little, while the vibration level curve fluctuates greatly after the fatigue load of 10 million
times.

From the comparison of Figure 17a,b, it can be seen that with the increase of fatigue
load, the 1/3 octave of the foundation at different frequency bands fluctuates to a certain
extent, but the variation range is small. The two-length SSFSTs have very similar basic
frequency division vibration level curves under various working conditions, and each
amplitude frequency division vibration level of the 4.8 m SSFST foundation is slightly
smaller than that of the 3.6 m SSFST foundation.

(a) 3.6 m. 

Figure 18. Cont.
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(b) 4.8 m. 

Figure 18. Insertion loss curve at the foundation of SSFST.

In order to study the effect of fatigue on the insertion loss of steel spring isolators, the
fatigue loss of two SSFSTs was plotted as a function of fatigue load, as shown in Figure 18.
It can be seen that in the range of 1~200 Hz, the vibration isolation effect of the vibration
isolator on the foundation vibration is mainly reflected in the 16~400 Hz range. This
phenomenon is consistent with the results in Section 3.2, that is, the vibration damping of
the steel spring vibration isolator is mainly reflected in low frequency. At the same time,
the insertion loss of the base frequency in the 5~16 Hz range is negative, indicating that
the vibration in this frequency range is intensified, which is consistent with the conclusion
that the maximum amplitude appears around 10 Hz after the isolator is installed in the
analysis results of the amplitude spectrum (RMS). With the increase of fatigue load, the
vibration isolator has a certain fluctuation in the insertion loss of the foundation at different
frequency bands, but the variation amplitude is limited.

5.2. Z Vibration Level Analysis

The Z vibration levels (VLz) at different track structure components of the two SSFSTs
are shown in Table 7 and Figure 19. It can be seen that during the drop hammer impact,
when weighing according to ISO2631-1:1985 [38], the spring vibration isolator’s foundation
VLz gradually decreases before and after installation, after 5 million fatigue tests, and after
10 million fatigue tests. The Z vibration level results of the two sizes of SSFST are similar,
and it can be seen that the increase in fatigue load will not weaken the vibration-damping
effect of SSFST. The relevant literature [39] shows that the load caused by the operation
of the subway line in one year is equivalent to 2 million fatigue loads. In this experiment,
the vibration-damping effect changes little after 5 million and 10 million times, which just
proves that the floating slab track can still guarantee a good vibration-damping effect after
about 2.5 years and 5 years, which shows that the track structure has high reliability and
has a shelf life of vibration-damping effect about 5 years.

Table 7. The Z vibration level of the foundation weighting (VLz, unit: dB).

Track Size Data
Track Structure Components

Without Vibration
Isolator

With Vibration
Isolator

After 5 Million
Fatigue

After 10 Million
Fatigue

3.6 m
Z vibration level 96.0 73.9 72.8 72.2

Insertion loss 22.1 23.2 23.8

4.8 m
Z vibration level 94.0 73.7 72.9 72.4

Insertion loss 20.3 21.1 21.6

277



Sensors 2022, 22, 2567

Figure 19. The Z vibration level of the foundation.

5.3. Comparison with Cast-in-Place SSFST Railway Field Test

The combined shear hinge prefabricated SSFST has not been widely laid on the railway
site at present. In order to reflect the advanced nature of the track slab, we compared the
field test data of the cast-in-place SSFST previously tested with it. The results show that this
new type of combined shear hinge SSFST is not only beneficial to the rapid construction
on site but also has good engineering application value, and its vibration-damping effect
can also reach the level of cast-in-place SSFST. At the same time, the frequency response of
the vibration isolator reflected by the prefabricated SSFST indoor test and the cast-in-place
SSFST field test is consistent, and it can be seen that the drop-weight method has high
feasibility for evaluating the vibration damping characteristics of the SSFST that has not
been constructed on site.

The wall vibration of a cast-in-place SSFST tunnel of a subway line is selected to be
measured by an acceleration sensor, and the length of the cast-in-place SSFST is 25 m. At
the same time, an ordinary monolithic track (OMT) section was selected for comparison
with the tunnel wall vibration, and each measurement section used an acceleration sensor
to measure the vertical acceleration of the tunnel wall (Figure 20). The site layout is shown
in the Figure 21.

 
(a) (b) 

Figure 20. Layout of tunnel wall acceleration test points. (a) Cast-in-place SSFST section. (b) OMT
section.

  
(a) (b) 

Figure 21. Field test diagram. (a) Acceleration measuring point of tunnel wall. (b) Overall view.
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Through the test, the comparison chart of tunnel wall vibration in Figure 22 is obtained.
For the tunnel wall acceleration, the SSFST section is significantly smaller than the OMT
section, and the amplitude is about 0.2~0.3 of the OMT section. It can be seen that SSFST
has excellent vibration isolation effect, which can filter and weaken the vibration very
efficiently, which is of great significance to ensure the vibration damping requirements
along the subway line. In the frequency band below 12.5~16 Hz, the insertion loss of the
frequency division vibration level of SSFST is negative, indicating that the setting of SSFST
will aggravate the vibration response of this frequency band. The reason is that the natural
vibration frequency of SSFST is mainly located in this section. Excitation in the frequency
band results in increased vibration in this frequency band. The insertion loss curve of the
frequency band near 3150 Hz shows a valley value, and the vibration-damping effect of
the high-frequency band also decreases, indicating that the vibration-damping effect of
SSFST is mainly concentrated in the 16~3150 Hz frequency band. Through the analysis of
the insertion loss curve, it can be seen that the vibration-damping effect reaches its peak
value near 200~250 Hz, which indicates that the vibration isolation and filtering of the steel
spring vibration isolator for medium and high-frequency signals are mainly concentrated
in this frequency band. Therefore, the vibration damping characteristics of SSFST reflected
by the field test are consistent with the results of the laboratory test.

  
(a) (b) 

Figure 22. Comparison of vertical vibration of tunnel wall. (a) Acceleration time domain curve.
(b) Frequency division vibration level and insertion loss.

According to “Technical Guidelines for Environmental Impact Assessment” HJ453-
2008 [40], for the environmental vibration caused by train operation, the train speed
correction formula at different speeds is:

Cv = 20lg
v
v0

(11)

where:

v0—the reference speed of the source intensity, in km/h;
v—the speed of the train, in km/h.

Taking the data measured when 20 trains pass through the test section, the VLZ value
and the vibration difference value ΔVLZ of the tunnel wall measurement point of each test
section under the two track bed forms are analyzed and statistically obtained, see Table 8.
After the vehicle speed is corrected to the same speed, the Z vibration level of the tunnel
wall in the SSFST section is significantly smaller than that in the OMT section, and the
insertion loss ΔVLZ is 24.42 dB. Compared with the combined shear hinge prefabricated
SSFST in this test, the vibration-damping effect of the two types of SSFST is above 20 dB.
Due to the different working conditions without vibration isolators, the vibration level
and the value of the vibration-damping effect are different, but the overall law and the
magnitude of the vibration-damping effect are consistent and the reliability is high.
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Table 8. Tunnel wall VLZ and its vibration difference ΔVLZ.

Track Bed Form OMT SSFST

VLZ (dB) 70.83 46.61
Speed (km/h) 71.36 73.00

Corrected value after the speed is unified (dB) 0.00 −0.20
VLZ after speed correction (dB) 70.83 46.41

Insertion loss ΔVLZ (dB) 24.42

In summary, the prefabricated SSFST indoor test and the cast-in-place SSFST field test
reflect the same vibration damping frequency response law of the isolator. It can be seen
that the drop-weight method has high feasibility for evaluating the vibration damping
characteristics of the SSFST that is not constructed on site.

6. Conclusions

By establishing a full-scale model of the combined shear hinge SSFST, the drop hammer
impact test of the combined shear hinge SSFST under different isolator assembly conditions
and fatigue times was carried out. The dynamic response of the foundation (ground)
of two lengths of SSFST structures under the impact of a drop weight was investigated.
According to the time domain, frequency domain, vibration level, and other indicators, the
vibration-damping performance of the combined shear hinge SSFST structure is compared,
and the vibration excitation response of the SSFST foundation under different working
conditions is evaluated. The main conclusions are as follows:

(1) Through amplitude (RMS) analysis, EMD analysis, kurtosis value analysis, Hilbert
envelope spectrum analysis, and vibration level analysis, it can be seen that this novel
type of combined shear hinge SSFST can have excellent isolation effect on vibration
and can still maintain good vibration damping ability within 10 million fatigue loads
(about 5 years).

(2) By comparing the magnitude (RMS) spectrum, the IMF waveform of the EMD method,
the frequency division vibration level curve and the insertion loss curve, it can be
seen that the frequency of the peak point of the frequency division vibration level
curve corresponds to the peak point frequency of the amplitude (RMS) spectrum.
The vibration damping results of each frequency band reflected by the insertion loss
curve are consistent with the IMF display results after EMD transformation, that is,
the vibration-damping effect of the steel spring vibration isolator mainly acts on the
middle and low-frequency bands of 16–400 Hz.

(3) According to the amplitude (RMS) spectrum, frequency division vibration level curve,
and insertion loss curve, it can be seen that the vibration near 10 Hz will be intensified
after the vibration isolator is installed, while the human body is more sensitive to the
vibration response in the frequency range of 0~80 Hz. Therefore, this problem should
be improved in the subsequent SSFST design to weaken the vibration response of the
floating slab to the foundation in this frequency band.

(4) The vibration indicators and variation laws of the two sizes of SSFST are similar,
and the acceleration amplitude and attenuation laws are consistent. The vibration
response of 4.8 m SSFST is slightly smaller than that of 3.6 m SSFST. Since 3.6 m SSFST
is easier to lay a smooth line, in practical applications, 3.6 m SSFST should be arranged
in the curved section, and 4.8 m SSFST should be arranged in the straight-line section
with higher train speed.

(5) Compared with the field experiment method, the drop-weight method can also
systematically study the vibration characteristics of this novel combined shear hinge
SSFST before laying, and the displayed SSFST vibration damping characteristics are
consistent with the field test and can conduct a comprehensive evaluation of the
vibration-damping effect of SSFST at a lower cost.
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Abstract: In view of problems such as closed traffic, the large number of sensors required, and the
labor-intensive and time-consuming nature of previous bridge detection, this paper analyzes the
dynamic response of the vehicle body of the continuous girder bridge under the action of vehicle load.
Based on theoretical analysis and formula derivation, a new method of bridge damage detection based
on coupled vehicle–bridge vibration is conceived. This method can accurately identify the location of
bridge damage and approximately estimate the degree of bridge damage. The method is as follows:
Taking the continuous beam bridge as an example, first, use the tractor inspection vehicle model to drive
over the continuous beam bridge before and after the damage, and collect the acceleration response
of the vehicle body. Then, the acceleration response difference is transformed by wavelet transform.
Furthermore, perform the innovative use of the maximum successive approximation approach to process
wavelet transform coefficients, which can identify the location of the bridge damage. Additionally,
study the impact of vehicle speed, vehicle weight, road surface roughness, and noise on this damage
detection method. In addition, a method for judging bridge damage degree based on wavelet transform
coefficients is proposed, and the judgment error basically meets the requirements.

Keywords: vehicle scanning method (VSM); damage identification; degree of damage; continuous
beam bridge

1. Introduction

With the rapid development of the number of bridges and the speed of bridge con-
struction, bridge destruction or collapse accidents occur from time to time, causing serious
economic losses and negative social impacts. At 8:45 on 14 July 2011, the deck of Fujian
Wuyishan Mansion Bridge collapsed, causing a bus to fall into the riverbank about 8.8 m
below the bridge. The bus driver was killed on the spot and 22 people on board were
injured [1]. If bridges are regularly inspected and repaired, disasters can be avoided. The
use of renewable materials such as tire rubber [2] in bridge damage can effectively improve
its performance. Therefore, bridge damage detection and assessment have gradually be-
come a popular research direction. Damage is the change in the geometrical and material
properties of a structure, resulting in structural deformation, increased vibration, or re-
duced load-bearing capacity, and failure or partial failure of the structure [3]. The overall
detection method of bridge structures can be divided into the static detection method and
the dynamic detection method [4]. The dynamic detection method uses the structural
dynamic response as a measure of the overall state of the structure. When a structural
component is damaged, the stiffness, mass, or damping characteristics of the structural
member will change, and the structural dynamic response will also change accordingly. The
collected structure dynamic response data is processed and analyzed, which can effectively
identify structural damage information [5].
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In 2004, Yang proposed that the dynamic response of vehicles crossing the bridge
contains the modal information of the bridge, which was verified by numerical simula-
tion [6]. In 2005, Yang conducted a field test and successfully extracted the first-order
vibration frequency of the bridge from the corresponding vehicle by using a tractor to tow a
single-axle detection vehicle [7]. When the bridge is damaged, the stiffness will change, so
the identified modal parameters can be used to determine the damage. In addition, when
the vehicle passes through the damage location, its dynamic response signal will suddenly
change, and the time–frequency domain signal analysis method can also be used to locate
the damage. Under the influence of Yang et al., Bu et al. proposed to use the dynamic re-
sponse of a vehicle body for bridge damage identification in 2006, use the stiffness reduction
to simulate the damage element, and use the acceleration of the vehicle body as the index
for damage identification [8]. In 1974, wavelet transform was first proposed by J. Morlet
and applied to petroleum signal processing; as a time–frequency domain analysis method,
wavelet transform can effectively identify the singular points in the signal, and the damage
location can be effectively identified by using the amplification characteristics of wavelet
transform. In 2010, Nguyen and tran carried out wavelet transform on the displacement
response signal of mobile vehicles, which can identify multiple damages of bridges [9]. In
2013, sun Zengshou summarized the damage detection methods based on vehicle–bridge
coupling vibration response [10]. In 2014, Yang’s team and OBrien successfully identified
the modes of the bridge using two different methods simultaneously [11,12]. In 2017,
Obrien decomposed the intrinsic mode functions (IMFs) of each order from the vehicle
corresponding by empirical modal decomposition and identified the damage location by
the IMF before and after the damage [13]. Qian Yao introduced the theoretical solution of
the contact point response in 2018, using empirical mode decomposition and Hilbert trans-
formation to extract instantaneous amplitude squares from the drive component response,
which can identify the damage location [14]. In 2019, Marashi et al. divided the bridge
into multiple sections, measured the short-term transmissibility of the axle acceleration
time–history response, and then used the amplitude modulation program to connect the
local mode shapes of each section in series to obtain the entire mode shape of the bridge [15].
In 2020, Locke et al. established a finite element model for driving recognition of simply
supported girder bridges. Through numerical simulation, they studied the effects of tem-
perature changes, vehicle body speed, accompanying traffic flow, bridge deck roughness,
and different damage on the driving test results of simply supported girder bridges. It
further confirms the validity and application potential of the bridge indirect measurement
method based on vehicle response [16].

In the past two decades, scholars have proposed a large number of structural damage
identification methods based on the overall parameters of the bridge and the response of
the bridge, and have been applied to a certain extent; Clemente P., Bongiovanni G. et al.
obtained bridge parameters through a vibration test of Indiano cable-stayed bridge in
Florence, and used these parameters to establish a finite element model and analyze the
influence of this model on static and seismic loads [17]. Although the results of traditional
detection methods are accurate, there are shortcomings such as inconvenient detection
and a lot of preparation. Bridge damage detection methods based on vehicle response can
overcome the above shortcomings, so this paper combines the existing research results
of predecessors, further explores the bridge damage detection method based on vehicle
response, uses wavelet analysis as the main tool, analyzes and studies the dynamic response
of vehicles when passing through the bridge, and proposes corresponding structural
damage indicators. The method proposed in this paper is applicable regardless of whether
the pile foundation adopts full-scale reinforced concrete piles or reinforced micropiles [18].
Although the detection method proposed in this paper can quickly and conveniently
identify the bridge damage, its detection results are greatly affected by the accuracy of the
sensor. In addition, the experiment using this method has not been carried out yet, and
further research is needed.

284



Appl. Sci. 2022, 12, 3743

2. Theoretical Research on Indirect Measurement Method Based on Vehicle–Bridge
Coupling

The damage detection method based on vehicle response is based on the vehicle–
bridge coupling vibration system model, as shown in Figure 1, which analyzes the interac-
tion mechanism between vehicle and bridge and obtains the bridge damage information.
This method is a continuation of the damage detection method of multi-point input single-
point output, in the hope that the damage detection can be carried out through the dynamic
response of bridge vehicles, which can greatly reduce the number of sensors and does not
affect the traffic.

Figure 1. Mathematical model for vehicle scanning method.

2.1. Theoretical Research on Vehicle–Axle Coupling Vibration

The whole mathematical model can be regarded as two subsystems; one is the vehicle
subsystem and the other is the bridge subsystem. In the solution of vehicle–bridge coupling
vibration equation [19], bridge mass, damping and stiffness matrices are generally constant
matrices, bridge damping is selected as Rayleigh damping, and differential equations for
bridge and vehicle vibration can be expressed as:

Mb
..
Zb(t) + Cb

.
Zb(t) + KbZb(t) = Pb(t) (1)

where: Mb is the bridge quality matrix, Cb is the bridge damping matrix, Kb is the bridge
stiffness matrix, Zb is the bridge displacement matrix,

.
Zb is the bridge speed matrix, and

..
Zb is the bridge acceleration matrix.

[Mv]
{ ..

uv(t)
}
+ [Cv]

{ .
uv(t)

}
+ [Kv]{uv(t)} = {Pv(t)} (2)

where [Mv], [Cv], and [Kv] are vehicle generalized mass matrix, generalized damping
matrix, and generalized stiffness matrix, respectively,

{ ..
uv(t)

}
,
{ .

uv(t)
}

, and {uv(t)} are
vehicle acceleration vector, velocity vector, and displacement vector, respectively, and
{Pv(t)} is load vector.

In the vehicle–bridge coupling vibration system, the solution process of differential
equation of vehicle–bridge vibration is based on the geometric compatibility and mutual
constraint of force balance at the contact point between wheel and bridge surface, the force
acting on the wheel is obtained by using the relative displacement between the axle, and
the vehicle matrix operation is used to obtain the force of the vehicle on the bridge. The
displacement of the wheel relative to the road surface can be expressed as:

Δi = Zwi − Zi − ri(x) (3)

where Zwi is the vertical displacement of the wheel, Zi is the vertical displacement of the
bridge at the contact point between the bridge and the wheel, and ri(x) is the pavement
roughness at the bridge and point.
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There is a pair of forces with equal size and opposite direction at the contact point
between the wheel and the bridge. The gravity of the vehicle on the bridge should be
considered in calculation and programming. The force balance can be expressed as:

Fwi = −Fbi = cwi
(
Δ′

i
)
+ kwi(Δi) (4)

where cwi is wheel damping, kwi is the wheel stiffness, and Δi is the vertical relative
displacement between wheel and pavement.

The equation selects the Newmark-β method for solving the vehicle–bridge coupling
system. The displacement and velocity of vehicles calculated by the Newmark-β method
are used as the initial conditions for the next time interval to solve the vehicle–bridge
coupling system. The differential equation of motion of the vehicle is:

[M]
{ ..

u(t)
}
+ [C]

{ .
u(t)

}
+ [K]{u(t)} = {P(t)} (5)

where
{ ..

u
}

can be represented by linear acceleration interpolation, and
{ ..

ui
}

can be repre-
sented by α control parameters, that is:{ ..

u
}
= (1 − δ)

{ ..
ui
}
+ δ

{ ..
ui+1

}
(0 ≤ δ ≤ 1) (6)

{ ..
u
}
= (1 − 2α)

{ ..
ui
}
+ 2α

{ ..
ui+1

} (
0 ≤ α ≤ 1

2

)
(7)

In turn, the structural acceleration vector and velocity vector at the ti+1 moment can
be derived: { ..

ui+1
}
= a0({ui+1} − {ui})− a2

{ .
ui
}− a3

{ ..
ui
}

(8){ .
ui+1

}
= a1({ui+1} − {ui})− a4

{ .
ui
}− a5

{ ..
ui
}

(9)

where a0 = 1
αΔt2 ; a1 = δ

αΔt ; a2 = 1
αΔt ; a3 = 1

2α − 1; a4 = δ
α − 1; a5 = Δt

2

(
δ
α − 2

)
;

a6 = Δt(1 − δ); a7 = δΔt.
Then, the equation of motion of the structure at time ti+1 can be written according to

Equation (5):

[M]
{ ..

ui+1(t)
}
+ [C]

{ .
ui+1(t)

}
+ [K]{ui+1(t)} = {Pi+1(t)} (10)

Replace Equations (8) and (9) into Equation (10):

(α0[M] + α1[C] + [K]){ui+1} = {Pi+1}+ [M]
(
a0{ui}+ a2

{ .
ui
}
+ a3

{ ..
ui
})

+ [C]
(
a1{ui}+ a4

{ .
ui
}
+ a5

{ ..
ui
})

(11)

According to Equation (10), the structural displacement vector {ui+1} at ti+1 time can be
obtained by substituting the structural displacement vector {ui+1} into Equations (7) and (8)
to obtain the structural acceleration vector

{ ..
ui+1

}
and the structural velocity vector

{ .
ui+1

}
at

the ti+1 time.

2.2. Theoretical Analysis of Detection Method Based on Vehicle Response

Indirect measurement of bridge damage using vehicle response begins with the bridge
frequency indirect measurement method proposed by Yang and Chang et al., and the first-
order frequency of the bridge can be identified by performing an FFT transformation on the
acceleration response of the vehicle. Yang et al. derived the vehicle acceleration response [20]:

..
qv(t) =

n

∑
i=1

{
Picos(ωvt) + Qicos(2ωcit)+

Xicos[(ωci − ωi)t] + Yicos[(ωci + ωi)t]

}
(12)

where Pi, Qi, Xi, and Yi is a time-independent coefficient, ωi is the i−th natural frequency
of the bridge, ωv is the natural vibration frequency of the vehicle, and ωci = iπv/L is the
vehicle loading frequency.
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The load vector {Pi+1} at the right end of the vehicle vibration differential equation
can be expressed by the bridge displacement and speed, and the load vector {Pi+1} of
1/4 vehicle model is:

{Pi+1} =

(
0

cw1 f ′z(x) + kw1 fz(x)

)
(13)

where cw1 is wheel damping, kw1 is the wheel stiffness, fz(x) is the bridge displacement,
and f ′z(x) is the bridge speed.

With the tractor test truck model, both the tractor and the inspection vehicle can be
reduced to a concentrated force compared to the bridge span, as shown in Figure 2.

Figure 2. Schematic diagram of simplified calculation for tractor inspection vehicle.

The deflection at the position of the detection vehicle can be calculated using the
superposition principle:

fz(x) =
Fcx2(x − l)2

3EIl
+

Fq

EI
·
[
− (l − (x + Δa))x3

6l
+

(
(x + Δa)3

6l
+

(x + Δa)l
3

− (x + Δa)2

2

)
x

]
(14)

where Δa is the distance between the tractor and the center of mass of the test vehicle.
Replace Equations (13) and (14) into Formula (11) to detect the displacement vector of

the vehicle at the driving position {ui+1}:

{ui+1} =
1

b2b1 − b2
3

[
b1(b4 + b6) + b3(cw1 f ′z(x) + kw1 fz(x) + b5 + b7)
b3(b4 + b6) + b2(cw1 f ′z(x) + kw1 fz(x) + b5 + b7)

]
(15)

where:

b1 = a0mw1 + a1(cu1 + cw1) + (ku1 + kw1)
b2 = a0mv + a1cu1 + ku1

b3 = a1cu1 + ku1
b4 = mv

(
a0ui1 + a2

.
ui1 + a3

..
ui1

)
b5 = mw1

(
a0ui2 + a2

.
ui2 + a3

..
ui2

)
b6 = cu1

(
a1ui1 + a4

.
ui1 + a5

..
ui1

)− cu1
(
a1ui2 + a4

.
ui2 + a5

..
ui2

)
b7 = (cu1 + cw1)

(
a1ui2 + a4

.
ui2 + a5

..
ui2

)− cu1
(
a1ui1 + a4

.
ui1 + a5

..
ui1

)
(16)

Replace Equation (15) with Equation (8) to detect the acceleration vector of the car at
the driving position

{ ..
ui+1

}

{ ..
ui+1

}
=

⎡
⎢⎢⎣

a0
b2b1−b2

3

(
b1(b4 + b6) + b3

(
cw1 f ′z(x)

+kw1 fz(x) + b5 + b7

))
− a0ui1 − a2

.
ui1 − a3

..
ui1

a0
b2b1−b2

3

(
b3(b4 + b6) + b2

(
cw1 f ′z(x)

+kw1 fz(x) + b5 + b7

))
− a0ui2 − a2

.
ui2 − a3

..
ui2

⎤
⎥⎥⎦ (17)

The acceleration response of the car body is:

av1 =
a0

b2b1 − b2
3

(
b1(b4 + b6) + b3(cw1 f ′z(x)
+kw1 fz(x) + b5 + b7)

)
− a0ui1 − a2

.
ui1 − a3

..
ui1 (18)
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When there is damage somewhere in the bridge and the bridge stiffness decreases, the
deflection of the bridge at the damage location is:

fzθd =
1

1 − θd

⎧⎪⎨
⎪⎩

Fq

EI

⎡
⎢⎣

(
(x+Δa)3

6l + (x+Δa)l
3 − (x+Δa)2

2

)
x

− (l−(x+Δa)x3)
6l

⎤
⎥⎦+

Fcx2(x − l)2

6l

⎫⎪⎬
⎪⎭ =

1
1 − θd

fz(x) (19)

where θd is the degree of damage to the bridge.
The vehicle’s body acceleration response at the point of injury is:

av1θ =
a0

b2b1 − b2
3

(
b1(b4 + b6) + b3(

1
1−θd

cw1 f ′z(x)
+ 1

1−θd
kw1 fz(x) + b5 + b7)

)
− a0ui1 − a2

.
ui1 − a3

..
ui1 (20)

From Equations (18) and (20), it can be seen that the acceleration response of the car
body contains bridge deflection and speed response information, and the acceleration
response of the car body through the bridge is processed and analyzed, and the bridge
information can be identified. When a bridge is damaged, the deflection of the bridge
changes accordingly at the location of the damage, and this change will be reflected in the
acceleration response of the car body, so the damage location can be identified by using the
acceleration response of the car body.

2.3. Wavelet Analysis

At the initial stage of structural damage or when the damage is relatively small,
the changes of structural response caused by the damage are also very small. In order
to highlight the damage information in vehicle response, wavelet analysis is applied in
dynamic response signal analysis. As a new method in the field of signal processing,
wavelet analysis can effectively identify the subtle differences in signals. It carries out
multi-scale analysis on the signal in time domain and frequency domain, so that the signal
can be time-refined at high frequency and frequency-refined at low frequency. Therefore, it
is widely used in the field of signal detection.

Wavelet transforms are divided into continuous wavelet transforms and discrete
wavelet transforms, continuous wavelet transform (CWT) can decompose the original
signal into a two-dimensional signal; by adjusting the scale factor m and translation factor
n, the original signal f (s) is analyzed to obtain the signal local detection information. The
original signal f (s) is continuously transformed at the scale factor m and the translation
factor n, because the adjustment factor has continuity, so the wavelet transformation
coefficient will generate a large amount of redundant data, which is not conducive to signal
processing, so a discrete wavelet transform (DWT) is introduced. The scale factor m and
translation factor n are generally calculated as follows:

m = mj
0 (21)

n = kmj
0n0 (22)

where k and j are integers and m0 �= 1.
The discrete wavelet transform function is:

WTf (m, n) = |m0|−
j
2

∫ +∞

−∞
f (s)φ∗

m,n

(
m−j

0 s − kn0

)
ds (23)

Discrete wavelet transform effectively reduces the redundant data generated by continu-
ous wavelet transform and improves the calculation efficiency and accuracy. In this paper,
discrete wavelet transform is used to analyze the vehicle dynamic response data and accurately
find the subtle changes in the data, which is conducive to bridge damage identification.
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2.4. Example Verification

In order to verify the accuracy of the program, the vehicle response spectrum obtained
in this paper is compared with reference [7]. When the verification program is correct in
this section, the same bridge and vehicle parameters as those in the literature are selected.
The schematic diagram of the model is shown in Figure 1. The span diameter of the simple
branch girder bridge was 25 m; cross-sectional area A = 2 m2; cross-sectional moment of
inertia I = 0.12 m2; bridge elastic modulus E = 2.75 × 1010 N/m2; bridge unit length mass
of 4800 kg/m; vehicle body mass mv = 1200 kg; wheel stiffness kw = 500,000 N/m; vehicle
speed v = 10 m/s; other parameters of the vehicle were set to 0. The extracted acceleration
response was used as a fast Fourier transform. The spectrum of acceleration response
obtained is shown in in Figure 3.

Figure 3. The response spectrum of this paper.

It can be seen from Figure 3 that the extracted bridge frequency and vehicle frequency
are 2.01 Hz and 3.22 Hz, respectively, which are very close to the bridge frequency and
vehicle frequency of 2.08 Hz and 3.25 Hz in the literature. Input and output are the same,
which proves the correctness of the program. This shows that the dynamic performance of
the bridge can be identified and determined from the vehicle response.

2.5. Influence of Road Roughness

In practical measurement, vehicle response is not only related to vehicle performance
and bridge performance, but also related to road roughness. Additionally, uneven bridge deck
is the main source of motivation that affects vehicle vibration, especially vertical vibration of
vehicles [21], and naturally affects indirect detection methods based on vehicle response.

According to the mathematical definition, road surface irregularity is a random func-
tion, and the harmonic superposition method can simulate a stationary random process.
The main idea is to express road roughness as the sum of a large number of sine and cosine
functions with random phases. It has the characteristics of fast calculation speed and high
accuracy. The road surface irregularity value at each position is calculated by the harmonic
superposition method, and the calculation formula is as follows

r(x) =
N

∑
k=1

αkcos(ωkx + ϕk) (24)

αk =
√

4Gd(nk)Δn (25)

nk = n1 +

(
k − 1

2

)
Δn k = 1, 2, . . . N (26)
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Δn =
n2 − n1

N
(27)

In the formula: r(x) is the uneven sample waveform; ωk is the circular frequency,
with a value of 2πnk; ϕk is a random phase angle, with a value between [0, 2π]; N is a
sufficiently large integer, which is an equal fraction of the spatial frequency; and Gd(n) is
the pavement power spectrum function.

The harmonic superposition method is used to simulate road irregularity, and MAT-
LAB software is used to simulate the irregularity sample functions of three pavement
grades A–C, as shown in Figure 4.

Figure 4. Three classes of road roughness.

It can be seen from Figure 4 that the pavement irregularity value increases with the
decrease in pavement grade. The peak irregularity values of three pavement grades A–C
are 5.78 mm, 11.49 mm, and 27.86 mm, respectively.

3. Identification of Bridge Damage Location under the Action of Mobile Vehicles

3.1. Theoretical Basis

Before the bridge is put into use and in normal operation, many experiments are
carried out to observe its performance. In this chapter, combined with the vehicle–bridge
coupling vibration analysis algorithm mentioned above, considering the influence of road
roughness, an indirect measurement method based on health data is proposed. The vehicle
response when the detection vehicle passes through the damaged bridge is compared with
the vehicle response data when the bridge is in a healthy state. The acceleration responses
of the two vehicles are subtracted; then, the acceleration response difference is transformed
by wavelet transform, and the bridge damage location is located through the peak value of
wavelet transform.

By subtracting Equations (18) and (20), the acceleration response difference in the
vehicle body can be obtained:

Δavθ(x) =

{
H(x)

a0b3
b2b1−b2

3
(cw1 f ′z(x) + kw1 fz(x)) · θd

1−θd
+ H(x)

Undamaged location
Damage location

(28)
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where:

H(x) = a0ui11 + a2
.
ui11 + a3

..
ui11 − a0ui12 − a2

.
ui12 − a3

..
ui12 +

a0

b2b1 − b2
3

(
b1(b42 + b62 − b41 − b61)
+b52 + b72 − b51 − b71

)
(29)

It can be seen from Equation (28) that the acceleration response difference in the
vehicle body has a large sudden change at the damage position, but the sudden change
point cannot be identified on the acceleration response difference curve of the vehicle body.
The damage position of the continuous beam bridge can be identified by discrete wavelet
transform of the acceleration response difference in the vehicle body.

3.2. Model Establishment and Simplification

Taking the three-span continuous beam bridge with equal sections as an example,
the total length of the bridge is 90 m, the span combination is 30 m + 30 m + 30 m,
the bridge section height is 0.5 m, the bridge width is 3 m, the bridge elastic modulus
E = 3 × 1010 N/m2, and the mass per unit length of the bridge is 3300 kg/m. The beam3
element is used to simulate the bridge element, the division accuracy is 0.1 m, and the
bridge damping adopts Rayleigh damping. The vehicle model adopts the tractor test
vehicle model in the literature [20]; the acceleration sensor is placed at the centroid of
the detection vehicle body, and there is no torque transmission between the two parts
connecting the tractor and the detection vehicle. The tractor is only used as a provider of
forward power of the detection vehicle, therefore there is no torque transmission between
the tractor and the detection vehicle, so the tractor is simplified as a concentrated force
acting on the center of mass of the tractor, as shown in Figure 5. The vehicle model is
symmetrical left and right, so the detection vehicle model uses a 1/2 model for simplified
calculation, and the tractor concentration force is 5880 N.

Figure 5. Simplified schematic diagram of tractor-testing vehicle (unit: m).

Vehicle parameters are set according to the actual vehicle parameters and docu-
ments [22,23], as shown in Table 1.

Table 1. Vehicle parameters of the test vehicle.

Properties Symbol Unit Value

Body mass mv kg 2000
Car suspension and wheel mass mwi (i = 1.2) kg 100

Stiffness coefficient of vehicle suspension kui (i = 1.2) N/m 4.07 × 105

Vehicle suspension damping coefficient cui (i = 1.2) N·s/m 7509
Wheel stiffness coefficient kwi (i = 1.2) N/m 1.56 × 105

Wheel damping coefficient cwi (i = 1.2) N·s/m 1000
The lateral distance between the wheel
and the center of mass of the car body di (i = 1.2) m 1

3.3. Bridge Damage Conditions

In this paper, the bridge damage unit is simulated by using the stiffness reduction in
the bridge damage area, and the damage degree is expressed by θd. Six working conditions
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are preliminarily assumed, and the damage position x is the distance between the damage
center point and the left end of the continuous girder bridge, as shown in the bridge damage
condition Table 2.

Table 2. Bridge damage conditions.

Working Condition Description Serial Number Damage Distance (x/m) Degree of Damage (θd/%)

No damage Working condition 1 \ 0

Single damage
Working condition 2 5 20
Working condition 3 20 30
Working condition 4 45 20

Multiple damage

Working condition 5 20 30
45 20

Working condition 6
15 10
45 20
75 40

3.4. Identification of the Damage Location

For some new bridges, there are generally baseline data of the bridge’s intact condition.
The bridge damage detection method based on bridge health data mainly collects the
vertical acceleration response of the car body before and after the damage, and performs
discrete wavelet transformation on the acceleration response difference in the car body
before and after the bridge damage to identify the damage location. A simplified model is
used for calculation in this section. The vehicle driving speed is 72 km/h, the road surface
is uneven using Class A pavement, and the above damage conditions are simulated and
calculated by using finite element software.

The wavelet basis function selects the bior4.4 wavelet and db20 wavelet for discrete
wavelet transformation, and the d1 coefficient in the bior4.4 wavelet transform and the
d5 coefficient in the db20 wavelet is selected to determine the damage position, and the
damage position recognition of the working conditions 2–6 is shown in Figures 6 and 7.

Figure 6. Wavelet transform coefficient (bior4.4–d1) diagram.
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Figure 7. Wavelet transform coefficient (db20–d5) diagram.

It can be seen from the wavelet variation coefficients in Figures 8 and 9 that both
wavelet coefficients have obvious sudden changes near the damage location. However,
there is some interference near the damage location, which is not conducive to the accurate
identification of the damage location and is easy to cause misjudgment. However, through
the maximum successful approximation approach (MSAA) processing on the wavelet trans-
form coefficients, the damage location can be accurately identified and misjudgment can
be reduced. Figures 8 and 9 shows the wavelet coefficients after the maximum successive
approximation processing.

Figure 8. Bior4.4–d1 coefficient after MASS treatment.
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Figure 9. db20–d5 coefficient after MASS treatment.

It can be seen from Figures 8 and 9 that the wavelet transform coefficient of the
acceleration response difference in the detection vehicle has a large mutation at the damage
position, and the damage position can be determined. Using MSAA method to process
wavelet coefficients can accurately locate the damage location and reduce misjudgment.
Under the finite element simulation calculation, the bridge damage detection method
based on health data can accurately locate the single damage and multiple damage of a
continuous beam bridge. In condition 6, it can be seen that the peak value of wavelet
transform coefficient increases with the increase in damage degree.

4. Influence Factors on Damage Location Identification

Bridge damage identification based on vehicle response involves vehicle parameters,
bridge parameters, noise, and other factors, which will have a certain impact on bridge
damage identification. Therefore, studying the influence of various factors on bridge
damage identification will help to accurately locate bridge damage and select parameters.
The following mainly studies the influence of vehicle weight, vehicle speed, road roughness,
noise, and other factors on the damage location identification of a continuous beam bridge.

4.1. Influence of Vehicle Weight on Damage Location Identification

The weight of the inspection vehicle is an important parameter affecting vehicle re-
sponse and bridge response. Considering the actual vehicle situation, the weight of the
inspection vehicle was calculated by taking 1000 kg, 1500 kg, 2000 kg, and 2500 kg, respec-
tively. Other vehicle parameters and bridge parameters were set according to Section 3.2.
In order to study the influence of vehicle weight on damage recognition, we selected
condition 3 in Section 3.3 (single damage; damage location: 20 m; damage degree: 30%)
for calculation, and conducted discrete wavelet transform on the acceleration response
difference in the vehicle body for bridge damage identification. The wavelet transform
coefficients under different vehicle weights are shown in Figure 10.
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Figure 10. Wavelet transform coefficients and partial enlarged diagrams under different vehicle weights.

As can be seen from Figure 10, with the increase in vehicle weight, the bridge damage
can still be accurately identified by using the wavelet transform coefficient of vehicle
acceleration difference, but the coefficient peaks of different vehicle weights are slightly
different at the damage location. At the same time, when the vehicle weight exceeds
1000 kg, there is more interference in the wavelet transform coefficient near 90 m, which is
not conducive to the location of bridge damage. According to the finite element simulation
calculation results, the vehicle weight of the test vehicle shall be 1000 kg as far as possible.

4.2. Influence of Vehicle Speed on Damage Location Identification

The change of the vehicle excitation frequency will affect the dynamic response of
the vehicle–bridge coupling system. Naturally, it will have a certain impact on the bridge
damage identification. When the vehicle speed is within a specific range, the vehicle
acceleration signal changes drastically, and the wavelet transform coefficient peak value
is obvious, which is beneficial to the location of bridge damage. The inspection vehicle
weighed 1000 kg. The parameters of other vehicles and bridges remain unchanged, and the
vehicle speeds were calculated as 10 m/s, 20 m/s, and 30 m/s, respectively, to study the
influence of the speed change of the detected vehicle on the bridge damage identification.
Working condition 3 in Section 3.3 (single damage; damage location: 20 m; damage degree
30%) was selected for calculation, and discrete wavelet transform was performed on
the difference in acceleration response of the vehicle body to perform bridge damage
identification, as shown in Figure 11.

When the vehicle speed is 10 m/s, 20 m/s, and 30 m/s, the damage can be accurately
identified, and as the vehicle speed increases, the wavelet transform peak value first
decreases and then increases. In theory, the test vehicle can travel at a speed of 10–30 m/s.
However, if the sampling rate of the sensor is considered, it is required to collect enough
sampling signals in a single test run; therefore, it is suggested that the speed should not
be too high; when the speed is at 20 m/s and 30 m/s, the wavelet coefficients near the
support will affect the damage identification. In addition, if the speed is too low it will lead
to insufficient bridge excitation. Considering detection speed and detection effect, a vehicle
speed of 10 m/s is recommended in this article.
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Figure 11. Wavelet transform coefficients at different vehicle speeds.

4.3. Influence of Road Surface Roughness on Damage Identification

During on-site inspection, the uneven road surface will inevitably have a greater
impact on the response of the vehicle, thereby affecting the identification of the bridge
damage’s location. Using random simulation in Section 2.5 to generate grade A–C road
roughness class, the impact of road irregularities on bridge damage identification was
studied. The working condition 3 in Section 3.3 (single damage; damage location: 20 m;
damage degree 30%) was selected for calculation, and discrete wavelet transform was
performed on the difference in acceleration response of the vehicle body to perform bridge
damage identification, as shown in Figure 12.

Figure 12. Wavelet transform coefficients under different road smoothness grades.
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Analyzing Figure 12, it can be obtained that the damage location of bridge can be
accurately identified under different road surface roughness, which shows that the road
surface roughness has little influence on the bridge damage identification method. Under
ideal road conditions, the use of acceleration response difference can effectively reduce the
impact of roughness on the damage results, but it cannot be completely eliminated.

4.4. Influence of Noise on Damage Identification

During the on-site measurement and inspection process, due to the influence of the
measurement environment and the measurement system, noise is inevitable, and the noise
will “contaminate” the measurement data, which will have a greater impact on the later
data processing and analysis. In order to study the effect of noise on the damage recognition
effect of the method, white noise was superimposed on the acceleration response of the
vehicle body, and the expression is as follows:

an = a + EnNoiseσ(a) (30)

where an is the acceleration response with noise, a is the original acceleration response, En
is the noise level, Noise is the noise obeying the standard normal distribution N (0, 1), and
σ(a) is the standard deviation of the original acceleration response.

The noise level was 3%, 5%, and 7% in sequence, and the above Section 3.3 working
condition 3 (single damage; damage location: 20 m; damage degree 30%) was selected as
the damage condition, and the damage identification of the bridge by noise was studied.
The influence of this is shown in Figures 13 and 14.

Figure 13. Wavelet transform coefficient (d1) under different noise levels.
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Figure 14. Wavelet transform coefficient (d5) under different noise levels.

When the sensor records the acceleration of the vehicle body, it will inevitably be
affected by environmental noise. The frequency and energy of these noises will affect the
wavelet transform, which may cause the results of the wavelet transform to be irregular, and
the damage location cannot be identified. It can be seen from Figure 14 that when selecting
the low-frequency area (d5) for damage identification, the wavelet transform coefficients
under different levels of noise are basically the same as those under noise-free conditions,
indicating that selecting the d5 coefficient for damage location identification has good
anti-noise qualities. It can be seen from Figure 13 that when the high-frequency area (d1)
is selected for damage identification, it cannot be identified at all in the presence of noise,
and the amplitude of the wavelet coefficient increases with the increase in the noise level.
This is mainly because the high-frequency energy of noise is higher than the low-frequency
energy, which affects the damage identification of wavelet transform coefficients in the
high-frequency region. However, the original signal can be denoised. The original signal
is first decomposed in multiple layers, high-frequency coefficients are thresholded, and
low-frequency coefficients are retained. Then, the signal is reconstructed through wavelet
inverse transform to reduce the influence of noise on damage identification.

5. Judgment of Damage Degree of Continuous Beam Bridge

In bridge damage identification, it is not only necessary to identify the location of the
bridge damage, but also to determine the degree of damage. This section will be based on
the bridge deflection and deflection difference to judge the damage degree of the bridge.

5.1. Damage Index

The MSAA coefficient is used as the coefficient peak value of the wavelet transform
coefficient at the damage position. By processing the MSAA coefficient, the damage
degree index can be obtained. Compared with the low frequency coefficient (d5), the high
frequency coefficient (d1) has more concentrated energy, and the MSAA coefficient peak
value changes more regularly. Therefore, the bridge detection method based on bridge
health data selects the bior4.4-d1 coefficient to determine the degree of damage.

The MSAA coefficient is the peak coefficient of the damage location obtained after
the discrete wavelet transformation of the vehicle body acceleration response difference.
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Therefore, the MSAA coefficient is closely related to the vehicle body acceleration response
difference. It can be seen from Equation (28) that the sudden change point of the vehicle
body acceleration response difference at the damage location is mainly related to the healthy
bridge deflection fz(x), so the MSAA coefficient at the damage location is divided by the
healthy bridge deflection fz

(
xθd

)
at the same location. The D1 coefficient of continuous

beam bridge damage detection method based on bridge health data is:

D1 =
wm

fz
(
xθd

) (31)
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+
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)
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⎤
⎥⎥⎦+

Fcxθd
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3EIl
(32)

where wm is the MSAA coefficient at the damage location, fz
(
xθd

)
is the healthy bridge

deflection value at the damage location, and xθd is the distance from the damage location to
the left end of the span.

The MSAA coefficients of the same degree of damage vary greatly in different positions.
The change trend in MSAA coefficient is similar to that of healthy bridge deflection. Under
the same damage degree, the MASS coefficient of the mid span is the largest, and it
gradually decreases from the middle of the span to the support, approximately in the shape
of a parabola. Therefore, damage location adjustment factor D2 should be introduced, so
that the damage degree index of each position of the same damage degree is kept within a
certain range as in Formula (33)

D2 = xd
0.5 (33)

where xd is the distance between the damage location and the nearest support of the span,
xe1 is the distance between the damage location and the left end of the span, xe2 is the
distance between the damage location of the side span and the nearest bridge end, and lb is
the length of the side span.

From Formulas (27) and (29), the damage degree index D of the continuous beam
bridge damage detection method based on bridge health data is:

D = D1 · D2 =
wm

fz
(

xθd

) · xd
0.5 (34)

The MSAA coefficient of the same damage position increases as the damage degree
increases, and the change trend is in the form of a power function. Multiple damage degree
indicators at a certain point of the bridge are used to fit the damage degree function S(x),
and the damage degree function Sd1(x). Multiple damage degree indexes at 20 m from the
damage position are selected for fitting, and the damage degree is 10%, 20%, 30%, 40%,
50%, and Matlab is selected for function fitting. Substituting the damage degree index D
into the damage degree function S(x), the damage degree function Sd1(D) is expressed as:

Sd1(D) = 10.49 × D0.4519 − 0.1707 (35)

where D is an index of the degree of damage.

5.2. Judgment of Bridge Damage Degree Based on Health Data

Corresponding data processing was performed on the MSAA coefficients of each
bridge damage condition in Table 2 to obtain the damage degree index D. Substituting
the damage degree index D into the damage degree function Sd1(D), the bridge damage
degree can be determined, as shown in Table 3.
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Table 3. Judgment of Bridge Damage Degree.

Damage Conditions
Damage

Position (x/m)
Degree of Damage

(θd/%)
MSAA

Coefficient
Damage
Index D

Degree of
Damage

(Sd1(D)/%)

Judgment Error
(Rd/%)

Working condition 2 5 20 9.44 × 10−7 4.57 × 10−4 18.17 −1.83
Working condition 3 20 30 1.89 × 10−6 9.06 × 10−4 29.95 −0.05
Working condition 4 43 20 1.42 × 10−6 4.86 × 10−4 19.08 −0.92

Working condition 5 20 30 1.80 × 10−6 9.08 × 10−4 29.99 −0.01
45 20 1.89 × 10−6 4.90 × 10−4 19.21 −0.79

Working condition 6
15 10 8.55 × 10−7 2.56 × 10−4 10.71 0.71
45 20 1.90 × 10−6 4.85 × 10−4 19.06 −0.94
75 40 4.64 × 10−6 1.43 × 10−3 40.07 0.07

It can be seen from Table 3 that the above-mentioned data processing method can be
used to determine the degree of damage at each position of the bridge, with a maximum
error of 2.81%, which is relatively small. The bridge damage degree determination is based
on the MSAA coefficient through data fitting, and the MSAA coefficient is derived from the
wavelet transform coefficient, so the accuracy of the damage degree determination is also
affected by environmental noise, sensor accuracy, and road surface roughness.

6. Conclusions

(1) Using the maximum value successive approximation method to process the wavelet
transform coefficient can accurately identify the damage location, and the identifica-
tion accuracy is affected by vehicle speed, vehicle weight, road surface roughness,
and noise. The recommended speed is 10 m/s, and the recommended vehicle weight
is 1000 kg.

(2) This damage detection method has good noise immunity. The vehicle response signal
needs to be processed by wavelet noise reduction when the noise is greater. When the
noise level is not higher than 5%, the location of the bridge damage can be identified
successfully.

(3) The corresponding damage degree index D and the damage degree function Sd1(D)
are put forward. According to this, the damage degree of the bridge can be judged,
and the judgment error of the damage degree basically meets the requirements, which
is suitable for continuous beam bridges with different span combinations.
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Featured Application: Holographic deformation data of a bridge structure can be obtained from

the image data, and areas with excessive structural stiffness loss can be monitored to provide key

monitoring locations for routine bridge inspections.

Abstract: Most structural health monitoring is carried out for a limited number of key measurement
points of a bridge, and incomplete measurement data lead to incomplete mechanical equation
inversion results, which is a key problem faced in bridge damage identification. The ability of digital
images to holographically describe structural morphology can effectively alleviate the problem of
damage identification due to incomplete test data. Based on digital image processing technology,
a matrix similarity damage identification method based on a structural digital orthoimage was
proposed. Firstly, a steel truss–concrete composite beam specimen with a complex support bar system
was designed and fabricated in the laboratory, and the digital orthoimage of the test beam was
obtained by the perspective transformation of the original image of the test beam. The body contour
of the structure was extracted from the digital orthoimage of the test beam, and wavelet threshold
denoising was performed on the lower edge profile to obtain the deflection curves of the structure
under different working conditions. The verification results show that the maximum error of the
deflection curve is 3.42%, which proves that the digital orthoimage can accurately and completely
reflect the deformation of the structure. Finally, based on the digital orthophoto of the test beam,
a matrix similarity test before and after the damage was carried out, and the results show that the
singularities of the similarity distribution are consistent with the location of the damage; furthermore,
the accurate positioning of the damage in different working conditions is achieved.

Keywords: bridge structures; damage identification; digital orthoimage

1. Introduction

With the rapid development of Computer Science and Technology, the difficulty of
identifying structural damage caused by incomplete test data can be effectively alleviated
by the ability of images to completely describe the structure morphology. Non-contact data
collection through digital images has the advantages of being holographic, convenient,
and economical compared to traditional point sensor-based monitoring methods. In recent
years, with the development of hardware conditions such as pre-installed camera, UAVs,
and wearable virtual reality equipment, image archives of structural damage can be created
based on accumulated monitoring data and previous inspection results. Therefore, vision-
based damage detection and identification techniques are more easily applied to real
structures, offering the possibility of identifying structural damage from images. Computer
vision and image processing techniques have been widely used for damage identification
on image datasets such as concrete cracks [1], concrete spalling [2], pavement cracks [3],
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underground concrete pipe cracks [4], and asphalt pavement potholes [5]. For the detection
of local cracks in structures, image processing techniques meet the need for intuitive and fast
detection [6,7]. Prasanna et al. [8] conducted a study on the automated detection of cracks
in concrete bridges. The images are first filtered and smoothed and noise is removed using
increasing structural elements with alternating opening and closing; then, the edges of the
bridge cracks are accurately extracted using a multi-scale morphological edge detector,
and the development of the cracks is tracked and localized. Sarvestani et al. [9] have
developed a vision-based image acquisition robot and subsequently proposed a more
advanced automatic vision monitoring system. The system uses a vision-based remote-
controlled robot for image acquisition and digital image processing software to identify the
crack size in the captured images, making the inspection process faster, safer, more reliable,
and less costly. Dyke et al. [10] proposed a vision-based bridge crack detection technique by
automatically processing target detection and grouping. Yang and Nagarajaiah et al. [11,12]
combine a low-rank approach with a sparse representation to detect local structural damage
in real time using video. The monitoring of various complex, hidden, and high-altitude
parts of bridges has been achieved by using intelligent robots and drones instead of the
traditional manual safety monitoring methods [13]. The use of camera-equipped unmanned
aerial vehicles (UAVs) for bridge safety condition monitoring is growing exponentially [14].
At present, with the improvements of monitoring equipment, lightweight, miniaturized,
and accurate monitoring devices of various types can be mounted on UAVs. Therefore,
new intelligent bridge monitoring technology based on the UAV monitoring platform has
become a hot field of current research and technical application. Xu et al. [15] developed a
novel system framework for bridge inspection and management: i.e., images are collected
by camera-mounted UAS, inspection data are collected and processed based on computer
vision algorithms, and a bridge information model (BrIM) is used to store and manage all
relevant information. Morgenthal et al. [16] use camera-equipped UAVs to collect high-
definition image data of bridge structures; the flight paths are automatically calculated by
3D models, and the intelligent safety assessment of large bridges is achieved by using the
machine learning-based identification of typical damage patterns. Zhong et al. [17] use a
UAV and three-points laser rangefinder to collect images of bridge structures and construct
a training model of intelligent crack morphology extraction based on the Support Vector
Machine (SVM) to realize the intelligent recognition of bridge crack width. Liang et al. [18]
designed a bridge monitoring scheme using an unmanned aircraft with a high-definition
gimbal camera to collect images of bridge cables in an intensive batch according to the
structural characteristics of the bridge and the distribution form of the cables. The effective
information is extracted through image processing, and the health condition of the bridge
cables is evaluated comprehensively according to the relevant specifications. Lin et al. [19]
designed an automatic bridge crack detection system combined with a real-time integrated
image processing method, which can be assembled on an unmanned aircraft for real-time
data acquisition and processing and which can effectively detect bridge cracks with higher
accuracy and speed compared with other detection methods.

All of these methods use classical image processing algorithms for the damage identi-
fication of structural cracked areas, and the idea is to directly process the underlying pixels
and local regions in the image and then output the target region of interest. These classical
treatments have certain limitations, such as the need to manually design filters in advance
to detect damage and the need to make assumptions about the crack geometry [20–22],
which leads to a serious dependence of the damage identification results on manually
hand-picked parameters. If the understanding of cracks and the establishment of crack
models are not in place, the extraction of cracks will be invalid, and damage identification
will not be possible. The most important point is that the biggest problem of image process-
ing techniques applied in structural damage identification is that the technique requires
a priori knowledge of the cracking position. In other words, the location of the damage
cracking on the surface of the structure needs to be known in advance in order to track
the development of cracks, meaning that the first key issue of damage identification—the
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location of the damage—is difficult to discriminate by using existing image processing
techniques. Under the condition that the location of the damage is not known in advance,
the existing image processing methods are limited by the monitoring resolution, which
makes it difficult to locate the early cracking of the structure. Therefore, the research and
application of image processing methods in structural damage identification are currently
focused on the algorithmic capability of the images, but there is no research on the correla-
tion between the deep information changes in the images due to structural damage and
the structural mechanical behavior. In particular, structural types with many truss rods,
such as steel truss–concrete composite beams, are prone to damage and require an efficient
monitoring method.

Any structure can be considered as a mechanical system consisting of stiffness, mass,
and a damping matrix. Once structural damage occurs, the structural parameters are
changed, resulting in a change in the response of the system. Therefore, changes in the mor-
phological characteristics of the structure can be considered as a sign of the occurrence of
early structural damage. The rapid rise of computer image processing technology in recent
years has provided the technical support to solve the defects of incomplete measurement
data in the parameter damage identification method. By taking the advantages of para-
metric damage recognition theory and digital image processing technology, respectively,
and correlating digital images with the mechanical behavior of structures, a new method
of structural damage recognition based on the holographic morphological monitoring of
bridges can be formed through cross research.

2. Structural Damage Identification Method Based on Digital Image Processing

2.1. Damage Recognition Principle

The structure consists of several spatial units, and the characteristics of each unit can
be reflected by the spatial stiffness matrix. Structural damage is essentially a change in
the local stiffness of the structure: i.e., a change in the substructure stiffness matrix, and a
change in the substructure position of the stiffness matrix, which can be interpreted as the
appearance of bridge damage. The rod end force vector of an element can be expressed as

F(e) =
{

FNi FQij FQiz Mix Mij Miz FNj FQjy FQjz Mjx Mjy Mjz
}T (1)

The rod end displacement vector of an element can be expressed as

δ(e) =
{

ui vi wi θix θiy θi uj vj wj θjx θjy θjz
}T (2)

The stiffness equation of an element can be expressed as

F(e) = K(e)δ(e) (3)

Several elements can be superimposed together to form a bridge stiffness matrix
equation, as shown in Equation (4).⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11 k12 k13 · · · k1,n−2 k1,n−1 k1,n
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(4)

The bridge structural system necessarily follows the mechanical matrix equation as

{d} = [K]−1{F} (5)

Equation (5) shows that there is an inevitable intrinsic connection between the dis-
placement state {d}, which reflects the deformation characteristics of the bridge, and the
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stiffness matrix [K], which characterizes the safety state of the bridge structure, and the
various load effects {F} acting on the bridge structure. If essential damage occurs in a part
of the bridge structure, the stiffness of the corresponding member or linkage in the stiffness
matrix [K] is degraded, and there is a change in the displacement state {d} of the bridge
corresponding to it, meaning that the structural morphology will be different from the
previous state. In summary, the changes in the morphology of a structure are bound to have
a gradual development and evolution process due to the accumulation of internal damage
and external loading effects, which is the landing point of various technologies in the field
of structural health monitoring: trying to detect and capture the abnormal deformation of
the structure as early as possible and then invert the safety state of the structure based on
the monitoring data.

2.2. Image Matrix Similarity Damages Identification Method

The structural image matrix can be considered as a matrix consisting of pixel coordi-
nates containing structural morphological information, denoted by the symbol a, as shown
in Figure 1.

Figure 1. Image matrix.

If a structure is damaged at a place, the degradation of its stiffness matrix will destroy
the original deformation continuity, and the abnormal changes at the damage site will be
more obvious compared with other parts, which will be characterized as discontinuous
pixel distribution at the edge of the structure on the image, so the similarity test of the
structure image matrix can be carried out for damage identification. Similarity analysis
is an analytical method to evaluate the degree of similarity between two things, and the
commonly used similarity analysis methods are the Euclidean metric, Pearson correlation
coefficient, and cosine similarity [23]; in this paper, the Euclidean distance metric is used as
the index of image matrix similarity analysis, and the similarity function can be expressed
by Equation (6).

sim(D0, D1) = ρ
(

D0

(
x(0), y(0)

)
, D1

(
x(1), y(1)

))
=

√(
x(0) − x(1)

)2
+
(
y(0) − y(1)

)2 (6)

where sim(D0, D1) is the similarity between two image matrices D0 and D1.
ρ
(

D0
(
x0, y0), D1

(
x1, y1)) represent the Euclidean distance between the corresponding

elements of the two image matrices D0 and D1. x0, y0, x1, and y1, respectively, represent
the horizontal and vertical coordinates of the elements in D0 and D1. From the relationship
between structural damage and morphology mentioned earlier, it can be seen that when
the structure is not damaged, the similarity distribution of the structure under different
working conditions is a straight line or a continuous smooth curve. After the damage
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occurs, the matrix similarity curve will show an abnormal peak response at the damage
site, and the principle is shown in Figure 2.

Figure 2. Image matrix similarity analysis process; (a) Image matrix of damage-free structure;
(b) Image matrix of damaged structure; (c) Matching tie point; (d) Euclidean distance of the homolo-
gous points.

2.3. Numerical Validation of Image Matrix Similarity Damage Localization Method

A numerical model of the simply supported beam is established to verify the above
damage localization method. The model span is 500 mm, and the cross-section is a rectan-
gular section of size 20 mm × 6 mm. The beam is of uniform mass, the material is structural
steel, the modulus of elasticity is 2 × 105 MPa, and the concentrated force of 1 kN acts in
the middle of the span, as shown in Figure 3.

Figure 3. Finite element model of simply supported beam.

The mesh nodes on the X − Z surface of the numerical model are simulated as image
matrices. The deflection diagram and the corresponding image matrix of the undamaged
model under the action of 1 kN concentrated force are shown in Figure 4.
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(a)

(b)

Figure 4. Acquisition of finite element model image matrix; (a) the model nodes (red dots in
the diagram) represent the non-zero elements of the image matrix; (b) image matrix for finite
element models.

(1) Single damage identification verification.
A damage crack is set at 200 mm from the right support with a width of 1 mm and a

depth of 3 mm. Figure 5 shows the deflection of the damage model.

Figure 5. Deflection diagram of X − Z section for a single crack in a simply supported beam.

The Euclidean distances of the corresponding points of the structure with no damage
and post-damage are calculated separately under the same load. Figure 6 shows the
Euclidean distances of the upper and lower edges of the model.

The image matrix similarity curves in Figure 6 have obvious peaks at the damage
locations, indicating that the image matrix similarity analysis method can effectively
identify the location of structural damage in the single damage condition.

(2) Eccentric multi-damage identification verification.
Set two cracks 100 mm and 200 mm from the right support, with a crack width of

1 mm and depth of 3 mm. The multi-damage model deformation is shown in Figure 7.
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(a) (b)

Figure 6. Results of similarity analysis of single damage image matrix for simply supported beams;
(a) Euclidean distance of the same name point on the upper edge of the model; (b) Euclidean distance
of the same name point on the lower edge of the model.

Figure 7. Location of the two cracks (eccentric situation).

Calculate the Euclidean distances of the homologous point in the image matrix of
undamaged and post-damaged structures. The results of the analysis of the upper and
lower edges of the simply supported beam are shown in Figure 8.

(a) (b)

Figure 8. Results of similarity analysis of two eccentric damage image matrices for simply supported
beams; (a) Euclidean distance of the homologous point on the upper edge of the model; (b) Euclidean
distance of the homologous point on the lower edge.

(3) Symmetric multi-damage identification verification.
Similarly, set up two cracks 200 mm from each side of the support with a width of

1 mm and a depth of 3 mm. The symmetric multi-damage model is shown in Figure 9.
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Figure 9. Location of the two cracks (Symmetrical situation).

The Euclidean distances of the homologous points in the image matrix of the undam-
aged and post-damaged structures are calculated. The results of the upper and lower edge
analysis are shown in Figure 10.

(a) (b)

Figure 10. Results of matrix similarity analysis of two symmetrical damage images of simply
supported beams; (a) Euclidean distance of the same name point on the upper edge of the model;
(b) Euclidean distance of the same name point on the lower edge.

According to the above analysis, it is found that the extreme points of the similarity
curve may not be the damage locations, and the discontinuity points are the damage
locations, which is consistent with the deformation coordination of the structure. Therefore,
the second-order derivative of the Euclidean distance curve is used to amplify this damage
signal, so the similarity is calculated by Equation (7).

sim(D0, D1) =

∣∣∣∣ d2ρ

dx2

∣∣∣∣ (7)

The image matrix similarity analysis of the finite element model for single-damage
and multi-damage conditions is re-performed using Equation (7), and the results can be
obtained as in Figure 11.

Figure 11 illustrates that the results of image matrix similarity analysis under multi-
damage conditions are similar to those of single-damage identification, and the image
matrix similarity has a clear peak at the damage location. In summary, the image matrix
similarity analysis method can accurately locate the damage location on a multi-damaged
simply supported beam. It is verified that the difference in the location of the damage does
not affect its regularity.
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(a)

(b)

(c)

Figure 11. Results of image matrix similarity analysis for various damage conditions; (a) single
damage condition (position: x = 300 mm); (b) eccentric two damage condition (position: x = 300 mm
& x = 400 mm); (c) symmetrical two damage condition (position: x = 200 mm & x = 300 mm).

3. Static Test of a Steel Truss–Concrete Composite Beam

To test the effectiveness of the image matrix similarity method proposed in this paper
for damage identification on real structures, steel truss–concrete composite beam specimens
have been designed and fabricated. The image matrix was obtained by extracting the pixel
coordinates of the structure edges in the photos. The displacements extracted from the
images were compared with the data from the dial gauges and the 3D laser scanner to
ensure the accuracy of the images in describing the structural deformation.
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3.1. Specimen Preparation

Figure 12a gives the dimensions and construction of the steel truss–concrete composite
beam for the test. The bridge deck slab is made of C50 precast concrete with T-shaped cross
section, total height of 140 mm, width of 500 mm and flange plate thickness of 100 mm. The
bridge deck slab is assembled from 5 standard sections and 2 end sections, the length of the
middle 5 standard sections is 1000 mm and the length of the end 2 sections is 1080 mm. The
steel trusses are fabricated and welded in the factory. The completed steel truss–concrete
composite beam specimen is shown in Figure 12b.

Figure 12. Steel truss–concrete composite beam for damage identification tests; (a) design dimensions
of the test beam; (b) specimen entity.

3.2. Test Loading Protype and Damage

The loading point of the test beam is located in the middle of the span. Hydraulic jack
(Maximum load 50 tons) and counterforce frame are used as loading devices, as shown in
Figure 13, and pressure sensors are installed on the jack to ensure accurate loading. The
specimen support type is the hinged support. The test beams in each damage condition
were loaded with 150 kN and 250 kN as load class. After each class of loading, hold the load
for two minutes to ensure the full deformation of the test beam, and then take pictures of
the specimen and collect the displacement data. The loading protype is shown in Figure 14.

The damage to the rod was simulated by cutting the truss vertical rod, and the damage
working condition of the specimen is shown in Table 1. The vertical rod number and the
location of the damaged vertical rod are shown in Figure 15.
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Figure 13. Arrangement of loading devices.

Figure 14. Loading system of static load test.

Figure 15. Location of loading and truss rod cutting.
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Table 1. Summary of damage and load conditions.

Damage
Conditions

Location
of Damage

Loading
Situation

Load
(KN)

No damage
O1 0
O2 150
O3 250

Damage to
a rod Rod No. 7

A1 0
A1 150
A1 250

Damage to
two rods Rod No. 5

B1 0
B1 150
B1 250

Damage to
three rods Rod No. 4

C1 0
C1 150
C1 250

3.3. Image Data Acquisition

Using Canon 5DSR camera to take photos of the experiment specimen, the camera
and lens parameters are shown in Table 2, and the camera calibration [24] results are shown
in Table 3. The directly acquired specimen images are affected by the natural perspective
and show obvious near-large and far-small features (Figure 16), resulting in the images not
correctly reflecting the deformation of the structure, so a perspective transformation of the
specimen images is required.

Table 2. Camera and lens parameters.

Number of
Pixels

Sensor Size Image Size Aspect
Ratio

Pixel
Size

Lens Models
Lens Relative
Aperture

Focal
Length

50.6 million 36 × 24 mm 8688 × 5792 3:2 4.14 μm EF 24–70 mm
f/2.8LII F2.8–F22 24–70 mm

Table 3. Calibration results.

Actual Image Size
(Pixel)

Actual Image
Centre Size

(Pixel)

Actual Focal
Length
(mm)

Radial Distortion
Parameters

Tangential
Distortion
Parameters

X Y x0 y0 fx fy k1 k2 k3 p1 p2

8688 5792 4319.74 2885.85 24.3 24.3 0.122 0.108 0.024 0 0

Figure 16. Test beam image without perspective transformation processing.
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Image geometric transformation refers to the geometric transformation of image pixel
positions without changing the original image content, mainly including translation, rota-
tion, scaling, reflection, and misalignment. The perspective transformation is a combination
of basic geometric transformations. The image of the measured structure will be distorted,
when photographed under the condition of non-orthogonal projection [25,26]. If the image
is mapped to the plane where the target structure is measured, called the measuring plane,
in other words, the camera shoots perpendicular to the measurement plane, the real shape
of the target structure can be obtained, and the perspective transformation model is shown
in Figure 17.

Figure 17. Image perspective transformation model.

Using the projection center of the camera as the origin to establish a three-dimensional
Cartesian coordinate system, called the camera 3D coordinate system, let the original
imaging plane be the xy plane, with the focal point at [0, 0, f ]T , ( f > 0). A two-dimensional
coordinate system is established in the measuring plane, and the origin of this coordinate
system is [x0, y0, z0]

T in the camera 3D coordinate system, the unit vector in the X-axis
direction is [u1, u2, u3]

T , and the unit vector in the Y-axis direction is [v1, v2, v3]
T . The

vectors adhere to the rules as follows:{
u1v1 + u2v2 + u3v3 = 0

u2
1 + u2

2 + u2
3 = v2

1 + v2
2 + v2

3 = 1
(8)

Then, the point with coordinates [u, v]T in the target object plane (measuring plane)
can be expressed in the camera 3D coordinate system as

u

⎡
⎣ u1

u2
u3

⎤
⎦+ v

⎡
⎣ v1

v2
v3

⎤
⎦+

⎡
⎣ x0

y0
z0

⎤
⎦ (9)

Assuming that the point in the imaging plane has point coordinates [x, y, 0]T , then
∃k ∈ R must satisfy the following equation.

u

⎡
⎣ u1

u2
u3

⎤
⎦+ v

⎡
⎣ v1

v2
v3

⎤
⎦+

⎡
⎣ x0

y0
z0

⎤
⎦−

⎡
⎣ 0

0
f

⎤
⎦ = k

⎛
⎝
⎡
⎣ 0

0
f

⎤
⎦−

⎡
⎣ x

y
0

⎤
⎦
⎞
⎠ (10)

The following equations can be obtained.

−k
[

x
y

]
= u

[
u1
u2

]
+ v

[
v1
v2

]
+

[
x0
y0

]
=

[
u1 v1 x0
u2 v2 y0

]⎡⎣ u
v
1

⎤
⎦ (11)
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k f = uu3 + vv3 + z0 − f =
[

u3 v3 z0 − f
]⎡⎣ u

v
1

⎤
⎦ (12)

From Equation (12), we then obtain the following:

−k =
[
− u3

f − v3
f − z0− f

f

]⎡⎣ u
v
1

⎤
⎦ (13)

Combining this with Equation (11) gives

−k

⎡
⎣ x

y
1

⎤
⎦ =

⎡
⎢⎣

u1 v1 x0
u2 v2 y0

− u3
f − v3

f − z0− f
f

⎤
⎥⎦
⎡
⎣ u

v
1

⎤
⎦ (14)

Introducing the parameter matrix M, we obtain

M =

⎡
⎢⎣

u1 v1 x0
u2 v2 y0

− u3
f − v3

f − z0− f
f

⎤
⎥⎦ (15)

If the measuring plane does not pass through the focal point [0, 0, f ]T , then the matrix
M must be an invertible matrix. Under normal operation, the focal point does not lie on the
measuring plane, so the matrix M is always an invertible matrix. When the camera moves to
a new position to photograph the target structure, the relative spatial position of the camera
and the target structure changes. The change can be equated to the condition whereby the
camera imaging plane does not move, while the focal length and the actual spatial position
of the target structure change accordingly. Let the coordinates of the camera focus become
[0, 0, f ′]T and the origin of the measuring plane become [x′0, y′0, z′0]

T. The unit vectors in the
x, y axis of the scenic plane become

[
u′

1, u′
2, u′

3
]T and

[
v′1, v′2, v′3

]T, respectively. Similarly,
∃k′ ∈ R makes the coordinate point [u, v]T on the measuring plane and the point [x′, y′, 0]T

of the imaging plane corresponding to the point [u, v]T satisfy the following equation.

−k′
⎡
⎣ x′

y′
1

⎤
⎦ =

⎡
⎢⎣

u′
1 v′1 x′0

u′
2 v′2 y′0

− u′
3

f ′ − v′3
f ′ − z′0− f ′

f ′

⎤
⎥⎦
⎡
⎣ u

v
1

⎤
⎦ (16)

Then, the parameter matrix M′ is shown as

M′ =

⎡
⎢⎣

u′
1 v′1 x′0

u′
2 v′2 y′0

− u′
3

f ′ − v′3
f ′ − z′0− f ′

f ′

⎤
⎥⎦ (17)

Combining Equations (14) and (16) yields

−k′
⎡
⎣ x′

y′
1

⎤
⎦ = M′

⎡
⎣ u

v
1

⎤
⎦ = −kM′M−1

⎡
⎣ x

y
1

⎤
⎦ (18)

Assuming

M′ · M−1 =

⎡
⎣ m11 m12 m13

m21 m22 m23
m31 m32 m33

⎤
⎦ (19)

Then, we can obtain
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⎧⎨
⎩

k′x′ = k(m11x + m12y + m13)
k′y′ = k(m21x + m22y + m23)
k′ = k(m31x + m32y + m33)

(20)

Therefore, there is {
x′ = m11x+m12y+m13

m31x+m32y+m33

y′ = m21x+m22y+m23
m31x+m32y+m33

(21)

The point (x, y) on the original imaging plane can be transformed into the new imaging
point (x′, y′) by perspective transformation, and (x′, y′) is the point of the orthorectified
image that is not affected by perspective. The orthographic projection of the test beam after
perspective transformation is shown in Figure 18.

Figure 18. Test beam image after perspective transformation process.

As can be seen from Figure 18, the specimen image after perspective transformation is
no longer influenced by perspective and is free from the imaging characteristic of “large
near and small far”. Thus, the specimen image has the characteristics of orthographic
projection, and the deformation information of the structure can be analyzed on this basis.

3.4. Accuracy-Verified Data Acquisition
3.4.1. Deflection Gauge Measurement

The deflection gauge is a traditional deformation measurement instrument that is
often used as a basis for verifying the accuracy of experimental data because of its high
accuracy [27].The conventional displacement measurement method of this test uses the
deflection electric measurement system, which includes deflection gauge (range 0–30 mm,
accuracy 0.01–mm) and DH5902N test and analysis system. The DH5902 acquisition
frequency is set to 1 time in 2 seconds. Seven deflection gauges are installed directly below
the vertical rod of the test beam at L/8, L/4, 3L/8, L/2, 5L/8, 3L/4 and at the two supports,
and the data acquisition system is arranged as shown in Figure 19.

The deflections of different load classes for each damage condition measured by the
deflection gauge are summarized in Table 4. The process of collecting deflection data under
no-damage conditions is shown in Figure 20.

From Table 4, it is found that in some positions, the damaged bars increase but
the deflections decrease. The reason is that the steel joist–concrete combination beam
has a complex internal support bar system, and the difference of structural deflection
before and after the damage is not significant, which indicates that the deflection is not
sensitive to the damage of the complex structure. Conventional single-point measurement
damage identification methods are not ideal for this type of structure. Compared with the
conventional damage identification methods, using this type of specimen as the test object
can fully demonstrate the innovation and efficiency of structural holographic morphological
data in the damage identification problem.
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Figure 19. Deflection gauge layout.

Table 4. Deflection measurement results.

Number of
Damaged Rods

Working
Conditions

Load
(kN)

Deflection Gauge Values (mm)

S1 L/8 L/4 3L/8 L/2 5L/8 3L/4 7L/8 S2

0
O1 0 0 0 0 0 0 0 0 0 0
O2 150 0.717 3.884 6.101 8.696 9.514 8.725 6.33 2.696 0.732
O3 250 0.844 5.751 9.875 14.194 15.539 14.32 10.15 4.101 0.913

1
A1 0 0 0 0 0 0 0 0 0 0
A2 150 0.689 2.401 5.949 8.541 10.693 8.921 6.198 2.001 0.694
A3 250 0.828 4.213 9.668 13.871 16.815 14.103 10.104 3.319 0.851

2
B1 0 0 0 0 0 0 0 0 0 0
B2 150 0.704 3.356 5.959 8.764 10.61 8.923 6.358 2.603 0.688
B3 250 0.813 5.336 9.62 14.107 16.67 14.521 10.14 4.288 0.843

3
C1 0 0 0 0 0 0 0 0 0 0
C2 150 0.655 4.155 6.479 9.246 10.583 9.524 6.384 3.139 0.664
C3 250 0.805 6.102 10.234 14.589 16.631 14.782 10.134 4.558 0.822

Figure 20. Deflection meter measurement process under no-damage conditions.
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3.4.2. Three-Dimensional Laser Point Cloud Data Acquisition

Three-dimensional laser scanning technology is a non-contact, fast, and accurate
measurement technique, and its application to the inspection of engineering structures
has become a new trend of development [28,29]. It is widely used in the field of accurate
deformation monitoring for bridges, buildings, tunnels, pipe racks, and other projects [30].
Ling Xiaochun [31] studied the influence of distance, incident angle, and target color on the
accuracy of the scanner during measurement. Using the plane fitting method to analyze
the accuracy, it was verified that the accuracy of a ground-based 3D laser is 1 to 2 mm,
which meets the nominal accuracy; the angle measurement accuracy is about 15′′; and the
point position accuracy can reach the millimeter level. Moreover, this technology is based
on the principle of laser ranging and can acquire a large amount of morphological data
of the target object, so it is feasible to use 3D laser scanning data for the comparison and
verification of images.

The Leica ScanStation P50 3D laser scanner is used to verify the extracted structural
holographic deformation data, the basic parameters of which are shown in Figure 21.
The scanning resolution is 0.8 mm/10 m, the point accuracy is 30 mm/50 m, the target
acquisition accuracy is 2 mm/50 m, and the noise accuracy is 0.4 mm/10 m. According to
the analysis results of the scanning angle effect on the point cloud density obtained from
the previous study [32], the following scanning measurement verification test scheme was
used: the scanning pattern was three-station joint scanning, the scanning radius was set to
10 m, and the scanning angle was [−30◦, 30◦]. The layout of the site is shown in Figure 22.

Figure 21. Basic parameters of Leica ScanStation P50 3D laser scanner.

Figure 22. Layout of 3D laser scanning station.
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Under this scanning scheme, the theoretical value of high-density point cloud coverage
on the side of the test beam is >91.5% with high accuracy, which makes the 3D laser
scanning data valuable for verifying the morphological deviations extracted from the
images. The verification process of 3D laser scanning on the holographic morphology of the
structural images is detailed in Section 4.3. In order to match the 3D laser scanning accuracy
verification test, 20 mm diameter coded marker points were arranged on the upper and
lower chord node plates of the test beam, and the location and number of the marker points
are shown in Figure 23. The results of the 3D laser scan are shown in Figure 24.

Figure 23. Layout of global sign points.

Figure 24. Test beam scanning results.

4. Bridge Structure Morphology Extraction

Based on the equivalent orthographic projection image, the features of the test beam
under the O1 working condition obtained by using the SIFT feature point extraction
method [33] are shown in Figure 25.

Figure 25. Test beam image feature points.

The main body edge contains the morphological information of the structure, which is
the main area of structural feature point distribution and constitutes an important carrier
of structural holographic deformation data. After simplifying the feature extraction results
of the O1 working condition, unnecessary environmental feature points are removed, and
the main features of the structure are highlighted as shown in Figure 26.
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Figure 26. Main features of test beam.

4.1. Regression of Discontinuous Edges of Test Beam Images

The intrinsic nature of image features is points with discontinuous grayscale variations,
and the dramatic grayscale variations imply the presence of high-frequency components
of the signal of interest in the vicinity of the features. The previously extracted structural
image features are not enough for structural holographic deformation monitoring. The
reason for this is that it is difficult to clearly delineate the high-frequency components of
the signal of interest on the bridge structure images from the environmental noise. For
example, in a segment of the bridge edge image signal shown in Figure 27, point A is the
ideal signal identified in the feature extraction process, and there is a step in the feature
gray change at this point. Since the differential operation in the feature extraction process
leads to the amplification of the noise signal, whether the step signal identified at points B
and C is the true edge of the structure needs to be treated with caution. In fact, points B
and C are most likely the synthesis of the characteristic signal with some noise.

Figure 27. Schematic diagram of edge point and noise point.

Due to the variable environment of bridge structure monitoring, points with natural
grayscale excess and continuous gradient changes, such as point A in Figure 27, are rarer
on actual bridge images. The geographical and lighting environment in which the bridge is
located would make most of the structural features accompanied by environmental noise,
forming a large number of feature points with complex components, such as B and C.
This leads to the real feature signal being smoothed out by the Gaussian spatial filter after
the noise is mixed with the structural feature signal, and the actual performance of this
problem on the bridge image is edge discontinuity and missing edge information (as shown
in Figure 28). Structural edges are an important source of feature point generation, the
missing edges cannot provide stable and rich point source data for structural holographic
morphology analysis, and the missing edges need to be regressed.

The dilation and erosion operations are the two most important image boundary
processing methods in morphology [34–38], and they are also the key means to achieve
the concentration of structure-extracted edges toward the actual edges and the regression
of edge breakpoints in this section. We use f (x, y) to describe grayscale images, b(i, j) for
structural elements, and Df , and Db to define the domains of f and b. The dilation and
erosion operations are described in Equations (22) and (23).
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Figure 28. Edge discontinuity of bridge structure image.

(1) Definition of erosion:

( f Θb)(x, y) = min
{

f (x + i, y + i)− b(i, j) | (x + i, y + j) ∈ Df ; (i, j) ∈ Db

}
(22)

(2) Definition of dilation:

( f ⊕ b)(x, y) = max
{

f (x − i, y − i)− b(i, j) | (x − i, y − j) ∈ Df ; (i, j) ∈ Db

}
(23)

The edges of the images obtained by the erosion or dilation operations alone are
rough, and the edge noise composition is complicated in the actual image processing,
so it is necessary to combine the erosion and dilation operations. In order to eliminate
the external discrete points of the structure edge and smooth the structure edge, the
process of first erosion and then dilation is used for edge treatment. For the problem of
discontinuous breaks in the edge, the process of first dilation and then erosion is used
to naturally connect the edge breaks while ensuring that the edge distribution does not
expand outward. The morphological process of first erosion and then dilation is called the
open operation (Equation (24)), and the process of first dilation and then erosion is called
the closed operation (Equation (25)), and the above basic morphological operations are
shown schematically in Figure 29.

(3) Open operation definition.

f (x, y) ◦ b(x, y) = [( f Θb)⊕ b](x, y) (24)

(4) Closed operation definition.

f (x, y) • b(x, y) = [( f ⊕ b)Θb](x, y) (25)

From Figure 29, it can be seen that morphological operations can improve the con-
tinuity of edges and achieve the approximation of discontinuous edges to continuous
edges when there are discontinuities in the edges of bridge images. The before-and-after
comparison of the regression of the discontinuous edge of the test beam image is shown in
Figure 30. It can be seen that after edge regression, the discrete edge points of the image
become continuous curves, while smoothing out most of the noise. This image can be
initially used to quantitatively identify the target deformation.
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(a) (b)

Figure 29. Basic operation diagram of morphology; (a) open operation; (b) closed operation.

(a) (b)

Figure 30. Comparison before and after regression treatment of discontinuous edges of the test beam;
(a) before; (b) after.

4.2. Calibration of Bridge Image Resolution

The deformation of the structure is reflected in the image as a change in the pixel
position of the deformed area. In the same shooting environment, how much deforma-
tion can cause the pixel position to change becomes a resolution issue for bridge image
deformation monitoring. Theoretically, the deformation value has to be larger than the
pixel size to be recognized by the bridge structure deformation monitoring method. The
yellow calibration line is drawn in the truss vertical rod (Figure 31), which is a series of
regular pixel matrix arrangements on the image, the physical size of these pixels in relation
to the actual specimen is the monitoring resolution, and the calibration model is shown
in Figure 32. The resolution calibration is calculated as R = L/n (mm/pixel). The test
beam has a total of 15 vertical rods, and yellow calibration lines are drawn in the middle
of each vertical rod during the test. The exact length of each calibration line is actually
measured, the number of pixels of the calibration line is counted on the image, and then
the monitoring resolution is obtained as shown in Table 5.
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Figure 31. Array arrangement of pixels in image.

Figure 32. Pixel size calibration model.

Table 5. Resolution calibration table.

Vertical Truss
Rod Number

Number of
Pixels

Calibration
Line Length

(mm)

Calibrated Value
(mm/px)

Calibration
Average
(mm/px)

1 1986 367.17 0.1849

0.1771

2 1999 359.21 0.1797
3 1993 360.1 0.1807
4 1991 357.3 0.1795
5 1998 356.32 0.1783
6 1994 312.39 0.1567
7 1989 355.91 0.1789
8 2654 453.94 0.171
9 1982 356.83 0.18

10 1993 321.44 0.1613
11 1988 357.77 0.18
12 1987 356.75 0.1795
13 1994 361.37 0.1812
14 1989 363.1 0.1826
15 1983 359.47 0.1813

The monitoring resolution of the bridge image is obtained by calibrating the pixel
size. Using this resolution, the pixel dimensions of bridge images can be converted to
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deformation monitoring dimensions, and then the measured deformation value of the
structure can be obtained from the pixel bit difference.

4.3. Structure Body Morphology Extraction Results Validation

In this section, the morphology of the main body of the structural image extracted in
Section 3.4.2 is verified quantitatively using 3D laser scanning measurements that have the
ability to describe the holographic morphology of the structure and proven experience in
engineering application.

After the 3D point cloud of the test beam is eliminated from perspective, a digital
orthophoto map (DOM) of the point cloud of the test beam is made as shown in Figure 33.
The calibrated morphology of the test beam obtained in Section 4.2 is superimposed on
Figure 33, and the comparison of the main morphology of the structural image and the
actual morphology of the DOM is shown in Figure 34.

Figure 33. DOM obtained by 3D laser scanning of test beam.

Figure 34. Direct contrast effect between image main shape and actual shape of test beam.

As can be seen from Figure 34, the main morphology of the extracted structure image
matches well with the actual morphology of the structure obtained by 3D machine light
scanning. The quantitative verification of the structural morphology extracted from the
images follows the method used in the previous study [32]: the point cloud data are
constituted as the NURBS surface of the test beam, the coordinates of the top left and
bottom left vertices of the vertical rods are extracted, and all the vertical rod heights Li
and vertical rod spacing Di of the test beam are calculated according to the patterns of
Figure 35; at the same time, L′

i and D′
i of the same positions of the vertical rods in the

structural morphology of the images are calculated, and the comparison results are shown
in Table 6.

Figure 35. Calculation method of height and spacing of vertical bar by 3D laser scanning.
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Table 6. Test beam image vertical bar height L′
i , spacing D′

i extraction result verification table.

Vertical Rod
Number

Rod Height Extracted
from 3D Scan

Li/mm

Rod Height Extracted
from Image

L′
i/mm

Spacing Extracted
from 3D Scan

Di/mm

Spacing Extracted
from Image

D′
i /mm

1 387.96 387.31
(−0.65) 509.87 509.43

2 379.41 380.24 (−0.44)
(0.83) 503.01 503.74

3 380.67 380.31 (0.73)
(−0.36) 501.74 502.21

4 377.67 378.06 (0.47)
(0.39) 500.58 499.76

5 376.83 376.26 (−0.82)
(−0.57) 491.36 491.05

6 332.09 332.59 (−0.31)
(0.5) 517.49 517.79

7 375.21 375.59 (0.30)
(0.38) 503.05 503.22

8 473.48 474.46 (0.17)
(0.98) 507.04 507.28

9 376.98 376.76 (0.24)
(−0.22) 523.49 524.12

10 341.28 342.06 (0.63)
(0.78) 488.16 488.74

11 377.17 377.25 (0.58)
(0.08) 508.43 507.96

12 376.15 375.74 (−0.47)
(−0.41) 509.25 509.44

13 381.90 382.41 (0.19)
(0.51) 509.56 509.86

14 383.17 383.45 (0.30)
(0.28) 513.39 512.81

15 379.50 379.21 (−0.58)
(−0.29)

The values in parentheses are the absolute errors of the image morphology extraction values of the vertical rods
compared with the 3D laser scanning results.

From Table 6, the length and spacing of vertical rods in the image-extracted structural
morphology are consistent with the actual morphology of the structure with a maximum
absolute error of 0.98 mm, indicating that the extracted image morphology of the test beam
can correctly reflect the actual morphology of the structure. Therefore, the holographic
morphological changes of any characteristic position of the structure in the image can be
quantitatively analyzed.

5. Damage Identification Based on Image Matrix Similarity

5.1. Bridge Structure Edge Deformation Analysis

Since the deflection gauge data used as accuracy verification in Section 3.4.2 came
from the bottom of the specimen beam, the lowermost edge of the test beam was selected
as the extraction location of the characteristic edge for the overall structural deformation
analysis, as shown in Figure 36. Figure 37 shows the contour line of the lower edge of the
experimental beam under nondestructive conditions, and the part obscured by the reaction
frame is taken to fill in the edge distribution of its neighborhood.
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Figure 36. Edge extraction position.

Figure 37. Original edge of the beam.

The extracted structure edge lineshapes for each loading case illustrated in Figure 37
show a distinct sawtooth effect, and the peaks and valleys of the oscillations are located in
the same cross-section of the structure. There are three reasons for this regular discrepancy
between the image extracted edge contours and the actual structure edges. 1, the edges of
the actual structure have some discontinuous parts (As in the square in Figure 37) due to
manufacturing errors and wear, which makes the contour pixel distribution at those parts
show oscillations characteristics. 2, as shown in Figure 38 for the red pixel, the extracted
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structural edges consist of one or more pixels, which causes some of the pixels to be lined
up side by side hence forming a pixel bandwidth. This is due to the poor lighting of the
shot scene causing image noise to be mixed with the edges, and thus the edges cannot be
accurately located within a pixel range. The final edge position depends on the gradient
of the grayscale values of all pixels in the pixel bandwidth. 3, as shown in Figure 38 for
the pixel step location, there is a step at the point of continuous edges of the structure, and
the step does not match the deformation trend of the structure, resulting in an unsmooth
contour curve.

Figure 38. The reasons for the oscillation effect of structural image edges.

In order to eliminate this curve oscillation pattern, a structured edge line filtering
method based on improved wavelet threshold denoising function [39–41] is adopted to
perform signal decomposition, threshold filtering and signal reconstruction on the edge
profile signal of Figure 37, so as to achieve noise reduction [42,43], and the processed edge
profile is shown in Figure 39.

(a) (b)

Figure 39. Lower edge curve of the test beam; (a) Original edge of the beam; (b) Edge curve after
noise reduction.

To verify the accuracy of the extracted edge curves, an error analysis is performed on
this curve. The data measured by the deflection gauge at each working condition were
compared with the extracted beam edge curves for the corresponding working condition.
Due to the large amount of data, only the comparison results for the damaged three rods
are shown in Table 7.

As demonstrated in Table 7, the structural edge curves are consistent with the defor-
mation values obtained from conventional measurements, with a maximum absolute error
of 3.42%.
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Table 7. Error analysis of beam deformation extracted from images.

Load
Conditions Load

Deflection
Gauge Location

Deflection
Gauge Values

R1/mm

Deformation
Curve Values

R2/mm

Error
|R1−R2|

R1
%

C2 150kN

S1 0.655 0.634 3.11
L/8 4.155 4.184 0.70
L/4 6.479 6.609 2.02

3L/8 9.246 8.929 3.42
L/2 10.583 10.464 1.12

5L/8 9.524 9.807 2.98
3L/4 6.384 6.559 2.75
7L/8 3.139 3.222 2.65

S2 0.664 0.647 2.56

C3 250kN

S1 0.805 0.779 3.19
L/8 6.102 6.258 2.56
L/4 10.234 10.229 0.04

3L/8 14.589 14.842 1.74
L/2 16.631 16.536 0.57

5L/8 14.782 14.434 2.35
3L/4 10.134 10.441 3.03
7L/8 4.558 4.43 2.80

S2 0.822 0.806 1.88

5.2. Damage Identification
5.2.1. Single Damage Test Beam Image Matrix Similarity Analysis

Under 250 kN load condition, the lower edge curve of the test beam without damage
and one rod damage (No. 7 rod) is extracted according to the previous method, and after
noise reduction, the pixel coordinates of the lower edge curve form the image coordinate
matrices D0 and D1. Then, the Euclidean distance of the homologous image points of the
two image matrices is calculated using the Equation (6), whose calculation process is shown
in Figure 40, and further the similarity sim(D0, D1) distribution (Figure 41) is obtained by
amplifying the damaged signal according to the Equation (7). To facilitate the view of the
damage recognition effect, only the image matrix similarity results for the truss vertical rod
regions are shown in Figure 41.

From Figure 41, the similarity peaks at vertical bar #7, indicating that damage is more
likely to occur here than at other bars. By connecting the maximum similarity at each
vertical bar, the similarity envelope of the test beam in the single damage condition can be
obtained (Figure 42). The similarity envelope gives a more concise and obvious indication
of the damage location.

Figure 42 shows that the image matrix similarity analysis method works well for single
damage identification of the test beam and can accurately locate the damage location.
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Figure 40. The calculation process of Euclidean distance in Equation (6).

Figure 41. Single damage identification results of test beam.
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Figure 42. Single damage condition similarity envelope.

5.2.2. Multi-Damage Test Beam Image Matrix Similarity Analysis

The structural edge curves of two-bar damage (bars #5 and #7) and three-bar damage
(bars #4, #5 and #7) under 250 kN load condition are selected, and the steps in Section 5.2.1
are repeated to obtain the image coordinate matrices D2 and D3. The similarity between
them and the image matrices in the no damage condition is calculated respectively as
shown in Figure 43.

(a) (b)

Figure 43. Multi-damage condition similarity envelope; (a) two-damage conditions; (b) three-
damage conditions.

To compare the image matrix similarity damage identification effects for different
damage conditions, the similarity envelopes are integrated into the same coordinate system,
as in Figure 44.
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Figure 44. Similarity envelopes for all damage conditions.

In summary, the analysis found that the test results are consistent with the results
of the numerical simulations in Section 2.3, with the similarity (sim) envelope having a
significant peak response at the damage location of the test specimen. This result indicates
that the image matrix similarity analysis method proposed in this paper can accurately
identify the damage locations on the test beams under each working condition and, at
the same time, demonstrates that the overall deformation curve of the structure contains
anomalous signals arising from local stiffness degradation caused by the damage.

6. Conclusions

Using digital image processing techniques, an image matrix similarity damage identi-
fication method for bridge structures is proposed based on the ability of images to describe
the holographic deformation of structures. The test results show that the method can
accurately identify the singular signal of local stiffness degradation caused by structural
damage from the overall structural deformation and achieve the localization of damage.
This solves the difficulty of damage identification due to incomplete test data and provides
a new idea for beam damage identification. The research in this paper has engineering
application prospects for small and medium-span bridges and for fast, economic, and
efficient long-term health monitoring. The main conclusions of this paper are as follows.

(1) A digital orthophoto-based image matrix similarity damage identification method
is proposed. Numerical simulation studies show that the damage will break the structural
system deformation coordination, the abnormal distribution of pixels at the damage site
will manifest odd signals in the matrix similarity test before and after the damage, the
signal characteristics are shown as similarity curve discontinuity, and the discontinuity
location is consistent with the damage site.

(2) A damage loading test of steel truss–concrete composite beam has been conducted,
and the original test beam image is corrected by perspective transformation to obtain an
equivalent digital orthophoto. Further, the holographic morphology of the test beams
extracted by the SIFT feature extraction algorithm is verified, and the results show that
the extracted morphology of the test beams is consistent with the real morphology of
the structure.

(3) The lower edge curve of the experimental beam is affected by noise with regular
oscillation, and the noise-containing curve is processed by the wavelet denoising function
to obtain a continuous smooth lower edge curve of the structure. The validation results
show that the maximum error of the noise-reduced curve is 3.42%.

(4) The image matrices of the structure before and after the damage are obtained
from the coordinates of the lower edge curve. The similarity envelopes for each damage
condition were derived by calculating the similarity of the image matrices under single
damage condition and multiple damage conditions. The peak of the envelope is consistent

332



Appl. Sci. 2022, 12, 3883

with the position of the damaged rod, which verifies the accuracy of the damage position
identification in practical applications.
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Abstract: The aero-engine system is complex, and the working environment is harsh. As the
fundamental component of the aero-engine control system, the sensor must monitor its health status.
Traditional sensor fault detection algorithms often have many parameters, complex architecture, and
low detection accuracy. Aiming at this problem, a convolutional neural network (CNN) whose basic
unit is an inception block composed of convolution kernels of different sizes in parallel is proposed.
The network fully extracts redundant analytical information between sensors through different size
convolution kernels and uses it for aero-engine sensor fault detection. On the sensor failure dataset
generated by the Monte Carlo simulation method, the detection accuracy of Inception-CNN is 95.41%,
which improves the prediction accuracy by 17.27% and 12.69% compared with the best-performing
non-neural network algorithm and simple BP neural networks tested in the paper, respectively. In
addition, the method simplifies the traditional fault detection unit composed of multiple fusion
algorithms into one detection algorithm, which reduces the complexity of the algorithm. Finally,
the effectiveness and feasibility of the method are verified in two aspects of the typical sensor fault
detection effect and fault detection and isolation process.

Keywords: CNN; sensor fault detection; aircraft engine; Monte Carlo simulation method; inception
block

1. Introduction

As the measuring element of the aero-engine control system, the function of the sensor
is fundamental and essential for the system. However, with the increasing control demand
and the increasing complexity of the control system, new requirements are put forward
for the number and reliability of sensors, and in the poor working environment of aero-
engine sensors, faults are difficult to avoid [1,2]. According to statistics, sensor faults cover
more than 80% of faults in the aero-engine control system [3], so the fault detection and
isolation (FDI) of aero-engine sensors are vital to improving the reliability of aero-engine
control systems.

At present, the FDI methods of aero-engine sensors can be divided into two types:
model-based and signal-based. The main idea of the model-based method is to establish
the mapping relationship between the actual input and output of the controlled object by
analyzing the physical characteristics of the controlled object and then analyzing the resid-
uals between the output of the actual system and the output of the model for diagnosis and
isolation [4]. The prominent representatives are the Kalman filter [5–10], particle filter [11],
etc. Based on the model method, sensor fault detection becomes very simple under the
premise of accurate model mapping. However, the complexity of actual controlled objects
is the difficulty of its practical application.

Signal-based methods directly analyze signals through reliability analysis or machine
learning, among which machine learning has made significant progress in the field of sensor
FDI. Regarding fault identification based on one-dimensional sensor signals, literature [12]
expands the one-dimensional signals of a single sensor into two-dimensional data. It
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inputs them into a CNN for fault detection through time series misalignment. However,
this approach has poor randomness and reliability for aero-engines with complex control
systems and diverse working conditions. Therefore, the most common solution is to use
the analytically redundant space information between multiple sensors to detect faults
of single or multiple sensors. In literature [13–15], the support vector machine (SVM)
algorithm is used to build a nonlinear mapping relationship between faulty sensors and
healthy sensors. Finally, an appropriate threshold is selected for the predicted value of
the algorithm to determine whether the sensor is faulty. The literature [16–18] used the
Levenberg–Marquardt algorithm, Artificial Bee Colony algorithm, and adaptive method to
optimize a BP neural network to construct the mapping relationship between sensors for
banning SVM. All of the above methods have high accuracy for single-sensor fault diagnosis.
However, for multi-sensor diagnosis, it is necessary to build multiple algorithm units and
match them with a complex logical judgment method or fusion judgment algorithm to
make its accuracy usable. As mentioned in reference [19], assuming that no more than
three sensors fail simultaneously among the nine sensors, 84 multi-input multi-output
generalized regression neural networks (MIMOGRNNs) should be constructed for fusion
diagnosis. In literature [20,21], the structure of the self-associative neural network and the
extreme learning machine algorithm are optimized and changed by the genetic algorithm,
respectively, to achieve multi-sensor detection, but its detection accuracy is still far from
the 95% specified in the literature [22].

In recent years, CNN, as an essential part of deep learning algorithms, has had
many applications in different engineering fields. Especially in data-based prediction,
CNN shows good performance due to its robust feature extraction ability. Literature [23]
proposed a prediction model based on CNN and lion algorithm fusion; the model was
improved by niche immunity and finally used in the short-term load prediction of electric
vehicles; the optimized prediction model can allow the existence of deformed data and
has good prediction performance. Literature [24] proposed an innovative hyperspectral
remote sensing image classification method based on CNN. The parameter update of
the model adopts an extreme learning machine; finally, the model’s accuracy has been
verified on the remote sensing image Jiuzhaigou. Literature [25] proposed a prediction
model for detecting power theft by combining the bidirectional gated recurrent unit and
CNN. Compared with the multilayer perceptron, the long short-term memory network
(LSTM), and the single gated recurrent unit, the model performs better in this application
scenario. Moreover, in the field of power protection, the author proposes a deep hybrid
neural network model that combines CNN and particle swarm optimization (PSO) in
literature [26]. The model uses CNN as the feature extractor of the PSO algorithm, which
aims to condense useful feature information in the original time series. Literature [27]
proposed a one-dimensional CNN prediction model for the real-time detection of motor
faults. The model has a simple structure, low hardware requirements, and a fast detection
speed. Literature [28] uses CNN to predict the sound source of plate-like structures.
Compared with stacked autoencoders, CNN can accept more information input and has a
flexible information input method. In the literature [29], the author converts the vibration
sensor signal of the motor into a three-dimensional feature matrix as the input of the CNN,
and different sensors occupy different channel dimensions in the feature matrix. This
paper provides ideas for the situation in which there are different kinds of feature data
as CNN input. In the literature [30], the author used the output of the virtual sensor of
the aero-engine physical model and the Kalman filter as the input of a one-dimensional
CNN and realized the life prediction of the aero-engine. Compared with feed-forward
neural networks (FNN) and LSTM, this method has smaller variance and higher accuracy
in multiple predictions. In literature [31], the object detection deep learning algorithm
YOLOv3 based on CNN is used. The prediction model built by this algorithm realizes
the detection of the number of people in an air-conditioned room and reduces the energy
consumption of the air conditioning. Literature [32] built a predictive model for power
transformer and cyberattack fault diagnosis.
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This paper proposes a convolutional neural network based on the inception block;
the Inception-CNN uses the convolution layer and pooling layer to extract the analytical
redundancy information between each sensor. Next, this information is used to adjust
network parameters and predict the probability of individual sensor failures.

The innovations of this paper are as follows.

(1) The construction of the forecasting model

Compared to the various signal-based methods mentioned above, Inception-CNN
can take advantage of the characteristics of the inception block to incorporate more in-
terphase information of sensors of different scales into the fault detection model, which
is undoubtedly beneficial to the signal-based method. In addition, the method is based
on the self-iterative characteristics of neural networks; thus, it does not require a tedious
parameter optimization process, and can focus more on the construction of the network
model itself.

(2) Generation of fault datasets

Actual aero-engine sensor failure data are very sparse, which contradicts the large
amount of training data required for deep learning algorithms. This paper generates
sufficient data for training by the Monte Carlo simulation method.

(3) The optimization of the forecasting model input

In this paper, the one-dimensional data of the sensor are converted into a two-
dimensional feature matrix by the pan and regroup method. This method makes the
extraction of sensor phase information more sufficient, and the prediction model’s accuracy
is improved.

(4) The optimization of the forecasting model details

The activation function and output mode of the predictive model are optimized so
that the model can perform fault detection on all target sensors simultaneously, and the
accuracy of the model is improved.

The rest of the paper is organized as follows: Section 2 introduces the research object
of the prediction model in this paper and the construction of training data and validation
data. Section 3 shows the various parts of the CNN and how they work and then shows
the specific architecture of the Inception-CNN prediction model. Section 4 verifies the
feasibility and effectiveness of Inception-CNN in terms of fault detection effect and FDI
process, respectively. Section 5 concludes this paper.

2. Data Preparation

This paper takes a Geared Turbofan Engine (GTF) as the research object, which can be
expressed as Equation (1): [

x(t)s , x(t)v

]
= F

(
w(t), θ(t)

)
(1)

Among them, w is the operating condition, including height (alt), flight speed (Mach),
power lever angle (PLA), etc. θ is a health parameter. xs is a measurable physical property,
including the values of each sensor, and xv is an unobservable physical quantity.

Due to the limitation of calculation conditions, this paper only studies the ground
operation of an aero-engine, namely height = 0 and speed = 0. Ten sensors are selected as
the research object of this paper, as shown in Equation (2), and the cross-section position of
the aero-engine is shown in Figure 1.

xsensor =
[

NL, NH, Pt25, Ps3, Pt5, Pt7, Tt25, Tt36, Tt45, Tt5
]

(2)

In this paper, the method is tested and verified by the GTF model of NASA/T-MATS
master [33] in the simulation environment of Matlab/Simulink2021a.

337



Aerospace 2022, 9, 236

Figure 1. Schematic diagram of the engine structure and the position of the sensors used for detection.
Abbreviations: low-pressure compressor (LPC), high-pressure compressor (HPC), high-pressure
turbine (HPT), low-pressure turbine (LPT).

By referring to the verification method of the civil turbofan engine fault diagnosis
system proposed by Donald et al. [34,35], the Monte Carlo simulation method is used to
generate the training and verification data set of the neural network. Firstly, the power
lever angle (PLA) of the healthy running engine model is given, as shown in Figure 2,
and sensor data xsensor are derived. Then, ten sensor data xsensor are randomly disturbed by
the normal distribution, as shown in Equation (3).

yi
sensor = xi

sensor + αiX X ∼ N(0, 1) (3)

The coefficient αi is determined by the average Mean
(
xi

sensor
)

of the input sensor value.

Figure 2. The PLA used by the model to generate the data.

In the training data set and validation data set, the data point that exceeds 5% of
the original value of the sensor is set as the fault point. For example, if |(yi

sensor
)

j −(
xi

sensor
)

j| > 0.05 × (
xi

sensor
)

j, sensor i is considered a failure at j data points, whereas
sensor i is considered to have no failure. Since class imbalance can adversely affect network
training, this paper adjusts αi to reduce the gap between faulty and healthy data points
and loops to generate data multiple times. Since the probability of failure of more than
three sensors at the same time is extremely small, and the redundant information between
the sensors decreases with the increase in the number of simultaneously failed sensors,
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the data points where more than three sensors fail at the same time ∑10
i = 1 ϕ

[(
xi

sensor
)

j

]
> 3

are deleted. The scatter plot of a small part of the value of NL, NH, Pt25, and Tt25 sensors
after adding disturbance is shown in Figure 3, where the abscissa represents the label of
the data points.

Figure 3. Scatter plot of some sensor data after adding perturbation.

In the final method verification link, we adjust the coefficient αi to ensure that the sensor
data ysensor are equivalent to the actual engine data collected and filtered, add the typical
faults shown in Table 1, and change the PLA to verify the neural network’s generalization per-
formance.

Table 1. Typical sensor failure.

Type of Failure Cause of Failure

Impulse Random disturbances, surges, sparks, etc.
Drift Sensor component deterioration, etc.
Bias Bias current, bias voltage, etc.

3. Introduction to Inception-CNN

3.1. Introduction to CNN

As a transformed form of multilayer perceptron, the convolutional neural network
(CNN) was developed based on studies on the visual cortex of cats [36]. It was initially
applied in the field of image recognition. Now, CNN has become a hot spot in many
research fields. A typical CNN consists of convolutional layers, pooling layers, and fully
connected layers, as shown in Figure 4.

Convolutional layers extract local features of the input data by a perceptual structure
and reduce the number of parameters of the CNN by sharing weights. The pooling layer
merges adjacent data into a single datum, reduces the dimensionality of the data, speeds up
the calculation, and prevents the overfitting of the parameters. The fully connected layer is
the basic unit of the BP neural network, which generates output based on the feature data
extracted by the previous layer.
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Figure 4. Schematic diagram of a typical convolutional neural network.

3.2. The Basic Module of CNN

The input of each node of the convolutional layer is only the local features of the
previous layer, and the convolution kernel is used to convert the subnode matrix of the
current layer into a unit node matrix with unlimited channel dimensions in the next layer.
Under normal circumstances, the convolution layer generally only converts the channel
dimension of the input data and adopts the method of edge zero-padding to ensure that
the length and width of the input data remain unchanged. For example, the convolution
kernel transforms the matrix of m1 × n1 × k1 into 1 × 1 × k2 as Equation (4).

g(i) = f
(

Σm1
x=1Σn1

y=1Σk1
z=1ax,y,z × wi

x,y,z + bi
)

, 0 < i � k2 (4)

Among them, g(i) represents the value of the ith identity matrix of this node, and
ax,y,z represents a certain length and width of the convolution kernel sampling in the input
matrix of this node. The interception matrix with the channel dimension (x, y, z). wi

x,y,z
represents the convolution kernel weight value matrix corresponding to the ith unit matrix,
bi represents the bias value corresponding to the ith unit matrix, and f represents the
activation function. In this paper, Scaled Exponential Linear Units (SELU) is selected as the
activation function, which normalizes the data distribution and ensures that the gradient
will not explode or disappear during the training process. The SELU activation function
can be expressed as Equation (5):

selu(z) = λ

{
z z > 0
αez − α z � 0

(5)

where z represents the output value of the convolution operation, and λ and α are constants,
λ ∼= 1.051, α ∼= 1.673.

Pooling layers sample the data by sliding the pooling kernel. Unlike convolutional lay-
ers, pooling layers generally only change the length and width of the input matrix. The most
common types of pooling layers are max pooling and average pooling. The process of
converting the m1 × n1 × k1 matrix to 1 × 1 × k1 by max layer pooling is as Equation (6):

g(i) = Subsampling
(

ai
x,y

)
, 0 < x � m1, 0 < y � n1, 0 < i � k1 (6)

Among them, g(i) represents the value of the ith unit matrix of this node, and ai
x,y

represents the interception matrix of a length and width (x, y) sampled by the pooling
kernel when the input matrix of this node corresponds to the ith unit matrix. The pooling
layer reduces the data size, speeds up computation, and prevents parameter overfitting
without losing data features.
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Finally, the network expands the feature matrix extracted by the convolutional and
pooling layers into a one-dimensional vector, which is input to the fully connected layer
and produces an output based on these features.

3.3. The Calculation Process of CNN

Minimizing the loss function L(W, b) as much as possible is the goal of neural network
training, where W and b represent the weights and bias parameters in the neural network,
respectively. The loss function consists of two parts: the first part is the residual between
the output value and the expected value, and the second part is the regularization loss
caused by overfitting, which is regulated by the parameter θ. The loss function can be
expressed as Equation (7):

L(W, b) = E(W, b) +
θ

2
WTW (7)

This paper uses the Stochastic Gradient Descent plus Momentum (SGDm) as the
solver to update the CNN parameters. Through the back-propagation of the loss func-
tion, the trainable parameters of each layer in the CNN can be updated layer by layer.
The mathematical representations are as Equations (8) and (9):

Wi = Wi−1 + mi, mi =

(
η

∂L(Wi, bi)

∂Wi
+ βmi−1

)
(8)

bi = bi−1 + mi, mi =

(
η

∂L(Wi, bi)

∂bi
+ βmi−1

)
(9)

where η is the learning rate, and β is the momentum coefficient.

3.4. Inception Block

Although a deep neural network can be abstractly considered the superposition of
several neural networks, different network architectures and choices of hyperparameters
will make a huge difference in the performance of deep neural networks. Furthermore,
with the deepening of the network, the interpretability of the deep neural network becomes
worse. A deep neural network with good performance often needs to explore the design
intuition formed in this field for many years, so it is vital to master and use the previous
exploration results.

The inception block is the basic module of the GoogLeNet network architecture
proposed in 2014 [37], and GoogLeNet prevailed in the ImageNet competition that year.

Earlier convolutional neural networks are often series architectures. The size of the
convolution kernel is also very different, such as from 1 × 1 to 11 × 11, etc. However,
the inception block parallels convolutional layers with convolution kernels of different
sizes in order to have the ability to extract correlated features at different scales. It has been
shown that using convolution kernels of different sizes is beneficial for feature extraction.

In addition, deeper neural networks are often helpful to improve prediction accuracy.
However, deep networks also bring the risk of gradient disappearance, which will cause the
model to fail to converge eventually. Furthermore, due to the exponential increase in com-
puting parameters in deeper networks, the demands on computing equipment are further
increased. The inception block can reduce the network computing parameters effectively.

As shown in Figure 5, the inception block consists of four parallel paths. The first three
paths use convolutional layers with kernel sizes 1× 1, 3× 3, and 5× 5 to extract information
from different spatial sizes. The two paths in the middle first perform 1 × 1-convolution
on the input to reduce the number of channels and reduce the complexity of the model.
The fourth path uses a pooling layer with a pooling kernel size 3 × 3 and then uses a 1 × 1
convolution kernel to vary the number of channels. All four paths use appropriate padding
to match the height and width of the input and output and, finally, join the output of each
line in the channel dimension and form the output of the inception block. In the inception
block, the adjusted hyperparameters are mainly the number of output channels per layer.
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Figure 5. Schematic diagram of the inception block.

The specific representation of the first inception block used in this paper is shown
in Figure 6. The input is an 10 × 10 matrix with a channel number of 48, which passes
through four paths, respectively. After the different convolution pooling operations, which
are shown in Figure 5, the number of channels is changed and merged into the output
matrix in the channel dimension, as the following input to one layer of the neural network.

Figure 6. Concrete representation of an inception block.

3.5. Architecture of Inception-CNN

Considering that the convolution kernel has the characteristics of the local receptive
field, for one-dimensional data, it is difficult for the convolution kernel to extract the
interphase features of the data with a large separation distance. In order to fully extract the
relevant features between sensor signals, this paper performs two-dimensional expansion
and recombination of the original data before the data are input into the neural network.
That is, the size of the data 1 × n is expanded to n × n.

As shown in Figure 7, first, through the method described in Section 1, a one-dimensional
sensor data set is obtained by collecting data from the engine model. Different colored and
numbered squares represent data from different sensors. Then, the one-dimensional data
group is expanded into a two-dimensional data group while rearranging the data through
the data translation operation. For example, the second row of the two-dimensional data
group in the figure is obtained by shifting the original one-dimensional data group by
two units.

Suppose that a convolution kernel of size three is used to extract the interphase features
of the sensor data. In this case, it is impossible to extract the interphase features of the sensor
data with an interval greater than 3 in the original one-dimensional data set. However, it
can be done in the two-dimensional data set after translation expansion.

342



Aerospace 2022, 9, 236

1 2 3 4 5 6 7 8 9 101 2 3 4 5 6 7 8 9 10

1 23 4 5 6 7 8 9 10 1 23 4 5 6 7 8 9 10

1 2 3 45 6 7 8 9 10 1 2 3 45 6 7 8 9 10

1 2 3 4 5 67 8 9 10 1 2 3 4 5 67 8 9 10

1 2 3 4 5 6 7 89 10 1 2 3 4 5 6 7 89 10

12 3 4 5 6 7 8 9 10 12 3 4 5 6 7 8 9 10

1 2 34 5 6 7 8 9 10 1 2 34 5 6 7 8 9 10

1 2 3 4 56 7 8 9 10 1 2 3 4 56 7 8 9 10

1 2 3 4 5 6 78 9 10 1 2 3 4 5 6 78 9 10

1 2 3 4 5 6 7 8 910 1 2 3 4 5 6 7 8 910

111 222 333 444 555 666 777 888 999 101010

111 222333 444 555 666 777 888 999 101010

111 222 333 444555 666 777 888 999 101010

111 222 333 444 555 666777 888 999 101010

111 222 333 444 555 666 777 888999 101010

111222 333 444 555 666 777 888 999 101010

111 222 333444 555 666 777 888 999 101010

111 222 333 444 555666 777 888 999 101010

111 222 333 444 555 666 777888 999 101010

111 222 333 444 555 666 777 888 999101010

1

2

3

4

5

6

7

8

9

10

Pan and regroupCollect sensor data 
from engine models

Figure 7. Expansion and recombination of sensor data.

Since the neural network model requires a large amount of data for parameter up-
dating, this paper adopts the operating mode of offline training and online detection.
The Inception-CNN architecture is shown in Figure 8. A large amount of perturbed and
labeled sensor data is used as the network input during offline training, and the network
parameters are updated. During online diagnosis, the data format is kept unchanged,
the sensor data that match the actual situation are input to the network, and the prediction
is made based on the updated parameters during offline training.
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MaxPool
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128 4

MaxPool

128 4

Inception4

128 2
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51
2
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20
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Figure 8. The overall architecture of Inception-CNN.

As shown in Figure 8, the two-dimensional sensor data set expanded by translation is
input into the network and passes through one convolution layer, four inception blocks,
two max pooling layers, and one average pooling layer. The first convolutional layer has
48 convolution kernels of size 3 × 3, which converts the original data of size 1 × 10 × 10
into a feature response matrix of size 48 × 10 × 10. The pooling kernel size of all pooling
layers in the network is 2 × 2. After the last average pooling, the three-dimensional matrix
is converted to a one-dimensional vector with no information loss. Finally, the extracted
feature response vector is input to the fully connected layer and produces an output with
20 nodes.

The parameters of the four inception block convolution kernels and pooling kernels
are shown in Figure 5. The changed hyperparameters are only the number of channels
output by each layer. The channel parameters are shown in Table 2.

Table 2. Channel parameters for each inception block.

Serial Number Path 1 Path 2 Path 3 Path 4 Number of Output Channels

1 16 24.32 4.8 48.8 64
2 32 32.48 8.24 64.16 120
3 48 24.52 4.12 120.16 128
4 40 28.56 6.16 128.16 128
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3.6. Loss Function

In the traditional multiclassification problem using neural networks, if the classifica-
tion category is n, it is necessary to construct an n-dimensional one-hot encoding vector
to represent the category, and network output nodes are required. For example, in the
three-classification problem, the three one-hot vectors [1, 0, 0] [0, 1, 0] [0, 0, 1] represent three
different categories. It can be seen that one element in the vector is 1, and the others are 0.

yi =
eai

∑C
k=1 eak

∀i ∈ 1 · · ·C (10)

Equation (10) is the softmax function expression, where a is the output value of the last
fully connected layer. By calculating the natural logarithm, the softmax function converts
the network’s output into the probability of each category on the one-hot encoding, i.e.,
[p1, p2, p3]. Among them, p1 + p2 + p3 = 1. The softmax function is widely used in
multi-classification problems due to its fit with one-hot encoding and its ability to widen
the difference between categories in most cases.

However, in the sensor fault detection problem in this paper, due to the assumption
that multiple sensors fail simultaneously, the detection vector output by the network will
present multiple 1s at the same time. For example, [1, 0, 1, 0, 0, 0, 0, 0, 0, 0] means that the
NL sensor and the Pt25 sensor fail simultaneously, so the softmax function is no longer
applicable in the network, and the sensor failure probability is only calculated during
model validation.

For multi-classification problems, a combination of the softmax function and cross-
entropy loss function is often used. The expression of the cross-entropy loss function is as
Equation (11).

E(W, b) = − 1
N ∑

i

M

∑
c=1

yic log(pic) (11)

Among them, M is the number of categories, y is the symbolic function, i is the batch
data size, and p is the predicted probability of the category, which is the output of softmax.
Since softmax is no longer applicable, the output of the fully connected layer a is replaced
with p.

There are two types of individual sensors, faulty and healthy, and one-hot encoding is
constructed for each sensor separately, so the number of final output nodes of Inception-
CNN is 10 × 2, a total of 20 output nodes. Every two nodes constitute a prediction unit of
the sensor. The output value of the cross-entropy loss function of each prediction unit is
accumulated as a total loss value for the back-propagation of the network.

In summary, the loss function expression used in this paper is as Equation (12):

E(W, b) =
10

∑
j=1

(
− 1

N ∑
i

M

∑
c=1

yic log(aic)

)
(12)

where j is the number of the prediction unit, and a is the output of the last fully connected
layer of the network.

4. Validation and Analysis

4.1. Training the Networks

The Inception-CNN and other comparative neural networks in this paper are trained in
the simulation environment of Python3.9/Pytorch1.10.1. The rest of the non-neural network
machine learning algorithms are trained in the simulation environment of Matlab2021a.
For the data set constructed in Section 1, the accuracy of some neural networks during the
training process is shown in Figure 9, and the accuracy of each algorithm when it converges
is shown in Table 3:
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Figure 9. Accuracy changes during some neural networks’ training.

Table 3. Performance comparison of Inception-CNN and other algorithms.

Algorithm Activation Function Loss Function
Accuracy at

Convergence

Gaussian Naive Bayes \ \ 67.81%
Cubic SVM \ \ 73.35%

Cosine KNN \ \ 75.54%
Gaussian SVM \ \ 78.14%

BP Neural Networks ReLU (Rectified
Linear Unit) MSE 82.72%

Simple 4-Tier CNN ReLU MSE 85.41%
Inception-CNN ReLU MSE 91.82%
Inception-CNN SELU MSE 92.13%
Inception-CNN SELU Cross-Entropy 95.41%

Each neural network sets the same training hyperparameters. The learning rate is
0.0001, and the batch size is 256.

It can be seen from Table 3 that the accuracy of the neural network is significantly
improved compared to other non-neural network algorithms. For example, a simple BP
neural network improves the accuracy by 4.58% compared to the best-performing Gaussian
SVM in a non-neural network. Compared with the simple BP neural network, the accuracy
of the simple four-layer CNN network is increased by 2.69%, so the CNN fits this data set
better than other algorithms; thus, the improved CNN was chosen as the fault detection
algorithm in this paper.

Figure 9 takes Epoch as the abscissa and the ordinate as the accuracy of each network
on the test data set. The first three CNN networks use the mean square error (MSE) loss
function, and the fourth network uses the improved cross-entropy loss function in the
paper. It can be seen from Figure 9 and Table 3 that the CNN based on the inception
block has a rapid increase in accuracy and a higher upper limit than the simple four-layer
CNN. After replacing the traditional ReLU activation function with the SELU activation
function, the convergence time of the network is reduced, and the training time is reduced
by approximately 60%. After replacing MSE with the improved cross-entropy loss function
in this paper, the network’s sensitivity to wrong predictions is improved. The accuracy rate
rises faster, and the accuracy during convergence is 3.28% higher than that of Inception-
CNN using the MSE loss function. The final accuracy of Inception-CNN used in this paper
is 95.41%.
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4.2. Typical Sensor Failure Validation

The typical sensor fault verification link is divided into two parts. On the one hand, it
tests the detection effect of Inception-CNN itself for typical faults, and on the other hand, it
verifies the effectiveness of the network in the FDI process.

Excellent generalization performance is an important indicator to measure the perfor-
mance of neural network models. For the research content of this paper, even if the data
set for training Inception-CNN is only composed of a simple slope response after adding
disturbance, it is still expected to have good prediction results for all ground operating
conditions of the engine model.

Therefore, in a typical sensor failure verification process, the steady-state or transition-
state conditions used for each verification are different.

4.2.1. Validation of Fault Detection Effect

First, we verify the case of a single fault and simultaneous multiple faults in the steady
state of the engine.

A single sensor failure occurs at a steady state, as shown in Figure 10. Under different
steady-state conditions, the impulse, drift, and bias fault are added to the NL, Pt25, and Tt36
sensor, respectively. It can be seen from the figure that when the fault probability is 80% as
the threshold, the injected impulse fault, drift fault, and bias fault are identified by the fault
detection system after delays of around 0.1 s, 4.2 s, and 0 s, respectively. The drift fault has
a relatively long detection delay due to the small offset in the early stage when the fault
occurs. In addition, after injecting faults, the failure probabilities of other sensors without
faults are all below 6% and fluctuate much less than the threshold.

As described in Section 1, when constructing the neural network training data, this
paper removes data points where more than three sensors fail simultaneously. Thus, the
simultaneous failure of up to three sensors is the assumption of this paper.

The simultaneous failure of multiple sensors in a steady state is shown in Figure 11.
Under a specific steady-state condition, the bias, impulse, and drift fault are injected into
the NH, Ps3, and Tt25 sensor at approximately 5 s, 6 s, and 9 s, respectively. The detection
delay of each fault is around 0 s, 1.6 s, and 2.5 s, respectively. Among them, the delay of
drift fault detection is still caused by insufficient offset in the early stage of fault occurrence.
As can be seen from the figure on the right, although multiple faults occur simultaneously,
it does not affect the accurate identification of a single fault by the fault detection system,
and the detection delay is hardly affected by multi-sensor faults. Among the non-faulty
sensors, the failure probability of the Pt25 sensor fluctuates up to approximately 19%, but it
is still far below the failure probability threshold.

Next, we verify the case of a single fault and simultaneous multiple faults in the
transition state of the engine.

A single sensor failure occurs at a transition state, as shown in Figure 12. Under dif-
ferent transition state conditions, the impulse, drift, and bias fault were injected into the
NH, Pt5, and Tt45 sensor, respectively. The situation is similar to a single sensor failure in a
steady state. The detection system identifies each fault after delaying by 0.1 s, 2.6 s, and 0 s,
respectively. It can be seen that the performance of Inception-CNN in the transition state
and steady state is comparable.
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Figure 10. Detection of single sensor failure in steady state.

Figure 11. Detection of simultaneous failure of multiple sensors in steady state.

The simultaneous failure of multiple sensors in a transition state is shown in Figure 13.
Under a specific steady-state condition, the drift, impulse, and bias fault are injected into
the NL, Pt7, and Tt5 sensor at approximately 5 s, 3 s, and 9 s, respectively. The detection
delay of each fault is approximately 5.9 s, 0.2 s, and 0 s, respectively. The delay in detecting
drift faults is due to the fact that the injected drift fault offset is small, and the drift fault
itself has the characteristic of slowly increasing the offset.
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Figure 12. Detection of single sensor failure in transition state.

Figure 13. Detection of simultaneous failure of multiple sensors in transition state

4.2.2. Validation in the FDI Process

As shown in Figure 14, the FDI process consists of a fault detection module (FDM) and
a fault isolate module (FIM). The FDM contains fault detection estimators (FDE) running in
real time, and the FIM contains fault isolate estimators (FIE) that require the output of the
FDM to activate. The essence of each estimator is a method of fault detection or isolation.
The Inception-CNN proposed in this paper is an FDE in the FDI process.
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Figure 14. Schematic diagram of FDI process.

The Gaussian process regression algorithm is used to build the FIE module.
Due to space limitations, the FDI process verification is only carried out for the si-

multaneous failure of multiple sensors. First, we verify the FDI flow of the engine at
a steady state.

As shown in Figure 15, when multiple sensors fail simultaneously in a steady state,
FDM effectively activates FIM through the built-in Inception-CNN. After the FDI process,
the injected fault offsets of drift, impulse, and bias faults are reduced by around 81%, 61%,
and 100%, respectively, which correspond to different faults’ detection delays. The lower
impulse fault offset reduction percentage is the lower injected impulse fault offset.

Figure 15. Validation of the FDI process with simultaneous multi-sensor failures in steady state.

When multiple sensors fail simultaneously in the transition state, it is similar to the
steady state, as shown in Figure 16. After the FDI process, the drift, impulse, and bias
fault offsets were reduced by 76%, 56%, and 100%, respectively. The effectiveness of
Inception-CNN in the FDI process is verified.

Figure 16. Validation of the FDI process with simultaneous multi-sensor failures in transition state.
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5. Conclusions

In this paper, a convolutional neural network based on an inception block is pro-
posed and utilized for aero-engine sensor fault detection. The traditional detection unit
composed of multiple fusion algorithms is simplified into one detection algorithm, which
mainly solves the problems of traditional sensor FDI methods with many parameters and
complex systems.

The effectiveness and feasibility of the method are verified by the detection effect and
the FDI process. On the data set of this paper, the detection accuracy of Inception-CNN is
95.41%, which improves the prediction accuracy by 17.27% and 12.69% compared with the
best-performing non-neural network algorithm and simple BP neural networks tested in
the paper, respectively.

In addition, this paper constructs the training data set and validation data set of the
signal-based sensor FDI method through the Monte Carlo simulation method, which solves
the problem wherein the experiment cannot be carried out due to insufficient fault data.

The sensor fault detection method based on Inception-CNN proposed in this paper is a
data-driven algorithm. Its accuracy and applicability are positively related to the quality of
the data. Thus, in the future, this method can be combined with the mechanism study of the
engine to improve the algorithm’s performance through higher-quality data. In addition,
the research content of this paper can be combined with the research on the safety control
strategy of aero-engines based on sensor value judgment. Taking the research [38] of
Cao et al. as an example, if FDI is used as the front module of the safety protection control
module in the control loop, the possibility of control strategy failure due to sensor failure
can be reduced, and the robustness of the system can be improved.
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Abstract: Coating degradation is a critical issue when steel surfaces are subject to weathering. This
paper presents a chipless, passive antenna tag, which can be applied onto organically coated steel.
Simulations indicated that changes associated with organic coating degradation, such as the formation
of defects and electrolyte uptake, produced changes in the backscattered radar cross section tag
response. This may be used to determine the condition of the organic coating. Simulating multiple
aging effects simultaneously produced a linear reduction in tag resonant frequency, suggesting
coating monitoring and lifetime estimation may be possible via this method. For coatings thinner
than calculations would suggest to be optimum, it was found that the simulated response could be
improved by the use of a thin substrate between the coated sample and the antenna without vastly
affecting results. Experimental results showed that changes to the dielectric properties of the coating
through both the uptake of water and chemical degradation were detected through changes in the
resonant frequency.

Keywords: chipless RFID; corrosion; organic coating; degradation; sensors

1. Introduction

Organic coatings are widely used in the construction industry for aesthetic, corrosion
protection, and weather resistance reasons. In fact, in 2020, the EU produced 130 million
metric tonnes of hot rolled steel, of which 5 million metric tonnes was organically coated [1].
Despite this, it has been suggested by some studies that the reason for the high cost of
corrosion is due, in part, to the poor selection of protective measures [2]. Hence, one
widely suggested strategy for corrosion protection is to ‘develop advanced life predic-
tion and performance assessment methods and to move to a greater degree of corrosion
monitoring [3].

Currently, coatings used on construction panels are rarely monitored in-situ and the ex-
pected performance of the overall building envelope is often only estimated from lab-based
accelerated corrosion testing. Real time monitoring could allow more accurate estimates
of building cladding lifespan, as well as required maintenance schedules, providing the
customer with active performance data [3]. A significant amount of emerging research in
this field shows the appetite for this technology [4].

An ideal solution would be a wireless, internet of things style sensor system which
allows remote, live monitoring of the organic coatings. The oil and gas industry have
long been aware of the benefits of corrosion monitoring of pipelines [5]. However, they
are currently the only significant industry with commonly used, commercially viable
monitoring methods. The construction industry is starting to catch up, although current
research suggests monitoring is focused on load critical components, especially reinforced
concrete rebar.

Some research has been carried out into coated panel sensors, such as strain gauges [6],
corrosion indicating paint [7], electrical resistance probes [8], and numerous EIS (electrical
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impedance spectroscopy) modifications [9–17]. These sensors work in small scale testing.
However, they suffer from the same drawbacks of practical use. For example, they often
either modify the paint system, require connection to the underlying metal substrate, or
require modification between the layers of the coating. This makes these systems difficult
to implement and replace if necessary, and, in some instances, reduce the effectiveness of
the coating itself.

Sensors for monitoring coated steel products have to be capable of detecting the kind
of changes in coatings that are indicative of degradation or failure. These include the
formation of defects and the associated uptake of oxygen and ions from the environment,
coating adhesion loss, electrolyte penetration, or corrosion initiation [18]. Furthermore,
degradation can also produce increased porosity of the coating through the action of
UV, blistering due to osmotic or electrochemical effects, and decreased coating thickness
through erosion and coating mineralization and oxidation [18–21]. Tracking the spread
and size of corrosion effects would also be required to allow an indication of the severity
and overall condition of the product. Cut edge corrosion, when corrosion begins and
propagates from a metal edge exposed during manufacture, is one of the most commonly
seen defects for organically coated steel [22].

This paper outlines the basics of a new passive RFID (resonant frequency identification)
technique that aims to allow easy performance monitoring of organically coated steel
cladding products without some of these drawbacks. A passive RFID sensor presents a
number of promising features for organic coating monitoring. As a cheap and ‘semi-remote’
method, it would allow for a medium range, non-destructive monitoring method of a
number of assets. In fact, a significant amount of work has been carried out on developing
RFID based sensors [23–25]. The approach taken by the vast majority of the sensors
currently being developed is to use a so called ‘chipless’ RFID design.

Chipless RFID tags were first considered as a concept in order to allow RFID tagging
to compete financially with low-cost barcode tagging [25,26]. By removing the integrated
circuit, chipless RFID is greatly reduced in cost and allows consideration of fully printable
tags, increasing ease and rate of production [26]. Chipless sensors offer a much simpler
approach in which some of the complications of impedance matching as well as other
complications are negated compared to chipped devices.

As a sensor, they are stated to have better robustness, lower radiated power, and
longer life than traditional sensors [25]. Three types of chipless RFID sensors exist, namely
time-domain reflectometry (TDR), frequency modulation, and phase encoded sensors [25],
and these are summarized in Figure 1. For each of these types, different tag technologies
exist, such as surface acoustic wave (SAW) and radar cross section backscatter (RCS).

Figure 1. Types of chipless RFID tags (Reprinted with permission from Ref. [25] 2016, John Wiley
and Sons).
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A recent study involved using a chipless RFID circular microstrip patch antenna
(CMPA) to monitor crack growth in aluminium [27]. Microstrip antennas are commonly
used in wireless communication, including in high performance situations, such as in
satellites and aircraft [28]. They have advantages of low price and profile, simplicity,
and versatility [28]. A basic microstrip antenna is composed of a ground plane, which is
covered by a dielectric layer with a metal antenna strip on it. A microstrip patch antenna is
differentiated because it consists of relatively large sections, or patches, of metal [29]. A
CMPA is simply an MPA in which the patch is circular in shape, as shown in Figure 2.

Figure 2. A basic CMPA.

In this paper, a similar approach was used to that in [28], which utilizes radar cross
section (RCS) backscatter-based technology, which is based on frequency modulation. The
principle is described visually in Figure 3 and involves the use of a microstrip resonator. An
interrogation signal is aimed at the chipless tag which will resonate at a unique frequency
and hence produce a signature backscattered signal which is received by a further antenna
for analysis [25,27].

Figure 3. Basic working principle of an RCS backscattered RFID tag.

The monitoring system developed in this paper has parallels to that designed by
Marindra [27], which utilised the fact that the resonant frequency of a CMP antenna is
affected by changes in the ground plane. This study aimed to use a similar antenna system
to monitor changes in the dielectric layer of such a system with the dielectric layer, in this
case, being an organic coating layer on a steel product.

As described in [28], the dominant TMz
mn0 mode for a circular microstrip patch

antenna is the TM110 mode for which the resonant frequency is defined by:

( fr)110 =
1.8412

2πae
√

με
=

1.8412v0

2πae
√

εr
(1)

where:

ae = a
{

1 +
2h

πaεr

[
ln
(πa

2h

)
+ 1.7726

]} 1
2

(2)

where a is the diameter of the circular patch, h is the thickness of the dielectric layer, εr is
the relative permittivity of the dielectric layer, v0 is the speed of light, μ is the permeability
of the dielectric, and ε is the permittivity of the dielectric layer.
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Hence, it can be concluded that:

( fr)110 ∝ f (εr) (3)

( fr)110 ∝ f (h) (4)

Therefore, the resonant frequency of a patch antenna is related to a function of both
the relative permittivity (dielectric constant) and the height of the dielectric. As a result,
any changes to the dielectric properties of an organically coated product could be detected
via this approach. This would include degradation due to water ingress, defect forma-
tion, or paint formation failures such as chalking. This approach was utilized by [28] to
monitor the response of an epoxy coated resonator and was able to detect changes in the
dielectric properties of the epoxy coating produced by the absorption and desorption of
water. The proposed method differs from this method as the antenna can be placed onto,
rather than under, the coating of interest which may interfere with the adhesion and/or
protective properties of the coating. Furthermore, as the proposed device is solely reliant
on backscatter RCS measurement, a physical wired connection to the antenna, as in [30], is
not required simplifying the procedure.

The aim of the investigation was to develop the concept outlined, in order to prove its
applicability to architecturally painted steel. The strategy employed used a combination
of simulation and laboratory experimental techniques. The simulation provided a means
of estimating the response change when variations in material properties which could be
expected during degradation occurred within a purely simulation space. The simulated
response could then be compared and validated using the laboratory derived experimental
results. This parallel approach ensured that a greater understanding of underlying physics
could be established while also proving the applicability in the real world.

2. Methodology

2.1. Simulation

The tag was designed and tested in CST (Computer Simulation Technology) Design
Environment 2019, a 3D electromagnetic analysis software commonly used for antenna
design and analysis [31]. Two approaches, the basic design of each shown in Figure 4, were
considered. The first approach (NS) solely used the organic coating as the dielectric layer,
and the sensor patch is attached to this, while the second approach (S) used a dielectric
substrate between the sensor patch and the coated steel panel.

Figure 4. Two tag systems NS, no substrate, (left) and S, substrate, (right) showing the copper sensor
(C), the substrate layer (S), the paint system (P) the zinc galvanized layer (Z) and the steel metal
substrate layer (M).

Two coating systems were also considered and designed in the software based on
two commonly used coated steel products composed of a steel substrate, a zinc metal
coating layer, and a dielectric organic coating layer. This is referred to as coated steel in the
following work. A polyvinyl chloride (PVC)-based coating with a total nominal coating
thickness of 211 microns and a polyurethane (PU)-based coating with a total nominal
coating thickness of 41 microns were designed. These are two commonly used coating
systems for architectural steel cladding and are referred to in the following work as PVC
and PU. The dimensions of the tag are displayed in Figure 5 and listed in Table 1.
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Figure 5. Tag systems showing key dimensions which are defined in Table 1.

Table 1. Simulation parameters.

Component Symbol Dimension/mm

Antenna Radius r 10
Antenna Thickness t 0.035
Dielectric Thickness pt 0.211 (PVC) 0.040 (PU)

Zinc Thickness zt 0.04
Metal Thickness mt 0.6

Dielectric Constant (PVC & PU) e 3.5
Sample Height/Width m 60

Substrate Thickness st 0.00 (NS) 0.20 (S)
Substrate Height/Width s 0.00 (NS) 22.0 (S)

In the modelling of the cladding panels, several assumptions were made for the initial
testing. Firstly, the coating layers of pre-treatment, primer, and topcoats were combined
into one homogenous layer with a cumulative thickness and an arbitrary dielectric constant
of 3.5. The metal substrate was defined as 1010 steel and the metallic coating layer as pure
zinc. The size of the cladding piece was set to 6 cm2, and the substrate layer used was FR-4
(lossy). The properties for each of the materials used are shown in Table 2.

Table 2. Simulation material properties.

Component Value/Properties Reference

Steel Conductivity (σS) 6.99 × 106 S/m [32,33]
Zinc Conductivity (σz) 1.69 × 107 S/m [32,33]

Fr-4 Dielectric Constant (Er) 4.3 [33]
Fr-4 Loss Tangent (δ) 0.025 [33]

Although the actual steel substrate and zinc layer are composed of either different or
more complex alloys, the conductivity values used were expected to be a fair representative
value. Furthermore, additional simulations, not provided in this work, showed that small
deviations in these values of conductivity did not noticeably affect the resonant frequency
and only produced small changes in the measured RCS.

Perhaps the largest source of uncertainty is the accuracy in modelling the coating
layers as one homogenous layer, whereas in reality the pre-treatment, primer, and topcoat(s)
have different requirements and hence compositions. This was mainly done for ease of
modelling, and it is believed to be representative of a weighted average of the multiple
dielectric layers. It is possible that experimental confirmation of this assumption may be
further required. A dielectric constant of 3.5 was considered an accurate representation of
both systems as the coatings are based on polyvinyl chloride chemistry, which has a stated
dielectric constant of 3.4 [34,35], and polyurethane chemistry, which has a stated dielectric
constant of 3.2–3.6 [36,37].

The simulation, shown in Figure 6, was set up with a frequency range of 2–6 GHz
of plane wave excitation in the z direction. The E-plane of the excitation plane wave was
oriented parallel with the y axis and the H-plane was oriented parallel with the x axis.
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The plane wave excitation source and an RCS Probe were set −200 mm away from the
sample in z direction to provide the simulated interrogation signal and response signal
measurement of the tag, respectively, at 200 mm distance. Finally, all boundaries were set
to open (add space), which is used to simulate free space surrounding the set up and is
recommended for antenna calculations [38].

Figure 6. Simulation set up in CST Studio Suite.

The resonant frequency of the tag was determined by measuring the frequency at the
point of maximum drop of RCS amplitude. The RCS change at resonant frequency was
calculated by taking the measured RCS (RCSRF) away from the average of the RCS at the
beginning of the valley (RCSL) and the RCS at the end of the valley (RCSH):

ΔRCS =
RCSL + RCSH

2
− RCSRF (5)

2.2. Production of the Antenna

In order to validate the simulations, several tags were produced, as shown in Figure 7.
The antennae were manufactured from adhesive copper tape (RS Pro foil, thickness
0.035 mm, from RS Components, Ireland) using a 20 mm paper punch. This method
was initially used for simplicity and because it gave reasonable cut quality and uniformity.
As copper rapidly tarnishes antennae were also produced from adhesive aluminium tape
(RS Pro foil thickness 0.04 mm), this is a far more environmentally resilient substrate and
hence it was considered as an alternative. The 20-mm circles were then either attached
directly to the sample, or to the Fr-4 substrate, which was attached to the sample via thin
double sided adhesive tape. An example of the two produced antenna systems is shown
in Figure 7. A number of coated steel samples were used in this study with the colours
used including white, anthracite, grey (PVC only), and silver (PU only). This was done to
understand the effect the different coating colours may or may not have on the measured
resonant frequencies. The samples used are shown in Figure 8.
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Figure 7. The manufactured Chipless RFID Tag deployed onto the same without (left) and with
(right) the substrate layer.

Figure 8. The samples used in this study.

2.3. Antenna Measurement

To measure the antenna response, a vector network analyser (VNA) (model) was used,
connected to two horn antennas (TX and RX) (model). A signal sweep from 4 to 6 GHz
was emitted from the TX horn antenna and the resulting S21 from the RX antenna was
recorded. To ensure similar positioning of the antenna in each test, a small acrylic stand
was produced, and the position of each horn antenna was marked on the test workspace
to ensure the same range was used. The distance between horn antennas was 5 cm and
the distance to the sample was 20 cm as with the simulations. The test set up is shown in
Figure 9.
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Figure 9. VNA and horn antennas used to interrogate the sample.

3. Results

3.1. Simulations
3.1.1. Initial Simulations

The simulated RCS response for each system is shown in Figure 10 and the main
results that can be drawn from each RCS response are summarized in Table 3. It can be seen
that the PVC system gives a similar response when the antenna is placed both directly on
the coated steel and on a substrate. The PU coating system, comparatively, does not show a
very significant response when the antenna is placed directly on the cladding. However, a
much more prominent, albeit smaller than the PVC system, response is recorded when a
substrate layer is used. Both systems show a small shift to a smaller resonant frequency
when the substrate layer is used. This is expected as the substrate has a larger dielectric
constant of 4.3. Adding this larger value dielectric layer has the effect of decreasing the
resonant frequency of the system according to Equation (1).

 

Figure 10. Simulated RCS response of sensors mounted directly on coated system (NS, left) and
sensors mounted on an additional substrate (S, right).
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Table 3. Results of initial simulations.

System Resonant Frequency/GHz
RCS at Resonant
Frequency/dBsm

RCS
Change/dBsm

PVC-NS 4.556 −17.41 3.48
PU-NS 4.672 −13.87 0.03
PVC-S 4.380 −17.43 3.33
PU-S 4.244 −15.17 1.02

As the only difference in simulations between system PVC-NS and PU-NS is the paint
thickness, the poor response from the PU system (PU-NS) must be caused by the change in
dielectric layer thickness. It is stated in [28] that the usual dielectric substrate height h for a
microstrip patch antenna with a dielectric constant between approximately 2 and 12 is:

0.003λ0 ≤ h ≤ 0.05λ0 (6)

The calculated corresponding height range for the observed resonant frequencies seen
is shown in Table 4. It can be concluded that the optimum range is not satisfied by the PU
system paint thickness unless it is further increased with the substrate used in PU-S. As
stated in [39], a decreased thickness of dielectric can lead to greater losses and a decreased
efficiency, thus explaining the lack of a significant response by the PU model.

Table 4. Calculated optimum range of dielectric height.

System Resonant Frequency/GHz System h/mm h Min/mm h Max/mm

PVC-NS 4.556 0.211 0.20 3.29
PU-NS 4.672 0.040 0.19 3.21
PVC-S 4.380 0.411 0.21 3.42
PU-S 4.244 0.240 0.21 3.53

This conclusion is reinforced by comparing the surface current distribution maps of
each system at resonant frequency, as shown in Figure 11. It can be seen that the PU sample
with no substrate has a significantly lower current distribution surrounding the antenna
patch than any of the other systems. This is thought to be down to the poor efficiency of
the antenna because of the thin dielectric layer, which causes far less resonance and hence
electrical current. As a result, the backscattered RCS records far less of a change in the
signal as little power has been transferred.

3.1.2. Simulated Changes in Dielectric Constant

To monitor the effect of changes in the dielectric constant of the paint layer, a paramet-
ric sweep was performed in which the dielectric constant of the paint was changed from 2
to 5 in increments of 0.2.

As can be seen in Figure 12, for all systems, a clear trend was seen in that as the
dielectric constant was increased, the resonant frequency of the system decreased. This is
expected from Equations (1) and (3). However, it was also seen that the use of the substrate
layer decreased the magnitude of the resonant frequency change. In Figure 13, it can be seen
that the total change in resonant frequency for systems PVC-NS and PU-NS is far greater
than that for PVC-S and PU-S. This is because the substrate has an unchanging dielectric
constant and so is thought to average out some of the dielectric changes introduced.

What is perhaps more unexpected is that, by using a substrate layer, the RCS at
resonant frequency showed a far clearer trend of reducing with increased value for the
dielectric constant. This can be seen by comparing the four systems against each other, as
shown in Figure 13.
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Figure 11. Simulated surface current distribution on each system at resonant frequency.

 

Figure 12. The effect of changes in the dielectric constant of the paint layer on the simulated
RCS response.
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Figure 13. The effect of changes in the dielectric constant of the paint layer on the resonant frequency
(left) and the RCS at resonant frequency (right) of each system.

This set of results helps to validate the model from the assumption that a dielectric
constant of 3.5 was used and hence provides more confidence in the simulation process. If
the coating system used has a different dielectric constant, a result will still be expected,
however it will show a shift to a lower frequency, as shown by this simulation.

3.1.3. Simulated Aging/Degradation

In reality, as a coated steel sample ages, a number of the effects simulated above occur
simultaneously. Hence, it is important to determine the effect of multiple expected changes
on the response. It is also important to determine if the multiple effects cause the overall
change in response to reduce or even cancel out. To do this, a test was performed in which
aging and degradation of the coating was simulated eight times and with each iteration.
As displayed in Table 5:

• The dielectric constant of the paint layer was increased by 0.025 to simulate water
ingress. Previous work such as [30] has shown that water uptake by a coating leads to
an increased dielectric constant of up to at least 8%.

• The diameter of small defect holes in the paint were increased by 0.01 mm to simulate
defect growth. These were designed to be placed ‘randomly’ with no specific pattern
to attempt to mimic as close as possible that which would occur in reality. The defects
were placed centered on (−4, 0) (3, 3) (−3, −5) (−2, 7), with (0, 0) being the centre of
the CMPA. This sort of defect is a known failure method in organic coatings as a result
of mechanical shock and/or aging [40].

• The paint thickness was decreased by 0.001 mm to simulated UV degradation. A de-
crease in organic coating thickness is known to occur through chain scission as a result
of organic coating exposure to UV, oxygen, and other atmospheric contaminants [41].

This offered a reasonable level of replication of the real-life ageing process of a coated
specimen which undergoes the changes simulated in this exercise. The simulated RCS
response for each system is shown in Figure 14 and the effect of the aging severity on the
resonant frequency and the RCS at resonant frequency are shown in Figure 15. It can be
seen that the resonant frequency shifts to lower frequencies as the simulated aging severity
increases. Furthermore, the RCS at resonant frequency is seen to decrease in magnitude
with simulated aging. Using a substrate had little effect on the change in frequency with
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aging. However, as before, this makes identification of resonant frequencies in the thinner
paint system far easier, by increasing the depth of the trough.

Table 5. Parameters used for each aging severity level.

Aging Severity Dielectric Constant Defect Diameter/mm Paint Thickness/mm

1 3.500 0.00 0.211 (PVC) 0.040 (PU)
2 3.525 0.01 0.210 (PVC) 0.039 (PU)
3 3.550 0.02 0.209 (PVC) 0.038 (PU)
4 3.575 0.03 0.208 (PVC) 0.037 (PU)
5 3.600 0.04 0.207 (PVC) 0.036 (PU)
6 3.625 0.05 0.206 (PVC) 0.035 (PU)
7 3.650 0.06 0.205 (PVC) 0.034 (PU)
8 3.675 0.07 0.204 (PVC) 0.033 (PU)

 

Figure 14. The effect of simulated aging on the simulated RCS response of each system.

3.2. Experimental
3.2.1. Initial Test of the System

Figure 16 shows the comparison between the simulated and measured RCS for both
paint and mounting systems. This test was carried out on virgin, white coloured samples. It
can be seen that interference was captured compared to the ideal simulated scenario. This
made the detection of the resonant frequencies for the NS samples (no additional substrate)
impossible to determine. However, the resonant frequencies of system two (marked A and
B) were detectable. These were observed to be at a higher frequency and provided a smaller
RCS drop that was predicted by the simulations. However, this is not unexpected due small
variations between the values and assumptions used in the simulations and the actual
real values as mentioned previously in Section 3.1. The resonant frequency troughs did
however appear in a similar position and size relative to each other when compared to the
simulated results giving confidence in their correct identification. While it is true that noise
would be greatly reduced through the use of an anechoic chamber, this would somewhat
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defeat the desire to use this technique in the field. While, due to the low simulated RCS
trough, it was expected that the NS-PU sample was undetectable, it was surprising that
the NS-PVC sample also produced no clear resonant frequency trough, especially as in
simulations this showed a clear decrease in RCS of around 3.5 dBsm at resonant frequency.
It was theorized that this discrepancy between simulation and experimental may be due to
the difference between modelling the coating perfectly as a layer of set dielectric properties
and measuring on what is an inhomogeneous, multi-layer, multi component, complex paint
system. While in a simulation, the paint system alone can produce a resonant antenna, in
real life, the addition of a small FR-4 substrate with homogenous dielectric properties is
required to support the resonance of the antenna. Hence, it was concluded that the concept
of attaching the circle directly to the paint without an additional substrate was insufficiently
responsive to use for further testing.

 

Figure 15. The effect of simulated aging on the resonant frequency (left) and the RCS at resonant
frequency (right) of each system.

Figure 16. Comparison of the simulated and measured RCS response of sensors mounted directly on
coated system (NS, right) and sensors mounted on an additional substrate (S, left). Identifiable peaks
are matched between simulated and experimental results with designators A and B.
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However, to reduce the impact of noise, the following results were calculated by
subtracting the sample background RCS. This was the measured RCS of the sample with-
out the antenna attached. As shown later, this allowed far easier trough detection and
noise removal.

3.2.2. Detection of Artificial Weathering

Following the initial testing of the chipless RFID system, samples were produced with
different artificial aging techniques. The set of samples (Salt) was produced via 10 weeks
of ASTM B117 salt fog/spray exposure in a 100% humidity (5% NaCl solution, pH 7),
35 ◦C environment. A second set of samples (Chemical) was exposed to 50 MEK (Methyl
Ethyl Ketone) double rubs, a 30 min acetone soak, and a two-hour boil. This was done
as a proof of the concept of the technique to detect changes in organic coatings caused
by degradation, and hence the use of common accelerated weathering techniques. The
samples after exposure are shown in Figure 17.

It can be seen that the chemical samples do not appear, visually, that different to the
control samples except for slight discoloration on the PVC grey and anthracite samples.
The salt exposed samples show a far greater visual level of degradation with significant
blistering and corrosion at the cut edge. However, it should be noted that the sensor tag
is only expected to detect changes in the coating directly underneath where it is placed
and that the middle of the samples showed little visual change to the control samples.
Hence, the sensor is still monitoring an area in which degradation of the coating has not
occurred significantly enough for a visual inspection to determine. After exposure to the
environments, the samples were also examined using FTIR. Examples of the FTIR results
are shown for a PVC and PU sample in Figure 18.

From these spectra, it is possible to see the effect the different treatments have had
on the two paint systems. Perhaps most obvious is the significant emergence of the
characteristic broad OH peak between approximately 3000 and 3500 cm−1 [42] in the
samples exposed to the salt spray. This is indicative of moisture presence either in the
coating itself or through the formation of micropores or blisters. While the chemically
exposed samples do also perhaps show slight emergence of this peak, especially in the
PVC samples, the effect is not as pronounced. However, from these results, it would
be expected that the salt exposed samples would have a significantly different, higher,
dielectric constant and that the chemically exposed samples may have a slightly higher
dielectric constant. The respective obtained RCS results for a PVC and PU sample are
shown in Figure 19.

It can be observed that the salt and chemical treatment has caused the resonant
frequency to shift to the left and that this shift is greater in magnitude for the PVC sample.
This shift is indicative of the types of changes expected under these tests. A comparison
of the resonant frequencies for all the tested samples exposed to the salt and chemical
degradation can be seen in Figure 20 where the resonant frequency was measured using
three repeats. All the samples tested show a similar trend to that of the example above,
even with the variation in measurements.

As expected, the shift in resonant frequency as a result of coating changes for the PU
samples is far more reduced than for that of the PVC samples. As mentioned previously,
the additional layer of FR-4 used to increase the signal for both paint systems effectively
reduces the magnitude of the relative shift in resonant frequency due to its unchanging
dielectric properties. The influence of this effect is far greater in the PU sample, where
the FR-4 thickness (0.2 mm) constitutes a far larger proportion of the total antenna dielec-
tric; approximately 83% compared to 50% of the total PVC antenna dielectric. However,
despite this, it is still possible to distinguish the different treatments through resonant
peak identification.
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Figure 17. Sample appearance after no testing (control) (top), chemical (middle) and salt (bottom)
exposure testing.
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Figure 18. Resulting FTIR spectra for an example PVC sample (left) and example PU sample (right).

 

Figure 19. Measured RCS for a PVC coating system (left) and a PU coating system (right) samples
exposed to salt and chemical degradation.

 

Figure 20. Measured resonant frequency for each PVC (left) and PU (right) sample tested and the
associated standard error.
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4. Discussion

There is no doubt that the monitoring of organic coatings applied to steel cladding
on buildings is a difficult proposition. The current common monitoring practices for
buildings are often simple and subjective manual inspections, and generally, a ‘fix when
failed’ approach is taken. This means that degradation is only detected when significant
coating damage and/or corrosion has taken place, increasing the cost of rectification.
Recent techniques developed for monitoring early-stage coating deterioration suffer from
requirements to modify the coating layers or connect to the substrate making results less
representative of the bulk and more complex to carry out in-situ.

While not a perfect solution, the novel method developed shows considerable promise
for the detection of pre-failure degradation in coated steels, which could be carried out
quickly and reliably at low cost. It has shown its ability to detect both water uptake by the
coating/coating–metal interface and degradation of the polymer itself before a significant
visual change in the sample area has occurred. The degree of degradation is expected to be
semi-quantitatively assessed by considering the size of the resonant frequency shift between
the virgin sample and exposed sample with a greater degree of degradation producing a
larger shift.

However, to further investigate and develop the technique, a number of additional
studies are required. The sensitivity of the method needs to be established such that the
change in resonant frequency can be more linked to the degree of degradation. For example,
coating material integrity is often affected by UV, and this would be expected to provide
a change in the dielectric properties of the coating. Typically, the change in structure that
occurs when a coating is subjected to UV arises from the breakdown of the longer polymer
chains, pigment bleaching, and cracking of the coating [41]. The precise impact of this
and other failure modes on the dielectric properties of the coating should be addressed.
This requires multiple coated substrate samples of varied levels of degradation, through
multiple degradation mechanisms to be measured and analyzed.

Furthermore, the universality of the resonance value for multiple coating systems
needs to be established. The absolute resonance is a function of many coating and substrate
parameters. Hence, the coating systems of interest must first be tested in advance to
determine the specific resonant frequency for the given coating thickness, pigmentation,
polymer system and application involved. Thus, this technique would be used to monitor
any resonance shift from this specific virgin sample datum, which will need to be considered
as the prime indicator of coating degradation/substrate corrosion. It is therefore a relative,
not an absolute measurement technique. Given the background noise observed within the
laboratory, signal processing techniques may need to be refined in order to clearly identify
the peaks in a consistent manner.

Finally, if the laboratory findings are positive then a simplified robust piece of hard-
ware needs to be designed which can be used in the field. All of the hardware electronics
for such a device exists and is relatively low cost, but it would need to be ruggedized for
use in practice.

It is envisaged that this technique could be deployed via miniaturization into a portable
handheld device, which is used to interrogate a tag that can be placed and then removed
during routine inspections. The device would ensure that the interrogating antennas are
fixed at a required angle and distance for measurement and a ‘place and remove’ testing
procedure would ensure tarnishing of the tags does not impact the results and would
reduce the aesthetic implications of constantly mounted tags. The resonant frequency
measured could then be compared to the baseline initially measured resonant frequency
and the shift related to the condition of the coating system. As each tag is only influenced
by the coating directly beneath it several locations would have to be tested. However, this
would allow a determination of the general condition of the coating across the building.
Where the technique suggests early-stage coating degradation is occurring more rapidly
than expected, maintenance and/or repair of the coating, via overpainting for example,
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would reduce the likelihood of degradation continuing to the point where replacement
is required.

5. Conclusions

This paper has introduced a new non-contact, non-destructive method for the mon-
itoring of organically coated steel. The design of a CMPA was achieved via simulation
and, by considering shifts in the resonant frequency of the CMPA, was shown to provide
information as to the condition of an organic coating, even when the organic coating is
relatively thin. It was observed that as a coating underwent simulated ageing, the expected
response would be a decrease in the resonant frequency due to an increased dielectric
constant and reduced thickness. For thinner coatings, the use of an additional piece of FR-4
substrate allowed a more substantial response, although it reduced the sensitivity of the
method. Experimental results showed that background noise was the largest cause for
concern, and hence resonant peaks could only be distinguished accurately if additional
substrate thickness was used. Background removal via the measurement of the sample
background RCS was also crucial to allow further ease of peak detection. However, the tech-
nique did respond as expected in the simulations when determining the resonant frequency
of samples exposed to accelerated weathering conditions. These samples showed a clear
decrease in resonant frequency as a result of water uptake and polymer degradation. This
method shows promise as a rapid way to determine coating condition non-destructively
and without contact with the product being tested.
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Abstract: A tapered pile (TP) is a new type of pile with a good bearing capacity, and scholars have
conducted in-depth research on its static bearing characteristics. However, there is relatively little
research on its dynamic bearing characteristics. In this paper, the horizontal vibration behavior of
a tapered pile in arbitrarily layered soil is studied. Utilizing the Winkler foundation model and
Timoshenko beam model to simulate pile-surrounding soil (PSS) and a tapered pile, respectively,
the horizontal vibration model of a tapered pile embedded in layered soil was built. The analytical
solutions for the horizontal displacement (HD), bending moment (BM), and shear force (SF) of a
tapered pile were derived, and then the solutions for the horizontal dynamic impedance (HDI),
rocking dynamic impedance (RDI), and horizontal-rocking coupling dynamic impedance (HRDI)
of pile head were obtained. Using the present solutions, the effects of soil and pile properties on
the horizontal vibration characteristics of a tapered pile were systemically studied. The ability of a
tapered pile–soil system to resist horizontal vibration can be improved by strengthening the upper
soil, but this ability cannot be further improved by increasing the thickness of the strengthened upper
soil if its thickness is greater than the critical influence thickness.

Keywords: tapered pile; horizontal vibration; arbitrarily layered soil; linear viscoelastic medium;
dynamic impedance

1. Introduction

A tapered pile is often utilized to replace the conventional cylindrical pile (CP) because
of its good bearing capacity for wind farms, port engineering and other projects dominated
by horizontal loads. Experiments conducted by El Naggar and Wei [1,2], as well as Ghazavi
and Ahmadi [3], showed that the horizontal and axial bearing capacities of TPs increased
by 77% and 80%, respectively, compared with those of a CP with the same length and
volume. The static bearing characteristics of TPs have been thoroughly investigated by
many researchers [4–8]. In addition to bearing static loads, the TP is also often subjected
to dynamic loadings arising from traffic, wind, waves, machine vibrations and seismic
loadings, etc. Therefore, the dynamic characteristics of TPs are experiencing an increasing
research interest.

Over the past decades, many scholars have paid attention to the vertical and torsional
dynamic analysis of TPs. Saha and Ghosh initially developed a finite difference model
to study the vertical vibration behavior of TP [9]. Xie and Vaziri presented a numerical
integration method for analyzing the response of TPs to vertical vibrations [10]. Ghazavi
compared the vertical dynamic characteristics of TPs and CPs under different end-bearing
conditions [11]. Wu et al. established an analytical model to investigate the construction
effect on the vertical dynamic response of a TP [12], where the disturbed soil is simulated
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by the radially inhomogeneous soil model [13–19]. Wang et al. extended Wu’s study
to the saturated soil case by introducing the fractional constitutive model [20]. Bryden
et al. proposed a simple approximate method to quickly obtain the vertical stiffness and
damping coefficients of TPs [21]. The study indicated that the resonant amplitude of a
TP during vertical vibrations could be significantly decreased as its cone angle increased.
As the material damping is often neglected in existing theoretical models for simplicity,
Bryden et al. also proposed an analytical model to quantitatively study the effect of
material damping on the vertical dynamic response of TPs [22]. The results indicated
that the omission of the material damping would cause an overestimation of the resonant
amplitude and the underestimation of the resonant frequency. Wu et al. first proposed the
circumferential shear complex stiffness transfer model to investigate the influence of the
construction disturbance effect on the torsional dynamic response of TPs [23]. Furthermore,
Guan et al. theoretically studied the torsional vibration characteristics of TPs by taking both
the compaction effect of PSS and the stress diffusion effect of pile end soil into account [24].

Compared with the significant achievements in the vertical and torsional dynamic
analysis of TPs, the relevant literature on the horizontal dynamic characteristics of TPs is
limited. Ghazavi used a two-phase analysis method to evaluate the horizontal dynamic
behavior of a TP caused by kinematic seismic loading due to earthquakes [25]. Lee et al.
assumed that a TP would behave as a vertical-loaded horizontal Euler–Bernoulli (EB) beam
and investigated the influence of longitudinal loading on the transverse free vibration of
TP [26]. It was found that the natural frequency significantly decreased with the increasing
axial loading and tapered angle. The EB beam model is verified to be reasonably accurate for
long or slender piles. However, for short stubby piles, the application of an EB beam model
is doubtful because it does not consider the influence of shear displacement and rotatory
inertia of pile body. Gupta and Basu compared the applicability of Timoshenko (TS), EB and
rigid beam models in the analysis of piles that encountered horizontal static or dynamic
loads [27,28]. They verified that the TS beam model could achieve a satisfactory accuracy
in the cases of all horizontally loaded piles, while the EB beam model was most suitable for
solid cross-section piles with a large slenderness ratio. Ding et al. [29] and Zheng et al. [30]
studied the influence of longitudinal loading on the horizontal vibration characteristics of
pipe plies with the EB and TS beam models, respectively. It was shown that the EB beam
model overestimated the horizontal impedance of pile and the loading effect.

Reviews of the literature show that the existing research is mainly based on EB beam
models for studying the horizontal vibration characteristics of a TP. However, a TP is a
typical stubby pile with its radius decreasing linearly with depth; additionally, the tapered
angle will also make pile–soil dynamic interaction more complicated. The application of an
EB beam model for predicting the horizontal behavior of a TP is still questionable and needs
to be calibrated [14,18]. In this study, analytical solutions for TP-encountered horizontal
dynamic loads are derived with the TS beam model. The influences of soil and pile
properties on the horizontal vibration characteristics of TPs are investigated based on the
present solutions. A systematic parametric study is carried out to evaluate the performance
and accuracy of EB and TS beam models for a TP subjected to horizontal dynamic loads. The
results of this work may benefit other researchers working on the monitoring or evaluation
of the TP–soil system used in construction when there are horizontal dynamic loads acting
on the TP head.

2. Computational Model and Assumptions

The coupling horizontal vibration model of TP embedded in arbitrarily layered soil is
depicted in Figure 1, where the pile is simulated by TS beam model and the PSS is simulated
by the Winkler foundation model, respectively. The pile head bears a harmonic horizontal
dynamic load F(t) = Q0 cos ωt, whose amplitude is Q0. ω is the circular frequency. The
length and cone angle of TP are denoted by θ and L, separately. d1 represents the diameter
of pile head. The z-axis coincides with the downward pile axis. Considering the variable
section of TP and the layered characteristics of PSS, the TP–soil system is divided into n
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segments in the z-axis, which are numbered by 1, 2, . . . , j, . . . , n from pile head to pile
bottom. lj and hj represent the thickness and top surface depth of the jth TP–soil system,
respectively. When the number of segments n is large enough, each pile segment can be
approximately regarded as a circular cross-section pile segment with equal diameter. In
other words, if the number of segments n is large enough, the characteristics of the pile
segment and surrounding soil layer are uniform with each pile segment, but may vary
from segment to segment. kxj and cxj are the stiffness coefficient and damping coefficient
of the soil acting on the shaft of the jth pile segment. According to the suggestion of
Gazetas et al. [31], the values of kxj and cxj can be obtained as:

⎧⎨
⎩

kxj = 1.2ESj

cxj = 6.0aj
− 1

4 ρSj VSjdj + 2kxj
βSj

ω

(1)

where VSj =
√

GSj/2ρSj
(
1 + νSj

)
, GSj, βSj, ρSj and νSj represent the shear wave velocity,

shear modulus, damping ratio, density and Poisson’s ratio of the jth soil layer, respectively.
dj = d1 − 2z tan θ represents the diameter of the jth pile segment. aj = ω · dj/VSj is the
dimensionless frequency of the jth TP–soil segment.

 
Figure 1. Transverse coupling vibration model of TP.

The analysis is conducted based on the following assumptions:

(1) The TP is a viscoelastic frustum, and its diameter reduces linearly along the length direction.
(2) To obtain the analytical solution for the established model, only the vertical load

caused by the pile cap acting on the TP head is considered, and the interaction
between the pile cap and its lower soil layer is not considered.

(3) The pile-surrounding soil is arbitrarily layered soil, and each soil layer is homogeneous
and isotropic, which can be regarded as a linear viscoelastic medium.

(4) During horizontal vibration, the TP–soil system will undergo small deformations
and strains.

(5) The soil and pile are in completely continuous contact, and the pile cap effect is
not considered.

(6) During horizontal vibrations, the pile top does not rotate, and the pile bottom does
not move because it is fixed by the bedrock.
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3. Governing Equations and Their Solutions

The horizontal displacement (HD) and rotational angle (RA) of the jth pile segment are
denoted by uj(z, t) and ϕj(z, t), respectively. Based on the TS beam model, the governing
equations of the jth pile segment are:

k′APjGPj[
∂]ϕj(z, t)

∂z
− ∂2uj(z, t)

∂z2 ] + kxj · uj(z, t) + cxj ·
∂uj(z, t)

∂t
+ mPj ·

∂2uj(z, t)
∂t2 = 0 (2)

EPj IPj ·
∂2 ϕj(z, t)

∂z2 + k′APjGPj[
∂uj(z, t)

∂z
− ϕj(z, t)] = 0 (3)

where GPj= EPj/(2(1 + νPj)), EPj, νPj, mPj, APj and IPj are the shear modulus, elastic
modulus, Poisson’s ratio, mass, cross-section area and rotational moment of inertia of the
jth pile segment. k′ denotes the shear shape factor, which is taken as 0.75 when the pile
section is circular.

For steady-state harmonic vibrations, the variable separation method is introduced to
solve Equations (2) and (3). If uj(z, t) = Uj(z) · eiωt and ϕj(z, t) = ψj(z) · eiωt, these can be
substituted into Equations (2) and (3) to yield:

k′APjGPjeiωt · [dψj(z)
dz

− d2Uj(z)
dz2 ] + Uj(z)eiωt · [kxj − mPjω

2 + icxjω] = 0 (4)

EPj IPjeiωt · d2ψj(z)
∂z2 + k′APjGPjeiωt · [dUj(z)

dz
− ψj(z)] = 0 (5)

For simplicity, the following variables are introduced:

WPj = EPj IPj (6)

JPj = k′APjGPj (7)

kSj = kxj − mPjω
2 + icxjω (8)

Substituting the above variables into Equations (4) and (5) gives:

WPj
d4Uj(z)

dz4 − kSjWPj

JPj

d2Uj(z)
dz2 + kSjUj(z) = 0 (9)

ψj(z) =
WPj

JPj

d3Uj(z)
dz3 + (1 − kSj · WPj

J2
Pj

)
dUj(z)

dz
(10)

Then, the general solutions of Equations (9) and (10) are obtained as:

Uj(z) = eαjz(A1j cos β jz + B1j sin β jz) + e−αjz(C1j cos β jz + D1j sin β jz) (11)

ψj(z) = eαjz(A2j cos β jz + B2j sin β jz) + e−αjz(C2j cos β jz + D2j sin β jz) (12)

where A1j, A2j, B1j, B2j, C1j, C2j, D1j and D2j are undetermined coefficients, and the
coefficients αj and β j are written as:

αj =

√√√√√
kSj

4WPj
+

kSj

4JSj
(13)

β j =

√√√√√
kSj

4WPj
− kSj

4JSj
(14)
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According to the theory of material mechanics, the bending moment (BM) amplitude
and shear force (SF) amplitude are obtained as:

Mj(z) = −WPj
dψj(z)

dz

= −WPj[e
αjz(A3j cos β jz + B3j sin β jz) + e−αjz(C3j cos β jz + D3j sin β jz)]

(15)

Qj(z) = JPj[
dUj(z)

dz − ψj(z)]

= WPj[e
αjz(A4j cos β jz + B4j sin β jz) + e−αjz(C4j cos β jz + D4j sin β jz)]

(16)

where A3j, A4j, B3j, B4j, C3j, C4j, D3j and D4j are undetermined coefficients.
The boundary conditions of the pile head bottom are derived as:

ψ1(z)|z=0 = 0; Q1(z)|z=0 = Q0 (17)

Un(z)|z=L = 0; ψn(z)|z=L = 0 (18)

The HD, RA, BM and SF at the interface of adjacent pile segments meet the continuous
conditions, and their amplitudes are obtained as:

Uj(z)
∣∣
z=hj

= Uj+1(z)
∣∣
z=hj

(19)

ψj(z)
∣∣
z=hj

= ψj+1(z)
∣∣
z=hj

(20)

Mj(z)
∣∣
z=hj

= Mj+1(z)
∣∣
z=hj

(21)

Qj(z)
∣∣
z=hj

= Qj+1(z)
∣∣
z=hj

(22)

Transforming Equations (19)–(22) into a matrix relation gives:

Tj(hj)Xj = Tj+1(hj)Xj+1 (23)

where the expressions of each matrix are expressed as:

Tj(hj) =

⎡
⎢⎢⎣

t1j t2j
t5j · t1j − t6j · t2j t6j · t1j + t5j · t2j
t7j · t1j − t8j · t2j t8j · t1j + t7j · t2j
t9j · t1j − t10j · t2j t10j · t1j + t9j · t2j

t3j t4j
−t5j · t3j − t6j · t4j t6j · t3j − t5j · t4j
t7j · t3j + t8j · t4j −t8j · t3j + t7j · t4j

−t9j · t3j − t10j · t4j t10j · t3j − t9j · t4j

⎤
⎥⎥⎦ (24)

Xj = [ A1j B1j C1j D1j ]
T (25)

where t1j = eαjz · cos β jz, t2j = eαjz · sin β jz, t3j = e−αjz · cos β jz, t4j = e−αjz · sin β jz,

t5j = αj(1 − kSj · WPj

J2
Pj

) +
WPj

JPj
(α3

j − 3αjβ
2
j ), t6j = β j(1 − kSj · WPj

J2
Pj

) +
WPj

JPj
(−β3

j + 3α2
j β j),

t7j = α2
j − β2

j −
kSj

JPj
, t8j = 2αjβ j, t9j = αj

kSj

JPj
− α3

j + 3αjβ
2
j , t10j = β j

kSj

JPj
+ β3

j − 3α2
j β j.

The matrix Xn can be obtained by the cumulative multiplication with Equation (23),
that is:

Xn =

[
2

∏
j=n

T−1
j (hj−1)Tj−1(hj−1)

]
X1 (26)

Substituting Equation (17) into Equations (12) and (16) gives:

[
t51 t61 −t51 t61
t91 t10,1 −t91 t10,1

]
X1 =

⎧⎨
⎩

0
Q0

WPj

⎫⎬
⎭ (27)
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Substituting Equation (18) into Equations (11) and (12) yields:

[
t1n t2n

t5n · t1n − t6n · t2n t6n · t1n + t5n · t2n

t3n t4n
−t5n · t3n − t6n · t4n t6n · t3n − t5n · t4n

]
Xn =

{
0
0

}
(28)

Substituting Equation (26) into Equation (28), and combining them with Equation (27),
the equations group related to the matrix X1 can be obtained and then the matrix X1 can be
solved. According to Equation (26), the matrix Xj of the jth pile segment can be successively
deduced, then the HD function of the whole TP can be obtained. With the help of HD
function, the RA, BM and SF are successively deduced. For example, the HD function of
TP expressed by the piecewise function is derived as:

u(z, t)|z=z0
= uj(z, t)

∣∣
z=z0

(hj ≤ z0 ≤ hj+1) (29)

Then, the HDI Kh, RDI Kr, and HRDI Khr of TP are derived as:

Kh =
Q1(0)
U1(0)

(30)

Kr =
M1(0)
ψ1(0)

(31)

Khr =
Q1(0)
ψ1(0)

(32)

The dimensionless stiffness factor (kh) and damping factor (ch) of HDI are given as:

kh =
d3

1
EP1 IP1

Re(Kh) (33)

ch =
d3

1
EP1 IP1

Im(Kh) (34)

The dimensionless stiffness factor (kr) and damping factor (cr) of RDI are expressed as:

kr =
d1

EP1 IP1
Re(Kr) (35)

cr =
d1

EP1 IP1
Im(Kr) (36)

The dimensionless stiffness factor (khr) and damping factor (chr) of HRDI are obtained as:

khr =
d2

1
EP1 IP1

Re(Khr) (37)

chr =
d2

1
EP1 IP1

Im(Khr) (38)

4. Rationality Analysis of the Present Solutions

This work theoretically studies the horizontal vibration of TP in arbitrarily layered
soil based on some assumptions. Therefore, the rationality of the present solutions should
be analyzed before parametric study. For convenience, the PSS is taken as two layers with
the same density of 2000 kg/m3, a damping ratio of 0.05, and Poisson’s ratio of 0.4. The
property difference of these two soil layers can be reflected by changing the shear modulus.
The parameters of TP are set as: pile length of 8 m, pile head diameter of 0.6 m, cone angle
of 0.8◦, density of 2500 kg/m3, Poisson’s ratio of 0.17, and elastic modulus of 20 GPa. The
other calculation parameters are set as: the amplitude of harmonic horizontal dynamic load
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Q0 is 100 kN, the dimensionless frequency of pile head a1 is 0.5, and the thickness of the
upper soil layer is 1.6 m.

To analyze the rationality of the present solutions, the dimensionless forms of maxi-
mum HD, BM and SF of pile body are introduced as:

Ujmax(z) = EP1d1ujmax/(500Q0) (39)

Mjmax(z) = mjmax/(2Q0d1) (40)

Qjmax(z)= qjmax/Q0 (41)

To verify the reliability of the proposed solutions, the cone angle is set to 0◦, so that
the present solutions of TP can be reduced to the solutions of a circular cross-section pile
with equal diameter and can then be compared with the solutions of Hu et al. [32]. The
elastic moduli of the two PSS layers are given as 4 MPa. The number of TP segments is
set as 40, 80, 100 and 120, respectively. Figure 2 shows the comparisons of HD, BM and
SF of pile body calculated by the degenerate solution and Hu’s solution [32], where the
ordinate represents the soil depth. When the number of TP–soil segments n is greater
than 80, the curves calculated by the two solutions tend to be stable and consistent. To
ensure calculation accuracy, n is set to 100 in the following analyses, that is, the ratio of the
thickness of the micro segment to the pile length is 1/100.

In the literature [14,18], it is found that the horizontal dynamic behaviors of long and
thin piles gained by using the TS beam model and EB beam model are very close, but for TP,
the difference between the two models is still unknown. Therefore, the difference between
the TS beam model and EB beam model in analyzing the horizontal vibration characteristics
of TP was studied to illustrate the rationality of the present solutions. Utilizing the same
derivation process as this paper, the solutions of the horizontal vibration characteristics of
TP based on the EB beam model were also obtained. However, due to content limitations,
the derivation process based on the EB beam model was not given in this paper. For
comparison, the length–diameter (diameter of pile head) ratio of the pile was set to 5, and
the cone angles were set to 0◦, 0.8◦ and 1.6◦, respectively.

(a) 

Figure 2. Cont.
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(b) 

(c) 

Figure 2. Comparison of the present solutions with the solution of Hu et al. [32]. (a) Horizontal
displacement envelope, (b) bending moment envelope, (c) shear force envelope.

Figure 3 illustrates the comparison between the results obtained by the TS beam model
and EB beam model. From Figure 3a, the HDs of TP obtained by both TS beam model
and EB beam model decrease as the pile depth increases, and increase as the cone angle
increases. The reason for this phenomenon is that, for the same diameter of pile head, the
larger cone angle would lead to a smaller diameter of pile bottom, which results in an
increase in HD of TP. The HD of TP obtained by the TS beam model is larger than that
obtained by the EB beam model for the TS beam model and takes the shear deformation
of TP into account. From Figure 3b, the change in the cone angle and calculation model
has little effect on the BM of TP. From Figure 3c, the SFs of TP obtained by both the TS
beam model and EB beam model decrease as the pile depth and cone angle increase. This is
because, when the cone angle is smaller, the upper part of pile can bear more SF. In addition,
the SF obtained by the TS beam model is smaller than that obtained by the EB beam model
because the upper part of pile bears more SF when considering the shear deformation of
TP. In general, since the TS beam model can consider the shear deformation of the TP, the
deformation obtained by the TS beam model is relatively larger, which is conducive to the
safe design of the pile foundation.

380



Energies 2022, 15, 3193

 
(a) 

 
(b) 

 
(c) 

Figure 3. Comparison between the results obtained by TS beam model and EB beam model. (a) Hori-
zontal displacement envelope, (b) bending moment envelope, (c) shear force envelope.
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5. Parametric Study

In this section, the influences of soil and pile properties on the horizontal vibration
characteristics of TPs are systemically researched. Unless otherwise specified, the parame-
ters in this section are consistent with those in Section 4.

5.1. Influence of Shear Modulus of Soil

When analyzing the influence of the shear modulus of soil, there are two situations.
The first situation is to keep the shear modulus of the lower soil unchanged at 4 MPa, and
the shear moduli of upper soil are set as 2.4 MPa, 3.2 MPa, 4 MPa, 4.8 MPa and 5.6 MPa,
respectively. The other situation is to keep the shear modulus of upper soil unchanged at
4 MPa, and the shear moduli of lower soil are set as 2.4 MPa, 3.2 MPa, 4 MPa, 4.8 MPa and
5.6 MPa, respectively.

Figure 4 depicts the HD curves of a pile body in the two situations. Whether the shear
modulus of the upper soil or lower soil is changed, the HD of pile body decreases as the soil
shear modulus increases. However, the influence of changing the shear modulus of upper
soil on the HD of the TP is larger than that of lower soil because the upper soil directly
bears a horizontal dynamic load transmitted from the TP. A further analysis of Figure 4
depicts that changing the shear modulus of the lower soil has a relatively uniform effect on
the HD of the pile body above the pile bottom, while the HD of the pile bottom is always
0 because the pile bottom is fixed. The change in the shear modulus of the upper soil has
little effect on the HD of the pile body at the position of 6~8 m. This is because the thickness
of the upper soil is only 1.6 m, which makes it difficult to influence the horizontal vibration
characteristics of the pile body near the bottom because its influence will be weakened
by the increasing depth of the lower soil. In conclusion, the engineering properties of the
upper soil are more important than those of the lower soil. From Figure 4a, when the shear
moduli of the upper soil are 2.4 MPa and 5.6 MPa, the HD of pile top increases by 17.1% and
decreases by 12.2%, respectively, compared with that of homogeneous foundation (i.e.,
ES1/ES2 = 1). This phenomenon indicates that the soft upper soil has a greater effect on
the horizontal vibration characteristics of TP than that of the hard upper soil. Therefore,
in practical engineering, the upper soil can be treated and strengthened to improve the
stability of the TP foundation.

5.2. Influence of Upper Soil Thickness

According to the analysis in Section 5.1, when the soil is soft in the upper part and hard
in the lower part, the upper soil has a great effect on the horizontal vibration characteristics
of the TP, but there is a critical-influence thickness of the upper soil. If the upper soil
thickness is greater than the critical-influence thickness, the degree of influence does not
increase. Therefore, this section intends to obtain the critical-influence thickness using a
parametric study. The shear modulus of the upper soil is 2.4 MPa, and the shear modulus
of the lower soil is 4 MPa. The thickness of upper soil is denoted by zb.

Figure 5 illustrates the effect of the upper soil thickness on the HD of the pile head,
where the abscissa is the upper soil thickness, and the ordinate is the HD of the pile head.
The HD pile head increases as the upper soil thickness increases. However, if the upper
soil thickness is larger than 5 m, the HD of the pile head reaches its maximum and remains
effectively unchanged. Furthermore, the HD of pile body is calculated by setting the upper
soil thickness as 4 m, 4.4 m, 4.8 m, 5.2 m and 5.6 m, respectively. As depicted in Figure 6, the
two HD envelopes for the upper soil thicknesses of 5.2 m and 5.6 m completely coincide,
which indicates that the upper soil thickness reaches its critical value. This phenomenon
implies that, in the applications of soil improvement, if the upper soil thickness is higher
than the critical-influence thickness, a further increase in the hard upper soil thickness will
not further strengthen the ability of the TP–soil system to resist horizontal vibration.
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Figure 4. Influence of shear modulus of soil on the horizontal displacement of TP. (a) Variable shear
modulus of upper soil and (b) variable shear modulus of lower soil.

 zb

U

U

Figure 5. Influence of upper soil thickness on the horizontal displacement of pile head.
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(a) 

z

 
(b) 

Figure 6. Influence of upper soil thickness on the horizontal displacement of pile body. (a) Horizontal
displacement of TP (depth 0~8 m) and (b) horizontal displacement of TP (depth 0~0.8 m).

5.3. Influence of Weak Pile Segment Length

When pouring concrete in pile foundation engineering, the concrete is often segregated
due to complex properties of soil layers, which lead to a weak pile segment in the pile body.
The weak pile segment has a significant influence on its bearing capacity. Therefore, the
influence of weak pile segment length is described in this section. The thickness of the
upper soil is 5 m, shear modulus of upper soil is 2.4 MPa, and shear modulus of lower soil
is 4 MPa; the shear modulus, mass density and Poisson’s ratio of the weak pile segment are
2 GPa, 2000 kg/m3 and 0.24, respectively. The top depth of the weak pile segment is set as
4 m (i.e., the middle part of the TP), and the weak pile segment length is denoted by le and
set as 0.1 m, 0.2 m, 0.3 m, 0.4 m and 0.5 m in turn. The other parameters are the same as
those in Section 4.

Figures 7–9 illustrate the influence of the weak pile segment on the HDI, RDI and
HRDI of the pile head, respectively. The influence of the weak pile segment length on the
three kinds of dynamic impedances of the pile head in the low-frequency range is less than
that in the high-frequency range, and its degree of influence gradually increases as the
frequency increases. Compared with the damping factor of the pile head, the stiffness factor
of the pile head is more influenced by the weak pile segment length. When the concrete of
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pile body is segregated, the absolute values of the three kinds of dynamic impedances of
pile head gradually decrease, and its reduction rate is negatively correlated with weak pile
segment length. Additionally, if the weak pile segment length is greater than 0.4 m, the
three kinds of dynamic impedances of the pile head are essentially unaffected by the weak
pile segment length.

5.4. Influence of the Weak Pile Segment Position

To investigate the influence of the weak pile segment position on the horizontal
vibration characteristics of the TP, the weak pile segment length is set as 0.2 m and, in turn,
can be set at the top, upper part, middle part, lower part and bottom of the TP. In other
words, the depths of the top surface of the weak pile segment are set as 0.2 m, 2 m, 4 m,
6 m and 7.5 m, respectively.

(a) 

(b) 

Figure 7. Influence of weak pile segment length on the HDI of pile head. (a) Stiffness factor of HDI
and (b) damping factor of HDI.
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(a) 

 
(b) 

k
c

Figure 8. Influence of weak pile segment length on the RDI of pile head. (a) Stiffness factor of RDI
and (b) damping factor of RDI.

(a) 

Figure 9. Cont.
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(b) 

Figure 9. Influence of weak pile segment length on the HRDI of pile head. (a) Stiffness factor of HRDI
and (b) damping factor of HRDI.

Figures 10–12 depict the influence of the weak pile segment position on the HDI, RDI
and HRDI of the pile head, respectively. The closer the weak pile segment position to the
pile head, the greater the absolute values of the three kinds of dynamic impedances of the
pile head. When the weak pile segment depth increases, the absolute values of the three
kinds of dynamic impedances decrease, and its reduction rate decreases with the increase
in the depth of the weak pile segment. When the depth of weak pile segment is greater
than 6 m, the three kinds of dynamic impedances of the pile head are essentially unaffected
by the depth of the weak pile segment. This phenomenon indicates that, when the weak
pile segment occurs at the lower part or the bottom of TP, its influence on the HDI of TP is
smaller than that at other parts. Furthermore, in the whole frequency range, the weak pile
segment position has relatively little influence on the three kinds of stiffness factors of pile
head, but the three kinds of damping factors are greatly affected by the weak pile segment
position in the high-frequency range. This phenomenon indicates that a high-frequency
load will greatly harm the TP with the weak pile segment near the pile head and could
lead to serious malfunctions in engineering quality. Therefore, attention should be paid to
prevent the occurrence of a weak pile segment near the pile head in practical engineering.

(a)

Figure 10. Cont.
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(b)

Figure 10. Influence of weak pile segment position on the HDI of pile head. (a) Stiffness factor of
HDI and (b) damping factor of HDI.

 
(a) 

 
(b) 

k
c

Figure 11. Influence of weak pile segment position on the RDI of pile head. (a) Stiffness factor of RDI
and (b) damping factor of RDI.
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(a) 

(b) 

Figure 12. Influence of weak pile segment position on the HRDI of pile head. (a) Stiffness factor of
HRDI and (b) damping factor of HRDI.

6. Conclusions

To investigate the horizontal vibration problems of a TP, this paper first proposes the
analytical solutions for the HD, BM and SF of a TP undergoing a horizontally dynamic
load. Then, the analytical solutions for the HDI, RDI and HRDI of the TP are also derived.
Based on the present solutions, a parametric study is carried out to study the effect of soil
and pile properties on the horizontal vibration characteristics of TPs. The main conclusions
are summarized as follows:

(1) In practical engineering, the ability of the TP–soil system to resist horizontal vibrations
can be improved by strengthening the upper soil. There is a critical-influence thickness
for the influence of upper soil thickness on the horizontal vibration characteristics of
TP. If the reinforcement depth exceeds the critical-influence thickness, increasing the
reinforcement depth will not further enhance the ability of the TP–soil system to resist
horizontal vibration.

(2) The effect of the weak pile segment length on the horizontal vibration characteristics
of the TP in the low-frequency range is less than that in the high-frequency range.
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Compared with the damping factor of dynamic impedance of the TP, the stiffness is
more affected by the weak pile segment length.

(3) A closer position of the weak pile segment to the pile head can lead to greater absolute
values for the three kinds of dynamic impedances of the pile head. When the depth
of weak pile segment increases, the absolute values of the three kinds of dynamic
impedance of the pile head decrease, and its reduction rate decreases with the increase
in depth.

One limitation of this paper is that the interaction between the pile cap and soil is
ignored, which may lead to a difference between the theoretical results of TP and its actual
engineering characteristics. In the follow-up research, this team of authors will consider the
influence of the dynamic interactions between pile cap and soil on the horizontal vibration
characteristics of TP.

Author Contributions: X.Y.: analytical analysis, writing—original draft. G.J.: project administration,
formal analysis. H.L.: analytical analysis, writing—review and editing. W.W.: project administration,
funding acquisition, conceptualization. G.M.: formal analysis, review and editing. Z.Y.: Analytical
analysis, writing—original draft. All authors have read and agreed to the published version of
the manuscript.

Funding: This research is supported by the Outstanding Youth Project of Natural Science Foundation
of Zhejiang Province (Grant No. LR21E080005), and the National Natural Science Foundation of
China (Grant Nos. 52178371, 51878634, 52108347, 52108355, 52178321), and the Exploring Youth
Project of Zhejiang Natural Science Foundation (Grant No. LQ22E080010).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All the data used in this research can be easily accessible by download-
ing the various documents appropriately cited in the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. El Naggar, M.H.; Wei, J.Q. Response of tapered piles subjected to lateral loading. Can. Geotech. J. 1999, 36, 52–71. [CrossRef]
2. El Naggar, M.H.; Wei, J.Q. Axial capacity of tapered piles established from model tests. Can. Geotech. J. 1999, 36, 1185–1194.

[CrossRef]
3. Ghazavi, M.; Ahmadi, H.A. Long-term capacity of driven non-uniform piles in cohesive soil–field load tests. In Proceedings of

the 8th International Conference on the Application of Stress Wave Theory to Piles, Lisbon, Portugal, 9 July–9 December 2008;
pp. 132–139.

4. Zil’berberg, S.D.; Sherstnev, A.D. Construction of compaction tapered pile foundations. Soil Mech. Found. Eng. 1990, 27, 96–101.
[CrossRef]

5. Wang, L.X.; Wu, W.B.; Zhang, Y.P.; Li, L.C.; Liu, H.; El Naggar, M.H. Nonlinear analysis of single pile settlement based on stress
bubble fictitious soil pile model. Int. J. Numer. Anal. Meth. 2022. [CrossRef]

6. El Naggar, M.H.; Mohammed, S. Evaluation of axial performance of tapered piles from centrifuge tests. Can. Geotech. J. 2000, 37,
1295–1308. [CrossRef]

7. Li, L.C.; Liu, H.; Wu, W.B.; Wen, M.J.; El Naggar, M.H.; Yang, Y.Z. Investigation on the behavior of hybrid pile foundation and its
surrounding soil during cyclic lateral loading. Ocean Eng. 2021, 240, 110006. [CrossRef]

8. Li, L.C.; Zheng, M.Y.; Liu, X.; Wu, W.B.; Liu, H.; El Naggar, M.H.; Jiang, G.S. Numerical analysis of the cyclic loading behavior of
monopile and hybrid pile foundation. Comput. Geotech. 2022, 144, 104635. [CrossRef]

9. Saha, S.; Ghosh, D. Vertical vibration of tapered piles. J. Geotech. Eng. 1986, 112, 290–302. [CrossRef]
10. Xie, J.; Vaziri, H.H. Vertical vibration of nonuniform piles. J. Eng. Mech. 1991, 117, 1105–1118. [CrossRef]
11. Ghazavi, M. Response of tapered piles to axial harmonic loading. Can. Geotech. J. 2008, 45, 1622–1628. [CrossRef]
12. Wu, W.B.; Jiang, G.S.; Dou, B.; Leo, C.J. Vertical dynamic impedance of tapered pile considering compacting effect. Math. Probl.

Eng. 2013, 2013, 304856. [CrossRef]
13. El Naggar, M.H. Vertical and torsional soil reactions for radially inhomogeneous soil layer. Struct. Eng. Mech. 2000, 10, 299–312.

[CrossRef]
14. Wu, W.B.; Yang, Z.J.; Liu, X.; Zhang, Y.P.; Liu, H.; El Naggar, M.H.; Xu, M.J.; Mei, G.X. Horizontal dynamic response of pile in

unsaturated soil considering its construction disturbance effect. Ocean Eng. 2022, 245, 110483. [CrossRef]

390



Energies 2022, 15, 3193

15. Zhang, Y.P.; Jiang, G.S.; Wu, W.B.; El Naggar, M.H.; Liu, H.; Wen, M.J.; Wang, K.H. Analytical solution for distributed torsional
low strain integrity test for pipe pile. Int. J. Numer. Anal. Meth. 2022, 46, 47–67. [CrossRef]

16. Zhang, Y.P.; Liu, H.; Wu, W.B.; Wang, S.; Wu, T.; Wen, M.J.; Jiang, G.S.; Mei, G.X. Interaction model for torsional dynamic
response of thin-wall pipe piles embedded in both vertically and radially inhomogeneous soil. Int. J. Geomech. 2021, 21, 04021185.
[CrossRef]

17. Wu, W.B.; Liu, H.; Yang, X.Y.; Jiang, G.S.; El Naggar, M.H.; Mei, G.X.; Liang, R.Z. New method to calculate apparent phase
velocity of open-ended pipe pile. Can. Geotech. J. 2020, 57, 127–138. [CrossRef]

18. Huang, Y.M.; Wang, P.G.; Zhao, M.; Zhang, C.; Du, X.L. Dynamic responses of an end-bearing pile subjected to horizontal
earthquakes considering water-pile-soil interactions. Ocean Eng. 2021, 238, 109726. [CrossRef]

19. Huang, K.; Sun, Y.W.; Zhou, D.Q.; Li, Y.J.; Jiang, M.; Huang, X.Q. Influence of water-rich tunnel by shield tunneling on existing
bridge pile foundation in layered soils. J. Cent. South Univ. 2021, 28, 2574–2588. [CrossRef]

20. Wang, J.; Zhou, D.; Zhang, Y.Q.; Cai, W. Vertical impedance of a tapered pile in inhomogeneous saturated soil described by
fractional viscoelastic model. Appl. Math. Model 2019, 75, 88–100. [CrossRef]

21. Bryden, C.; Arjomandi, K.; Valsangkar, A. Dynamic axial stiffness and damping parameters of tapered piles. Int. J. Geomech. 2018,
18, 06018014. [CrossRef]

22. Bryden, C.; Arjomandi, K.; Valsangkar, A. Dynamic axial response of tapered piles including material damping. Pract. Period.
Struct. 2020, 25, 04020001. [CrossRef]

23. Wu, W.B.; Jiang, G.S.; Lü, S.H.; Huang, S.G.; Xie, B.H. Torsional dynamic impedance of a tapered pile considering its construction
disturbance effect. Mar. Georesour. Geotec. 2016, 34, 321–330. [CrossRef]

24. Guan, W.J.; Wu, W.B.; Jiang, G.S.; Leo, C.J.; Deng, G.D. Torsional dynamic response of tapered pile considering compaction effect
and stress diffusion effect. J. Cent. South Univ. 2020, 27, 3839–3851. [CrossRef]

25. Ghazavi, M. Analysis of kinematic seismic response of tapered piles. Geotech. Geol. Eng. 2007, 25, 37–44. [CrossRef]
26. Lee, J.K.; Park, S.H.; Kim, Y. Transverse free vibration of axially loaded tapered friction piles in heterogeneous soil. Soil Dyn.

Earthq. Eng. 2019, 117, 116–121. [CrossRef]
27. Gupta, B.K.; Basu, D. Applicability of Timoshenko, Euler–Bernoulli and rigid beam theories in analysis of laterally loaded

monopiles and piles. Géotechnique 2018, 68, 772–785. [CrossRef]
28. Gupta, B.K.; Basu, D. Timoshenko beam theory–based dynamic analysis of laterally loaded piles in multilayered viscoelastic soil.

J. Eng. Mech. 2018, 144, 04018091. [CrossRef]
29. Ding, X.M.; Luan, L.B.; Zheng, C.J.; Zhou, W. Influence of the second-order effect of axial load on lateral dynamic response of a

pipe pile in saturated soil layer. Soil Dyn. Earthq. Eng. 2017, 103, 86–94. [CrossRef]
30. Zheng, C.J.; Luan, L.B.; Qin, H.Y.; Zhou, H. Horizontal dynamic response of a combined loaded large-diameter pipe pile simulated

by the Timoshenko bean theory. Int. J. Struct. Stab. Dyn. 2019, 20, 2071003. [CrossRef]
31. Gazetas, G.; Dobyr, R. Horizontal response of piles in layered soils. J. Geotech. Eng. 1984, 110, 20–40. [CrossRef]
32. Hu, A.F.; Xie, K.H.; Ying, H.W.; Qian, L. Analytical theory of lateral vibration of single pile in visco-elastic subgrade considering

shear deformation. Chin. J. Rock. Mech. Eng. 2004, 23, 1515–1520. (In Chinese)

391





Citation: Li, W.; Yu, S.; Zhang, H.;

Zhang, X.; Bai, C.; Shi, H.; Xie, Y.;

Wang, C.; Xu, Z.; Zeng, L.; et al.

Analysis of the Effect of Velocity on

the Eddy Current Effect of Metal

Particles of Different Materials in

Inductive Bridges. Sensors 2022, 22,

3406. https://doi.org/10.3390/

s22093406

Academic Editors: Phong B. Dao,

Liang Yu and Lei Qiu

Received: 27 March 2022

Accepted: 27 April 2022

Published: 29 April 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Article

Analysis of the Effect of Velocity on the Eddy Current Effect of
Metal Particles of Different Materials in Inductive Bridges

Wei Li 1, Shuang Yu 1, Hongpeng Zhang 1,*, Xingming Zhang 1,2, Chenzhao Bai 1, Haotian Shi 1, Yucai Xie 1,

Chengjie Wang 1, Zhiwei Xu 1, Lin Zeng 3 and Yuqing Sun 1

1 School of Marine Engineering, Dalian Maritime University, Dalian 116026, China;
dmuliwei@dlmu.edu.cn (W.L.); yush312@163.com (S.Y.); zhxm@hit.edu.cn (X.Z.); baichenz@163.com (C.B.);
dmu6hao@163.com (H.S.); xyc86418332@163.com (Y.X.); wangcj@dlmu.edu.cn (C.W.);
xuzhiwei201809@163.com (Z.X.); sunyq@dlmu.edu.cn (Y.S.)

2 School of Naval Architecture and Ocean Engineering, Harbin Institute of Technology, Weihai 264209, China
3 Laboratory of Biomedical Microsystems and Nano Devices, Bionic Sensing and Intelligence Center,

Institute of Biomedical and Health Engineering, Shenzhen Institute of Advanced Technology,
Chinese Academy of Sciences, Shenzhen 518055, China; lin.zeng@siat.ac.cn

* Correspondence: zhppeter@dlmu.edu.cn

Abstract: A method for analyzing the influence of velocity changes on metal signals of different
materials in oil detection technology is proposed. The flow rate of metal contaminants in the oil will
have a certain impact on the sensitivity of the output particle signal in terms of electromagnetic fields
and circuits. The detection velocity is not only related to the sensitivity of the output particle signal,
but also to the adaptability of high-speed and high-throughput in oil online monitoring. In this paper,
based on a high-sensitivity inductive bridge, the eddy current effect of velocity in a time-harmonic
magnetic field is theoretically analyzed and experimentally verified, the phenomenon of particle
signal variation with velocity for different materials is analyzed and discussed, and finally the effect
of velocity on the output signal of the processing circuit is also elaborated and experimentally verified.
Experiments show that under the influence of the time-harmonic magnetic field, the increase of the
velocity enhances the detection sensitivity of non-ferromagnetic metal particles and weakens the
detection sensitivity of non-ferromagnetic particles. Under the influence of the processing circuit,
different velocities will produce different signal gains, which will affect the stability of the signal at
different velocities.

Keywords: inductance bridge; particle material; velocity; eddy current effect; oil detection

1. Introduction

The Real Economy is the foundation of a country’s economic development, involving
industry, agriculture, construction, and other fields. The operation stability of various heavy
machinery in the real economy determines the engineering efficiency and quality. Therefore,
mechanical fault diagnosis is directly related to the economic cost of engineering and
indirectly related to the development of the country’s real economy. In the context of such
engineering needs, the fault diagnosis of mechanical equipment shows its criticality. Fault
diagnosis is a state monitoring technology for mechanical equipment during operation. By
grasping the noise [1], vibration [2], temperature [3], oil quality [4,5], and other information
of mechanical equipment during operation, it is possible to realize the type judgment of
mechanical faults, fault location, and early prediction of mechanical faults [6]. There are
four main means of fault diagnosis techniques [7]: noise detection, vibration detection,
temperature detection, and oil detection. Among them, the oil detection technology [8,9] is
widely used in engineering because it can detect various information in the mechanical
system, so as to obtain more comprehensive fault information such as mechanical wear
degree, fault type, and fault location. The detected information includes oil viscosity [10],
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air bubbles [11], water content [12], and metal particle concentration [13,14], size [15],
type [16] in the oil.

However, there are still problems of the low sensitivity of large-throughput detection
and low-throughput detection which is not conducive to online detection [17]. Solving the
contradiction has become the research direction of researchers in related fields. In 2009,
Murali S et al. [18] designed a microfluidic oil detection chip based on the principle of
capacitive Coulter counting, which combined the microfluidic chip with the oil detection
technology, greatly reducing the size of the microfluidic oil detection chip and improving
the sensitivity of metal particle detection in oil. In 2011, Du L et al. [19] designed a microflu-
idic oil detection chip based on the inductance Coulter principle, which can realize the
differentiated identification of ferrous metals and non-ferrous metals. Zhang X et al. [20]
studied the detection mechanism of the inductive oil detection chip, established a system
model between the detection coil and metal particles, and obtained the mathematical model
between the number of turns, density, excitation frequency, metal particle size, and output
inductance of the detection coil. Respectively, Ma L et al. [21], Li Y et al. [22] used the mutual
inductance between double coils and the optimization of triple coil structure to improve
the detection sensitivity of the sensor. Davis J P et al. [23] realized the high-sensitivity iden-
tification of metal particles under the condition of the simplified circuit by using Maxwell
bridge and subsequent filtering, amplifying, and rectifying circuits. As mentioned above,
many researchers have been working to achieve high-sensitivity differential detection from
various aspects, including structural design [24], circuit design [25], magnetic material
addition [26]. To further realize online monitoring of mechanical faults and expand the
detection throughput with high detection sensitivity, a series of studies have been carried
out by the researchers concerned. Zhu X et al. [27] adopted the time-division multiplexing
method to collect the sensing data of 9 channels in sequence, and added series diodes to
eliminate the crosstalk between each channel. Jagtiani A V et al. [28] adopted the frequency
division multiplexing method to modulate and demodulate multiple signals with different
frequency carriers, increasing the detection throughput by 4 times. Bai C et al. [29] designed
a high-throughput sensor with an annular flow channel structure, expanding the flow to
16 times that of the original microchannel.

Other related researchers started from the perspective of detection speed, explored
the possibility of online monitoring of oil, and explored the impact of speed on detection
sensitivity. Wang X et al. [30] explored the influence of particle velocity on the aliasing signal
waveform, and put forward the conclusion that the aliasing induced voltage is proportional
to the particle velocity. Wu Y et al. [31] deduced the analytical formula for the influence of
the flow rate on the magnetic field, and proposed that the detection sensitivity of copper
particles can be enhanced by increasing the oil detection flow rate. Liu E et al. [32] studied
the influence of flow velocity on the detection signal, and proposed that the amplitude
of the inductive signal of metal particles can be improved by appropriately reducing the
flow velocity. The research results of the above researchers are valuable, but there is still
controversy about the effect of flow rate on abrasive particles of different materials.

In this study, based on an inductive bridge, we explore the effect of particle velocities
of different materials on the eddy current effect. The influence of particle motion velocity
on the output signal of detected particles is analyzed by using the angle difference between
the direction of particle motion and the direction of magnetic field lines on both sides of
the coil. The characteristics of high-speed and high throughput regard online monitoring
are fitted under the premise of high detection sensitivity. Compared with previous analysis
of velocity, this method can visually verify the trend of particle velocity to signal change
without interference from electromagnetic and detection circuits. In this paper, an inductive
bridge and a processing circuit are used to replace the impedance analyzer, so the sensor
still has high detection sensitivity under the premise of portability and low cost. And the
content explored in this paper is in line with the actual engineering, which is conducive
to the development of online monitoring. On this basis, it is committed to the realization
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of online detection of oil, by exploring the influence of speed on the detection of metal
particles of different materials.

2. Sensor Design and Theory Analysis

2.1. Inductance Detection Analysis

The design of the sensor chip is shown in Figure 1. The inside of the sensing chip
includes the particle inlet and outlet, the detection channel, and the inductive bridge. In
the inductive bridge, one of the spiral coils wrapped around the outside of the detection
channel is the induction coil and the other spiral coil is the balance coil. Fixed resistance,
variable resistance and two solenoid coils form an electric bridge, and the inductive pulses
generated by particles passing through the induction coils are converted into differential
voltage pulses by the inductive bridge. As shown in Figure 1, the two nodes on the bridge
were connected to the AC excitation, and the voltage signals output by the other two nodes
were connected to the subsequent detection circuit.

Figure 1. Schematic diagram of microfluidic chip sensing unit.

According to previous studies [33], the amount of inductance change produced by the
particle at the central axis of the solenoid coil is:

ΔLx = Im
(

Δzmax

ω

)
=

4πμ0N2

w2 + d2 Re
(
kp
)

(1)

where Δzmax is the impedance output by the coil detecting the particle, ω is the angular
frequency of the AC excitation, μ0 is the vacuum permeability, N is the number of turns of
the coil, w is the axial length of the coil, and d is the inner diameter of the coil.

The magnetization factor kp of ferromagnetic metal particles is:

kp =

(−r2k2 + 2μr + 1
)

sin(rk)− rk(2μr + 1) cos(rk)
(r2k2 + μr − 1) sin(rk)− rk(μr − 1) cos(rk)

· r3

2
(2)

The magnetization factor kp of the non-ferromagnetic metal particles is:

kp =
1
2
·
[

r3 +
3r2

k
cot(rk)− 3r

k2

]
(3)

where r is the particle radius and μr is the relative magnetic permeability of the particle,
which is assumed to be a real number in this paper and is not affected by frequency.

k =
√−jωμrμ0σ (4)
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where σ is the electrical conductivity.
When an AC excitation is applied to the coil, an alternating magnetic field is generated

inside the coil. Since the relative permeability of ferromagnetic metal particles is much
greater than 1, the magnetization effect generated when the ferromagnetic metal particles
pass through the induction coil causes the magnetic flux in the coil to increase abruptly.
However, the induced current is generated inside the ferromagnetic metal particles to ob-
struct the change of the original magnetic field, and the induced current generates magnetic
flux in the opposite direction of the original magnetic field, which weakens the original
magnetic field. That is, the particles produce eddy current effect in the time-harmonic
magnetic field. For ferromagnetic particles, the magnetization effect is stronger than the
eddy current effect, so the amount of change in coil inductance caused by ferromagnetic
metal particles is positive.

Since the relative permeability of non-ferromagnetic metal particles is slightly less
than 1, the eddy current effect dominates when the non-ferromagnetic metal particles pass
through the induction coil, causing the original magnetic field to be weakened, so the
change in coil inductance caused by the non-ferromagnetic metal particles is negative. The
sensor can differentiate and detect ferromagnetic and non-ferromagnetic metal particles
in the oil, based on the Coulter principle. The tribological information reflected by the
detected metal particle information (including the number of metal particles obtained by
the number of inductance signals, and the particle size of the metal particles obtained
by the amplitude of the inductance signal) can be used to predict the degree of failure of
the system.

2.2. Design and Principle Analysis of Inductor Bridge

Considering the bridge as an equivalent circuit, the equivalent circuit is shown in
Figure 2 A, B, C, D are the endpoints on the bridge arms; Lx is the inductance of the
induction coil; Rx is the internal resistance of the induction coil; Ln is the inductance of the
reference coil; Rn is the internal resistance of the reference coil; Ra and Rb are the balance
resistances on the two bridge arms, respectively.

Figure 2. Inductive bridge equivalent circuit.

Simulate the equivalent circuit of the inductive bridge. The frequency of the AC
excitation source was set to 1 MHz, and the voltage was set to 10 V. Explore the effect of
resistance parameters on bridge sensitivity. First, change the resistance values of Ra and
Rb at the same time; second, change the resistance values of the coil internal resistance Rx
and Rn at the same time. Under the condition that the inductance base value of the two
coils Lx, Ln was 1 μH and the inductance change ΔLx was 0.1 μH, the change of the coil
internal resistance had a great influence on the voltage difference UBD between the two
points B and D. As shown in Figure 3, the direction of the arrows shows the trend of bridge
sensitivity as a function of internal resistance. As the coil internal resistance Rx decreased,
the voltage value of UBD increased under the condition of the same inductance variation
ΔLx, namely, the higher the quality factor of the coil, the higher the sensitivity of the bridge.
Combined with the analysis of the simulation results, it is expected to select the coil with a
smaller internal resistance Rx under the condition of similar base inductance Lx.
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Figure 3. Effect of coil quality factor on bridge sensitivity.

As shown in Figure 4, w is the height of the coil; k is the number of layers of the coil; a
is the wire diameter of the coil; d is the inner diameter of the coil.

Figure 4. Schematic diagram of coil parameters.

The expression for the amount of change in coil inductance ΔLx due to particles in
Equation (1) shows that the amount of change in inductance ΔLx is related to the coil turns
N, axial length w, coil inner diameter d, particle radius r, relative permeability of particles
μr, particle conductivity σ, and the angular frequency ω of the AC excitation applied to the
coil. Among them, the factors affected by the coil itself are: the number of turns of the coil
N, the axial length w, and the inner diameter of the coil d. Let b = N2

w2+d2 . The larger b is, the
larger the change in coil inductance ΔLx is, and the higher the sensitivity to detect particles
as they pass through the coil. Since ∂b

∂N > 0, ∂b
∂w < 0, and ∂b

∂d < 0, it means that the larger
the number of coil turns N, the smaller the coil axis length w and the inner diameter d, the
higher the coil inductance variation ΔLx. In order to produce a large inductance variation
ΔLx between the metal particles and the coil, it is desired to increase the number of turns
N of the coil, while being able to reduce the coil axis length w and the inner diameter d.

The expression for the estimated internal resistance of the spiral coil is:

Rx = ρ · l
S
= ρ · 2π · N

k · ∑k=i+1
i=0 {[a(2i + 1) + d]/2}

π · ( a
2
)2 (5)

where ρ is the coil resistivity, l is the coil length, and S is the coil cross-sectional area.
It can be seen from Equation (5) that the larger the wire diameter a that determines the

cross-sectional area of the coil S, the smaller the number of turns N, the axial length w, and
the inner diameter d that collectively reflect the coil length l, the smaller the coil internal
resistance Rx. Therefore, increasing the wire diameter of the coil a can reduce the internal
resistance of the coil Rx without affecting the variation of the coil inductance ΔLx.

Since the microfluidic chip adopts tiny coils, the wire diameter a which is smaller
than the number of coil turns N, axial length w and inner diameter d is regarded as a fixed
value, and the part as the numerator is ignored in the calculation of the partial derivative
between the axial length w and the number of coil turns N. Then there is ∂R

∂w > 0, ∂R
∂d > 0,

∂R
∂N > 0, that is, the coil resistance Rx decreases monotonically with the decrease of the
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number of turns N, axial length w, and inner diameter d. Since the wire diameter a is
much smaller than the number of coil layers k, the axial length w and the inner diameter
d, namely, ∂R

∂N < ∂R
∂w and ∂R

∂N < ∂R
∂d , which means the change rate of the coil resistance Rx

with the number of turns N is smaller than the change rate of the resistance Rx with the
axial length w and inner diameter d. Collectively, the coil resistance Rx can be reduced by
decreasing the number of turns N, axial length w, and inner diameter d. The effect of a
change in the number of turns N is less than the effect of a change in the axial length w and
inner diameter d on the resistance Rx. Therefore, the number of turns N of the coil can be
increased, while the resistance Rx can be appropriately sacrificed, and the coil inductance
variation ΔLx can be increased at the same time.

To summarize, in order to select a coil with smaller resistance Rx under the condition
of larger inductance change ΔLx, a larger coil wire diameter a, smaller axial length w, inner
diameter d, and appropriately larger number of turns N can be selected.

Combined with the above theoretical analysis and debugging through experiments,
the number of turns N = 230 turns, axial length w = 2.76 mm, inner diameter d = 0.54 mm,
outer diameter D = 1.55 mm, wire diameter a = 0.07 mm, resistance Rx = 4 Ω of the solenoid
coil were selected by the bridge sensing unit.

When the particles pass through the coil to generate an inductive signal, the two arms
of the bridge generate a voltage difference [34], the voltage of the two arms are rectified
into two DC pulsating voltage signals, and then filtered by the filter circuit to remove the
high frequency noise signal [35], interspersed in the particle signal, and finally differentially
amplified by an amplifier circuit to generate the differential voltage caused by the particles.

As shown in the block diagram of the detection circuit system in Figure 5, when the
bridge is balanced:

ZAB · ZCD = ZAD · ZBC (6)

 

Figure 5. Schematic diagram of detection circuit system.

That is:
(jωLx + Rx) · Rb = (jωLn + Rn) · Ra (7)

UBD = UAD − UAB = Ui ·
(

ZAD
ZAD + ZCD

− ZAB
ZAB + ZBC

)
(8)

UBD = Ui{
ω2

[
L2

x Rb
(

Rn + Rb
)− L2

n Ra (Rx + Ra )] +
(

Rn + Rb
)
(Rx + Ra )

(
Rx Rb − Rn Ra

)
[
ω2 L2

x + (Rx + Ra )2
][

ω2 L2
n +

(
Rn + Rb

)2
] +

ωLx Ra
[
ω2 L2

n +
(

Rn + Rb
)2
]
− ωLn Rb

[
ω2 L2

x + (Rx + Ra )2
]

[
ω2 L2

x + (Rx + Ra )2
][

ω2 L2
n +

(
Rn + Rb

)2
] · j} (9)

When ferromagnetic metal particles pass through an alternating time-harmonic mag-
netic field in the inductive bridge, the inductance value of the induction coil increases,
resulting in an increase in UBD, and the differential voltage is positive; when the non-
ferromagnetic metal particles pass through the inductive bridge, the inductance value
of the induction coil decreases, resulting in a decrease in UBD, the differential voltage
is negative.

In Figure 5, a half-wave rectifier circuit module using diodes was used to rectify two
AC voltage signals into pulsating DC voltage signals respectively. Since the amplitude
and direction of the DC signal do not change with time, the rectified pulsating DC voltage
signal can realize the differential detection of ferromagnetic and non-ferromagnetic metal
particles by an inductive bridge, and can be better collected and compared.
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In the low-pass filter module using the two-stage wireless gain multiple feedback filter
circuit, the cut-off frequency of the first-stage low-pass filter circuit was 16 kHz, and the
cut-off frequency of the second-stage low-pass filter circuit was 1.6 kHz. The low-pass filter
module can reduce the AC components in the two-channel pulsating DC voltage signals
as much as possible, and filter out the high-frequency noise and harmonics mixed in the
two-channel signals.

The differential amplifier module made the voltage difference between the two signals
affected by the sensing coil and the reference coil, and the differential voltage signal
combined with the reverse amplifier circuit could be amplified by 20 to 400 times.

In the previous experimental research in the laboratory, the DC signal generated by
the AC voltage signal through the above-mentioned rectification, filtering and amplifying
circuit still has relatively large noise. Therefore, the terminal filter circuit was adopted in
the laboratory to further extract the particle signal with very low frequency. The terminal
filter using the UAF42 active filter can adjust the cutoff frequency of the low-pass filter in
the range of 0~5 kHz and the quality factor of the filter by changing the resistance value of
the potentiometer.

The high-sensitivity detection of ferromagnetic and non-ferromagnetic metal parti-
cles in oil detection and the portability of the detection device are realized through the
processing of the inductive bridge and the detection circuit.

2.3. The Effect of Velocity on the Magnetic Field of a Solenoid

The velocity of metal particles in the sensing coil is a non-negligible factor affecting the
particle signal. The velocity of the metal particles passing through the sensing coil affects
both the sensing signal [36] and the flux of the oil detection.

According to Faraday’s law of electromagnetic induction:

ε = −dΦ

dt
(10)

where ε is the induced electromotive force generated by the particle passing through the
coil, and dΦ

dt is the rate of change of the magnetic flux with time.
According to earlier research in our lab [21]:

ε =
∮

C

→
Ein · dl = −dΦ

dt
= − d

dt

�
S

→
B · d

→
S = −

�
S

⎛
⎝∂

→
B

∂t
· d

→
S +

→
B · ∂

∂t
d
→
S

⎞
⎠ (11)

where
→
Ein is the electric field strength of the metal particle induced by the magnetic

field, dl is the length differential of the vortex ring inside the metal particle,
→
B is the

magnetic induction between the metal particle and the coil,
→
S is the area of the vortex ring,

−�
S

∂
→
B

∂t · d
→
S is the induced electromotive force εt due to the change in the magnetic field,

and −�
S

→
B ∂

∂t · d
→
S is the kinetic electromotive force εm due to the movement of the metal

particle in the magnetic field.
When the metal particles pass through the alternating magnetic field in the coil, an

eddy current ring is generated inside the metal, and the resulting motional electromotive
force is:

εm = −dφm

dt
=

∮
C
(
→
v ×→

B) · dl (12)

where
→
v is the moving velocity of the metal particles in the magnetic field.

According to the definition of inductance:

dL =
dΦ

dI
=

∮
c (

→
v ×→

B) · dl dt
I

(13)
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It can be seen from Equation (13) that in the alternating magnetic field, the coil
inductance dL caused by the motional electromotive force εm increases with the increase of
the velocity

→
v . That is, the greater the velocity, the greater the induced electromotive force

containing the motional electromotive force, the stronger the obstruction of the original
magnetic field by the induced electromotive force generated by the metal particles, and the
more pronounced the eddy current effect inside the metal particles. This is reflected in the
fact that, by increasing the velocity, the magnetization effect is weakened more by the eddy
current effect in the detection of ferromagnetic metal particles, resulting in a weaker signal
for ferromagnetic particles, while the eddy current effect is enhanced in the detection of
non-ferromagnetic particles, resulting in a stronger signal for non-ferromagnetic particles.

3. Results and Discussion

Experiments to explore the velocity often use a plane coil, so that the metal particles
move on the surface of the plane coil, that is, in the direction perpendicular to the magnetic
field lines of the plane coil. This method amplifies the proportion of the motional electromo-
tive force in the induced electromotive force, which is ideal for the study of velocity effect.
However, during the actual experiments, many uncontrollable factors arise at the same
time as the velocity increases, such as the small sampling rate of the equipment, particle
vibration and increased noise. These factors also affect the output of the signal. Using the
angle difference θ between the movement direction of the metal particles on both sides of
the solenoid coil and the magnetic field line inside the solenoid, as shown in Figure 6, the
influence trend of the dynamic electromotive force can be clearly seen by comparison.

 

Figure 6. Schematic diagram of cutting magnetic field lines in the direction of movement of metal particles.

In this experiment, the experimental system was set up as shown in Figure 7, with
the metal particles adhering to a nylon rope and a stepper motor controlling the velocity
past the detection chip. The particle inductance signal sensed by the sensing coil in
the detection chip is converted into two voltage signals by the inductance bridge in the
detection chip. When the metal particles on the nylon rope pass through the sensing coil,
a voltage difference is generated between the two voltage signals. The inductive bridge
in the detection chip was given a 1.3 MHz, 10 V sinusoidal AC excitation source by a
waveform generator. The subsequent processing circuit rectifies, filters, differentiates and
amplifies the two voltage signals generated at points B and D of the inductive bridge,
and the processing circuit was powered by a DC power supply of ±15 V DC. The voltage
signal processed by the processing circuit is converted by the data acquisition card to the
computer through analog-digital conversion. To avoid distortion of the sampled signal
when the sampling rate was insufficient, the sampling rate was chosen to be much greater
than the signal frequency. The sampling rate chosen was 2000 samples/s, much greater
than the frequency of the signal required by Nyquist-Shannon sampling theorem for this
experiment. The experiment proved that the sampling signal at this sampling rate was
stable, with a set of signals for 350 μm iron particles at a velocity of 5 mm/s as shown
in Figure 8:
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Figure 7. Experimental system diagram.

Figure 8. Steady sampling signal for 350 μm iron particles.

The experimental data of the acquired noise signal is shown in Figure 9. The noise
signal is collected at each velocity for 10 s under the condition of no-load nylon rope. It can
be seen in Figure 9 that the collected noise signal does not change much with the change
of velocity.

Figure 9. Noise signals at different velocities under no load.

Figure 10 shows a comparison of the signals of 350 μm ferromagnetic metal particles
(350 μm Fe) at different velocities, capturing one signal from a set at each velocity, which
was intercepted for 10 s. Figure 11 shows a comparison of the signals of non-ferromagnetic
metal particles (350 μm Cu) at different velocities, capturing one signal from a set at each
velocity, which was intercepted for 10 s. Figure 12 shows a comparison of the signals of
non-ferromagnetic metal particles (350 μm Al) at different velocities, capturing one signal
from a set at each velocity, which was intercepted for 10 s.
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Figure 10. Comparison of signals at different velocities for 350 μm iron.

Figure 11. Comparison of signals at different velocities for 350 μm copper.

 

Figure 12. Comparison of signals at different velocities for 350 μm aluminum.

As can be seen in Figures 10–12, during the increase in velocity from 5 mm/s to
65 mm/s, the signal affected by the velocity of the cut magnetic induction lines before and
after the spiral coil starts to increase significantly when the velocity increases to 35 mm/s.
This phenomenon can be observed in the detection of iron particles, copper particles and
aluminum particles. This phenomenon is caused by the angular difference θ between the
moving direction of the particles and the direction of the alternating magnetic field. The
change of velocity increases the induced electromotive force between the particles and
the coil, and enhances the eddy current effect inside the particles. This phenomenon is
consistent with the theoretical inference in 2.3.

Figure 13a shows the changing trend of the voltage signal amplitude affected by the
cutting magnetic field velocity for the iron, copper, and aluminum metal particles on both
sides of the coil.
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(a) (b) 

Figure 13. Diagram of signal variation with velocity: (a) Variation of metal particle voltage am-
plitude affected by velocity, (b) Variation of the total signal amplitude of the metal particles with
varying velocity.

Although the eddy current effect caused by the enhanced induced electromotive force
increases as the particle velocity increases, the amplitude of the voltage change caused
by the velocity increases, resulting in a weakening of the signal of ferromagnetic metal
particles and an enhancement of the signal of non-ferromagnetic metal particles. However,
in general, the trend of the signal change of metal particles is still weakened, and the signal
amplitude of non-ferromagnetic metal particles is still weakened. The signal weakening
trend is shown in Figure 13b. The analysis of this phenomenon is presented as follows.

The increase of the detection velocity, on the one hand, for the time-harmonic magnetic
field, changes the induced electromotive force between the metal particles and the coil in
the magnetic field; on the other hand, for the detection circuit, it changes the frequency of
the metal particle signal. That is, as the velocity of the metal particles increases, the signal
frequency of the metal particles increases.

It can be seen by using the solenoid that in the time-harmonic magnetic field, the
increase of the velocity leads to the enhancement of the induced electromotive force, which
weakens the original magnetic induction intensity. This phenomenon is manifested as
an increase in the negative detection signal caused by the induced electromotive force,
which gradually increases with the increase of the detection velocity on both sides of the
sensing area of the solenoid. This is reflected in the weakening of the detection signal of
the ferromagnetic metal particles and the enhancement of the detection signal of the non-
ferromagnetic metal particles. This experimental result is consistent with the theoretical
inference in Section 2.3.

As for the non-magnetic factors during the experiment, that is, for the detection circuit,
the change in the signal frequency of the metal particles causes a change in the signal
output amplitude of the particles at the corresponding frequency components. According
to the set stepper motor stroke, stepper motor acceleration time and the velocity of the
particles passing through the sensing coil, it is known that when the particles pass through
the sensing coil at a velocity of 5 mm/s, the particle signal frequency is 0.02 Hz; when
the particle passes the sensing coil at a velocity of 15 mm/s, the frequency of the particle
signal is 0.06 Hz; when the particle passes the sensing coil at a velocity of 25 mm/s, the
frequency of the particle signal is 0.09 Hz; when the particle passes the sensing coil at a
velocity of 35 mm/s, the frequency of the particle signal is 0.12 Hz; when the particle passes
the sensing coil at a velocity of 45 mm/s, the frequency of the particle signal is 0.15 Hz;
when the particle passes the sensing coil at a velocity of 55 mm/s, the frequency of the
particle signal is 0.17 Hz; when the particle passes the sensing coil at a velocity of 65 mm/s,
the frequency of the particle signal is 0.19 Hz. As can be seen, different detection velocities,
will directly lead to changes in the frequency component of the acquired signal, and the
change in frequency, which will further affect the effect of the processing of that frequency
component in the detection circuit, namely, the change in the frequency component caused
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by the velocity enhancement, will directly lead to changes in the output signal of the
detection circuit.

As shown in Figure 14, the terminal filter selected in the detection circuit is taken as
an example. For the selected terminal filter UAF42 low-pass filter, the cut-off frequency of
the low-pass filter was adjusted to be very low at the beginning of the experiment, and the
quality influence of the filter was not considered. The ripple attenuation in the passband
of the low-pass filter was ignored, so the amplitude and frequency change of the particle
signal when passing through the filtering and amplifying circuit in the detection circuit was
not considered. As shown in Figure 15, the characteristic curves of Chebyshev-type low-
pass filter vary in trend for different component parameters. The low-pass filter produces
different amounts of equal ripple undulations d′, d′′ in the low frequency passband.

 
Figure 14. Terminal UAF42 low pass filter.

(a) (b) 

Figure 15. Characteristic curves of low-pass filter circuits with different design parameters: (a) Large
passband ripple, (b) Small passband ripple.

Low-pass filters designed with different component parameters have different charac-
teristic curves. When the ripple in the passband of the filter is large, the amplitude gain of
the output signal fluctuates greatly due to the change of the signal frequency, as shown
in Figure 15a; When the ripple in the passband of the filter is small, the amplitude gain
of the output signal fluctuates less due to the change of the signal frequency, as shown in
Figure 15b. Therefore, it is considered that as the detection velocity increases, the signal
frequency component changes, resulting in a change in the output signal gain amplitude of
the detection circuit.

Based on the above hypothesis, the experiment was further designed. By re-adjusting
the parameters of the low-pass filter element, the amplitude-frequency characteristics [37]
of the low-pass filter circuit were changed, and the response of the circuit to the signal
frequency component that changes with the velocity was changed. The two potentiometers
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R4 and R8 resistors of the low-pass filter were adjusted appropriately to change its quality
factor; the two potentiometers R6 and R9 resistors of the low-pass filter were adjusted
appropriately to change its low-pass cut-off frequency. The experimental results for the de-
tection of 350 μm iron particles and 350 μm copper particles are shown in Figures 16 and 17,
respectively. In Figure 16, A and B both represent 350 μm iron particles. Signal A is the
voltage signal of 350 μm iron particles before adjusting the detection circuit, which is repre-
sented by the blue solid line; Trend A is the signal trend with increasing velocity, which is
represented by the blue dashed line. Signal B is the voltage signal of 350 μm iron particles
after adjusting the detection circuit, which is represented by the red solid line; Trend B is
the signal trend with increasing velocity, which is represented by the red dashed line. In
Figure 17, C and D both represent 350 μm copper particles. Signal C is the voltage signal of
350 μm copper particles before adjusting the detection circuit, which is represented by the
blue solid line; Trend C is the signal trend with increasing velocity, which is represented
by the blue dashed line; Signal D is the voltage signal of 350 μm copper particles after
adjusting the detection circuit, which is represented by the red solid line; Trend D is the
signal trend with increasing velocity, which is represented by the red dashed line.

Figure 16. Signal change of ferromagnetic metal particles (350 μm Fe) with velocity change after
adjusting the detection circuit.

Figure 17. Signal change of non-ferromagnetic metal particles (350 μm Cu) with velocity change after
adjusting the detection circuit.

It can be observed through two sets of experiments that after adjusting the detection
circuit, the attenuation of the signal becomes slower.

Compared to the signal change amplitude of metal particles with velocity change
before the adjustment of the detection circuit, the signal amplitude attenuation of iron
particles was reduced from 2.6838 V to 1.8582 V, when the metal particle velocity was
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increased from 5 mm/s to 65 mm/s after a slight adjustment to the detection circuit, as
shown in Figure 16, and the signal amplitude attenuation was reduced by 0.8256 V. As
shown in Figure 17, the signal amplitude attenuation of copper particles was reduced from
0.7469 V to 0.5097 V, and the signal amplitude attenuation was reduced by 0.2372 V. This
shows that the attenuation of the total signal is indeed affected by the filter circuit. Similarly,
the amplifying ability of the amplifying circuit to each frequency component is also different.
It is inferred that the attenuation of the total signal amplitude is indeed influenced by
the amplitude-frequency characteristics in the filtering and amplifying circuits in the
detection circuit.

Another reason for the analysis of the total signal attenuation is that the experimental
setup of the stepper motor itself has a high current, generating non-negligible electromag-
netic interference, which leads to the enhancement of low-level noise and the weakening
of high-level signals through radiation interference, ultimately leading to the attenuation
of the detection signal amplitude, but the influencing factor is the effect on the overall
frequency component, independent of the particle velocity.

The experimental results show that in a time-harmonic magnetic field, an increase
in particle velocity increases the eddy current effect in the magnetic field, resulting in a
decrease in signal amplitude for ferromagnetic metal particles and an increase in signal am-
plitude for non-ferromagnetic metal particles. Simultaneously, the quality of the detection
circuit has an impact on the signals of particles with different velocities, and the design of
the detection circuit should be optimized to improve the stability of the output signal in
the passband.

4. Conclusions

We analyzed and summarized the theory and law of the electromagnetic field for
inductance differential detection, deduced the formula that causes the voltage difference
of the inductive bridge to change, and optimized the subsequent processing circuit. The
designed sensor can achieve low cost and portability under the premise of ensuring higher
sensitivity. Based on the inductive bridge, this paper draws the following conclusions by
studying the effect of velocity on particles of different materials.

In terms of the sensitive influence of the coil quality factor on the inductive bridge:
Through the simulation and analysis of the equivalent circuit of the inductive bridge, it is
concluded that the higher the quality factor of the coil, the higher the detection sensitivity of
the inductive bridge. The quality factor of the coil is mainly affected by N, w, d. To improve
the detection sensitivity of the inductive bridge, it is possible to increase the coil diameter a
and reduce w and d, and appropriately increase N. Based on this method, suitable sensing
and reference coils are selected for the inductive bridge.

In terms of the effect of velocity on the electromagnetic field: In the alternating
magnetic field, the general law that velocity affects the inductance signal was obtained,
which was verified by theoretical analysis and experimental phenomena in the magnetic
field. The increased velocity will enhance the eddy current effect of the particles in the
magnetic field, which will further increase the signal of non-ferromagnetic metal particles
and weaken the signal of ferromagnetic metal particles.

In terms of the effect of velocity on the processing circuit: We assumed that the velocity
also affects the output signal of the processing circuit, due to the abnormal weakening of
the detected signal. The conclusion is that the optimized processing circuit can suppress
the instability of the output signal, which arises due to the variation of the particle velocity.

This research is helpful to the development of oil online monitoring technology, which
starts from the characteristics of high flow rate and high flux of oil in the mechanical
systems. Future work will concentrate on optimizing the design of the detection circuit to
stabilize the particle output signal at different velocities in the circuit. In addition, combined
with the effect of speed on magnetic fields and circuits, we will find a balance point in the
contradiction between the effect of velocity on ferromagnetic and non-ferromagnetic metals.
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Abstract: To ensure the safe operation of highway traffic lines, given the imperfect feature extraction
of existing road pit defect detection models and the practicability of detection equipment, this
paper proposes a lightweight target detection algorithm with enhanced feature extraction based on
the YOLO (You Only Look Once) algorithm. The BIFPN (Bidirectional Feature Pyramid Network)
network structure is used for multi-scale feature fusion to enhance the feature extraction ability, and
Varifocal Loss is used to optimize the sample imbalance problem, which improves the accuracy of
road defect target detection. In the evaluation test of the model in the constructed PCD1 (Pavement
Check Dataset) dataset, the mAP@.5 (mean Average Precision when IoU = 0.5) of the BV-YOLOv5S
(BiFPN Varifocal Loss-YOLOv5S) model increased by 4.1%, 3%, and 0.9%, respectively, compared
with the YOLOv3-tiny, YOLOv5S, and B-YOLOv5S (BiFPN-YOLOv5S; BV-YOLOv5S does not use the
Improved Focal Loss function) models. Through the analysis and comparison of experimental results,
it is proved that the proposed BV-YOLOv5S network model performs better and is more reliable in
the detection of pavement defects and can meet the needs of road safety detection projects with high
real-time and flexibility requirements.

Keywords: pavement defects; deep learning; convolutional neural network; YOLOv5S; automated
inspection; embedded equipment

1. Introduction

It is understood that the United States has the largest highway network in the world.
As of 2019, the total mileage of the U.S. highway network reached 6,853,024 km, of which
about 63% has been paved. By 2020, the total mileage of China’s highway network reached
5,198,000 km, of which 95% has been paved [1,2]. As more and more roads are paved,
the maintenance of road pavements is a serious problem faced by the road maintenance
departments of various countries. Pavement structural damage is the main cause of pave-
ment defects. Once pavement cracks are formed, rainwater will accelerate the expansion of
defects and create traps for moving vehicles, becoming one of the causes of car accidents.
According to relevant data, from 2013 to 2016, a total of 11,386 people lost their lives due
to road defects in India, which means that on average, about seven people die every day
in India due to road surface defects [3]. In the United States, about half of the fatal car
accidents that occur each year are caused by poor road maintenance. An 18-month study
conducted by the Pacific Institute for Research and Evaluation examined information from
the National Highway Traffic Safety Administration, because road defects, road icing, and
other problems caused at least 42,000 Americans to lose their lives each year [4]. Pavement
defects have introduced huge safety hazards to people’s travel. Therefore, to protect peo-
ple’s lives and to provide for property safety, one of the important tasks of road safety and
road maintenance is to discover and master road pavement defects in a timely manner.
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In addition, highway engineering pavement defect detection technology is the most
basic method of quality control in the construction stage of the life cycle of highway
projects [5]. That technology is an important source of reference data for construction
quality inspection, quality supervision, and quality control of highway engineering projects.
It is also an important basis for engineering design parameters, construction quality control,
construction completion acceptance, maintenance management, etc.

Pavement is the first part of the highway structure to be contacted by an external
force. It bears the pressure of the passing vehicle loads and is also affected by other
indirect factors, such as temperature change, corrosion, and human damage [6]. The
damage to highway structures is often first manifested at the surface, so the quality of
surface structure directly affects the quality of the entire life cycle of highway engineering.
As an important component quality control in highway engineering construction, road
engineering pavement defect detection technology has great significance for scheduling
control and cost control during the life cycle of highway engineering. The detection of
pavement defects does not essentially reduce the costs of highway engineering; however,
through testing, a scientific and correct assessment of a highway project can be carried out
reasonably to enhance maintenance, reduce the rate of accidents that are due to poor quality,
reduce the costs of design, and prepare for preventive management and control to extend
the service life of highway projects [7]. Therefore, research on the detection technology of
pavement defects in highway engineering is of great importance.

The automatic detection of pavement defects is of great significance in the quality
assessment of asphalt pavements [8]. In the assessment specifications of asphalt pavement
in many countries, the assessment of pavement quality is determined according to the
road defect condition. For example, in China, according to the MQI (Maintenance Quality
Indicator) index of asphalt roads, the technical condition of roads is divided into five
grades [9]. Pavement condition assessment is time-consuming and laborious repetitive
work for humans, but it is simple and easy-to-operate work for computers. Therefore,
evaluating road conditions by using computer vision technology can save significant labor
costs and improve evaluation speed, while avoiding human subjective factors, to generate
different evaluation criteria.

At present, there are three main methods in the detection of road surface defects:
manual inspection, automatic detection, and image processing technology. In developing
countries, the inspection of highway pavements is usually completed by manual inspec-
tion [10]. Traditional manual inspection has resulted in poor safety, low efficiency, and high
costs, and is susceptible to subjective factors, resulting in different standards of judgment.

Defect detection of road pavement has been gradually replaced by automated equip-
ment, such as inspection vehicles equipped with infrared or sensor equipment [11,12].
However, due to the complex characteristics of pavement defects and the road surface
environment, automatic equipment brings certain difficulties to the detection of pavement
defects, and presents difficulties in meeting the needs of actual engineering in terms of
recognition accuracy and speed; in addition, the cost of automatic equipment is high and,
accordingly, the cost of automatic detection is high.

Image processing technology has the advantages of low cost and high efficiency, and
precision is gradually improved with the development of technology. Therefore, many
researchers use image processing technology to detect road surface damage [13–17]. Tra-
ditional image processing techniques usually use manually selected features, such as
color [18], texture [19], and geometric characteristics [20], to segment pavement defects,
and then perform a classification and matching of machine learning algorithms to achieve
the detection of pavement defects. However, given the complexity of road environments,
the traditional image processing method cannot meet the requirements of model general-
ization ability and robustness in practical engineering through artificially designed feature
extraction. Compared with traditional image processing technology, image processing
technology based on deep learning theory has higher precision faster speed, and strong
embeddability [21,22] in the detection of pavement defects, etc.
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Computer vision technology based on deep learning has been widely used in the study
of pavement defect detection. Hoang et al. [23] applied automatic detection technology to
the investigation phase of asphalt pavement, using computer vision technology to detect
repaired and unrepaired potholes, but its generalization ability was low. The technology
needs further improvement if is to be applied to practical projects. Riid et al. [24] improved
the detection performance of the model by manually selecting a deep convolutional neural
network orthogonal frameset for training and digitizing, but the factors considered were
too idealistic to be applied to actual highway engineering. Nguyen et al. [25] realized the
automatic detection of cracks and potholes through the VGG16 network, and improved
the robustness of the model through data enhancement processing technology, but the
network structure of this model was large and it was difficult to meet the flexibility of
embedded device applications. Maeda et al. [26] proposed the use of SSD Inception V2
and SSD MobileNet for road damage detection. The experimental results showed that the
optimal model could achieve acceptable accuracy (77%) and recall (71%), outperforming
conventional image processing techniques. Although the SSD network model can address
inaccuracy in the detection of pavement defects, its speed is not as good as that of the
YOLO series network in the detection of pavement defects.

Ping et al. [27] conducted experiments on the performance of YOLO, SSD, HOG with
SVM, and Faster R-CNN network models for pavement defect detection; they constructed
a dataset of pavement defects and then used different models for comparison The experi-
mental results showed that the YOLOv3 model of the YOLO network algorithm series had
the best performance in the detection of road surface defects, with fast speed and reliable
detection results. Du et al. [28] used the YOLOv3 algorithm to construct a pavement defect
detection model to achieve automatic feature extraction, and the detection speed was in-
creased, but the flexibility was still poor, and it was difficult to meet the flexibility required
by embedded systems. Liu et al. [29] used the combination of 3D ground-penetrating radar
and the YOLO algorithm to detect damage to pavement structures. This method explored
the damage in the deep structure of pavement through radar, which can detect potential
structural damage in advance, but the cost was high. Park et al. [30] used YOLOv4 to carry
out defect detection research for pavement potholes, but their research only focused on the
ground penetration of pavement pothole defects, without more challenging crack detection
studies. Baek et al. [31] improved the detection speed of the model by processing images
of road pits in grayscale and then inputting them into the YOLO detection mode, and
achieved good performance. To a certain extent, the processed images reduced the amount
of information, resulting in the reduction of the generalization ability and robustness of
the model. Pena-Caballero et al. [32] proposed deploying the YOLOv3 algorithm to an
embeddable device to detect pavement defects, but the experimental results showed that
due to the large network structure of the YOLOv3 network model, the performance of
real-time detection in embedded systems needs to be improved. Ahmed [33] used YOLOv5,
YOLOR, and Faster R-CNN deep learning network models in detecting pavement defects.
The resulting analysis showed that the YOLOv5 model is extremely flexible and suitable
for real-time detection scenarios of embedded devices. However, in terms of accuracy
(mAP@0.5: 58.9%), further improvement was needed.

The prospects for the application of target detection technology based on deep learning
theory in highway pavement defect detection are very considerable, but there are still some
difficulties, including the following: (1) The existing pavement defect dataset is insufficient,
and the field collection of data is dangerous, low in inefficiency, and high in cost. (2) The
road environment is easily affected by passing vehicles and roadside greening facilities,
which cause uneven light intensity, bringing difficulties to the target detection model.
(3) Some pavement defects are small in size, large in number, and easily missed, and the
target detection model has low detection accuracy for pavement defects [33]. To solve these
problems, in this paper we adopt a new strategy to build a PCD1 dataset on pavement
defects. Inspired by the YOLOv5 [34] model, we propose the BV-YOLOv5S deep learning
network model, which improves the YOLOv5 model’s performance. The feature extraction
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network adopts the BiFPN network structure [35] to strengthen the feature extraction
network, which aims to mine deep-level information about pavement defects in an image,
improve the feature extraction performance of the model, and reduce missed detection
caused by lighting and size. Further, based on the BV-YOLOv5S deep learning network
model, Varifocal Loss [36] will be used to replace Focal Loss, so that the attention of model
training is biased toward high-quality samples, making full use of the effective information
in the dataset, and further improving the detection accuracy of the model.

The rest of this paper is organized as follows: (1) In Section 1, we introduce the current
status of pavement defects and existing pavement defect detection methods. (2) The
improved method of lightweight convolutional neural network for pavement defects is
introduced in detail in Section 2. (3) In Section 3, we present the details of the experiment.
(4) In Section 4, we discuss a comparison of the experimental results. (5) Finally, in Section 5,
we summarize our work.

2. Methods

2.1. Introduction to Algorithm and Network Structure

YOLOv5S is a target detection method based on deep learning theory. It mines the
data features in samples through a deep network structure [37], making the trained model
more suitable for detection of targets with complex features, such as road defects, which
can be detected by transfer learning [38]. Transfer learning quickly completes the training
of network models and deploys them to target detection tasks in different backgrounds.
Target detection work is an important branch in the field of computer vision [39]. The target
detection network based on deep learning theory is mainly divided into two categories,
according to the generation of candidate frames: the single-stage target detection network,
without candidate frame generation, and the two-stage object detection network for box
proposal generation. Typical single-stage detection networks include the YOLO [40] series
networks and the SSD [41] series networks. The main operating principle of the single-stage
target detection network is dividing the image into small squares, each of which has a
preset fixed anchor. Then, the objects in the picture are divided into different small squares
for classification, and the target detection work of the image to be tested is completed.

The two-stage target detection algorithm includes Fast RCNN [42], Faster RCNN [43],
SPPNet [44], Mask R-CNN [45], and other network algorithms. The network principle is
mainly that a large number of Windows are generated in the first stage. Windows uses
a binary classification method to distinguish foreground and background. In the second
stage, the region of interest (ROI) of target detection is used to deduct features from the
feature map extracted by the convolutional neural network, and then the classification is
performed again, which is different process compared to that of the first stage. The second
stage of classification work is multi-target classification, which is used to distinguish the
categories of different targets and to predict the position of an object by regression.

The accuracy of the single-stage detection network is limited, due to the imbalance
of the samples. However, with the introduction of Focal Loss, the accuracy of the single-
stage network target detection network has been greatly improved [46], and the single-
stage network has an absolute advantage in terms of speed. Therefore, the single-stage
detection network has been applied on a larger scale in the field of real-time detection,
and the lightweight model based on the YOLO network has shown great flexibility in the
deployment tests of embedded devices [47].

With the large-scale application of GPU and the rapid development of computer vision
technology, the target detection technology based on deep learning theory has an absolute
advantage in performance compared with traditional image processing technology [48,49].
At present, highway pavement defect detection has become an important topic in the field
of computer vision technology. Single-stage object detection networks can be effectively
transferred to highway pavement defect detection through transfer learning. Compared
with other object detection algorithms, YOLOv5S has the advantages of fast detection
speed, high accuracy, and flexibility [24]. However, when it is applied to the detection of
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road pavement defects, there are still problems, such as difficulty in identification due to
the small defect target, a high missed detection rate, and difficulty in mining the deep-
level information of a defect image. To solve these difficulties, this paper proposes the
BV-YOLOv5S network model, the network structure of which is shown in Figure 1, The
network structure is mainly composed of backbone networks, feature extraction networks,
and detection networks. To further improve accuracy, the BV-YOLOv5S deep learning
network model uses Varifocal Loss to solve the sample imbalance problem in the single-
stage target detection network model.

Figure 1. BV-YOLOv5S network structure. It is mainly composed of three parts: backbone networks,
feature extraction networks, and detection networks.

To present the enhanced feature extraction network designed in this work in a more
complete and detailed manner, we have drawn a detailed processing flow chart for the
BV-YOLOv5S model to achieve road defect detection. Through the model’s processing flow
chart, we express the main work of this paper in detail, comprehensively and intuitively,
as shown in Figure 2. In Figure 2, we divide the implementation process of the pavement
defect detection algorithm into three parts: anchor, backbone, and head. We mainly
redesigned the network structure for the head layer, in which the color deepened in the
BifPN network structure, and an enhanced feature extraction network as shown in Figure 2
is constructed. Regarding the detailed network structure of BiFPN, we will introduce it in
detail in Section 2.2.

2.2. Feature Extraction Networks of the BV-YOLOv5S Model

In the deep learning network model, with the continuous deepening of the number
of network layers, each layer of a network will cause the loss of information to a certain
extent and lead to the loss of features. By fusing multi-scale feature fusion networks, the
detection accuracy of the model can be improved [50]. The feature extraction network
of the YOLOv5S model adopts the PANet network structure. Focusing on the specificity
of pavement defects, especially the characteristics of small pavement cracks, the model
excavates deeper information about pavement defects shown in the picture. We improved
the original feature extraction network, PANet, into a BiFPN network structure. It aims
to enhance the depth of information mining and to further improve the feature extraction
capability of the model. The network structures of BiFPN and PANet are shown in Figure 3.
As shown in Figure 3b, the BiFPN structure diagram, the blue arrow is the top-down
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path, which transmits the semantic information of high-level features, the red arrow is the
bottom-up path, which transmits the location information of low-level features, and the
purple part is an additional path when the input point and output point are located in the
same layer, to fuse more features. Figure 4 is a visualization of the feature extraction of
four types of road surfaces by PANet and BiFPN.

Figure 2. The detailed processing flow of the BV-YOLOv5S model to realize road defect detection.
(Depth_multiple and width_multiple are the depth and width of the network, respectively. The
anchor part is the size setting of the anchor. The content expression format of the backbone part
[number, module, args] were from the input of the layer, where number is the number of the layer,
module is the class name, and args is the initialization parameter of the class. The head part is the
same as the backbone part in terms of content expression format).

Figure 3. Comparison of BiFPN and PANet network structures [35,51]. (a) is the PANet network
structure, and (b) is the BiFPN network structure, where conv is convolution node.
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Figure 4. Feature extraction diagram of four types of pavement defects by BiFPN and PANet network
structures. (a) lateral cracking, (b) longitudinal cracking, (c) alligator cracking, and (d) pothole.

To enhance the transmission of image features of the deep learning model, we adopted
the BiFPN network structure to strengthen the feature extraction ability of the deep learn-
ing network, compared with the original feature fusion network, PANet, as shown in
Figure 3a, eliminating single-sided input nodes with less contribution to fusion. As shown
in Figure 3b, the BiFPN network strengthens higher-level feature fusion in the processing
path, processing each bidirectional path (top-down and bottom-up) as a feature network
layer, and repeats this process multiple times in the same layer. Through the fusion of
weighted features, the importance of different input features is learned, and differentiated
fusion is carried out for different features. BiFPN uses fast normalized fusion to fuse
weighted features, which are defined as in Equation (1). The learning weight, wi, uses the
ReLU activation function, with a value of ε = 0.0001, to strengthen the stability of the value.
To further improve the detection efficiency of the deep network learning model, BiFPN uses
separable convolutional fusion features and adds batch normalization and activation after
each convolution. We took layer 6, as shown in Figure 4b, as an example and described the
definitions of two fusion features as shown in Equation (2).

O = ∑i
wi

ε + ∑j wj
·Ii (1)

Ptd
6 = Conv

(
w1·Pin

6 +w2 ·Rwsize (Pin
7 )

w1+w2+ε

)

Pout
6 = Conv

(
w′

1·Pin
6 +w′

2·Ptd
6 +w′

3 · Resize (Pout
5 )

w′
1+w′

2+w′
3+ε

) (2)

where Ptd
6 represents the middle feature of the sixth layer from top to bottom and Pout

6
is the output feature of the sixth layer from the bottom up. Through the interconnection
and fusion between different layers, BiFPN’s bidirectional cross-scale connection and fast
normalization fusion are finally realized.
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2.3. Improved Focal Loss Function of BV-YOLOv5S Model

Existing detectors rank NMS detections by predicting an additional IoU score [52] or a
center score [53] as an indicator incorporated into the prediction criteria, which can alleviate
the error between a classification score and localization accuracy. However, the standard
obtained by multiplying two imperfect scores may produce larger errors, and experiments
have shown that this is not a perfect practice in the field of object detection [36]. In this
paper, we determined an IoU-aware classification score as the target presence confidence
by simultaneously predicting the perceptual classification score (IACS), representing the
localization accuracy of a specific object class to be detected; we also determined the
generated bounding box by incorporating additional predictions into the classification
score, for a joint representation of the localization accuracy. The YOLOv5 deep learning
network model uses Focal Loss to deal with the imbalance of positive and negative samples
in the target detection of the YOLOv5 model. Its definition formula is shown in Equation (3),
where α is the lost weight and pγ is the weight of different samples; the sample weight
increases for samples that are difficult to classify, reducing the impact of easy-to-classify
samples on the loss function. The model pays more attention to the training of samples
that are difficult to classify, but creates positive and negative samples equally; thus, it does
not put the focus of training on high-quality samples. Given the complex background of
pavement defects, the effective features in the sample images are difficult to highlight. In
the BV-YOLOv5S deep network model, we used Varifocal Loss to deal with the problem of
sample imbalance and to increase the weight of positive sample losses with high IoU values.

Focusing training on high-quality samples increases the robustness of the model. Its
definition formula is as in Equation (4), where p is the predicted Iou-aware Cls_score (IACS)
and q is the target IoU score. For the positive sample q in training, it is the IoU between the
b box and the gt box, and for the negative sample q in the training, the value is 0.

FL(p, y) =
{ −α(1 − p)γlog(p)

−(1 − α)pγlog(1 − p)
if y = 1

otherwise
(3)

VFL(p, q) =
{ −q(qlog(p) + (1 − q)log(1 − p))

−αpγlog(1 − p)
q < 0
q = 0

(4)

Compared with other target detection objects, pavement defect images have the
characteristics of complex backgrounds and diverse shapes; there is a high false detection
rate during recognition, and the preparation of high-quality datasets raises problems of
low efficiency and high cost. To solve these problems, we used Varifocal Loss instead of
Focal Loss for calculation, predicting IACS and classification scores. At the same time, we
focused on high-quality samples for training, and for efficiently we used the information in
the dataset.

In this paper, our detailed improvement steps for the sample imbalance function,
Focal Loss are as follows: first, according to the source code of Varifocal Loss [40], the
applicability of the source code was converted to make the source code conform to the
network structure of the YOLO algorithm; then, the original sample imbalance processing
function was replaced to complete the construction of the BV-YOLOv5S road surface defect
detection model.

3. Experiment

3.1. Experiment Environment and Evaluation Index
3.1.1. Experiment Environment

The model proposed in this paper was tested under laboratory conditions and the
results were analyzed quantitatively and qualitatively. The deep learning model devel-
opment tool used was Anaconda3, and the deep network learning model development
hardware and environment in the laboratory were CPU: Intel(R) Xeon(R) Gold 5218; GPU:
GeForce RTX 2080 Ti/11 GB; system: ubuntu18.04, CUDA10.2 with model acceleration
training function, cuDNN7; pytorch1.7.0 was used as the training framework of the model.
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3.1.2. Evaluation Metrics

To verify the performance of our proposed BV-YOLOv5S network model in pavement
defect detection, a confusion matrix evaluation index was introduced to evaluate the model.
The confusion matrix contains four types of definitions: TN (predict negative samples as
negative samples), FN (predict positive samples as negative samples), TP (predict positive
samples as positive samples), and FP (predict negative samples as positive samples).

(1) Precision, Recall, F1-score evaluation indicators

To comprehensively evaluate the performance of the model in the PCD1 dataset, we
introduced quantitative analysis indicators: precision, recall, and F1-score as defined in
Equations (5)–(7). Precision, recall, and F1-score have commonly used evaluation indicators
for target detection algorithms, and they play an irreplaceable role in the evaluation
of models.

P =
TP

TP + FP
(5)

R =
TP

TP + FN
(6)

F1 − score =
2 × P × R

P + R
(7)

(2) Detection rate

Detection speed is a critical requirement for engineering practical applications, and
we used frame rate (FPS) to show detection speed, which is an important metric for model
evaluation. Generally speaking, if FPS is ≥30, it can basically meet the demand, and the
video detection function of FPS ≥ 60 is smooth.

(3) PR curve, mAP@.5 evaluation indicators

The PR curve takes recall as the abscissa and precision as the ordinate to draw the
curve. If the PR curve of one model could completely wrap up the PR curve of the other
model, then the performance of the former model could be considered to be better. If it
could not be judged directly, the comparison could be made according to the area under
each model curve.

mAP@.5 means that under the condition of lOU = 0.5, the average value of precision
is calculated for the four types of defects. The average value of precision is an important
indicator in the model evaluation process. AP is calculated by precision and recall, and AP
is defined as:

AP =
1

11 ∑
γ∈{0,0.1,0.2··· ,1}

ρinterp(r) (8)

When we calculated the AP of the four categories of defects under the condition of
lOU = 0.5, we obtained the detected mAP@.5, which is defined as follows:

mAP =
∑4

i=1 APi

4
(9)

3.2. Data Collection and Processing

In this paper, we have constructed a pavement defect detection dataset—the PCD1
dataset. As far as we know, the current public datasets for defect recognition have different
standards for such indicators as image shooting angle, light intensity, and clarity. The
quality of such datasets is such that it is difficult to meet the requirements of use, so we
decided to build our own defect dataset for road surfaces. Based on the existing public
datasets, RDD2020 [54] and SDNET2018 [55], the quality of the PCD1 dataset was improved
by using the Baidu Street View Map and web crawler technology, as well as field collection.
The field acquisition device was the Huawei Mate30pro rear 40-megapixel camera. Some
of the acquisition parameters were ISO = 50, F:1.6, S:1/1182 s, focal length: 27 mm, and
shooting depression angle: 45◦–60◦. The PCD1 dataset was built based on diverse data,
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clear pictures, and a shooting angle of 45◦–60◦. To make full use of the dataset and to
improve the generalization ability of the model, the images containing multiple types
of defects were preferentially used. After careful selection, the collected images were
standardized before model training, and the images were reduced to 640 × 640 size so
that the YOLO model could exert the best training performance. After standardization,
according to different types of pavement defects, labeling was used to manually label data.
The file format of the labeling was txt, and a total of 5600 pieces of data were formed.
Figure 5 shows four typical defect types in PCD1. According to the needs of the experiment,
it was randomly divided into a training set, a validation set, and a test set, according to
6:2:2. The details of the defect distribution of the dataset are shown in Table 1.

Figure 5. Partial image of four typical defect types in PCD1. (a) lateral cracking, (b) longitudinal
cracking, (c) alligator cracking, and (d) pothole.

Table 1. Details of defect distribution in the PCD1 dataset.

Type of Dataset Lateral Cracking Longitudinal Cracking Alligator Cracking Pothole

Number 1350 1050 1400 1800

3.3. Data Collection and Processing

We trained YOLOv3-Tiny, YOLOv5s, B-YOLOv5s, and BV-YOLOv5S, as proposed in
this paper, in the same training set that was independent of the validation and test sets. The
YOLOv3-Tiny and YOLOv5S algorithms are widely used in the field of defect detection,
due to their strong flexibility, high accuracy, and fast speed, and they are advanced in
the application of lightweight convolutional neural networks [56]. Many researchers in
other professional fields have applied the BiFPN network structure to the YOLO algorithm
series and achieved good target detection results [57–59]. For this reason, we established
the B-YOLOv5S network and applied it to the detection of pavement defects. We further
compared and evaluated the performance of the BV-YOLOv5S model proposed in this
paper in pavement defect applications.

We set the epoch to 1000 for the training of this study and used the cosine annealing
method to adjust the learning rate. The initial learning rate was lr0 = 0.01, and the cyclic
learning rate was lrf = 0.2, which was helpful for the model’s convergence loss. To apply
the YOLO network structure, the size of all input images was 640 × 640, and the training
process of the whole model took about 6 h. Loss represented the gap between the predicted
value and the actual value. As the gap gradually decreased and converged, it meant
that the model approached the upper limit of performance determined by the dataset. A
comparison of the training loss function curves of the four models is shown in Figure 6.
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Figure 6. Comparison of training losses of four models. (a) train box loss. (b) train class loss. (c) train
object loss.

As shown in Figure 6, the loss value fluctuates greatly at the beginning of training for
each category, indicating that the initial hyperparameters we used were reasonable. After a
certain number of iterations, the fluctuation of the loss curve gradually decreased, but as
shown in Figure 6, we found that the convergence loss performance of YOLOv3-Tiny was
poor. The loss function convergence performance of B-YOLOv5S and BV-YOLOv5S was
similar, and better than the loss performance of YOLOv5S.

4. Results and Discussion

4.1. Evaluation Metrics

After the training of the four models, we used the test dataset independent of the
training and validation sets to evaluate the models. During testing, we set IoU to 0.5 to
divide the positive and negative samples, and we plotted the PR curves for the performance
of different models. As shown in Figure 7, through the PR curve we could see that
the performance of the improved YOLOv5S model was significantly better than that of
YOLOv3-Tiny and YOLOv5S.

Figure 7. PR curves of four pavement defect detection models on the test set.
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4.2. Discussion of Results

In Table 2, we summarize the performance of four deep learning network models
in the PCD1 test dataset, and their confusion matrices are shown in Figure 8. From the
confusion matrix, we found that BV-YOLOv5S was ahead or even far ahead of the other
three models in the correct classification of pothole and alligator cracking, and was the
same as B-YOLOv5 in the correct classification of longitudinal cracking and ahead of the
other two models. In the correct classification of lateral cracking, although it was ahead of
YOLOv3-Tiny and YOLOv5S, the correct rate was lower than that of B-YOLOv5S. Overall,
the BV-YOLOv5S classification performance outperformed the other three models in the
confusion matrix. However, for the defects of lateral cracking and longitudinal cracking,
the classification effect of the four models was poor, resulting in a largely missed detection
phenomenon. This phenomenon occurred because, for the deep network learning model,
the small target of the crack, the variety of shape, and the uncertainty of the width caused
certain difficulties in the feature information extraction of the target detection model, which
was the difficulty in the field of small target detection.

Table 2. Test results of different defect detection models in the pavement defect dataset. (Through
independent test set testing, the precision, recall, and F1-score values of each category were provided
and averaged).

Model mAP@.5 Precision Recall F1-Score FPS

YOLOv3-Tiny 0.594 0.737 0.573 0.646 167
YOLOv5S 0.605 0.859 0.549 0.670 238

B-YOLOv5S 0.626 0.876 0.561 0.684 278
BV-YOLOv5S 0.635 0.864 0.590 0.701 263

This phenomenon will be the focus of our future work. In the next step, we will
enhance the accuracy of the model in crack detection by further improving the feature
extraction ability of the object detection model network.

Specifically, compared with the YOLOv3-Tiny model, the deep network learning model
BV-YOLOv5S, the YOLOv5S model, and the B-YOLOv5S model mAP@.5 increased by 4.1%,
3%, and 0.9%, respectively. Precision increased by 12.7% and 0.5%, respectively, which was
1.2% lower than that of the B-YOLOv5S model; recall increased by 1.7%, 4.1%, and 2.9%,
respectively. The F1-score increased by 5.5%, 3.1%, and 1.7%, respectively. As shown in
Table 2, we found that the recall values of the four types of models were low, mainly due to
the shallow network layers of the lightweight deep learning network model, The ability
to extract features and learn was low, but this improved the running speed and flexibility
of the model in meeting the needs of terminal deployment and practical engineering.
We found that BV-YOLOv5S was significantly enhanced compared to YOLOv3-Tiny and
YOLOv5S, in terms of speed, recall, and F1-score, which proved that our work is effective
and can be used as a reference for other work in the defect detection field. According to
the analysis of the experimental results of the detection speed, we found that the BiFPN
network structure information processing speed was faster than that of the PANet network
structure, which not only strengthened the feature extraction ability but also improved the
detection speed of the model, and had better performance in real-time detection. However,
the BV-YOLOv5S model adopted a more complex calculation method to deal with the
problem of sample imbalance, which reduced the detection speed to a certain extent;
nevertheless, it was sufficient for real-time detection requirements. In conclusion, our
proposed BV-YOLOv5S deep network learning model comprehensively outperformed the
YOLOv5S model in mAP@.5, precision, recall, F1-score, and its detection speed metrics
went far beyond the current YOLOv3-Tiny network model, which is representative of
lightweight target detection models.

420



Sensors 2022, 22, 3537

Figure 8. The confusion matrix of the comparison of the different defect detection algorithms.
(a) YOLOv3-Tiny; (b) YOLOv5S; (c) B-YOLOv5S; (d) BV-YOLOv5S.

Through comprehensive comparative analysis of mAP@.5, precision, recall, F1-score,
and FPS evaluation indicators in the experimental results, we believe that the BV-YOLOv5S
model is more robust in performance than the YOLOv3-Tiny, YOLOv5S, and B-YOLOv5S
network models. The BV-YOLOv5S model proposed in this paper has higher accuracy and
flexibility, and has stronger advantages for the deployment and practical application of
embedded devices.

Due to the complex road surface environment, especially on rural roads, there are
many defects in road surfaces. To comprehensively measure the performance of the BV-
YOLOv5S model, we used small targets, multi-targets, and shadow-occluded targets to
conduct visual experiments, as shown in Figure 9.

As shown in Figure 9a, we found that the detection performance of the YOLOv3-Tiny
model is obviously disturbed by rutting and lane boundaries, and the anti-interference
ability was poor. The detection performance of YOLOv5S and B-YOLOv5S was also
interfered with by rutting and roadway boundaries to a certain extent, and BV-YOLOv5S
had strong anti-interference ability in this environment. However, Figure 9a shows that the
model was too sensitive to the detection of pavement potholes; it is necessary to further
improve the generalization ability of the model in the future.
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Figure 9. The test results of different network models in a complex environment. (a) The model
detection results of four types of pavement defects in a rutting interference environment. (b) Detection
results of four types of pavement defect models under the conditions of many and small targets.
(c) The detection results of the four types of pavement defect models under environments of uneven
illumination intensity. (d) The model detection results of four types of pavement defects under partial
shadow occlusion conditions. (e) Alligator crack detection in the presence of small target potholes.

As shown in Figure 9b, we tested the performance of the four defect models under
the condition of multiple small targets, It can be seen from the figure that the YOLOv3-
Tiny detection performance was average, and the small holes nearby were missed, which
showed that the model was not sensitive to small targets, The performance of the YOLOv5S
model was the worst; recent potholes were missed, and there were serious defects in
performance. The B-YOLOv5S model had relatively good detection results. However,
despite the missed detection of pits with inconspicuous defect characteristics in the vicinity
and the missed detection of small targets at a distance, the BV-YOLOv5 model had the best
performance in this detection. It could detect the pits in this range, showing an absolute
advantage in performance.

As shown in Figure 9c, the pavement defect detection performance of the four models
was tested under the condition of uneven illumination intensity. It can be seen that the
YOLOv3-Tiny and YOLOv5S networks were greatly interfered with by light intensity,
resulting in obvious losses in detection performance. The B-YOLOv5S model could detect
defects but had low confidence. The BV-YOLOv5S could accurately detect defects with a
high degree of confidence. It was not interfered with by uneven light intensity and had a
strong anti-interference ability with respect to the external environment.

As shown in Figure 9d, the four models had similar detection capabilities under the
condition of partial shadow occlusion, and a small part of the shadow did not have a great
impact on the models. As shown in Figure 9e, we tested the model to detect alligator
cracks under the interference of small target potholes. Through testing, we found that
YOLOv3-Tiny had the lowest confidence, and the BV-YOLOv5S model had the highest
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confidence in alligator crack detection, and only this model could detect potholes for small
objects. This shows that, to a certain extent, the handling of sample imbalance by Varifocal
Loss enhances the model’s detection ability for small objects. It can be seen that by using
BiFPN to enhance feature extraction, the detection accuracy of the model can be improved
to a certain extent; in addition, by optimizing the sample imbalance processing method,
the sensitivity of small target recognition can be improved, and the missed detection rate of
targets with insignificant features can be reduced, with better performance in the detection
of pavement defects. By further testing our improved model’s performance, we confirmed
its performance advantages. The BV-YOLOv5S showed stronger practical advantages,
compared with the YOLOv3-Tiny, YOLOv5S, and B-YOLOv5S models. In the quantitative
evaluation results and the qualitative analysis, the BV-YOLOv5S model proposed in this
paper showed strong anti-interference ability, high sensitivity to small targets, a low multi-
target missed detection rate, and little influence of external environment interference, with
good robustness and generalization.

In this experiment, we used asphalt pavement as the background of the defect detec-
tion model. Compared with cement pavement, the feature structure of asphalt pavement is
more complex. Through the experiments in this dataset, we confirmed our results. At the
same time, we could quickly carry out the training and deployment of the pavement defect
detection model for cement pavement and other targets through transfer learning.

5. Conclusions

In this paper, an improved lightweight deep network learning model, BV-YOLOv5S,
was proposed for the detection of asphalt road surface defects by embedded devices. First,
we established a high-standard, high-quality PCD1 dataset employing public datasets,
Baidu Street View maps, web crawler, and field photography. The data types of the
datasets were enriched, and new data collection strategies contributed to the target detection
datasets. Second, to realize the applicability of the model in embedded systems and to
perform accurate detection under complex road conditions, we proposed a BV-YOLOv5S
deep network learning model, based on the YOLOv5S deep network learning model.
In the feature extraction network, the BiFPN network was used to replace the PANet
network, with the aim of mining deeper information in the pavement defect images. The
BV-YOLOv5S network model improved the Focal Loss and used Varifocal Loss as the
loss function to deal with the imbalance problem between samples. More of the model’s
attention was transferred to high-quality dataset samples, making full use of the effective
information in the dataset. We trained and tested the proposed BV-YOLOv5S model and
the YOLOv3-Tiny, YOLOv5S, and B-YOLOv5S network models under the same conditions.
The experimental results showed that our proposed BV-YOLOv5S model in the mAP@.5
index improved by 4.1%, 3%, and 0.9%, respectively, compared with the deep network
learning models YOLOv3-Tiny, YOLOv5S, and B-YOLOv5S. In addition, the recall and
F1-score evaluation metrics were higher or even much higher than those of the B-YOLOv5S,
YOLOv5S, and YOLOv3-Tiny models, O\outperforming YOLOv5S in detection speed and
precision, and far exceeding YOLOv3-Tiny. The experimental results demonstrated that
our proposed work is advanced.

Our proposed BV-YOLOv5S deep network learning model is most suitable for defect
detection under actual road conditions and has good practicability and advancement.
Compared with other object detection models, our model can be more flexibly deployed in
mobile embedded devices, and compared with other lightweight object detection models, it
has shown good performance in the tests. In subsequent work, the BV-YOLOv5S proposed
in this paper will be applied to embedded devices in ordinary cars to further improve and
realize the automatic detection of road surface defects.
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