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Preface

This Topic encompasses diverse research papers covering various aspects of renewable energy,

energy systems, and environmental sustainability.

Here is a preface summarizing the key themes and contributions of the mentioned papers: The

first set of papers focuses on tidal and wind energy. Hu et al. (2021) analyze the coupled interactions

of a floating tidal current power station, considering uniform flow conditions. Wang et al. (2021)

investigate the thrust characteristics of a downstream offshore floating wind turbine under yawed

inflow conditions. Lin et al. (2022) delve into the equivalent aerodynamic design of blades for

offshore floating wind turbine models. Ma et al. (2022) contribute blade-resolved computational fluid

dynamics (CFD) simulations of a periodic array of NREL 5 MW rotors, both with and without towers.

The second set of papers explores solar energy applications and thermoelectric-based systems.

Seyednezhad and Najafi (2021) conduct a parametric study on a solar-powered thermoelectric-based

cooling and heating system for building applications. Shakya et al. (2021) focus on thermal comfort

and an energy analysis of a hybrid cooling system combining natural ventilation with radiant and

indirect evaporative cooling. Wang et al. (2022) examine the energy-saving potential of thermal diode

tank-assisted refrigeration and air-conditioning systems. The third set of papers addresses life cycle

assessment and recycling methods. Zhou et al. (2021) present a comparative life cycle assessment of

merging recycling methods for spent lithium-ion batteries. Belliardi et al. (2021) propose a method

to analyze the performance of geocooling systems with borehole heat exchangers in a monitored

residential building. Zdun and Uhl (2022) contribute to improving the properties of an insulated wall

for refrigerated trailers through numerical and experimental studies. The fourth set of papers focuses

on optimizing and monitoring energy systems. Hu et al. (2021) provide a review of multi-objective

optimization in organic Rankine cycle (ORC) system design. Nunes et al. (2021) explore the use

of learning mechanisms to enhance the condition monitoring of wind turbine generators. Abdalla

et al. (2022) investigate biomass-integrated air gasification regenerative gas turbine power plants.

The final set of papers covers diverse topics such as the evaluation of LNG supply chain resilience

(Al-Haidous et al., 2022), economic feasibility of green hydrogen production (Osman Awaleh et al.,

2022), and a production and delivery model of hydrogen from solar thermal energy (Joubi et al.,

2022). Additionally, research on electric vehicles (Dik et al., 2022), waste-plastic pyrolysis products

(Belbessai et al., 2022), and advanced concepts in ocean thermal energy conversion (OTEC) (Shi et al.,

2023) further enrich the collection.

Overall, these papers contribute their valuable insights to the ongoing research in renewable

energy, sustainable technologies, and environmental impact assessment.

Wei-Hsin Chen, Aristotle T. Ubando, Chih-Che Chueh, and Liwen Jin

Editors
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Abstract: For a floating tidal current power station moored in the sea, the mutual interactions
between the carrier and the turbine are pretty complex. Current simulation methods based on
potential flow theory could not consider the complicated viscous effects between the carrier motion
and rotor rotation. To accurately account for the viscous effect, developing a different numerical
simulation method based on computational fluid dynamics is necessary. This paper deals with a
moored FTCPS (floating tidal current power station) with 6-degree-of-freedom motion in uniform
flow based on dynamic fluid body interactions (DFBI) method. Results showed that the blockage
effect caused by the columns would increase the average power output of the turbine, while the
power output fluctuation also increased. When the carrier is individually moored in the sea, the
motion response of the carrier is pretty small, and the carrier is obviously trimming by the bow.
However, when the turbine is mounted on the carrier, the carrier motion response is simple harmonic.
The motion response frequency of the carrier is in relation to the rotation frequency of the turbine.

Keywords: tidal current energy; vertical axis twin-rotor turbine; hydrodynamic performance; dy-
namic fluid boundary interaction

1. Introduction

The tidal current energy is one of the most abundant clean renewable energy resources
worldwide [1]. Due to its high energy density, strong predictability, and energy stability,
tidal current energy has become a hot topic in ocean energy research in recent years [2].
The tidal current turbine is the core component that converts the ocean tidal current kinetic
energy into electricity. Tidal current turbines can be classified into fixed turbine and floating
turbine based on their supporting platforms [3]. Figure 1 shows some typical fixed and
floating tidal current turbine worldwide. Most of them are still in the demonstration stage
and far from commercialized applications. Compared to fixed turbines, floating tidal
current turbines are suitable for different kinds of complex marine environments. Floating
tidal current turbines are easy to install [4]. The large deck area is convenient for daily
operation and maintenance. The turbines can better make use of the strong ocean surface
tidal current kinetic energy. The floating platform can be easily removed and redeployed
when the platform experience extreme weather conditions. The floating platform has
no requirements for the submarine topography and ocean depth [5]. Thus, the FTCPS
possesses broad development prospects in the future.

J. Mar. Sci. Eng. 2021, 9, 958. https://doi.org/10.3390/jmse9090958 https://www.mdpi.com/journal/jmse
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(a) SeaGen (b) AK-1000 (c) “Hai Ming” I 

 

  

(d) BlueTec (e) Evopod (f) “Hai Neng” II 

Figure 1. Fixed and floating tidal current turbine worldwide. (a) SeaGen; (b) AK-1000; (c) “Hai Ming” I; (d) BlueTec; (e)
Evopod; (f) “Hai Neng” II.

The floating platform can be easily removed and redeployed when the platform
experience extreme weather conditions. The floating platform has no requirements for the
submarine topography and ocean depth. Thus, the FTCPS possesses broad development
prospects in the future [6]. However, the FTCPS is moored to the sea in the long-term. The
turbine’s operation would generate a high working load, which would heavily influence
the motion response of the carrier. Since the flow field is highly changed due to the motion,
the motion response of the carrier would, in turn, affect the turbine’s power output. To
enhance the reliability and safety of such a kind of device, it is necessary to thoroughly
study the mutual and complex interactions between the carrier and the turbine before
commercial development and application.

Experiments about the coupled interactions between the platform motion and tur-
bine’s hydrodynamics are seldom seen in the literature. Firstly, it is difficult to simulate
the load condition of the turbine mounting on a floating platform. Secondly, scaled-down
FOWT models have underlying limitations for simultaneously satisfying essential scaling
laws (Froude and Reynolds number scaling) [7]. That is, when the Froude scaling law is
applied, the Reynolds number scaling law is not guaranteed, and vice versa. Usually, an
experimental test costs much more than ordinary numerical analysis. Currently, there is no
systematic theoretical framework or mature commercial software to analyze the coupled
interactions between the carrier and the turbine for such a system. The turbine and the
carrier are often considered as two independent parts. The mutual interactions between
the turbine and carrier are usually ignored or simplified. Since the structure of FTCPS is
similar to the floating offshore wind turbine (FOWT), some researchers suggest that the
analysis method of FTCPS could learn from the OFWT [8]. Thanhtoan et al. studied a
FOWT experiencing the prescribed pitching motion of a supporting platform as a sine
function [9]. Results showed that the unsteady dynamic loads of the turbine were dra-
matically changed by the frequency and amplitude of the platform motion. Shifeng et al.
carried out a wind-tunnel experiment for a horizontal axis wind turbine with prescribed
rolling and pitching motion to study the wake and power fluctuations [10]. Results showed
that the power output of the turbine could increase with moderate tower oscillations.
The cube of the relative incoming flow velocity impinging the rotor in the pitching, and
a momentum replenishing in the rolling motion could lead to the power increasing of
the rotor. Thanh et al. established a computation fluid dynamics framework based on
dynamic fluid body interaction approach to inspect the turbine’s power fluctuations and
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the platform’s motion responses [11]. Three different methods (DFBI, FAST-BEM, GDW)
have been conducted and detailed compared for the simulation of FOWT. Compared to the
conventional techniques, such as FAST-BEM and generalized dynamic wake (GDW) meth-
ods, the maximum oscillating amplitude of turbine power output could be an approximate
four-fold difference by the proposed DFBI methods. Some researchers have used similar
methods to study the tidal current turbine learnt from wind turbine research. Guo et al.
established a framework based on a modified blade element momentum to investigate the
power output and rotor loads of a horizontal axis tidal current turbine with prescribed
floater motions [12,13]. The floater motions were calculated in the time domain by poten-
tial flow theory. Results showed that floater-motion-induced contributions dominate the
rotor load. They suggested that the rotor should be mounted close to the floater center to
avoid the floater-motion-induced velocity on the blade section. Brown et al. developed a
computational HATT model for generalized incident flow conditions using the actuator
theory [14]. The arbitrary movement of the turbine was modeled based on the ‘weighted
body force implementation’. This method requires no constraints in the local structure
of the mesh around the turbine, which allows for a quick and efficient simulation of the
turbine. Shuqi et al. established a numerical model based on the dynamic mesh technique
to study the turbine’s hydrodynamics with prescribed platform oscillating motions [15,16].
Results showed that the turbine’s loads and power output were highly affected by the
oscillating frequency and oscillating amplitude. The damping coefficient and added mass
of the turbine were obtained by the least square method. They explained that the fully
coupled motion prediction of the platform could be realized by adding the damping and
added mass of the turbine to the platform’s motion equation in time domain. However, the
technique about the motion prediction of the platform are not reported yet in the literature.
Xu et al. studied the coupled motion of a catamaran by linearly adding the wave excitation
force of the turbine to the platform’s motion equation [17]. However, the motion response
of the catamaran tends to be underestimated.

As described above, there is currently no systemic method for analyzing the fully
coupled characteristics of floating tidal current power stations. The turbine’s hydrody-
namics and platform’s motion response are always investigated separately. Therefore, a
fully coupled method which can take the platform’s motion, turbine’s hydrodynamics, and
mooring line tension into consideration is required for the FTCPS.

Therefore, this study establishes a six-degree-of-freedom motion model of a platform-
turbine-mooring coupled system under the gas-water two-phase flow based on the dynamic
fluid-solid interaction and volume fraction methods. The complicated coupling mechanism
between the turbines and the platform is studied. The dual-rotor turbines and the power
station carrier model are simplified to reduce the interference of other complex components
in the investigation of the coupling effect between the turbines and the platform. The
force and moment are transmitted between the carrier and hydraulic turbines through a
rotating hinge to reduce interference with connecting construction on hydraulic turbine-
carrier coupling. Meanwhile, a double overlapping grid will ensure the convergence of
the computational results to prevent the large-scale transient movement of the carrier
and the rotating motion of the turbines from causing the calculation results to diverge.
Based on the above methods, this article first compares the simulation results with the test
results to verify the reliability of the research method. Then, the interactions between the
motion of the carrier and the rotating motion of turbines under the uniform flow condition
are computed and the mutual influence law and the flow field are obtained by using the
aforementioned numerical simulation method. Finally, the influence of the speed ratio
on the hydrodynamic characteristics of the turbine under the uniform flow condition is
discussed. This research not only outputs the information of turbine load, power and flow
field in real-time by the CFD prediction method for the coupled characteristics of a tidal
current power station but also predicts the motion response of the power station carrier.
The research results can provide specific theoretical guidance and technical support for the
design and engineering of floating tidal current power plants.

3
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2. Floating Tidal Current Power Station Design

In this paper, a four-column semi-submersible tidal current power station is designed
by adopting a vertical-axis counter-rotating double-rotor turbine. The main structure of
the FTCPS includes the main floating bodies on the left and right sides, two symmetrical
lower beams, four columns, the platform deck, and the upper buildings. Figure 2 shows
the sketch of the floating tidal current power station model. The twin-rotor turbine is
symmetrically deployed.

Figure 2. Effect picture of floating tidal current power station.

The airfoil of the turbine is NACA-0018, as shown in Figure 3a. The designed capacity
of a single turbine is 120 kW, the designed flow velocity is 2.5 m/s, the turbine’s diameter
is 8 m, and the airfoil chord length is 1 m. A sketch of the turbine is shown in Figure 3b. To
increase the computation efficiency and minimize the influence of unnecessary components
of the FTCPS, the FTCPS has been simplified in the numerical simulation process. A
simplified model of the FTCPS is shown in Figure 4.

  
(a) Blade airfoil (b) sketch of a single turbine. 

Figure 3. Twin-rotor turbine. (a) Blade airfoil; (b) sketch of a single turbine.

 
Figure 4. Simplified numerical model of floating tidal current power station.
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3. Numerical Research on the Performance of Vertical-Axis Twin-Rotors Tidal
Current Turbine

3.1. Numerical Verification of CFD Simulation

In the present research, all the simulations employed a semi-implicit method for
pressure-linked equations (SIMPLE) solution algorithms. A second-order up-wind scheme
was used for the convection terms. In the unsteady simulation of the floating power station,
a second-order central difference scheme was used for the time discretization. Meanwhile,
the overset method was used to avoid the computation divergence caused by the signif-
icant platform’s motion coupled with turbine rotation. In general, the computational is
composed of a background domain, an overset refined turbine rotation domain, and a plat-
form motion domain. Detailed discussions have been discussed in previously published
literature [18,19].

The overall computational process for the DFBI analysis used in this study is well
described in References [11,20]. The turbine rotation is coupled in the 6-DOF motions of
the platform, which superimposes a body rotation in addition to the platform motion. The
volume of fluid (VOF) and the 6-DOF motion solver is used to solve the fluid-induced
motion of the FTCPS in a two-phase flow composed of water and air. The catenary mooring
line method is used to model the four mooring lines attached to the FTCPS in time domain.

3.2. Computational Domain Settings

In the present numerical simulations, a global fixed coordinate system (XYZ), one
6-DOF coordinate system (X0Y0Z0), and two local rotating coordinate systems (X1Y1Z1 and
X2Y2Z2) has been established in the computational domain. As shown in Figure 5a,b, in
the simulation process, the left turbine rotates clockwise in X1Y1Z1 by the Z1-axis, while
the right turbine rotates counterclockwise in X2Y2Z2 by the Z2-axis. This internal counter-
rotation method can maximize the power output of the twin-rotor system, which has
been proved by many researchers [12]. As has been mentioned in Section 3.1, the rotation
coordinate (X1Y1Z1 and X2Y2Z2) of the twin-rotor turbine is coupled with the platform’s
body motion coordinate X0Y0Z0. The carrier is set as a DFBI body. The carrier and the
turbine are connected by a virtual hinge. The virtual hinge can transmit the force and
momentum between the carrier and the turbine at each time step.

  

Figure 5. Coordinate system establishment. (a) Coordinate system of the twin-rotor turbine; (b) Coordinate system of
the FTCPS.

As Figure 6 shows, the four catenary mooring lines are symmetrically attached to
the platform, forming an angle of 30 degrees with the incoming flow direction (the Y-axis
direction). The mooring line simulation is based on quasi-static theory. The net weight of
the mooring line is 10 kg/m, and the overall length of each line is 7 m.
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(a)Top view (b) Front view 

Figure 6. Mooring design. (a)Top view; (b) Front view.

When calculating the coupled motion of the carrier, turbine and mooring system are
under uniform flow conditions. There is a two-phase flow in the numerical model due to
free surfaces. VOF (Volume of Fluid) is an effective numerical technique for free surface
modelling based on the Euler method [21]. Therefore, the VOF fifth-order wave model is
used to simulate the numerical tank.

As Figure 7 shows, the whole computational domain is divided into three sub-domains:
background domain, rotating domain, and moving domain. The background domain and
the moving domain are connected by overset. The implementation of overset method
can reduce the risk of computational divergence resulted from the large movement of
the carrier. The rotation domain and the background domain are also connected by the
overset method.

 
Figure 7. Schematic diagram of the computational domain.

The size of the whole computational domain is shown in Figure 8. The numerical
tank measures 20D × 10D × 10D (D is the diameter of the turbine). The entrance of the
computational domain is set as velocity inlet, and the incoming flow speed is 1.5 m/s. The
outlet and the top of the computational domain is set as pressure outlet, and the relative
pressure is set as 0 Pa. The bottom is set as a solid wall. Both sides of the computational
domain are set as symmetry planes.

The trimmed cell mesh technique was used in the mesh generation for the whole
numerical simulation cases. Due to the complex rotation and 6-DOF movement of the
turbine, the mesh around the turbine blade has been refined to capture the flow separation
and accurately simulate the mesh around the turbine blade, and the free surface has been
refined to accurately simulate the physical scene and capture the flow separation near
the blade surface. The mesh around the interface between the water and the air has also
been refined to maintain the stability and accuracy of free surface in space and time. The
generated computational domain grid, boundary layer grid, and blade surface grid are
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shown in Figure 9a–c. During the mesh generation around the blade surface, there are
8 layers inside the boundary, with a first layer of 0.0004 m and a progression ratio of 1.5.

Figure 8. Geometry layout of the computational domain.

 
(a) Computational domain grid of the turbine. 

  
(b) Boundary layer grid. (c) Blade surface mesh. 

Figure 9. Grid settings. (a) Computational domain grid of the turbine; (b) Boundary layer grid; (c) Blade surface mesh.

For the numerical simulation under uniform flow conditions, due to the existence of
the free surface, the motion of the carrier and the turbine will lead to the mesh deformation
of the free surface. Therefore, the surrounding grid needs to be encrypted to maintain the
stability of the free surface in space and time. At the same time, to reduce the error caused
by the iterative transmission of data between grids, this paper encrypts the grid from the
rotation domain to the background domain layer by layer, and the overall grid division of
the computational domain is shown in Figure 10.
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Figure 10. Refined grid of the FTCPS model.

Notably, a grids independency test has been carried out to keep a balance between
computation efficiency and computation resources. Three different refined meshes (coarse
mesh: 170 W, medium mesh: 250 W, fine mesh: 340 W) have been simulated, and the results
are shown in Figure 11. The difference between the medium mesh and the fine mesh is
relatively small, while the coarse mesh tends to underestimate the power output efficiency
of the turbine. Thus, the fine mesh has been selected in the following numerical simulations.

Figure 11. Power output efficiency.

3.3. Validation of the Computational Model

Figure 12 shows the comparison between the numerical simulation results and the
corresponding model test results [22]. The test model parameters are consistent with
the turbine parameters designed in this paper. It can be seen that, as the speed ratio
increases, the turbine power output efficiency (Cp) first increases and then decreases. The
value difference between the experiment and numerical simulation at the best speed ratio
is small, and the overall trend is in good agreement. However, since the mechanical
friction, free liquid surface, and waves are not considered in the numerical simulation, the
computational results are a little higher than the experimental results. The simulation error
does not exceed 10% (within the error range) in the low-speed ratio area. In general, the
simulation results of the CFD numerical simulation method for the vertical axis turbine
are in good agreement with the test results, which verifies the reliability of the CFD
numerical simulation method for computing the hydrodynamic performance of the vertical
axis turbine.
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Figure 12. Comparison of computational results and experiment results.

4. Results and Discussions

4.1. Influence of Speed Ratio on the Hydrodynamic Characteristics of Hydraulic Turbine

During the operation of a floating tidal current power station, the tidal current speed
is not always constant. In order to maximize the power output of the turbine, it is necessary
to adjust the rotation speed of the turbine. This section discusses the changing tendency of
the hydrodynamic characteristics of the floating turbines under different tip speed ratios
(1, 1.5, 2, 2.5, 3). The incoming flow velocity is 2.5 m/s, and the direction is along the
negative direction of the y-axis.

4.1.1. Power Output

Figure 13 shows the time history curve of turbine power output efficiency at different
tip speed ratios (TSRs). It can be seen that, under the condition of uniform flow, the power
output efficiency changes periodically, and its change period is consistent with the rotation
period of the turbine. Sawtooth line sections could be observed at the time history curve
of the turbine power output curve when the TSR is low. When the turbine is operating at
low TSR, flow separations occurs around the blade surfaces, which caused the blade force
fluctuations.

Figure 13. Time history curves of power output efficiency at different speed ratios.

9



J. Mar. Sci. Eng. 2021, 9, 958

Figure 14 shows the fluctuation amplitude (Ĉp) and average value (Cp) of power
output efficiency of the turbine at different speed ratios. It can be seen that, as the speed
ratio increases, both Cp and Ĉp first increase and then decrease. When the speed ratio
approaches 2, both Cp and Ĉp reach their maximum values. Meanwhile, when the speed
ratio is increasing from 1 to 2, the increasing trend of Ĉp is faster than that of Cp, and, when
the speed ratio is from 2 to 3, the decreasing trend of Cp is slower than Ĉp.

 

 

(a) Average power output (b) Fluctuation of power output 

Figure 14. The value of Cp and Cp at different speed ratios. (a) Average power output; (b) Fluctuation
of power output.

4.1.2. Thrust Coefficient

Figure 15 shows the time history curve of the thrust coefficient of one of the turbine at
different TSRs. It can be seen that, as the TSR increases, the fluctuation rate of the thrust
coefficient becomes more intense. It can be seen from Figure 16 that the average thrust
coefficient (CT) is positively correlated with the change of the speed ratio because the thrust
of the hydraulic turbine increases with the increase of the speed ratio.

Figure 15. Time history curve of thrust coefficient at different TSRs.
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Figure 16. Average of thrust coefficient at different TSRs.

4.1.3. Lateral Force Coefficient

Figure 17 is the time history curve of the lateral force coefficient of a single turbine at
different speed ratios. It can be seen that the lateral force coefficient of the hydraulic turbine
changes periodically, and its change period is consistent with the rotation period of the
hydraulic turbine. When the speed ratio is low, the lateral force fluctuation of the hydraulic
turbine is small. As the speed ratio increases, the lateral force coefficient of the turbine
increases, and the fluctuation become more intense. Figure 18 shows that the amplitude
of the lateral force coefficient of the turbine (CL) increases with the increasing speed ratio,
but the increasing trend gradually slows down. As the speed ratio increases, the average
value of the lateral force coefficient (CL) first increases and then decreases. The maximum
lateral force coefficient at the best speed ratio of 2 is 0.35. At this time, the hydraulic turbine
continues to receive positive lateral force. This is because changing the direction of rotation
will change the direction of the side force. In order to offset the influence of lateral force
on the rolling and swaying motion of the turbine and its carrier, the usual method is to
arrange an even number of inwardly rotating turbines side by side.

Figure 17. Time history curves of the lateral force coefficient of a single turbine at different
speed ratios.

4.2. Influence of Carrier Motion on the Hydrodynamic Characteristics of Hydraulic Turbine

This section compares the hydrodynamic performance difference of the twin-rotor
turbine at two different operation conditions, e.g., fixed and floating conditions. In the
fixed condition, the computational domain only includes the twin-rotor turbine without
any motion. In the floating condition, the computational domain includes the twin-rotor
turbine and the carrier with 6-DOF motion. The TSR of the turbine is 2, and the incoming
flow velocity is 2.5 m/s. The specific design parameters of the computational domain are
shown in Table 1.
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Figure 18. Average of lateral force at different TSRs.

Table 1. Specific design parameters of the computational model.

Case Velocity (m/s) TSR Computational Domain

A 2.5 2.0 Stand-alone turbine
B 2.5 2.0 FTCPS

4.2.1. Power Output

Figure 19 shows the comparison of power output efficiency with respect to time
between case A and case B due to the carrier 6-DOF motion.

It can be seen that the fluctuation rate of the turbine with 6-DOF motion is bigger than
the fixed turbine. The motion response of the carrier caused higher flow fluctuations for
the incoming flow acting on the turbine disk, leading to larger power output fluctuations
for the turbine. The average power output of the turbine in case A is 0.24, while the
average power output of the fixed turbine is 0.2. The power output increasing of the
floating turbine is caused by the two front columns of the carrier. The submerged part of
the column changed the boundary conditions of the flow field around the turbine. The
two front columns are similar to a flow deflector, which increases the flow velocity passing
through the turbine. A flow acceleration zone is clearly observed in Figure 26. The flow
velocity increasing effect would be thoroughly discussed in Section 4.4.1.

4.2.2. Thrust Coefficient

Figure 20 shows the comparison of thrust coefficient with respect to time for the
twin-rotor turbine. The maximum value of thrust for the floating turbine is 1.3 times that
of the fixed turbine. The fluctuation rate of thrust for the floating turbine is 1.13 that of the
fixed turbine. The deflector effect of the columns increased the power output of the floating
turbine, but it also increased the thrust. As for the fluctuation rate difference between the
two cases, the motion response of the carrier increased the flow velocity changing rate
acting on the turbine, which definitely would increase the fluctuation rate. It can also
be observed that the fluctuation frequency of the thrust for the floating turbine is almost
equal to the fixed turbine, which implies that the motion response of the carrier would not
influence the thrust frequency response characteristics.
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(a) Time history curves of turbine power output efficiency. 

 
(b) Average power output efficiency. 

Figure 19. Influence of the carrier motion on the power output efficiency. (a) Time history curves of
turbine power output efficiency; (b) Average power output efficiency.

Figure 20. Time history curve of thrust coefficient.
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4.2.3. Lateral Force Coefficient

The change of the lateral force of the twin-rotor turbine will affect the rolling and
swaying motion of the vertical-axis tidal current turbine. Figure 21 is a time history curve
of the lateral force coefficient of the vertical axis turbine. It can be seen that the fluctuation
range and maximum value of the lateral force coefficient of the turbine with a carrier are
1.125 times and 1.3 times that of the turbine without a carrier. The reason is that the carrier
increases the lateral force acting on the turbine. However, the minimum values of the
lateral force coefficients are all-around 0. It can be seen that the lateral force coefficient is
much smaller than thrust coefficient. The lateral force between the two rotor is opposite
leading to the resultant of lateral force decreasing. Meanwhile, the carrier is equivalent to
shortening the distance from the turbine to the boundary. The reflected wave formed by
the fluid passing through the surface of the carrier is also one reason for the increase in the
lateral force coefficient.

Figure 21. Time history curves of the lateral force coefficient.

4.3. Influence of the Turbine on the Hydrodynamic Response of the Carrier

This section compares the motion response difference of the carrier at two different
scenarios, e.g., a stand-alone carrier (case C) and a carrier with the twin-rotor turbine
(case D). Only three difference directions have been chosen in the discussion e.g., surge,
pitch and heave. The motion response at these three directions is the most essential for the
safe operation of such a kind of device. TSR of the twin-rotor turbine is set as 2, and the
incoming flow velocity is 2.5 m/s. The specific design parameters of the computational
domain are shown in Table 2.

Table 2. Specific design parameters of the computational domain.

Case Velocity (m/s) TSR Computational Domain

C 2.5 2.0 Stand-alone carrier
D 2.5 m/s 2.0 FTCPS

4.3.1. Surge Motion of the Carrier

Figure 22 shows the comparison of surge motion response with respect to time due to
the operation of twin-rotor turbine. It can be seen that the stand-alone carrier would move
towards the negative axis of X first and then move downstream. The negative value of
surge motion response is caused by the pretension of the mooring line. In the end, the surge
motion of the carrier is almost a constant value when the carrier moves to the equivalent
position. However, for the FTCPS scenario, the carrier would directly move downstream,
which is different from the stand-alone carrier. This is caused by the thrust generated by
the turbine. The surge motion of the carrier is almost sinusoidal when the carrier moves
to the equivalent position. The frequency of the surge motion response is equal to the
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rotation period of the twin-rotor turbine. It can also be seen that the surge motion response
of case D is much bigger than case C. The thrust of the twin-rotor dramatically increased
the motion response of the carrier and changed the equivalent position of the carrier.

Figure 22. Time history curve of surge motion.

4.3.2. Pitch Motion of the Carrier

Figure 23 shows the comparison of pitch motion response with respect to time due
to the operation of twin-rotor turbine. In the initial stage, the motion response of the two
scenarios is almost the same. However, the pitch motion of the stand-alone carrier is almost
a constant value when the carrier moves to the equivalent position. The average pitch angle
is −1.77◦, which implies that the carrier is trimming by head. Compared to the stand-alone
carrier, the pitch motion of the FTCPS is also trimming by head. However, the pitch motion
of the FTCPS is almost sinusoidal when the carrier reaches equivalent position. The pitch
motion frequency of the FTCPS is almost equal to the rotation period of the twin-rotor
turbine. The average pitch angle is −2.25◦, which implies that the thrust of the twin-rotor
turbine would increase the trimming by head situation, which increases the risk of wave
running-up.

Figure 23. Time history curves of pitch motion.

4.3.3. Heave Motion of the Carrier

Figure 24 shows the time history curve of the heave motion response of the carrier.
It can be seen that the heave motion of the carrier with turbine is much bigger than the
stand-alone carrier. The stand-alone carrier would stay steady when the carrier moves
to the equivalent position. The heave motion of the stand-alone turbine can be neglected
compared to the carrier with the twin-rotor turbine. For the FTCPS, the heave motion
is also sinusoidal. The heave motion frequency is also linked with the turbine rotation
period. Due to the existence of the twin-rotor turbine, the full system would reach a new
equivalent position.
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Figure 24. Time history curves of heave motion.

It can be seen that the heave motion response value difference is pretty small compared
to the surge motion and roll motion. Since the turbine is a straight-bladed turbine, the
horizontal cross-sectional area of the blade is small, which has little influence on the vertical
heave damping and added mass of the turbine.

4.4. Flow Field Analysis
4.4.1. Flow Velocity

To investigate the hydrodynamics of the turbine and carrier dynamic motion response
in detail, the flow field chosen from different sections in the computational domain is
analyzed. Figures 25–30 show the instantaneous iso-velocity contours of the turbine with
rotating blades and the carrier with 6-DOF motions in the computational domain.

 
 

(a) Stand-alone turbine (b) Turbine with 6-DOF motion 

Figure 25. Comparison of velocity field between the fixed stand-alone twin-rotor turbine and the
twin-rotor turbine with 6-DOF motion. (a) Stand-alone turbine; (b) Turbine with 6-DOF motion.

(a) Fixed stand-alone turbine (b) Turbine with 6-DOF motions 

Figure 26. Comparison of horizontal iso-velocity field for the fixed stand-alone turbine and the
turbine with 6-DOF motions. (a) Fixed stand-alone turbine; (b) Turbine with 6-DOF motions.
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(a) Fixed stand-alone turbine (b) Turbine with 6-DOF motions 

Figure 27. Comparison of vertical iso-velocity field for the fixed stand-alone turbine and the turbine with 6-DOF motions.
(a) Fixed stand-alone turbine; (b) Turbine with 6-DOF motions.

 

 

(a) Stand-alone carrier (b) FTCPS 

Figure 28. Comparison of the vertical section iso-velocity flow field for the stand-alone carrier and the carrier with twin-rotor
turbine. (a) Stand-alone carrier; (b) FTCPS.

 

 

(a) Stand-alone carrier (b) FTCPS 

Figure 29. Comparison of the free surface iso-velocity flow field for the stand-alone carrier and the carrier with twin-rotor
turbine. (a) Stand-alone carrier; (b) FTCPS.

Figure 25 shows the comparison of velocity field around the blade cross section
between the fixed stand-alone twin-rotor turbine and the twin-rotor turbine with 6-DOF
motion. It can be seen that the velocities around the leading edge of the blade cross section
are all less than 2 m/s, forming an obvious velocity stagnation area, which produces the
pressure difference and makes the turbine rotate. The velocity difference for the turbine
with 6-DOF motion is much bigger than the fixed turbine, which explains that the thrust
and lateral force of turbine with 6-DOF motion is larger than the other.
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(a) Stand-alone carrier (b) FTCPS 

Figure 30. Flow pressure for the stand-alone carrier and FTCPS. (a) Stand-alone carrier; (b) FTCPS.

Figure 26 shows the comparison of horizontal section iso-velocity field for the fixed
stand-alone turbine and the turbine with 6-DOF motions. For the fixed stand-alone turbine,
the velocity flow field is almost symmetrical, and a minimum velocity area could be
observed at about 1D (D is the diameter of the rotor) downstream. The velocity flow field
would recover at about 5D downstream. An obvious velocity stagnation area could be
seen between 2D~5D downstream in the facing-flow side. Meanwhile, the facing-flow
side velocity recovery is faster than the downflow side. For the twin-rotor turbine with
6-DOF motion, due to the blockage effect of the carrier, the flow velocity in the facing-flow
side has been accelerated, which led to the increasing of power output [23]. Compared
to the fixed stand-alone turbine, the facing-flow side velocity recovery for the twin-rotor
turbine with 6-DOF motion is much faster, and there is no velocity stagnation area in the
facing-flow side. Therefore, more fluid could pass across the turbine in a period, and more
kinetic energy could be captured by the turbine.

Figure 27 shows the comparison of vertical section iso-velocity field of the fixed
turbine and the turbine with 6-DOF motion. It can be seen that flow fields around carriers
are distributed symmetrically. There is a clear speed-dividing line of the flow field around
the middle section of the carrier without turbines. The backstream velocity around the
carrier support structure has a clear stagnation zone. With the development of the flow
field, the carrier wake field gradually recovers at a slower speed. However, for the carrier
with turbines, the rotational motion of the turbines makes the fluid velocity flowing
through the carrier have no clear dividing line. The backflow velocity of the carrier support
structure has a smaller stagnation zone. The velocity increases, and the internal wake field
velocity gradually decreases, forming a clear deceleration zone and, finally, mixing with
the surrounding flow field.

Figure 28 shows the comparison of the vertical section iso-velocity flow field for the
stand-alone carrier and the carrier with twin-rotor turbine. The velocity flow field for the
stand-alone turbine at the vertical section is almost symmetrical. A funnel-shaped velocity
acceleration area could be both observed for the two scenarios. However, the funnel-shaped
velocity acceleration area for the stand-alone carrier is smaller and the funnel shape is more
cuspidal than the other. The low velocity area of the carrier with the rotating turbine is
smaller than the other, which implies that the rotation of the turbine accelerates the velocity
recovery of the flow field.

It can be seen that the wave run-up effect is more obvious for the carrier with the
rotating turbine in Figure 29. Compared to the symmetrical velocity flow field of the
stand-alone turbine, the free surface flow field of the carrier with the rotating turbine is
more disorganized than the other. Meanwhile, the rotation of the turbine enlarged the
influenced flow velocity recovery area at the free surface area.
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4.4.2. Flow Pressure

Figure 30 shows the flow pressure contour field for the stand-alone carrier and the
carrier with twin-rotor turbine. It can be seen that both contours are symmetric. Due to
the blockage effect of the twin-rotor turbine, the pressure field in front of the FTCPS is
much larger than the stand-alone turbine. The fluid velocity passing across the turbine
decreased due to turbine energy capturing, which leads to the pressure field increasing for
the FTCPS. Meanwhile, the pressure field before the second row columns for the FTCPS is
much increased due to the operation of the turbine. Therefore, the operation of the turbine
can dramatically change the flow pressure field around the turbine, and the structure
strength of the FTCPS should be given more consideration during the construction stage.

5. Conclusions

This research establishes a numerical simulation method for the fully coupled viscous
turbine-carrier-mooring system simulation based on body fluid boundary interaction
approach. The STAR-CCM+ software was used to compute the hydrodynamic performance
of the vertical axis turbine and compared with the experimental results, which verified the
reliability of the CFD numerical simulation method. Then, the DFBI approach was used to
compute the coupled motion of the carrier, turbine, and mooring system under uniform
flow conditions. The hydrodynamic characteristics, flow field characteristics, and speed
ratio effects of the carrier and turbine were analyzed. According to the numerical results,
the following conclusions were obtained:

(1) The average value of power output efficiency for the twin-rotor turbine reaches
the maximum value when the TSR is around 2. Lateral force coefficient and the fluctuation
amplitude of turbine thrust coefficient increase with the increase of speed ratio.

(2) The blockage effect caused by the columns of the carrier can increase the power
output efficiency of the turbine. In the meantime, the complex flow field change also
increases the fluctuation range of the thrust and lateral force of the turbine.

(3) The motion response of the carrier with the turbine in swaying and pitching will
increase, but the influence of turbine rotation on the carrier heaving motion response is
relatively small.

(4) The turbine output efficiency benefits from the blockage effect of the carrier. How-
ever, the existence of the carrier would increase the pressure acting on the columns of
the carrier, which should be given more consideration during the construction stage of
the carrier.
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Abstract: Thermoelectric (TE) based cooling and heating systems offer significant advantages over
conventional vapor compression systems including no need for refrigeration or major moving parts,
high controllability, and scalability. The purpose of the present study is to provide an energy and
economic assessment of the performance of a TE-based radiant cooling and heating system for
building applications. It is considered that TE modules are integrated in the ceiling to lower/increase
the ceiling temperature through the Peltier effect during the hot/cold season to provide thermal
comfort for the occupants via radiation and convection. The study explores the possibility of using
rooftop PV panels to produce electricity required for the operation of TE modules. An actual office
building located in Melbourne, FL, USA is considered for a test study, and the hourly cooling and
heating loads of the building are calculated through building energy simulation in eQuest. Various
operating conditions, including different input voltages and temperature gradient across TE modules,
are considered, and the system is sized to properly address the year-around cooling/heating demand.
It is shown that a nominal cooling capacity of 112.8 W and a nominal PV capacity of 31.35 W per unit
area of the building is required to achieve the target goal when the system operates at the optimal
condition. An economic analysis is also performed, and estimated cost, as well as potential savings,
are calculated for each operating condition. The optimal operating condition with minimum cost
is selected accordingly. The results demonstrated that the initial cost of the proposed system is
considerably higher than conventional heating/cooling systems. However, the system offers other
benefits that can potentially make it an attractive option for building cooling/heating applications.

Keywords: building energy; Peltier effect; photovoltaic panels; and sustainable buildings

1. Introduction

The growth of the worldwide energy demand in light of the depletion of conven-
tional sources of energy have accelerated the urge to pursue energy-efficient systems and
use of alternative energies. Buildings are responsible for nearly 40% of total electricity
consumption and one-third of global gas emissions [1]. Cooling and heating systems are
among the largest energy end-users in buildings [2,3] and, therefore, innovative cooling
and heating techniques that potentially lead to energy savings and reducing emissions are
of great significance. Thermoelectric (TE) systems, as an alternative cooling/heating sys-
tem, through the Peltier effect, offer several attractive characteristics including no need for
refrigeration or major moving parts, quiet operation, high controllability, stability, and min-
imum maintenance [4–6]. TE modules consist of n-type and p-type doped semiconductor
elements that are connected thermally in parallel and electrically in series [7]. TE modules
are capable of generating power as the result of having a temperature gradient between
the two sides of them (Seebeck effect) and producing a temperature gradient between
the sides when supplied by DC electricity (Peltier effect). TE modules have been used in
a variety of applications including cooling electronic devices [8,9], heat recovery [10,11],
water treatment [12], solar stills [13], and thermal management of solar panels [14,15].
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Applications of TE systems are thoroughly reviewed by Zhao and Tan [5] and Twaha
et al. [7].

One of the emerging applications of TE systems is the use of Peltier modules for
building cooling and heating, either through integration into building envelope or as
separate units [16]. Various configurations have been proposed and studied for integrated
TE modules in windows [17–20] and walls [17,21–25] demonstrated promising results. A
few previous studies have also been focused on incorporating TE modules in the ceiling.

The TE modules integrated into the ceiling provide means for radiant cooling. The
concept is basically making a cold/hot radiating surface by lowering/increasing the surface
temperature of the ceiling. The radiant ceiling panels provide thermal comfort for the
occupants through radiant heat exchange between the radiating surface and the human
body. Based on ASHRAE’s definition [26], radiant ceiling panel systems are the systems
for which at least half of the total heat exchange is occurring through radiation. Radiant
cooling systems have received a lot of attention in recent years, owing to the advantages
such as improved thermal comfort and reduced energy consumption [27–29]. The energy
performance of radiant systems in comparison with conventional systems is investigated in
several studies [30–32]. Most of the studies that have been done on radiant cooling/heating
systems were focused on applications of chilled/hot water tubing behind the ceiling,
and the study of thermoelectric based radiant cooling and heating systems is still in the
early stages.

Lertsatitthanakorn et al. [33,34] investigated the performance of a TE system integrated
in the ceiling for cooling purposes. They used a constant temperature heat sink and studied
the impact of heat sink temperature on the performance of a TE based cooling system in
a 1.5 m × 1.5 m × 2 m chamber. As expected, a lower temperature heat sink resulted
in a better performance of the system. Lertsatitthanakorn et al. [35] also looked into the
thermal comfort aspects of their proposed system in the test chamber and reported that
the system was capable of maintaining an indoor temperature of 27 ◦C with a COP of 0.75.
In a similar study by Cheng et al. [36], a constant temperature heat sink (copper water
channel) was used for the hot side of TE modules and a copper plate was used as the ceiling
attached to the cold side of the TE modules. They studied the variation of COP with water
temperature by maintaining a constant input current. They showed that their new design
is capable of providing an acceptable thermal comfort for the occupants. Bhargava and
Najafi [6] conducted a study to evaluate the performance of a solar-powered TE system
integrated in the ceiling for space cooling and demonstrated that the system is capable of
maintaining a comfort level temperature for the simulated room. The performance of a
solar-powered TE based cooling and heating system integrated into the ceiling is studied by
He et al. [37]. They developed a model for both cooling and heating modes of operation and
validated the results experimentally via a small apparatus for the summer season, where
a COP of 0.45 was achieved. Liu et al. [38] proposed a solar-powered TE based system
for cooling, heating, and dehumidification purposes. The TE modules were integrated
into the ceiling to provide cooling for the building. They assessed the performance of
the system under various input voltage, ambient temperature, and indoor temperature
conditions and reported a COP of 0.9 under operating voltage 5 V in the cooling mode and
a COP of 1.9 with an input voltage of 4 V in the heating mode. An analysis of a building
envelope integrated with thermoelectric modules and radiative sky cooler is performed
by [39]. They optimized the system and achieved cooling capacity of 25.49 W/m2 and a
COP of 2 in the presence of 1000 W/m2 of solar irradiation and ambient temperature of
35 ◦C. An investigation of the dynamic thermal characteristics of thermoelectric radiant
cooling panel system is conducted by Luo et al. [40]. They developed a new system model
by combining finite difference method and state-space matrix. They also used an artificial
neural network for fast evaluation under dynamic conditions.

Lim et al. [41] studied application of a phase change material layer as energy storage for
a thermoelectric ceiling radiant cooling panel through numerical modeling and experiment.
They showed that a 10-mm-thick PCM layer when combined with fins (>five per unit length
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of the panel) was the most desirable case among all cases that they studied. Duan et al. [42]
developed a model and performed a sensitivity analysis to provide a clear vision on the
optimization of thermoelectric materials and how they can be improved to increase energy
performance of thermoelectric cooling systems. They considered three major properties of
thermoelectric modules including Seebeck coefficient, electrical conductivity, and thermal
conductivity, and the results showed that COP of cooling is a stronger function of the
Seebeck coefficient.

A comprehensive review of the application of TE systems for building cooling, heating,
and ventilation is conducted by Zuazua-Ros et al. [16]. They reviewed TE based systems,
integrated and non-integrated in a building envelope. More recently, a detailed review of
radiative cooling systems (integrated in buildings), including thermoelectric systems, is
presented by [43]. They summarized and discussed recent applications of thermoelectric
cooling systems for building applications along with other radiative cooling technologies.

Most of the previous studies indicated a strong correlation between the performance
of the TE system, the input electricity, and the heat sink in use. A detailed parametric study
is much needed, however, to provide insights regarding the optimal operating conditions.
This becomes more important particularly when a full scale building model is in use, which
is scarce in the literature.

The purpose of the present paper is to conduct a feasibility study on using TE-based
cooling/heating systems for the real-world scale from an energy and economic standpoint.
In this regard, the cooling and heating load of an office building located in Melbourne, FL,
USA is determined via building energy simulation in eQuest. A TE-based cooling and
heating system, integrated into the ceiling, is sized to satisfy the thermal loads for various
operating conditions accordingly. It is assumed that the system is powered by solar PV
panels. The total number of TE modules, as well as the required number of PV panels to
supply the system, is evaluated for multiple input voltages and temperature gradients
between the two sides of the TE modules associated with different thermal resistances.
The energy performance of the system as well as the estimated savings and cost for each
operating condition, are evaluated for both heating and cooling modes of operations. The
results are thoroughly discussed to provide a picture regarding the energy, and cost aspects
of TE based cooling and heating systems. The major practical challenges are also discussed.

2. System Description and Method

Figure 1 shows the schematic of the solar powered TE-based system integrated in
the ceiling. It is considered that TE modules from the bottom side are attached to an
aluminum sheet that serves as the ceiling. In hot and cold seasons, the bottom side of the
TE modules cools down and heats up respectively, forming a cool/warm ceiling surface to
allow the transfer of heat via radiation and convection to the occupants and provide the
desired comfort level. It should be noted that by switching the direction of the electrical
current supplied to TE modules the hot and cold sides of the module are switched as
well. Therefore, a set of TE modules can potentially be used for both heating and cooling
purposes, even though this will introduce practical challenges which will be discussed in
the next section.
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Figure 1. Schematic of the solar-powered TE-based system, (a) cooling (hot season); (b) heating (cold
season).

It is assumed that the TE modules are solar powered. PV panels are used to generate
electricity. The schematic in Figure 1 shows a possible configuration of the system which
involves battery storage and charge controller. When properly sized, the system will be
able to supply the TE modules with adequate electricity year-around. A more typical
system with lower cost includes a charge controller, an inverter, and a net-meter that allows
exporting the PV power to the grid and receive the utility power for building use (including
the TE modules, after inversion to DC) simultaneously.

2.1. Methodology

The system must be sized properly to ensure the year-around occupant’s comfort. This
includes the number of TE modules and PV panels to provide adequate cooling/heating
and electrical power, respectively. An office building in Melbourne, FL, USA is considered
for the case study and a building energy model is developed in eQuest accordingly to
determine the peak hourly cooling/heating loads (Qc,max and Qh,max), as well as the yearly
amount of thermal energy that must be added (Qh,y) or removed (Qc,y) to the building for
maintaining desired set-point temperature.

For a given operating condition (V and ΔTte), the rate of heat removal, qc (or addition
qh) and the coefficient of performance of the TE module (COP) are determined from the
performance curves provided by the TE manufacturer. The number of required TE modules
(Nte) to meet the peak cooling/heating loads can be evaluated accordingly:

Nte,c =
Qc,max

qc
, Nte,h =

Qh,max

qh
(1)

The total annual thermal energy that needs to be removed, Qc,y, from (or added, Qh,y,
to) the building in order to maintain the desired set-point temperature are found from the
building energy simulation. The total annual energy consumption by the TE modules for
cooling and heating can be found as:

Qte,y,c =
Qc,y

COPc
, Qte,y,h =

Qh,y

COPh
(2)

For simulation purposes, it is assumed that the PV panels are placed south facing
(azimuth angle of 180 degrees) and at 28 degrees tilt angle (equivalent to the latitude) to
maximize electricity production [43] on the surface of the roof of a canopy that is right next
to the building (south side). The PVWatts calculator [44] is used to calculate the monthly
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electricity production by one panel. The number of PV panels are then calculated to cover
the energy required to operate the TE modules, as described in the previous section. The
number of required PV panels to provide adequate energy for the TE modules in cooling
and heating modes can be then calculated as:

Npv,c =
Qte,y,c

PPV
, Npv,h =

Qte,y,h

PPV
(3)

The performance of the proposed system and the required number of TE and PV
panels are strong functions of input voltage (V) and temperature gradient between the
hot and cold sides of the TE modules (ΔTte). Therefore, a parametric study is performed
to compare the energy performance, required size, and cost of the system under various
operating conditions.

2.2. Building Energy Model

An office building on the campus of the Florida Institute of Technology is considered
for the case study. The floor area of the building is approximately 200 m2. The exterior walls
are constructed from concrete block (with a U-factor of 0.89 W/m2 K). The roof is made of
a white lacquer color on weathered asphalt pavement on a standard wood frame (U-factor
1.14 W/m2 K). The building is occupied by six people between 8:00 a.m. to 5:00 p.m. every
day except for weekends and the standard US holiday. The building energy audit was
performed in order to gather all the necessary data for the building model. Table 1 shows
the list of all doors and windows and their characteristics, and Table 2 demonstrates the
list of lights and plug-loads.

Table 1. Windows and doors data.

Windows

Orientation Num Glass Type Frame Type Size (cm) Dist. to
Ground (cm)

East 1 Clear Wood/AL 88.9 × 124.5 83.8
East 2 Clear Wood/AL 182.9 × 91.4 121.9

South 2 Clear Wood/AL 91.4 × 94.0 129.5
West 2 Clear Wood/AL 91.4 × 94.0 116.8
West 1 Clear Wood/AL 182.9 × 94.0 116.8

North 2 Clear Wood/AL 182.9 × 91.4 129.5

Doors

Orientation Num Type Size (cm)
East 1 Glass (Metal Frame) 76.2 × 181.6
West 1 Sliding Glass 152.4 × 213.4
North 1 Wood 91.4 × 213.4 × 4.5

Table 2. Plug loads and lights.

Plug Loads

Type Location Num Wattage Hours/year

Computer Offices 4 130 2000
Refrigerator Kitchen 1 180 8742
Microwave Kitchen 1 1200 125

TV Kitchen 1 300 1250
Coffee Pot Kitchen 1 750 500

Lights

Type Location Num Wattage Hours/year

T8 All 56 32 1821
T2 Bath 9 13 4500

A19 Closet 1 75 15
A15 Closet 1 55 15

GU24 Garage 1 13 15
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A cooling and heating set-point temperature of 298 K and 292 K are considered,
respectively, for the occupied hours. The building model was developed in eQuest, and
the hourly cooling/heating loads are determined for a one-year period. The highest hourly
cooling and heating loads are found as 10.4 kW (Qc,max ≈ 3 tons of regrigeration) for
3:00–4:00 p.m. on 8 July and 6.74 kW (Qh,max ≈ 2 tons of refrigeration) for 7:00–8:00 a.m. on
26 January for the hot and cold seasons, respectively.

Table 3 demonstrates the characteristics of the PV panels (Panasonic 330 W panel) and
thermoelectric modules (TE Technology-HP-127-1.4-1.15-71 [45]) that are considered for
this study.

Table 3. Characteristics of the PV panel and the thermoelectric module.

PV Panel Thermoelectric Module

Dimensions of the PV panel 1038 × 533 × 35 mm VTE,max 16.1 V

Rated power 330 W ITE,max 8 A

Nominal cell efficiency 19.7% ΔTTE,max 71 K

Maximum power voltage, Vmp 58 V QTE,max 80 W

Maximum power current, Imp 5.7 A Dimensions 40 × 40 mm

Open circuit voltage, Voc 69.7 V

Short circuit current, Isc 6.07

For a given operating condition, including input voltage (VTE) and the temperature
gradient between hot and cold sides of the module (ΔTTE), the cooling or heating effect
from each module (qc or qh) as well as the corresponding coefficient of performance (COPc
or COPh) can be obtained from the manufacturer performance curves. The calculation with
regard to the system sizing is already described in the previous section.

3. Results and Discussion

In this section, the building energy modeling results, system sizing as well as energy
and cost analysis of the system are presented and discussed in detail.

3.1. Weather Data, Cooling and Heating Load, and Solar Power

The building that is considered for simulation is in Melbourne, FL, USA. Melbourne,
situated along the Atlantic coastline in central Florida, has a humid subtropical climate
(climate zone 2A, according to ASHRAE). The typical meteorological year (TMY3) is used
as the source of weather data for the simulation. The TMY3 contains 12-months of hourly
data that represent median weather conditions in a multiyear period and therefore is
considered as a typical data set that can properly represent the weather data for a given
location. The schematic of the building layout as well as the 3D model built in eQuest are
shown in Figure 2.

The maximum hourly cooling and heating loads were found to occur on 8 July at
3:00 p.m.–4:00 p.m. (10.4 kW) and 26 January 7:00 a.m.–8:00 a.m. (6.74 kW), respectively. The
solar radiation data and outside dry-bulb temperature for 8 July and 26 January are plotted in
Figure 3a,b. The calculated hourly cooling load and heating load for these two days are plotted
in Figure 4. The total monthly heating and cooling demand of the building are calculated and
demonstrated in Figure 5.
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(2) kitchen
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Figure 2. (a) 3D building model developed in eQuest; (b) building layout.

(a) (b)

Figure 3. Weather Data for Melbourne, FL, USA: (a) ambient temperature; (b) solar irradiation.
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(a) (b)

Figure 4. Hourly (a) cooling load for 8 July and (b) heating load for 26 January.

(a) (b)

Figure 5. Monthly cooling (a) and heating (b) requirements for the building.

As expected for the given hot and humid climate, the cooling load is significantly
larger than the heating load, particularly for an office building with operating hours during
the daytime. The highest cooling and heating demands occur in August and January,
respectively. The total annual thermal energy that needs to be added/removed to/from
the building in heating/cooling season to maintain the set-point temperature is found as
440 kWh and 15,707 kWh, respectively. It should be noted that this number is associated
with occupied hours only, and holidays and weekends, as well as other unoccupied hours,
are excluded.

The monthly electricity production by a PV panel is calculated via PVWatts calcula-
tor [40]. It is assumed that the solar panel is placed horizontally on the roof with a tilt
angle equivalent to the latitude (28 degrees). The number of required PV panels for each
operating condition is found using Equation (3).
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As shown in Figure 6, the maximum electricity production is associated with May
in the amount of 50.4 kWh, and the total annual electricity production is calculated as
522.7 kWh/yr.

Figure 6. Summation of monthly energy produced by a PV panel.

3.2. Thermoelectric Module Performance

The performance of TE modules under various operating conditions, including input
voltage (V) and temperature gradients between hot and cold sides (ΔTte) is evaluated. The
coefficient of performance for a TE module in cooling mode of operation may be given as:

COPc =
qc

qte,c
=

αTc I − 1
2 I2R − k(Th − Tc)

αI(Th − Tc) + RI2 (4)

where α, k, R, Tc, and Th represent the Seebeck coefficient, thermal conductance, electrical
resistance, and cold and hot side temperature of the TE modules, respectively. In addition,
qc is the heat removal rate and qte,c is the input electricity supplied to the TE module (for
cooling), which may be defined as:

qte,c = qh − qc (5)

The coefficient of performance for the heating mode of operation (COPh) assuming
similar V and ΔTte can be found as:

COPh =
qh
qte

= COPc + 1 (6)

It should be noted that, as seen in Equation (4), the COP of TE modules is a strong
function of the temperature gradient between the hot and cold sides of the module (ΔTte).
The larger ΔTte results in a lower coefficient of performance. Maintaining a reasonably low
ΔTte requires effective thermal management and selection of an appropriate heat sink that
provides minimum thermal resistance. The relationship between the thermal resistance on
the hot/cold side of the TE module and the corresponding temperatures can be given as:

Th = Ta + qhRth,h (7)

Tc = Ta − qcRth,c (8)

where Ta is the ambient/surrounding temperature, and Rth,h, and Rth,c are the thermal
resistances on the hot and cold sides of the TE module, respectively. The effect of the
thermal resistances on the COP of the TE module is further explored in Figure 7. In this
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analysis, it is assumed that the thermal resistances on both sides of the TE modules are
equal.

Figure 7. Variation of COP with a thermal resistance of the two sides of the TE module.

As seen, an increase in thermal resistance for a given input electrical current results in
a significant reduction of COP. It is also observed that higher electricity input results in
lower COP for the TE modules. These results further emphasize the importance of heat
sink design and the adjustment of electricity input to the TE modules for achieving optimal
performance. The detailed design of the heat sink, however, is outside the scope of the
present study.

3.3. Parametric Study

The procedure for system sizing is already described in Section 2.1. For the selected
TE module, five different ΔTte are considered, including 9.6, 12, 19.2, 28.8, and 38.3 ◦C.
For each particular ΔTte, a number of possible input voltages are considered, and the
corresponding COP, heat removal/addition rate (qc or qh), and energy consumed by a TE
module (qte) operating under these conditions are evaluated and listed in Table 4. As an
example, consider the first row of Table 4, in the cooling mode operation, for ΔTte = 9.6 ◦C
and V = 2.9 V, the values of COPc, qc, and qte,c are determined as 3, 14 W, and 4.67 W,
respectively. Similarly, for the first row, in the heating mode operation, the values of COPh
and qh are evaluated as 4 and 18.67 W, respectively.

Table 4. Summary of the results for various operating conditions.

Cooling Heating

Case
Num

ΔT
(◦C)

V COPc
qc

(W)
qte ,c
(W)

Ntec
Qtec ,y

(kWh/yr)
Npv ,c

Cinit ,c
($)

COPh
qh

(W)
Nteh

Qteh ,y
(kWh/yr)

1 9.6 2.9 3 14 4.67 743 5236 11 22,700 4 18.67 358 110
2 9.6 5.9 1.7 37 21.76 282 9239 18 13,800 2.7 58.76 114 163
3 9.6 8.8 1 45 45.00 232 15,707 31 17,425 2 90.00 75 220
4 9.6 11.7 0.8 52 65.00 200 19,634 38 19,250 1.8 117.00 58 244
5 12 5.9 1.62 38 23.46 274 9696 19 13,975 2.62 61.46 109 168
6 12 8.8 1.14 45 39.47 232 13,778 27 15,925 2.14 84.47 79 206
7 12 11.7 0.78 52 66.67 200 20,137 39 19,625 1.78 118.67 57 247
8 19.2 5.9 1.3 23 17.69 453 12,082 24 20,325 2.3 40.69 164 191
9 19.2 8.8 0.9 36 40.00 289 17,452 34 19,975 1.9 76.00 88 232
10 19.2 11.7 0.6 44 73.33 237 26,178 51 25,050 1.6 117.33 57 275
11 28.8 5.9 0.8 10 12.50 1040 19,634 38 40,250 1.8 22.50 297 244
12 28.8 8.8 0.7 26 37.14 400 22,439 43 26,125 1.7 63.14 106 259
13 28.8 11.7 0.5 34 68.00 306 31,414 61 30,525 1.5 102.00 66 293
14 38.3 8.8 0.5 16 32.00 650 31,414 61 39,125 1.5 48.00 139 293
15 38.3 11.7 0.4 24 60.00 434 39,268 76 39,350 1.4 84.00 80 314
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Using the building energy model, the maximum cooling and heating loads (sensible
and latent load) are found as 10.4 kW and 6.74 kW, respectively. The required number of
TE modules for the hot and cold seasons are then calculated using Equation (1) for each
operating condition. For the ΔTte = 9.6 ◦C and V = 2.9 V (first row in Table 4), these values
are determined as 743 and 358, respectively. Note that, since the building under study is
located in a hot and humid climate zone, the cooling load is much more significant than the
heating load. Therefore, assuming each TE module can operate in both cooling and heating
mode by switching the direction of input electricity, the system must be sized based on the
cooling needs.

As mentioned, the total annual heat that must be removed and added to the building
for maintaining the comfort conditions during the hot and cold seasons are found as
15,707 kWh and 440 kWh, respectively. These values are substituted in Equation (3) to
evaluate the number of PV panels that are needed to provide sufficient electricity for the
modules. For the first row of Table 4 (ΔTte = 9.6 ◦C and V = 2.9 V), 11 PV panels are needed
to provide sufficient electricity for TE modules in the cooling mode operation. In contrast,
only four PV panels are required to cover the electrical energy for the TE modules in the
heating mode of operation. Note that the sizing must be performed based on the cooling
demands since the cooling load is significantly higher than the heating load.

It can be seen from Table 4 that COP values decline as the temperature gradient
between the hot and cold sides increases. The performance of the TE modules can be
improved if they are integrated with proper heat sinks in order to have effective heat
dissipation. A closer look at the trend of the results in Table 4 also shows that, at a
given temperature gradient, for most cases, each module operates more efficiently (higher
COP) when supplied with lower input voltages. However, at lower input voltages, the
heat removal/addition rate by the TE module is smaller. As a result, a more efficient
cooling/heating system requires a larger number of TE modules to satisfy the load. In
other words, a lower operating cost requires a higher initial investment in TE modules.

In order to provide a clearer picture of the system’s performance, the variation of Npv
and Nte versus COP at different temperature gradients and for various operating voltages
are plotted in Figure 8 for cooling mode of operation. It is shown that, as COP value
increases, each module provides less cooling/heating effect, and, as a result, the required
number of TE modules to address the load increases, whereas the required number of PV
panels decreases as the result of more efficient operation of each TE module.

(a) (b)

(c) (d)

(e)

Figure 8. Variation of the number of the TE modules and PV panels versus COP for cooling mode of operation: (a) ΔT = 9.6 ◦C;
(b) ΔT = 12 ◦C; (c) ΔT = 19.2 ◦C; (d) ΔT = 28.8 ◦C; and (e) ΔT = 38.3 ◦C.
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An important observation can be made by reviewing the range of COP values that
are obtained. For the majority of operating conditions, the COP is very small and not
comparable with conventional high-efficiency heating (heat pump) and air conditioning
systems. As previously discussed, a well-designed heat sink would allow efficient operation
by maintaining a low ΔTte. The cases with reasonably high COP are associated with the
lowest ΔTte values (9.6 ◦C and 12 ◦C). It should be noted that the COP should not be
the only parameter when it comes to the energy efficiency of the proposed system. The
TE based cooling/heating system allows individual control over each module, which
facilitates cooling and heating based on occupancy of a certain area within each room. This
will reduce the overall energy used for cooling/heating since not all the areas are always
occupied.

3.4. Economic Analysis

A basic cost model is developed to provide a perspective on the economic aspects of
the proposed system. The initial cost of the system, assuming the cost of instrumentation
and installation is roughly 25% of the major parts, can be estimated as:

Cinit = (NteCte + NpvCpv) (1 + 0.25) (9)

where Cinit refers to the total initial cost of the system and Cte and Cpv are the price of one
TE module and one PV panel, respectively. The estimated price for each TE module is $20,
and the cost of each PV panel is obtained from the manufacturer at $300.

As mentioned, the system must be sized based on the cooling mode of operation as
the cooling load is significantly higher than the heating load. The estimated initial cost of
the system for each mode of operation is shown in Figure 9.

 
Figure 9. Initial cost of the proposed hybrid PV-TE system.

It can be seen from Figure 9 that case 2 (closely followed by case 5) offers the lowest
initial cost of $13,800. Case 2 demonstrated the second-highest COP (1.7) among all the
cases. A higher COP lowers the number of required PV panels, which significantly brings
the initial cost down. The second case is, therefore, selected as the optimal operating
condition. It should be noted that, although the Case 1 conditions show a higher COP, it is
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not cost-effective since it requires a much large number of TE modules to provide adequate
cooling.

For Case 2, it is determined that 282 TE modules and 18 PV panels are needed. This is
nearly 1.41 TE module (rated at 80 W) and 0.09 PV panel (rated at 330 W) per unit of area
of the building, when the system operates at an approximate COP of 1.7. In other words, a
nominal cooling capacity of 112.8 W and a nominal PV capacity of 31.35 W per unit area of
the building is required to achieve the target goal when the system operates at the optimal
condition.

Since the system is solar-powered, cost savings will be realized as the result of a
reduction in the electricity bill. Assuming an average COPHP,c of 3 and COPHP,h of 4
for cooling and heating by a heat pump, the electricity consumption by such a system is
evaluated as 5,346 kWh using Equation (10):

ECHP =
Qc,y

COPHP,c
+

Qh,y

COPHP,h
(10)

Assuming an average usage rate of $0.12/kWh, the annual cost savings is found as
$641.5 using:

CS = ECHP × UR (11)

The installed cost of a comparable size commercial heat pump system (excluding duct-
work) is approximately $5000–$6000. This indicates that, at first look, the proposed system
is significantly more expensive than conventional heat pump systems with an estimated
simple payback period of over 12 years. However, there are other cost considerations that
need to be discussed. It is expected that the maintenance cost of the proposed system is
significantly lower than the conventional air conditioning systems and they also offer a
longer lifecycle. The lifespan of a conventional air conditioning unit is about 12–15 years
while this value is over 20 years for the solar panels and TE modules. Accounting for the
lifecycle, the payback period of using the proposed system versus conventional units can
further reduce to about 8.6 years.

Additional cost savings may be achieved through the reduction of regular maintenance
costs and accurate control that allows for operating the system only when the area within
the coverage is occupied. Given the function of the considered building (office), many
areas remain unoccupied during working hours. By automatic shut-down of the system in
the unoccupied areas, significant energy/cost savings can be realized. Considering Case 2,
a conservative estimate of a 25% reduction in operating hours will result in a decrease in
the number of required PV panels down to 14, which will reduce the initial cost by $1875.
This will bring down the payback period to just below six years. Additionally, for the
economic analysis, the cost savings is calculated using an average usage rate of $0.12 which
is estimated based on electricity cost in Florida. This number could be much larger in other
areas which will significantly decrease the payback period.

4. Prospects and Challenges

The TE-based cooling/heating system is a promising technology owing to several
major advantages that it offers. In comparison with conventional heat pump systems,
besides the green nature of the TE system due to eliminating the need for refrigerant
and ability to use DC electricity (i.e., through solar PV), the system does not require any
major moving parts and requires minimum maintenance. The individual control over TE
modules provides opportunities for smart control based on occupancy in each area, which
holds the potential for significant improvement in energy efficiency and occupants’ thermal
comfort. Additionally, with the continuous improvement in material sciences, any increase
in the efficiency of thermoelectric materials will result in a more cost-effective system. It
should be also noted that optimization of the building and hybridizing the TE technology
with passive techniques [46,47] can also significantly reduce the energy demands, prior
implementation of the TE-bases system and as a result reduces the overall system cost.
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There are also several challenges that must be addressed to pave the road in commer-
cializing the TE-based cooling/heating systems. A major challenge is the optimal design of
heat sinks for both hot and cold sides of the module to ensure a low-temperature gradient
between the two sides and maintain a reasonably high COP. Harvesting the waste heat
from the TE modules and using it for applications such as preheating water or power
generation via thermoelectric generators (Seebeck effect) is another challenge that must be
thoroughly studied. Optimal control of the system is also a critical task to maintain high
energy efficiency and ensure occupants’ comfort. The installation of the system, including
modules, wiring, and control system, must also be explored. Additionally, the proper
ventilation system must be incorporated in the design to provide fresh air. The overall
payback period of the system may be reduced by improving thermoelectric materials and
the use of a well-designed system with optimal control.

5. Conclusions

In the present paper, the feasibility of using solar powered TE-based cooling and
heating system for an office building is investigated. The system consists of solar-powered
TE modules that are integrated into the ceiling and lower/increase the temperature of the
ceiling in the hot/cold season to provide year-around thermal comfort for the occupants
via radiation and convection. A test study is performed for a building in Melbourne,
FL, USA with a hot and humid climate. The building model is developed in eQuest, the
hourly cooling and heating load values are evaluated, and an algorithm is developed for
sizing the system. A parametric study is performed, and the size and performance of
the system under various operating conditions are evaluated. A basic cost model is also
developed, and the initial cost of the system, as well as the resulted savings, are estimated
and compared against conventional heat pump systems. The conditions which led to the
lowest initial cost of the system are selected as the optimal conditions and thoroughly
discussed. It was shown that, while the system offers major benefits including no need
for refrigeration or major moving parts, high controllability, and reasonably high COP,
the cost of the system is significantly higher than conventional heat pumps with a simple
payback period of about 9–12 years, assuming a usage rate of $12/kWh. Considering the
much longer lifespan of TE and PV systems and their relatively low maintenance cost in
comparison with conventional air conditioning systems, the payback period may reduce
down to about six years. Further improvement in thermoelectric materials with a higher
figure of merit and the use of smart control based on occupancy can significantly decrease
the cost of the system and introduce it as a green and cost-effective alternative cooling and
heating system.
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Abstract: An urgent demand for recycling spent lithium-ion batteries (LIBs) is expected in the
forthcoming years due to the rapid growth of electrical vehicles (EV). To address these issues, various
technologies such as the pyrometallurgical and hydrometallurgical method, as well as the newly
developed in-situ roasting reduction (in-situ RR) method were proposed in recent studies. This
article firstly provides a brief review on these emerging approaches. Based on the overview, a life
cycle impact of these methods for recovering major component from one functional unit (FU) of
1 t spent EV LIBs was estimated. Our results showed that in-situ RR exhibited the lowest energy
consumption and greenhouse gas (GHG) emissions of 4833 MJ FU−1 and 1525 kg CO2-eq FU−1,
respectively, which only accounts for ~23% and ~64% of those for the hydrometallurgical method
with citric acid leaching. The H2O2 production in the regeneration phase mainly contributed the
overall impact for in-situ RR. The transportation distance for spent EV LIBs created a great hurdle to
the reduction of the life cycle impact if the feedstock was transported by a 3.5–7.5 t lorry. We therefore
suggest further optimization of the spatial distribution of the recycling facilities and reduction in the
utilization of chemicals.

Keywords: spent lithium-ion batteries; recycling; life cycle analysis; pyrometallurgical method;
hydrometallurgical method; in-situ roasting reduction; energy consumption; greenhouse gas emission

1. Introduction

The utilization of lithium-ion batteries (LIBs) has increased dramatically due to the
accelerated adaptation of electric vehicles (EVs) and portable electronics. It is predicted
that 11 million tons of spent LIBs will be produced worldwide by 2030 [1]. However, to
satisfy the operation safety requirement and to ensure the road haul of EV, the LIBs need
to be replaced once their capacity decays to below 80% [2]. Consequently, there is an
increasing demand for the disposal of spent LIBs in the forthcoming years. However, only
less than 5% of spent LIBs are recycled currently [1]. Direct disposal of spent LIBs leads to
serious release of toxins such as heavy metals and organic chemicals [1]. On the other hand,
valuable metals (e.g., Ni, Co, Li) present in the spent LIBs are at very high levels, even
higher than those found in natural ores. Therefore, the recycling of major components from
spent LIBs is regarded as an extremely important way to prevent environmental pollution
and to meet the requirement of sustainable utilization of valuable metals.

To address the issue of recycling spent LIBs, pyrometallurgical or hydrometallurgical
approach, which derived from cobalt or nickel extraction metallurgy have been adopted
by many companies. Specifically, pyrometallurgical methods like the Umicore, Inmetco,
Accurec, and Glencore processes have been commercialized at an industrial scale [3–7],
but the high energy requirement and hazardous gas emissions are the main drawbacks of
these technologies. As for hydrometallurgical methods such as GEM High-Tech, Brunp,
Retriev, and Recupyl processes [3–7], large amount of leachants are required to ensure
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a high leaching efficiency, posing a key challenge for waste water treatment and waste
acid recovery [6]. To solve these problems, many novel methods, such as ultra-high tem-
perature (UHT) method [3], hydrometallurgical methods with organic or inorganic acid
leaching [8–14], and in-situ reduction roasting (in-situ RR) method [15–24] has been devel-
oped [25]. However, most of the studies are dedicated to developing processing method
and/or optimizing operational conditions at bench scale, but the scaled-up industrial
application is still absent. Although some excellent reviews [5,26–28] provided insightful
suggestions and development orientation on recycling spent LIBs, a systematic quantitative
estimation of these emerging methods in industrial application was still lacking, causing a
huge gap between academic research and commercialization.

Life cycle assessment (LCA) is a “cradle to grave” approach to evaluate the life cycle
impacts generated during the entire life cycle of products, processes and systems. It also
helps the decision maker to find out the optimal design and the critical step required
for improvements [29]. Although valuable insights have been gained by the LCA study
of the recycling processes like Umicore, BIT, Toxco and EcoBat processes in previous
studies [30–35], the energy consumption and the environmental burden of the emerging
methods in an industrial scale was still unknown. Therefore, a systematical and compre-
hensive evaluation on these methods is needed for the development and application of LIB
recycling technology and lowering the risk of commercial failures.

In this work, the emerging methods for LIB recovery, namely UHT, hydrometallurgi-
cal methods with organic or inorganic acid leaching, and in-situ RR method were briefly
reviewed. Then, an industrial-scaled spent LIB recycling system based on these processes
was proposed. The life-cycle impacts (i.e., energy and material consumption and green-
house gas (GHG) emissions) of these methods were quantified by the process-based LCA
approach. Additionally, the sensitivity analysis of each method was evaluated based on
the uncertainties caused by changing the key parameters. The reasonable opportunities for
reducing the life cycle impacts were also analyzed in this paper. To our best knowledge,
this paper is the first comparative study of these methods by LCA approach and may
provide direction guidance for the industrial application of spent LIB recycling technology
in the future.

2. Description of the Merging Recycling Methods for LIBs

To establish a basis for the modeling of spent LIB recycling systems for LCA, the
three merging recycling methods proposed in previous studies were provided in this
section [7–24].

2.1. UHT Method

Traditional pyrometallurgical method usually involve UHT smelting and purification
steps [6,27]. During these steps, spent LIBs was usually smelted with other types of batteries
(e.g., NiMH), or ores and industrial wastes. In some cases (e.g., Umicore), batteries are
directly smelted with process slag in the furnace at a temperature above 1450 ◦C to optimize
valuable metal recovery efficiencies. The main products of UHT smelting is Co or Ni-based
alloys. Then, the alloys undergo a series of hydrometallurgical processes (i.e., leaching and
solvent extraction) to obtain purified products.

Recently, a LIB-dedicated UHT method with a component recovery efficiency of ca.
50% was developed based on the traditional pyrometallurgical method [3]. Figure 1 depicts
the LIB dedicated UHT process according to refs. [3,36,37]. In this scale-up process, an
electric arc furnace is replaced by a shaft furnace to avoid the agglomeration of the electrode
materials and the excess graphite in the electrodes is used as fuel. Prior to the smelting
step, spent LIB cells undergo a serials of pretreatment steps, (i.e., discharging, crushing,
and material separating) to obtain the Cu, Fe, and Al metal scraps, plastic, and a mixture of
anode and cathode electrode materials. Then, along with process slag (e.g., limestone sand
and slag), the mixture are fed into the UHT furnace where the Co compounds are converted
to Co alloy, a majority of Li enters into flue dust, and Al and Mn go into the slag. The
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smelted products then undergo a series hydrometallurgical processes to regenerate LiCoO2
(LCO). Li in the dust is then extracted by sequential leaching and chemical precipitation
steps to obtain Li2CO3. And the alloy is firstly leached by H2SO4 at 55–85 ◦C [38,39], and
then is oxidized to Co3O4 by H2O2 at room temperatures [3,36]. Finally, the recovered
Li2CO3 and Co3O4 are sintered to regenerate LCO. During the regeneration step, additional
virgin Li2CO3 are usually needed to compensate the considerable Li loss in flue dust.

Figure 1. Schematic of the Ultra-high treatment method of spent LIB recycling system.

In general, the LIB dedicated UHT method offers a number of attractive advantages
compared to the traditional pyrometallurgical one such as a higher productivity, a substan-
tial improvement in component recovery efficiency, and a marketable or directly utilizable
products for LIBs [3]. However, the UHT method also has distinct disadvantages of high
energy consumption, hazardous gas emission, need of adding additional Li sources, and
its economic feasibility being highly dependent on the content of valuable metals in LIBs.

2.2. Hydrometallurgical Method

The hydrometallurgical method typically includes a leaching step that dissolves
the metallic components in spent LIBs, and the subsequent purification, separation and
recovery process [8–14]. To ensure a high recovery efficiency, strong acids, such as H2SO4,
HCl, HNO3, were usually adopted at an excess dosage [26], but these chemicals also lead to
an extra environmental burden. To alleviate this issue, organic acids like citric, oxalic, and
malic acids with a high biodegradability and strong acidity were proposed as the leachant
in recent studies [26]. After the sequential purification, separation and regeneration steps,
the dissolved metallic ions can be recovered in different forms (e.g., Co, Li salts, or metal
oxides) [6,27].

Figure 2 illustrates a typical hydrometallurgical process modified from refs. [8–14,40–42].
To reduce the leachant dosage, pretreatment process is needed to separate the anode and
cathode materials so that the cathode active materials can be leached individually. Then,
the valuable metals in the powdery mixture of electrode materials are leached by inorganic
or organic acid with the help of reducing agents (such as H2O2, glucose) at elevated
temperatures of 40–90 ◦C to enhance the leaching efficiency. Then, the residue (mainly
graphite) is filtered, and the metal ions in the solution were precipitated as CoCO3 and
Li2CO3, which was solid-state sintered to regenerate LCO.
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Figure 2. Schematic of the hydrometallurgical method of spent LIB recycling system.

Compared with the LIB-dedicated UHT method, the hydrometallurgical method
has many advantages, including higher purity products (95.9~99.9%), a higher leaching
efficiency (90~100%), and a lower operation temperature (40~95 ◦C) [28]. However, the
disadvantages of the hydrometallurgical method is also obvious, such as the need for
manual sorting, complex operation steps for purification and separation, and serious
environmental issues caused by the harmful waste acids [26–28].

2.3. In-Situ RR Method

In-situ RR method was firstly proposed by Xu et al. in 2016 [16]. Similar to the
methods mentioned above, the spent LIBs are pretreated to obtain the powdery mixture of
the electrode materials. Then the mixture was roasted at a mild temperature lower than
1000 ◦C under oxygen-free conditions. In in-situ RR process, the cathode materials are
converted to Li2CO3, metal and metal oxide by carbothermal reduction. Then Li2CO3 is
recovered from the roasted products by water [16] or carbonated water leaching [38,39],
while the magnetic products (i.e., Co or Ni metal) can be recovered by magnetic separation.

Figure 3 illustrates a typical in-situ RR process. Like the UHT and hydrometallurgical
method, the spent LIBs are pretreated to obtain the powdery mixture of the electrode
materials for further processing. Then, the mixture of the electrode active materials was
subjected to reduction roasting in an electrical furnace. Subsequently, Li2CO3 in the roasted
products are separated by carbonated water leaching [38,39]. Like in the UHT method, Co
metal in the residue is then magnetically separated and leached with H2SO4 to produce
CoSO4. In a following step, it is oxidized by H2O2 to produce Co3O4 [38]. Finally, the
recovered Li2CO3 and Co3O4 are solid-state sintered to regenerate LCO.

Figure 3. Schematic of the In-situ reduction roasting method of spent LIB recycling system.
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This method has the advantages of: (1) a lower processing temperature (≤1000 ◦C)
that is lower than the boiling point of the transition metals, (2) no need of extra reductants,
and (3) a much simplified separation processes for the roasted products. However, the
emission of hazardous gases during roasting process is obvious [26].

3. Materials and Methods

3.1. Goal and Scope Definition

The system boundary of this study is shown in Figure 4. In this system, we de-
fined 4 phases: collection and transportation of spent LIB packs (LIBPs), pretreatment
of spent LIBPs, pyrometallurgical or hydrometallurgical conversion, and regeneration
phases. The functional unit (FU) was 1 t spent EOL (end-of-life) EV LIBPs. In the collection
and transportation phase, we a transportation distance of 500 km by a lorry of the size
class >32 t gross vehicle weight and Euro III emissions class was taken as the base case. To
provide a more precise estimation on the effect of transportation on the spent LIB recovery
in China, the supply chain of spent LIBs was also established based on a network dataset
was created in Excel. The collection points of the spent LIBPs was assumed to be the EOL
vehicle dismantling plants according to the measures on Management of EOL Vehicle
Recycling. Data on the location of 769 listed EOL vehicle disassembly plants and 26 listed
domestic LIB treatment facilities in China were sourced from the website of Ministry of
Commerce of the People’s Republic of China and Minstry of Industry and Information
Technology of the People’s Republic of China [32,43,44]. The transportation distance from
the EOL vehicle disassembly plant to the closest LIB treatment facilities was estimated
by using Baidu Map software. The LIBPs was assumed to be transported by 3.5–7.5 t
lorry due to the lorry restriction rule in the urban area of most Chinese cities. The energy
consumption for transportation (Et, MJ FU−1) could be obtained according to Equation (1):

Et = Et × L (1)

where Et is the energy consumption of transportation per kilometer (MJ-eq (t·km)−1), L is
transport mileage (km). The energy consumption with different types of lorry were listed
in Table S1.
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Figure 4. System boundary of spent LIB recycling used in this study.

The spent LIBs were transported by road, and the distance from the collection
site to the recycling plant was 500 km, and the energy consumption of the lorry was
1.56 MJ (t·km)−1 (lorry > 32 t, Ecoinvent v3.5 (Sphera, Hauptstrasse, Germany)). As shown
in Figure S1, when one FU of spent LIBPs was inputted in the system, the total energy
consumption for the collection and transportation phase was 781 MJ. But in the case that the
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LIBPs was transported by 3.5–7.5 t lorry, a transportation distance of 500 km was resulted
in an energy consumption of 4120 MJ due to the much higher Et value of a 3.5–7.5 t lorry.

In the pretreatment phase, the spent LIBPs underwent a series of pretreatment to
separate the components for further processing. In the conversion phase, the mixture of
the electrode materials was processed by pyrometallurgical or hydrometallurgical method.
To investigate the effect of leachants on the life-cycle impacts, LIB recycling systems using
the hydrometallurgical method with two typical types of leachants (sulfuric acid (HM-SA)
and citric acid (HM-CA)) were compared. To study the role of roasting condition on the
life-cycle impact of the in-situ RR method, the LIB recycling systems in which the electrode
materials were roasted under N2 atmosphere (RR-N2) and vaccine conditions (RR-Vac)
were also established. In regeneration phase, valuable materials recovered in the previous
phases were heat-treated to regenerate LCO.

Although many types of cathode materials (such as nickel cobalt manganese oxide,
lithium manganate, and LCO) has been used in commercialized LIBs, LCO is still the
mainstream of cathode materials in spent LIBs due to its excellent performances and
prolonged usage [45] Therefore, LIBs with LCO were used in this study. It should be
mentioned that although EV LIBPs (material inventories for EV LIBs and the carbon-
containing components in lithium-ion battery cells listed in Tables S2 and S3)) were used
as the analysis scenario, the recycling methods investigated in this study were also valid
for other scenarios (such as portable electronics and energy storage system with different
battery chemistries) except for a slight difference in the disassembling process.

3.2. Evaluation Methodology and Data Sources

This work was carried out using an OpenLCA software (GreenDelta, Berlin, Ger-
many) based on the methods introduced by ISO 14041 and 14044 [26]. According to the
regulations, four basic processes (i.e., goal and scope defined, inventory analysis, impact
assessment, and result interpretation and recommendations) were involved in this study.
The ReCiPe Midpoint (H) Method was adopted to evaluate the environmental impacts of
different recycling methods based on the input/output of materials, energy and environ-
mental emissions within the life cycle inventories. In this work, the data on the energy flow
and material flow for different recycling methods were mainly derived from our exper-
imental results, patents, academic literature, similar industrial processes, the Ecoinvent
v3.5 database or theoretical calculations due to the limited industrial data arising from
the immaturity of the methods investigated in this study. The process-level calculation
included collection and transportation phase, pretreatment phase as well as conversion
phase were exhibited in detail in Supplementary Files (Figures S1–S7).

The GHG emissions generated from the carbonaceous materials containing in spent
LIBs were calculated based on the assumption that they were converted to CO2 during
recycling. To achieve a reasonable comparison, it was also assumed that the carbonaceous
residues of spent LIBs during hydrometallurgical conversion were converted into CO2 and
accumulated in the total GHG emissions. For the in situ-RR method, the carbonaceous
materials were completely converted to CO2, except for the fixed carbon in Li2CO3. The
energy consumption and the related GHG emissions derived from the LIBP transportation
and the production of chemicals used in LIB recycling processes also came from the same
database and summarized in Tables S1 and S4, respectively. The GHG emissions generated
by electricity production were also calculated based on the electricity grid structure of
Guangdong, Shandong, and Sichuan province (data from Ecoinvent v3.5, Table S5). Unless
mentioned, the material consumption in this study was calculated based on the theoretical
stoichiometric data, and the loss of substances during the processing was not considered.
The reagent consumptions during sulfuric acid and citric acid leaching were estimated
based on the average laboratory data shown in Tables S6 and S7.
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3.3. Life Cycle Impact Assessment

The life-cycle impacts were evaluated in terms of total energy consumption and GHG
emissions. The primary contribution to the GHG emissions is associated with CO2, CH4
and N2O. The three GHG emissions are integrated into the CO2 equivalence (CO2-eq) of 1,
25, and 298, respectively, in accordance with a time horizon of 100 years [46].

The reduction rate of energy consumption (ξE, %) and GHG emissions (ξG, %) of
various methods were defined based on the following equations:

ξE =
Ev − Er

Ev
(2)

ξG =
Gv − Gr

Gv
(3)

where Ev is energy consumption for producing virgin materials (MJ FU−1), Er is energy con-
sumption for recovering electrode materials from LIBPs (MJ FU−1), Gv is GHG emissions
for producing virgin materials (kg CO2-eq FU−1), and Gr is GHG emissions for recovering
electrode materials from LIBPs (kg CO2-eq FU−1).

To investigate the effect of the change in the recovery rate of Co and Li as well as
the electricity structure on the energy consumption and GHG emissions of the system,
sensitivity analysis were carried out according to the following equations:

ΔE =
E◦ − Ei

E◦ (4)

ΔG =
G◦ − Gi

G◦ (5)

where ΔE is the changes in energy consumption (MJ FU−1), E◦ is the initial energy con-
sumption (MJ FU−1), Ei is the altered energy consumption (MJ FU−1), ΔG is the changes in
GHG emissions (kg CO2-eq FU−1), G◦ is the initial GHG emissions (kg CO2-eq FU−1), and
Gi is the altered GHG emissions.

4. Results

4.1. Energy Consumption Analysis

Our calculation (Figures 5 and S4–S7) shows that 284.2, 275.5, 261.0, 273.0, 274.3 kg
LCO can be recovered from one FU by the UHT, HM-SA, HM-CA, RR-N2 and RR-Vac
method, respectively. Figure 5 also shows that, if only LCO recovery was considered,
the energy consumption of all recycling methods were significantly lower than that for
producing an equivalent weight virgin LCO in industry (38,367~41,777 MJ [45]). Among
the five methods, HM-CA was the most energy intensive method which had an energy
consumption of 20,892 MJ FU−1 during the whole process, while RR-N2 consumed the least
amount of energy (4833 MJ FU−1). The ξE value for UHT, HM-SA, HM-CA, RR-N2 and
RR-Vac was 71%, 71%, 46%, 88% and 87%, respectively. All methods exhibited the same
energy consumption for the collection & transportation and pretreatment phase of 781 and
474 MJ FU−1, respectively, accounting to only a small faction (6% (HM-CA)~26% (RR-N2)
of the total energy consumed. From Figure 5, it is clear that the main contributor of the total
energy consumption for each method was different. For the UHT method, the conversion
and regeneration phases were mainly responsible to the total energy consumption, and the
energy consumption of these two phases was rather similar. For the hydrometallurgical
methods (HM-SA and HM-CA), the major part of the total energy consumption was the
conversion phase, while the regeneration phase was identified as the main contributor for
the total energy consumption in the case of in-situ RR methods (RR-N2 and RR-Vac) due to
the much low processing temperature (800~850 ◦C).
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Figure 5. Contribution analysis of the total energy consumption for the five different methods.
Each pair of bars represents a method, where the bottom bar represents the energy consumption
distribution of each phase for 1 FU, the top bar is the energy consumption for producing an equivalent
weight virgin LCO in industry, and the numbers indicate the reduction rate of energy consumption
and recovered LCO from 1 FU for each method.

A detailed analysis of the energy consumption in the conversion and regeneration
phase for the five different recycling methods are displayed in Figure 6.
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Figure 6. Contribution analysis of the energy consumption in the conversion and regeneration phase for the five different
recycling methods. (a) UHT method, (b) HM-SA, (c) HM-CA, (d) RR-N2, and (e) RR-Vac. The percentage labeling indicates
the proportion of the energy consumption associated with the manufacture of the materials or active electrode material
processing needed for the treatment of 1FU in the conversion and regeneration phase. The red bar indicates the total energy
consumption of the conversion and regeneration phase for the five different recycling methods.

The total energy consumption of HM-CA in the conversion and regeneration phase is
19,637 MJ FU−1, which was more than five times higher than that of the in-situ RR methods
and about 1.7 times higher than that of UHT. The upstream production of citric acid and
H2O2 are the main contributor of the total energy consumption for the conversion and
regeneration phase of HM-CA, accounting for 66.0% and 17.9% of the energy consumption
of these phases, respectively (Figure 6c). UHT (11,036 MJ FU−1) consumed a slightly
higher energy as compared to HM-SA (10,582 MJ t−1 FU) in these phases. The coke
consumption and H2O2 production in the conversion phase is the main contributors
of the UHT and HM-SA methods, accounting for 40.6% and 66.3% of the total energy

44



Energies 2021, 14, 6263

consumption, respectively (Figure 6a,b). From Figure 6, it is also derived that although
the energy consumption composition of the regeneration phase for various methods were
different, the energy consumption of HM-SA, HM-CA, RR-N2 and RR-Vac is rather close,
ranging from 3059 MJ FU−1 for RR-N2 to 3390 MJ FU−1 for RR-Vac, UHT method possess
the highest energy consumption (5780 MJ FU−1) in the regeneration phase as compared
with other methods because of the extra energy consumption in the production of virgin
Li2CO3 for the compensation of the significant Li loss in the conversion phase (Figure 6a).

4.2. GHG Emission Analysis

From Figure 7, it is clear that the reduction in the GHG emission of different recycling
methods for recovering an equivalent weight LCO from one FU is evident compared to
virgin LCO production. The ξG values for UHT, HM-SA, HM-CA, RR-N2 and RR-Vac were
40%, 42%, 31%, 57%, and 57%, respectively. RR- N2 and RR-Vac has a lowest total GHG
emissions of 1525 kg CO2-eq FU−1, while the HM-CA method exhibited the highest amount
of GHGs (2351 kg CO2-eq FU−1) among the five methods. Consistent with the energy
consumption data (Figure 6), the GHG emissions of both collection and transportation
and pretreatment phase were the same and only contribute to a small fraction of the total
GHG emissions, ranging from 7% (HM-CA) to 10% (RR-N2). Figure 7 demonstrates that
the conversion phase dominated the GHG emissions during the recycling processes. The
proportion of conversion phase in the total GHG emission for UHT, HM-SA, HM-CA,
RR-N2 and RR-Vac are 66%, 64%, 70%, 65%, and 64%, respectively. A detailed analysis
of the GHG emissions in this phase (Figure 8) shows that they were mainly caused by
the conversion of carbonaceous components in spent LIB cells, which were 45.2%, 49.3%,
42.8%, 64.0%, and 63.6%, for UHT, HM-SA, HM-CA, RR-N2, and RR-Vac, respectively. The
GHG emission from the regeneration phase of UHT, HM-SA, HM-CA, RR-N2 and RR-Vac
were 584, 580, 550, 377, and 400 kg CO2-eq FU−1, respectively, indicating that it was also an
important contributor to the total GHG emissions. The GHG emissions of this phase were
mainly derived from the electricity consumption for sintering, chemical production and
the decomposition of Li2CO3.
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LCO in industry, and the difference represents the GHG emission reduction. The numbers indicate
the reduction rate of GHG emission for each method.
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Figure 8. Contribution analysis of the GHG emissions in the conversion and regeneration phase for the five different
recycling methods. (a) UHT method, (b) HM-SA, (c) HM-CA, (d) RR-N2, and (e) RR-Vac. The percentage labeling indicates
the proportion of the GHG emission resulting from the manufacture of the materials or active electrode material processing
needed for the recycling 1FU in the conversion and regeneration phase. The red bar indicates the total GHG emissions of
the conversion and regeneration phase for the five different recycling methods.

4.3. Benefits of Resource Recovering

When the recovering of Cu and Al were considered, the energy consumption and
GHG emissions of Cu and Al recovering processes were calculated based on the similar
process flows in Ecoinvent v3.5 and a Chinese case [47] (relevant data shown in Table S4)
by assuming a recovery rate of 85%. The production of virgin Cu and Al with raw materials
was also estimated based on the same data sources. The energy and environmental benefits
of recovering Cu, Al together with LCO were quantified by ξE and ξG (Figure 9). It can
be seen that when Cu, Al and LCO are recovered, ξE can reach 68% (HM-CA)~88% (RR-
N2/Vac) and ξG increased to 59% (HM-CA)~72% (RR-N2/Vac). As shown in Figure 9a,b,
although Cu and Al recovery has a different impact on the ξE and ξG values of the methods,
RR-N2 and RR-Vac still exhibited the higher reduction in energy consumption and GHG
emissions as compared with UHT, HM-SA, and HM-CA. These results suggest that in-situ
RR method (RR-N2 and RR-Vac) is more suitable for recycling spent LIBs than the UHT
and hydrometallurgical methods (HM-CA and HM-SA).
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Figure 9. Contribution analysis of energy consumption (a) and GHG emissions (b) for the five different recycling methods.
Each pair of bars is related to a method, where the bottom bar represents the energy consumption (a) or GHG emissions
(b) required for each recycling method and Cu and Al recovering processes for 1 FU, the top bar is the energy consumption
(a) or GHG emissions (b) for an equivalent weight virgin LCO and primary Cu and Al production in industry, and the
difference represents the energy saving. The numbers indicate the reduction rate of energy consumption (a) or GHG
emissions (b) from 1 FU for each method.
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4.4. Sensitivity Analysis

Since the industrial application of the methods evaluated in this study is still in infancy,
its energy consumption and GHG emission faces significant uncertainties. Therefore, a
sensitivity analysis (Figures 10 and 11) is carried out to assess the impact of the key
parameters on the evaluation results. It is seen from Figure 10 that both energy consumption
and GHG emissions of the methods were sensitive to the recovery rate of Li and Co.
However, changes in the recovery rate of Li and Co have a diverse impact on different
methods. For instance, when a recovery rate of 70% was taken as the benchmark, changing
the recovery rate of Li and Co from 50% to 90% had a substantial impact on the energy
consumption of the HM-CA and HM-SA (from 45% to −44%), whereas this parameter
only causes a variation of 8% to −8% in the energy consumption of UHT. Changing this
parameter had a similar influence on the GHG emissions of the methods. That is, the
influence degree of HM-CA and HM-SA (19%~−19% and 16%~−16%, respectively) was
significantly higher than that of the rest methods (from 5% to −5%).
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Figure 10. Sensitivity analysis of the total energy consumption (a) and GHG emissions (b) for different recycling methods
by changing the recovery rate of Li and Co.
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Figure 11. Sensitivity analysis of the GHG emissions for the recycling methods with different
electricity sources.

Figure 11 shows the sensitivity analysis of the GHG emissions in different recycling
methods when using different electricity structures.

It can be seen from Figure 11 that when the electricity structure was changed from
a hydropower-dominated grid (Sichuan electricity grid mixes) to a coal-dominated one
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(Shandong electricity grid mixes), the GHG emissions of in-situ RR method showed the
most obvious impact of −10% to 18%. By contract, HM-CA exhibits the least change
in GHG emissions of only −2% to 4%. These results are understandable because in the
case of RR-N2 and RR-Vac, the electricity consumption accounts for a considerable large
proportion of the total energy consumption (Figure 6), while the electricity consumption
for HM-CA was the least within our system boundary.

5. Discussion

5.1. Collection and Transport Phase

As shown in Figures 5 and 7, the proportion of the energy consumption and GHG
emissions for the collection and transport phase only accounts for 4~16% and 2~3% of the
total energy consumption and GHG emissions for different recycling methods, respectively,
based on the assumption of a transportation distance of 500 km by a 32 t lorry. Considering
that there is usually a heavy-duty lorry restriction rule in the urban area of most Chinese
cities, it is more realistic to transport the spent EV LIBPs by a 3.5–7.5 t lorry in China. Thus,
the effect of transportation distance by a 3.5–7.5 t lorry on the energy consumption (dark red
circles) and GHG emission (dark blue squares) of the collection and transportation phase
was estimated and compared to those of the rest part of the recycling phases (Figure 12). It
is seen that the transportation distance can make a significant contribution to the energy
consumption of the LCO recovery if a 3.5–7.5 t lorry was used to transport the spent EV
LIBPs. For instance, the energy consumption for a transportation distance of above 300 km
by a 3.5–7.5 t lorry alone would exceed half of that for the rest part of the in-situ RR process.
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Figure 12. Effect of transportation distance (using lorry 3.5–7.5 t) in spent LIB recycling systems on
the energy consumption (dark red circles) and GHG emission (dark blue squares) of the collection
and transportation phase as compared to those of the rest part of the recycling methods.

Based on public data [43–45], we also estimated the spatial distribution of the trans-
portation distance of spent EV LIBs from the vehicle dismantling plant to the closest LIB
treatment facilities in China. It is found that the transportation distance was strongly
correlated with the distribution of the spent LIB treatment facilities, as demonstrated in
Figure 13. The provinces with a high distribution density of LIB treatment facilities, such
as Guangdong, Fujian, Zhejiang, Jiangxi has a reasonable transportation distance of less
than 200 km, but in the case of Sichuan province, a transportation distance of above 200 km
is needed due to the low distribution density of LIB treatment facilities in Southwestern
China. Based on the fact that Shandong, Shanxi, Chongqing, Guizhong, Guangxi, Yunnan,
and Hainan significantly contribute to the national EV parc, additional treatment facilities
are suggested to be established in these provinces.

From Figure 13, it is also seen that due to the poor cold-temperature performance of
LIBs, the EV parc of the provinces in northeast and northwest China is limited, resulting in
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the absence of the treatment facilities in these provinces, and therefore an unacceptable
long transportation distance of above 1000 km.

Figure 13. Spatial distribution of the transportation distance of spent EV LIBs from the vehicle dismantling plant to the
closest LIB treatment facilities in China. The numbers indicate the average closest transportation distance of spent EV LIBs
for each province.

It also should be noted that the collection and sorting of variety spent LIBs according
to the battery chemistry also has a considerable impact on the manpower and other
resource investment during this phase. Thus, a safe and efficient collection system is
urgently needed to be established so as to reduce the recycling costs and corresponding
environmental impacts. Here we can refer to the currently mature solution of lead-acid
batteries [48]. To achieve safe and efficient collection and sorting of spent LIBs by using
existing infrastructure, the government can formulate corresponding incentive policies to
encourage consumers to return spent LIBs, and manufacturers can establish corresponding
measures through their existing sales or after-sales channels.

5.2. Pretreatment Phase

Although the pretreatment of spent LIBPs only consumed 2% (HM-CA)~10% (RR-
N2) of the total energy consumption, corresponding to 5% (HM-CA)~7% (RR-N2) of the
total GHG emissions, most of the LIB packs is manually disassembled at present due
to the diversity of cell types, cell chemistries, and pack structures produced by various
manufacturers. This would greatly increase labor costs and reduce the benefits for recycling
spent LIBs. Therefore, it is necessary to standardize the production of LIBs for facilitating
automatic disassembly in the future. It should be noted that although it is assumed that the
components (e.g., Al, Cu, separator) are separated from the powdery mixture of electrode
materials by physical separation in our study, there is still a big challenge to achieve such a
high-purity enrichment of electrode materials in practical operation [28]. These impurities
will have a notable impact on the subsequent treatment, and thus additional purification
steps are usually required, which increase the cost and complexity of the process. In
addition, the emissions generated must be treated effectively during this phase due to its
flammability and toxicity [49,50].
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5.3. Conversion Phase
5.3.1. UHT Method

The LIB dedicated UHT method is still facing the problem of excessive energy con-
sumption and GHG emissions due to its high operating temperature. Moreover, this
method is not conducive to the Li recovery due to the high Li loss in the flue dust and
slag [6]. When the method is used to process LIBs with electrode chemistries like lithium
manganate and lithium phosphate, its feasibility will be greatly reduced due to the limited
Li recovery. Nevertheless, compared with the conventional pyrometallurgical methods
that LIBs are directly smelted in a shaft furnace, only the powdery electrode mixture are
smelted in the furnace, the LIB dedicated UHT method substantially reduce the processing
materials by 40%, and thus a decrease of 20% in energy consumption (43 MJ (kg recovered-
LCO)−1 of this study) as compared with 54 MJ (kg recovered-LCO)−1 for the Umicore
Process [51]. These results also highlight the importance of pretreatment phase on spent
LIB recycling and valuable component enrichment. Thus, our estimation indicated that
UHT method has a potential for solving the excessive energy consumption problem of the
traditional pyrometallurgical method.

5.3.2. Hydrometallurgical Method

It is well known that the leachant dosage play a crucial role on the leaching efficiency
of the valuable metals. Li et al. reported [52] that the leaching efficiency of Co and Li in
HM-CA was only ~34% and 58% when the dosage of citric acid and H2O2 were about 4
and 2 times of stoichiometric requirement. While the leaching efficiency of Co and Li can
increase to 90% and 99% when the dosage of citric acid and H2O2 were about 6 and 3 times
of stoichiometric requirement, respectively [52]. Therefore, to ensure an acceptable leaching
efficiency, the latter stoichiometric dose of citric acid and H2O2 were used in this study. Our
calculation indicates that HM-CA consumed the most energy for producing an equivalent
weight LCO (80 MJ (kg recovered-LCO)−1) among the five methods even based on the
assumption that that 90% consumed citric acid was recovered. This value is nearly twice
higher than the results obtain by Dunn (42 MJ (kg recovered-LCO)−1 [51]). These results
are understandable because their estimation was based on 1.1 times the stoichiometric
dosage [36,51,53]. Our calculation also demonstrated that HM-CA consumed a 2.3-fold of
energy and emitted a 1.9-fold of GHGs compared to HM-SA for reagent production during
this phase. Thus, in terms of life-cycle impacts, organic acid leaching is not a suitable
solution for migrating the environmental issues of strong acid leaching.

In LIBs, the valuable metals are basically at the cathode active material. Therefore, to
solve the problem of excessive leachant consumption, the separation of cathode and anode
materials before hydrometallurgical processes is highly recommended. However, it is still
rather challenging to achieve a complete separation of anode and cathode materials in an
industrial scale [22,54]. Fortunately, He et al. demonstrated that the effective separation be-
tween anode and cathode materials can be achieved by Fenton assisted flotation. However,
the impacts of its application on the downstream processing have not yet to be studied.

5.3.3. In-Situ RR Method

Our results indicated the in-situ RR method is a promising method for spent LIB
recycling. For example, the total energy consumption of RR-N2 only accounted for 39% of
UHT and 23% of HM-CA, corresponding to 68% and 65% of the total GHG emissions. This
reduction can be mainly attributed to the considerable reduction in processing temperature
from >1450 to 800 ◦C. Additionally, the in-situ RR method can significantly reduce the
amount of electrode active materials by converting the cathode active materials into Li2CO3,
Co and other metal oxides (depending on the chemistries of cathode). This is important to
the following regeneration phase because it can greatly reduce the reagent consumption.

However, this method still has some shortcomings, such as a low Li recovery rate of
~70%, and the emission of the F-containing gases during the roasting step. In addition,
although our estimation was based on the assumption that graphite is completely converted
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to CO2, transition metals existed in metallic form, and Li is completely converted to Li2CO3
during the roasting step, previous studies showed that considerable carbonaceous materials
remained after roasting [17] and part of the transition metals exists in high valence oxides.
To overcome these issues, roasting the electrode active materials in a reductive atmosphere
can be an attractive solution. In such an atmosphere, the carbon content in electrode
materials can be converted into gaseous fuels (such as H2, CO) or the energy required for
roasting. Besides, cathode materials can be reduced into metals or low valence metal oxides
(e.g., Co or CoO), which consumes much less reductant in the sequential leaching steps.

It should be pointed out that the profitability of the merging methods for LIBs is
also one of the most important issues affecting the commercialization of these methods.
However, the profitability of the LIBs recycling method may vary because of the diverging
emission standards for pollutants and the labor costs of different regions and countries.
Therefore, it is extremely difficult to compare the profitability of the merging methods
for LIBs, and only energy consumption and GHG emissions were compared in this study.
Recently, many novel methods with for industrial spent LIBs recycling also had been
developed [55,56]. For example, the company TOXCO in Canada has adopted liquid
nitrogen freezing crushing and physical separation technology to recycle metals such as Cu,
Fe and Al from spent LIBs, and are reported to be capable of dismantling of 4500 tons of
spent LIBs per year. Duesenfeld GmbH, a company in Germany, proposed a combination
of mechanical, thermodynamic, and hydrometallurgical treatment processes to recycle Ni
and Co from spent LIBs, and the recycling rates of main metals can reach 75%. In addition,
Contemporary Amperex Co. Ltd. (CATL, Fujian, China), one of the biggest lithium-ion
battery manufacturers in China, reported a novel hydrometallurgical process combined
with solvent extraction for recovering cathode materials from spent LIBs, and the recovery
rate of Ni, Co and Mn can reach 99.3%. Lastly, it should be noted that our estimation is
based on our experimental and basic industrial data. Additional steps are still needed to
process the recovered electrode material to achieve the same battery performance as the
virgin materials. Nevertheless, the results can still provide the information on whether the
emerging recycling methods can provide energy and environmental benefits, and which
method is more commercially competitive.

6. Conclusions

In this work, five merging technologies for spent LIB recycling were reviewed and a
quantitative analysis to evaluate the life cycle impacts of these technologies was conducted.
It is shown that the five emerging methods for spent LIB recycling have significant potential
for reducing energy consumption and GHG emissions when only LCO recovery was con-
sidered. Among the five different methods, in-situ RR method consumed the least energy
coupled with the least GHG emissions, showing significant advantages. While, HM-CA
exhibited significant disadvantages, which has about 3.3 times higher energy consumption
than that for in-situ RR method, corresponding to 1.4 times higher GHG emissions. Further
reduction in energy consumption and GHG emission can be achieved if the recycling of
Cu and Al are also taken into account. It is also found that transportation distance has a
significant effect of life cycle impacts of the spent LIB recycling technologies in China. For a
province without recycling facilities, the energy consumption for collection and transporta-
tion would become unacceptably high. We also proposed that further investigation on the
in-situ RR method should focus on the removal of carbonaceous residues and complete
conversion of valuable content into metals or low valence metal oxides.

Supplementary Materials: The following are available online at https://www.mdpi.com/1996-107
3/14/19/6263/s1, Figure S1. Energy and material flows for the collection and transportation phase
of spent LIB recycling system. Figure S2. Energy and material flows in the pretreatment phase of
spent LIB recycling system. Figure S3. Flow diagram of the UHT method. Figure S4. Flow diagram
of the HM-SA method. Figure S5. Flow diagram of the HM-CA method. Figure S6. Flow diagram of
the RR-N2 method. Figure S7. Flow diagram of the RR-Vac method. Table S1: Energy consumption
and GHG emissions associated with different transportation modes. Table S2: Material invento-ries
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for EV LIBs. Table S3: Carbon-containing components in lithium-ion battery cells and their carbon
contents. Table S4: Energy consumption and GJG emissions associated with chemicals used in LIB
recycling. Table S5: GHG emissions associated with different electricity structure. Table S6: Sulfuric
acid leaching conditions for recycling of valuable metals from LIBs. Table S7: Citric acid leaching
conditions for recycling of valuable metals from LIBs.
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Abstract: Organic Rankine cycle (ORC) is considered a promising heat-to-power technology to utilize
waste heat and renewable energy, including solar, biomass and geothermal. However, since the
thermodynamic, economic and environmental performance is usually conflict, the single objective
design could no longer meet the requirements of the ORC system, putting forward urgent requirements
for multi-objective optimization, which has attracted increasing attention with lots of papers published.
However, due to these different decision variables, optimization objectives and approaches, existing
research is significantly different from each other and is difficult to compare without a systematic
summary. Therefore, this paper provides an overview of ORC multi-objective research from three
perspectives: optimization objective, method and optimization parameters. Based on the classification
of different objectives, this work summarizes the involved variables and provides a recommendation
for selecting appropriate objectives in different scenarios. For the optimization method, this work
compares different approaches and reveals their advantages and disadvantages. Finally, the decision
variables are reviewed and classified into four levels. Then the integrated design approach considering
“system-process-component-fluid” is proposed and recommended for further development.

Keywords: multi-objective optimization; organic Rankine cycle; system design; waste heat recovery;
carbon emission; intelligent algorithm; superstructure; fluid design; off-design

1. Introduction

Energy and climate crises are the common challenges facing mankind. Reducing fossil
fuel consumption, increasing the proportion of renewable energy and energy efficiency are
beneficial to realizing carbon neutrality in the middle of this century, which has become the
consensus of the world. Organic Rankine cycle is a widely used power system in utilizing
medium-to-low temperature thermal energy, which could effectively use renewable energy,
including solar energy, geothermal energy, biomass energy and ocean energy [1]. Further-
more, ORC could also recover waste heat resources, including industrial waste heat and
engine waste heat [2]. Therefore, ORC could improve the proportion of renewable energy,
increase energy efficiency and reduce carbon emissions, thereby showing huge application
potential in a low-carbon energy system in the future [3].

In the past decade, ORC has attracted widespread interest from worldwide scholars
with an amount of research conducted. These studies mainly focus on system optimization
design, working fluid selection, cycle configuration improvement, component design and
control strategies, which have made significant progress [4]. Particularly, as the basis of
fluid selection, component design and configuration comparison, system optimization has
attracted the most attention [5]. Early research only aims to optimize a single objective,
usually the maximum thermal efficiency or net output power. As the research develops, the
economic and environmental performance of ORC systems such as the total cost, payback
period (PBP), levelized cost of energy (LCOE), net present value (NPV), total carbon
emission and sustainability indicator (SI) have gradually attracted increasing attention.

Energies 2021, 14, 6492. https://doi.org/10.3390/en14206492 https://www.mdpi.com/journal/energies
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Results show that different optimization objectives are often contradictory and cannot be
optimal simultaneously [6]. Therefore, the multi-objective optimization of ORC systems
was proposed and developed. Up to date, the multi-objective optimization method has
become increasingly popular in ORC system design.

The multi-objective optimization (MOO) means that the number of optimized objec-
tives is more than two, as shown in Equation (1). The N is the number of target variables,
and M is the number of optimized variables, namely the decision variable. Here, g(x) is
the inequality constraint, and h(x) is the equality constraint. Essentially different from
the single-objective optimization, MOO will not result in a single solution, but a series of
trade-off solutions, which is called the Pareto frontier, meaning that no objective could be
improved without sacrificing any other objectives [7,8]. From the mathematic perspective,
all trade-off solutions are equally important in theory. However, a single solution should be
selected to guide the practical engineering according to the preference information, which
is usually characterized as the weight.

min y = f (x) = [ f1(x), f2(x), f3(x) . . . , fn(x)], n = 1, 2, 3, . . . , N
g(x) ≤ 0, i = 1, 2, 3, . . . , I
h(x) = 0, j = 1, 2, 3, . . . , J

x = [x1, x2, x3, . . . , xm], m = 1, 2, 3, . . . , M

(1)

Recently, there have been many researches discussing the MOO in ORC system design.
For instance, Wang et al. focused on maximizing the thermal efficiency and minimizing
the heat exchanger area per power output of the subcritical ORC using the simulated
annealing algorithm [9]. Yang et al. optimized the evaporator/condenser pressure and
superheat degree to minimize the total investment cost and maximize the Wnet, using the
multi-objective Genetic algorithm [10]. Furthermore, the MOO method has also been used
in working fluid selection [11]. Feng et al. carried out a thermo-economic comparison
between pure and mixture fluids in ORC, in which the exergy efficiency and Levelized
energy cost (LEC) are selected as the objective variables [12,13]. Xi et al. proposed a
graphical criterion, namely the Pareto frontier, to distinguish the optimal fluid for waste
heat recovery, in which the exergy efficiency and annual cash flow were considered [14].
Ghasemian et al. compared eight fluids from the perspective of thermal, exergy and cost.
Results indicated that dry fluids have a better performance of costs and exergy efficiency
than wet fluids [15]. Moreover, the MOO method could be used to compare different ORC
architectures. Lecompte et al. explored the specific investment cost (SIC) and total power
output (Wnet) of subcritical and transcritical ORC using the Non-dominated Sorting Genetic
Algorithm II (NSGA-II). Results indicated that subcritical ORC shows lower Wnet but with
better economics [6,16]. Sadeghi et al. compared the simple ORC, parallel two-stage ORC
and series two-stage ORC from the viewpoints of turbine size and Wnet. Results indicated
that STORC outperforms other configurations under the same conditions [17]. Song et al.
compared the subcritical, transcritical, superheated and recuperated ORC considering
the exergy efficiency and payback period Results indicated that the superheating is more
suitable for the fluids with lower critical parameters, while the recuperation is not attractive
under most operating conditions [18].

In general, MOO has been widely applied in ORC, from system design to cycle
configuration and to fluid selection. The involved objectives are also numerous, including
the conventional thermodynamic indicators such as exergy efficiency, power output and
also the economic indicators such as the LCOE and SIC. Moreover, there are also multiple
optimization methods such as the NSGA-II and weighted sum method (WSM). Due to these
different decision variables, optimization objectives and approaches, existing researches are
significantly different with each other and are difficult to compare or evaluate. Therefore,
this work is carried out with two main purposes. The first is to review the optimization
objectives, methods and variables involved in the existing research and summarize the
main findings. The second is to refine further the important issues that deserve additional
attention to provide valuable references for future work.
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Authors searched on the Web of Science using the keywords of “multi-objective”
and “organic Rankine cycle (Including other expressions: multi objective, multi criteria,
bi-objective, tri-objective, Pareto, ORC.)”. Then, based on the searched results, the literature
is further judged whether its focus is on ORC, removing the combined systems such as
CCHP or CHP. Finally, a total of 122 papers are obtained and analyzed in this work, which
are directly related to multi-objective optimization of ORC system design. As Figure 1
shows, most papers are published after 2015, revealing the popular trend of MOO in
system design. There are mainly six chapters in this work. The second section discusses the
optimization objectives from thermodynamic, economic, environmental and safe indicators.
The third section summarizes the popular optimization methods and further compares
their advantages/disadvantages. The fourth section classifies main decision variables from
the system, process, component and fluid level. This work has two main contributions:
(1) Summarize the main progress made in the existing multi-objective research and provide
specific suggestions for selecting optimization objectives and methods in ORC optimization.
(2) Propose a four-level design approach considering “system-process-component-fluid”
aspects, which could design ORC architecture, component structure and working fluid
molecules simultaneously. This approach is expected to improve the overall performance
further and is worthy of future discussion.

 
Figure 1. Timeline of publications from 2010 to 2021.

2. Optimization Objective

Optimization objective is also called the target variable in MOO, referring to the
variables to be maximized or minimized. The earliest and most studied evaluation indicator
is the thermodynamic criterion, including the power output, thermal efficiency and exergy
efficiency. Gradually, the economics attract increasing attention, including the total costs,
area power ratio (APR), electricity production cost (EPC) and the specific investment cost
(SIC) [19,20]. As the climate crisis deepens, the environmental performance has also been
quantified and evaluated in ORC, including carbon emission and sustainability indicators.
Moreover, due to the diversification of ORC application scenarios, some special needs
should be considered. For instance, ORCs deployed on mobile devices to recover exhaust
heat should simultaneously consider the space limitations, equipment weight and safety.
In this section, different indicators in ORC will be sorted out and analyzed.

According to the optimization objective, all 122 papers are counted and classified.
A list of all reviewed papers could be found in the Supplementary Material, and this
section mainly summarizes the key findings. Figure 2a shows the paper number involving
different indicators. Results indicate that the thermodynamic criterion is the most popular
indicator, especially the exergy efficiency, accounting for almost half of all papers. The
economic criterion is followed, including the LCOE, SIC and total cost. In contrast, there
are very few studies on environmental performance, volume, weight and safety. Only nine
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papers calculate the total carbon emission with four papers discussing the sustainability
index. Figure 2b shows the number of objective indicators. The majority of studies (75%)
only focus on bi-objective optimization. 16% of studies focus on tri-objective optimization.
In contrast, only one study discusses the optimization with over five objectives, due partly
to the immaturity of high-dimensional optimization methods, which will be discussed
in Section 3.

Figure 2. Classification and statistical results of optimization objectives.

2.1. Thermodynamic

As the most basic index in ORC, the thermodynamic criterion indicates the system’s
ability to utilize heat sources, which is usually quantified by the power output, thermal
efficiency and exergy efficiency. The basic concepts and equations are listed in Appendix A
and will not be discussed in the main part.

Usually, the designer only chooses one of the power output and thermal efficiency
as the optimization objective, according to the specific application scenario. In terms
of thermal efficiency, it is more popular in solar or biomass ORC since the thermal oil
cycle is usually included. This oil cycle belongs to the closed system defined by Zhai
et al. [21], which is more suitable for efficiency evaluation. In contrast, the power output
is more suitable for an open system, including the industrial waste heat, engine waste
heat, geothermal and other scenarios without oil cycle, as shown in Figure 3. In these open
systems, the outlet heat is directly discharged without being recycled.

Figure 3. Selection of thermodynamic criteria for different heat sources cases.

The traditional exergy loss analysis for each component helps facilitate the optimal
design of the component and ORC system [22]. Furthermore, the advanced exergy analysis
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methods have become increasingly popular in recent years, which decomposes the exergy
loss into endogenous and exogenous parts, thereby determining the possibility of reducing
the loss through technological improvement [23]. Therefore, if the endogenous loss of all
components is summed up, the efficiency improvement limit of the ORC system could
be obtained. For instance, Wang et al. used advanced exergy analysis to estimate the
improvement potential of dual-loop ORC. Results indicated that the high-temperature
turbine is the first component that needs technical modifications [23].

2.2. Economic

In addition to the thermodynamic performance, the economic criterion is also an
important indicator to evaluate ORC performance, which has become a necessary option
for ORC optimization. Up to date, the popular indicators include the indirect indicator,
and direct indicators (total cost, SIC, PBP, etc). Particularly, exergoeconomic analysis is
different from traditional economic analysis and deserves additional discussion.

2.2.1. Indirect Indicator

Indirect indicators do not directly measure the cost or economics of the whole ORC
sysem, but use the parameters such as heat exchanger area to characterize the component
cost qualitatively [24]. The commonly used index includes heat exchanger internal heat
transfer requirement (UA) [25,26], heat exchanger area, turbine size, area to power ratio
(APR) [27] and other indexes.

Specifically, the UA is simple to use since only the heat capacity and temperature
difference are needed without complicated iterative calculation for U. Feng et al. used UA
as an economic evaluation index to evaluate the cost of a supercritical-subcritical ORC in
waste heat utilization [28]. Tiwari et al. optimized the exergy efficiency and the total UA of
the evaporator and condenser. For a known working fluid, the total UA will exhibit the
required area [29]. Further, the heat transfer coefficient U could be calculated to determine
the heat exchanger area based on various heat exchange correlations [30]. Gotelip et al.
designed the heat exchanger to minimize the total heat exchanger area and maximize the
power of ORC in floating product storage offload [31]. The turbine diameter is also selected
as the optimization objective to obtain a smaller turbine size [32]. Bahadormanesh et al.
defined an objective function by dividing the turbine inlet radius by power output [33].
Rahbara et al. minimized the overall turbine size (dmax) for a highly compact ORC layout
applied in diesel truck engines [34]. However, the smaller area or diameter does not
necessarily represent lower costs since the impacts of material, pressure level, component
structure are not considered [35].

These indirect indicators could only characterize the cost of a certain component.
However, they could not represent the overall economy of the overall ORC system. For
different system sizes, the results are difficult to compare, either. Therefore, more direct
indicators are required to represent the costs of the whole ORC system.

2.2.2. Direct Indicator

Direct indicators are much more frequently used in existing research since they are
strictly defined in engineering or economics, including the Total cost, Specific investment
cost (SIC), Payback period (PBP), Levelized cost of electricity (LCOE), Net present value
(NPV) and Internal Rate of Return (IRR), as shown in Table 1. Total cost is the most
basic index to evaluate ORC economics [36], which are mainly calculated using empirical
correlations, fitted from the equipment cost on the market [37]. The two most popular
correlations are from Turton [38] and Smith [39]. In Sun’s work, the carbon emission
costs and water consumption costs were also considered [40]. Based on total cost, SIC
describes the unit cost per power output [41] and has the advantage of easy use and
intuitive comparison between different cases. Sun et al. maximized the exergy efficiency
and minimized the specific power cost, revealing the better performance of double pressure
ORC over traditional ORC [42]. However, SIC does not consider the depreciation, operation
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costs or discount rate [43]. PBP measures the number of years required to recover the total
cost, including the static and dynamic ones. Generally, the dynamic PBP is more usual since
it considers the time value over multiple years. For instance, Wang et al. used dynamic PBP
to evaluate the superiority of the ORC investment plan in engine waste heat recovery [44].
LCOE denotes the cost of unit electricity and could be directly compared with the local
electricity price to represent the profitability. In addition, the comparison between different
energy generating technologies is also convenient, as suggested by Lecompte [6]. It’s worth
noting that many existing researches also use other abbreviations such as EPC or LEC to
represent the cost per power generation, especially in the research of industrial/engine
waste heat [45–47]. In this review, these abbreviations are unified as LCOE.

Table 1. Comparison of different economic indicators.

Indicator Definition Advantage Disadvantage

Ctot Total investment cost Easy to use;
Not consider time

value or
technical criterion

SIC Specific investment
cost

Easy to use;
simultaneously consider

cost and power;

Not consider the
time value

PBP Payback period Consider time value Not consider
system lifetime

LCOE Levelized cost of
energy

Compared with
electricity price to

determine the feasibility

Need to presume
multiple parameters;

significantly affect
the results.

NPV Net present value Intuitively shows the
profitability

Difficult to presume
return rate

IRR Internal rate of return
Not affected by external
parameters; dependent

on the cash flow

Calculation is
complex

The net present value (NPV) intuitively shows the profitability during the lifetime
operation. Hu et al. used NPV to evaluate the total profits of a hybrid geothermal-solar
power system during the 30-year operation [48]. Pirerobon et al. used NPV to evaluate the
profitability of three waste heat recovery units for offshore platforms [49]. However, the
expected discount rate should be defined in advance, which is related to the company’s
lowest investment rate of return and is usually difficult to determine. In contrast, IRR
has an outstanding advantage in that it depends entirely on investment cash flow and is
not affected by external parameters, including the discount rate [50]. However, IRR only
represents a ratio rather than an absolute value. When the project scale is large, a low
IRR may also result in large profits. Therefore, it is suggested that IRR and NPV should
be simultaneously considered when comparing different schemes. In general, authors
recommend the direct indicators in ORC design, especially the LCOE, NPV and IRR, which
describe the lifetime economy of the entire system, rather than individual component or
static periods.

2.2.3. Exergoeconomic Analysis

Exergoeconomic analysis combines advanced exergy analysis and economic analysis,
aiming to explore the relative importance of each component in the design of the ORC
system [51]. Different from the normal economic analysis, exergoeconomic analysis also cal-
culates the exergy cost rate when considering the equipment cost and operation cost [52,53].
Özahi et al. calculated the capital cost rate of components using the SPECO method to
determine the optimal fluid from toluene, MDM, D4 and n-decane [54]. Behzadi et al.
identified the relative cost importance of each component and designed a cost-effective
ORC system for waste recovery. Results indicated that R123 is the best working fluid from
exergy efficiency and total production cost [55].
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2.3. Environmental

The research on environmental performance started later than thermodynamic and
economic performance. The most studied environmental performance is the carbon emis-
sion. Moreover, there are also some studies on sustainability indicators (SI) [56].

2.3.1. Carbon Emission

Carbon emission is the most intuitive and commonly used environmental indicator.
The emissions of ORC system involve all processes through the whole life cycle, including
production, transportation, operation and recycling. Specifically, the emission sources
include: (1) the process of manufacturing the components, (2) leakage of organic fluids in
operating process, (3) replacement of coal/natural gas using ORC. Some researches also
discuss the impact of recycling water on carbon emission [57]. Moreover, the methane also
results in the greenhouse effect, which could be converted into carbon emissions using
coefficients. Common analysis method includes the Total equivalent warming impact
(TEWI) method, Life cycle climate performance (LCCP), life cycle analysis (LCA) and
carbon emission coefficient method, which are described in detail:

(1) Total equivalent warming impact (TEWI)

TEWI method is a measure of the greenhouse gas emissions, with the advantages
of simple calculation and easy application. TEWI is mainly composed of two parts [58]:
(1) direct emission: emissions caused by fluid leakage and end-of-life recovery. (2) Indirect
emission: energy saving due to ORC power. Yang et al. introduced an extended TEWI
method to evaluate the impact of refrigerants on climate change, considering that the
generated power of ORC could compensate for the warming relief [58].

(2) Life cycle climate performance (LCCP)

LCCP is developed based on the TEWI method, which considers chemical manufac-
turing and end-of-life disposal compared with TEWI, as shown in Zhang’s work [36]. The
diagram of LCCP is shown in Figure 4.

(3) Carbon coefficient

 
(a) (b) 

Figure 4. Diagram of LCCP (a) and LCA (b) method.

The carbon coefficient method is a general method for direct multiplication coefficient
to calculate carbon emissions. For instance, power generation could multiply a coefficient
to estimate carbon emissions [23]. Xia et al. calculated the warming value considering the
conversion factor of CO2, CO and CH4 based on coal-fired power plants [59].

(4) Life cycle analysis (LCA)

LCA is a standardized method based on ISO 14,044 [60], which could evaluate the
environmental effects in each stage during the life cycle, including the construction, op-
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eration, maintenance and disposal [61]. Herrera et al. assessed the exergo-environmental
performance of the waste heat recovery systems with simple and regenerative ORC. Re-
sults indicated that toluene presented the best efficiency and lower climate effects with
0.00181 kg CO2 eq·kWh−1 [62].

Table 2 summarizes related researches on carbon emission. Results show that ex-
isting studies usually calculate emission from two or three categories. However, no re-
search has considered all factors simultaneously, which may underestimate the ORC’s
environmental performance.

Table 2. Typical references involving carbon dioxide emission.

Reference Method CO2 Source

CH4

Equivalence
Component
Construction

Working
FLUID
Leakage

Power
Reduction

Other

Wang et al. [23] Carbon
coefficient

√ √ √

Herrera et al. [62] LCA
√ √ √

Xia et al. [59] Carbon
coefficient

√ √ √

Zhang et al. [36] LCCP
√ √ √

Yi et al. [63] LCA
√ √ √

Martinez et al. [57] TEWI
√ √ √ Water con-

sumption

Kalikatzarakis et al. [64] Carbon
coefficient

√ √

2.3.2. Exergoenvironmenal Analysis

Exergoenvironmenal analysis has a similar principle to advanced exergy analysis by
linking the environmental impact with the energy flow and internal inefficiency, which is
different from the direct calculation of carbon emission [53]. Fergani et al. compared three
fluids in cement industry ORC by taking the exergy efficiency, cost and environmental
impact per exergy unit of the net produced power as optimization objectives. Results
indicated that benzene is the best from an exergo-environmental point of view [65].

2.3.3. Sustainability Index (SI)

The definition of SI is the ratio of exergy loss rate to the exergy decline of heat source
(water, exhaust gas), which is used to evaluate the impact of ORC on the environment [66].
The key idea is to improve the exergy efficiency, reduce the emitted heat and alleviate the
damage to the environment [67]. A lower SI means a smaller impact [68].

2.4. Other

In addition to the thermodynamic, economic and environmental indicators, there are
also other evaluation indicators, including system volume, weight and safety.

2.4.1. Volume

ORC could be used on mobile vehicles and marine scenarios. Due to the limited space,
ORC volume is a very important factor in these scenarios. Many researchers focus on the
volume of the heat exchanger since it is the largest component in the ORC system. For
instance, Xu et al. [69], Baldasso et al. [70], Liu et al. [71], Barbazza et al. [72] optimized the
system parameters and structure by taking the heat exchanger volume as the optimization
objective. Moreover, some researchers also consider the volume of turbines, feed pumps
and auxiliary equipment [73]. Based on each component’s structure, related empirical
correlations could also be used to calculate the volume [74].
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2.4.2. Weight

Similar to the volume, the weight of the ORC system is also an important factor in
mobile vehicles. Imran et al. [73] and Pierobon et al. [49] used correlation equations to calcu-
late the weights of turbines, heat exchangers, feed pumps, pipes, instrumentation/control
systems and other auxiliary components. Then an additional mass of 10% is supplemented
to represent the mass of storage tanks. Finally, the total weight is selected as one of the
optimization objectives. More detailed equations could refer to these references.

2.4.3. Safety

Safety is a very important index in all application scenarios but is seldom discussed.
Safety mainly refers to the risk of workers when exposed to the ORC environment, which is
usually measured by the individual risk [57]. These risks are mainly caused by the leakage
of flammable and toxic working fluids and high-pressure pipes. There are special methods
for quantitative safety assessment, such as the Quantitative Risk Analysis (QRA).

Lee et al. simplified the QRA method and focused on the riskiest part, namely the
pipeline between the feed pump and evaporation, since the pressure is the highest in this
process [75]. The authors focused on source modeling, dispersion modeling and fire event
modeling, and used the concept of risk distance to characterize the ORC safety. In addition,
some scholars directly optimize the ORC system from the perspective of fluid design to
minimize the flammability, thereby improving ORC safety. Papadopoulos et al. researched
the molecular design of mixed fluids by minimizing the flammability of two pure fluids
using the group-contribution method [76].

2.4.4. Stability

Most of the aforementioned studies only discuss a single working condition. During
the practical operation, the ORC system always deviates from the design condition due
to the influence of solar radiation, wind speed and ambient temperature. Therefore,
some scholars take the power fluctuation as the optimization objective, and minimize the
fluctuation range as small as possible by parameter optimization.

Li et al. focused on solar-based ORC and selected the fluctuation of output (W·min−1)
as the optimization objective [77]. Results indicated that a larger energy storage capacity
could reduce power fluctuation, but will significantly increase the costs. Bufi et al. focused
on maximizing the thermal efficiency and minimizing its variance [78]. Zhang et al.
proposed a multi-objective estimation of distribution algorithm to keep superheat following
a target value by controlling the pump speed [79].

3. Optimization Method

Multi-objective optimization method is essentially different from single-objective op-
timization. A single optimal solution could be obtained in single-objective optimization.
However, different indicators compete with each other, and there is no unique optimal
solution in multi-objective optimization (MOO), which is also more complex and time-
consuming to converge. MOO is usually divided into the Priori method and No preference
method. Further, the Priori method could be divided into the Apriori method, interactive
method and Aposteriori method, according to whether the preference information is deter-
mined before, during or after the optimization process, as shown in Figure 5. At present,
the Apriori method and evolutionary algorithm method are widely used in ORC, including
the linear weighted sum method (WSM), ε-constraint method and smart algorithms such
as NSGA-II, MOPSO and etc.
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Figure 5. Multi-objective optimization methods.

This work has summarized the application of these methods in the ORC MOO appli-
cation, as shown in Figure 6 [7,80]. Results show that, from the perspective of optimization
methods, many interesting methods have not been applied in ORC, including the inter-
active methods that could feedback the decision makers’ preferences during the design
process. Applying these methods may make the system design more in line with the needs
of designers and engineering projects, thus worth future exploration.

Figure 6. Statistical results of optimization methods.

In particular, MOGA and NSGA-II are both developed from the single-objective
Genetic algorithm and are not distinguished in many previous researches. Therefore, this
review uses NSGA-II to represent these two methods. Results show that NSGA-II is the
most popular algorithm, accounting for about 66% of all existing studies. The second
popular method is WSM, which accounts for 16%. Other methods such as MOPSO and
ε-constraint method only account for 18%. Therefore, this work will take WSM, ε-constraint
and intelligent algorithm as examples to introduce the principle and application in detail,
and compare the advantages and disadvantages of each method.

3.1. Weighted Sum Method (WSM)
3.1.1. Principle

WSM combines multiple target variables into a single one according to a certain
weight ratio, thereby transforming the multi-objective optimization problem into a simpler
single-objective optimization problem [81], as shown in Equation (2).

f (x) = ω1 f1(x) + ω2 f2(x) + . . . + ωN fN(x) (2)
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where w represents the weight factor, ranging from 0 to 1. The sum of all factors is 1.
WSM has a simple principle and is easy to use. There is no theoretical upper limit to

the number of optimization objectives. Thus 2, 3, 5 or even more than 10 objectives could
be combined into one [82]. For instance, Arasteh et al. combined the thermal efficiency and
exergy efficiency into one objective function with each factor’s contribution of 0.5. Then
the Genetic Algorithm is used to solve this optimization problem [83]. Zhu et al. combined
the exergy efficiency and the heat exchanger area per power output into one function.
Then the optimization is conducted to determine the optimal evaporation temperature,
condensation temperature and working fluid [84]. In addition to the Genetic algorithm,
the PSO could also be used to solve this single-objective problem [71].

3.1.2. Methods to Determine the Weight

WSM is a priori method with the weight and preference being determined before
optimization. Thus a consequent problem is: how to determine the weight factor of
each target variable? In many previous studies, the weight factor is directly assumed.
For instance, the weight is usually set as 0.5:0.5 [83,85] or 0.6:0.4 [56] when two target
variables are used. When four target variables are considered, the weight is usually set as
0.1:0.2:0.3:0.4 [86]. This direct assumption usually only considers typical weight scenarios
but is too subjective and does not consider the characteristics of each target variable.
Therefore, in some researches, the weight factor is not subjectively determined by the
designer, but using other mathematical models to calculate the coefficient according to each
variable’s characteristics. The typical methods include: the α-method, Analytic Hierarchy
Process (AHP), and Grey relational analysis (GRA) [87].

(1). α-method

α-method calculates the weight factor by considering the magnitude and the range of
each optimization objective. A variable with a larger range will have a larger weight to
ensure that two indicators have similar magnitudes after multiplying the weight [68,88].
This method is usually used for bi-objective optimization, in which the weight factor could
be calculated by:

ω1 =
f max
2 − f min

2
( f max

1 − f min
1 ) + ( f max

2 − f min
2 )

, ω2 =
f max
1 − f min

1
( f max

1 − f min
1 ) + ( f max

2 − f min
2 )

(3)

α-method is simple and easy to use. However, the maximum and minimum value of
two optimization objectives should be determined in advance, which could be calculated
through four single-objective optimizations, thereby significantly increasing the calcula-
tion complexity. For instance, Kazemi et al. firstly determines the weight coefficients of
exergy efficiency and SIC using the α-method, and then explores the effects of system
parameters [89].

(2). Analytic Hierarchy Process method (AHP)

The AHP method is a kind of multi-criteria decision-making method, which divides
complex problems into orderly levels to make them organized. Then the importance of
each element is quantitatively compared and described, which could be used to calculate
the weight factor of each variable, as shown in Figure 7 [90].

Zhang et al. discussed four target variables, including power, thermal efficiency,
exergy efficiency and carbon emission by dividing these variables into four levels: energetic,
exergetic, economic and environmental criteria. Then the author used nine absolute
numbers (1–9) to indicate the importance intensity (equal, moderate, strong, extreme
importance and etc.) and construct the judgment matrix [36]. It is worth noting that
different indicators should be dimensionless.
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Figure 7. Diagram of AHP method.

(3). Taguchi method

Taguchi method is a statistical method to obtain the importance of different factors
to the objective function, which could be used in the experiment, theory and numerical
simulation [91]. Bademlioglu used this method to explore the impact of changes in different
ORC parameters on system thermal efficiency and exergy efficiency. The author first used
this method to obtain an orthogonal array of optimization objectives (thermal and exergy
efficiency). Then this array is converted into a signal-to-noise (S/N) ratio in 27 cases.
Consequently, the weight factors could be calculated as 52.61% and 47.38% [91].

3.2. ε-Constraint

The core idea of the ε-constraint method is to regard a single indicator as the opti-
mization objective and convert other objectives into constraints, thereby transforming the
multi-objective optimization problem into a single-objective optimization problem. Differ-
ent from the WSM method, ε-constraint could deal with the non-convex problems [63].

min fi(x)
f j(x) ∈ ε j(j = 1, 2, . . . , M, j �= i) (4)

Multiple calculations could result in a relatively complete Pareto frontier. However,
Figure 8 shows that if the ε is too small, f 1 may exceed the feasible region, resulting in
non-convergence. If ε is too large, there will be more feasible solutions, resulting in lower
convergence speed. Therefore, some prior knowledge is often needed to determine a reason-
able range of ε. For instance, Yi et al. firstly conducted two single-objective optimizations
to determine the lower and upper bounds. Then authors implemented the ε-constrained
method to solve this multi-objective optimization problem in GAMS 23.6 [63].

 
(a) (b) 

f

f

f

f

Figure 8. Schematic diagram of the weighted sum method (a) and the ε-constraint method (b).
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3.3. Intelligent Algorithm

Regardless of the WSM or the ε-constraint method, there is either the invalidity of the
non-convex problem or the requirement for prior information, resulting in limitations to
practical application. As the algorithm develops, some intelligent optimization algorithms
with wider applicability have been gradually developed and improved, which have been
widely used in different fields.

Popular intelligent algorithms include the NSGA-II [33], MOPSO [92], MOEA [93].
Non-dominated Sorting Genetic Algorithm II (NSGA-II) is an improved algorithm for
NSGA based on GA’s selection, crossover and mutation ideas, which was proposed by Deb
in 2001 [94] It is worth mentioning that the gamultiobj function embedded in the Matlab
toolbox is also a modified version of NSGA-II. Therefore, this review uses NSGA-II to
simultaneously characterize the method of self-programming or calling the Matlab toolbox.
The multi-objective particle swarm optimization (MOPSO) algorithm was proposed by
Carlos A. Coello in 2004 for multi-objective optimization based on the PSO algorithm [95],
which simplifies the crossover and mutation process and shortens the convergence time.
The disadvantage of PSO is that it is easy to fall into local optimization, resulting in low
convergence accuracy and poor solution diversity. Multiobjective Evolutionary Algorithm
Based on Decomposition (MOEA/D) transforms the multi-objective optimization into a
single-objective problem with the advantage of lower computational complexity [96]. The
disadvantage is that the weight vectors need to be set artificially, which will determine the
quality of the final solution [96].

In addition to the intelligent algorithms mentioned above, there are also other algo-
rithms applied in ORC, including the multi-objective heat transfer search (MOHTS) [97], Ar-
tificial Cooperative Search (ACS) [98], multi-objective grey wolf optimizer (MOGWO) [99],
multi-objective firefly algorithm (MOFA) [33], artificial bee colony algorithm (ABC) [100]
and simulated annealing (SA) [101]. Even though these methods are rarely used, it will
still be a very interesting topic to compare these different methods. However, for high-
dimensional optimization with 4 or more objectives, these intelligent algorithms are cur-
rently ineffective since the calculation time will increase significantly and the solution is not
accurate, either. Therefore, WSM method is recommended for three or more optimization
objectives, as shown in Table 3.

Table 3. Comparison of different multi-objective optimization methods.

Optimization Method Advantages Disadvantages Recommended Scenario Case

Weighted sum method
·Simple, easy to use
·could include multiple
objectives (>10)

·Pareto is not uniform
·cannot tackle the nonconvex
problem
·need normalization for
objectives

Ns ≥ 4 [20]

ε-constraint ·could tackle the
nonconvex problem

·calculation time varies for
different formulations
·Pareto is not uniform
·epsilon is difficult to
determine

- [63]

Intelligent algorithm
·could tackle the
nonconvex problem
·Pareto is uniform

·only include several objectives
(<4)
·time consuming
·multiple adjustable
parameters

Ns ≤ 3 [44,102]

3.4. Decision Making

The multi-criteria decision-making method (MCDM) develops from scheme sorting
in operations research and is also used to select the optimal solution from the Pareto in
the MOO of ORC. This decision-making process selects the optimal solution for design
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guidance according to the decision maker’s preference [103]. In ORC optimization, the
typical MCDM methods include TOPSIS, LINMAP, Shannon entropy, GRA, fuzzy set
theory, etc. The differences between these methods lie in the definition of the optimal
solution. For instance, LINMAP only requires the solution closest to the ideal one [104],
while TOPSIS requires the solution closest to the ideal solution and the farthest from the
non-ideal one at the same time [105,106]. The Shannon entropy method could measure the
uncertainty with information sources using the probability theory [107]. The key point is
that the objective with a sharp distribution will have lower importance compared with
that following the biased distribution [13]. As a part of grey system theory, grey relational
analysis defines the black area, white area and grey area [108]. Theoretically, this analysis
proposes a dependence to measure the correlation degree of factors, meaning that more
similarity leads to more factor correlation [40].

Statistical results in Figure 9 show that nearly half of the multi-objective optimization
studies use the MCDM method to determine the optimal solution. TOPSIS is the most
popular approach, accounting for over 60%. LINMAP comes next, accounting for about
35%, while Shannon entropy and GRA methods are relatively less used. Since these
MCDM methods have various concepts and usually lead to different final solutions, some
researchers propose to apply multiple methods simultaneously and then determine the
final solution using the aggregation method, which may improve the robustness of the
decision-making process [13,90,103]. Detailed descriptions are shown in Table 4.

 
Figure 9. Statistical results of MCDM applied in ORC.

Table 4. Descriptions of different MCDM methods.

Refs. Method Principle Calculation

[109–111] LINMAP Closest to the ideal solution di+ = S∗
i =

√
N
∑

j=1
(Vij − V∗

j )
2

[112–114] TOPSIS
Closest to the ideal solution.
Furthest to the non-ideal
solution.

di− = S−
i =

√
N
∑

j=1
(Vij − V−

j )
2C∗

i = di−
di−+di+

[13,107] Shannon entropy A sharp distribution leads to
lower importance SEj = − 1

ln(n)

n
∑

i=1
Pij ln Pij

[40,44,59,108,115] Grey relational analysis More similarity leads to more
factor correlation ξi(k) =

min(Δi(min))+ρmax(Δi(max))
|x0(k)−xi(k)|+ρmax(Δi(max))
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4. Optimization Parameter

During the MOO process, many ORC parameters could be optimized. The most popu-
lar ones are evaporation pressure, superheat, condensation pressure and other parameters,
which all belong to the system level. In addition, there are also some parameters at the
component level and working fluid level that could be optimized, which will be discussed
in detail in this section.

4.1. System Level

System-level optimization parameters mainly include the evaporating pressure/
temperature, condensing pressure/temperature, subcooling and superheating. Under
given conditions of heat source, the efficiency and net power output of ORC could be
calculated according to the above system-level parameters. For the transcritical ORC, the
superheat degree is not required, but the evaporation pressure and turbine inlet temper-
ature should be determined at the same time [6,52]. For other new architectures such
as dual-pressure evaporation ORC and two-stage ORC, the optimized parameters are
more but are similar to the simple cycle [116]. System-level parameters are the most basic
parameters of ORC, which are involved in almost all ORC optimization researches and will
not be discussed in detail.

4.2. Process Level

Process-level design mainly refers to the design of cycle processes and system config-
urations, such as the conventional subcritical cycles, transcritical cycles, two-stage cycles,
multi-pressure evaporation cycles. Most of the existing researches select the configura-
tion by directly comparing the Pareto frontier of different forms through multi-objective
optimization. However, this comparison could only study simple and several configura-
tions. When there are multiple possible configurations, the computational complexity will
increase sharply. Superstructure optimization could discuss various alternative configu-
rations by analyzing the process stream, thereby parameterizing the ORC process design.
Then the intelligent algorithms could be used to quickly solve the problem and obtain the
best system structure and process, as shown in Figure 10. Kermani et al. [117] conducted
a superstructure modeling for ORC systems driven by industrial waste heat, including
regenerative, superheating, turbine-bleeding, reheating, multi-stage and transcritical cycles,
etc. The multi-objective optimization is carried out with the net power output and total
cost as the objective. Results indicate that the coupling of multiple forms results in better
economics and thermodynamic performance.

T

s

Figure 10. Multi-objective optimization of the ORC superstructure.
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4.3. Component Level

In addition to the system-level and process-level parameters, the parameters at the
component level also have a very significant impact on ORC performance. Key ORC
components include the turbine, evaporator, condenser and feed pump. Up to date, most
existing studies focus on the heat exchanger or the expansion device. The heat exchangers
mainly include the shell-and-tube heat exchanger, plate heat exchanger and tube-fin heat
exchanger. The expansion device mainly includes the radial turbine, axial turbine and
scroll expander [118]. It is worth mentioning that no multi-objective optimization on the
feed pump is discovered in this literature review. Part of the reason may be that the cost of
the feed pump is much lower than that of the turbine or heat exchanger. However, as one
of the key components in ORC, the efficiency of the feed pump has a significant impact
on system efficiency and operational stability. Therefore, the structural design of the feed
pump could be further discussed in the future.

(1). Heat exchanger

The heat exchanger is an important and also the largest component in ORC, including
the evaporator, condenser, regenerator, preheater and superheater. The structure design of
the heat exchanger is beneficial to reducing the exergy loss, improving system efficiency
and increasing the safety and stability of ORC operation. Generally, the heat exchanger
includes shell-and-tube, plate, tube-fin and plate-fin type [106,119,120]. The structure and
optimization parameters of different heat exchanger types are also different, as shown
in Table 5.

Table 5. Comparison of different heat exchangers.

Type Advantages Disadvantages
Application
Scenario

Shell-and-tube Mature, lower cost,
long life

Large volume, low
heat transfer
coefficient

For liquid-liquid heat
exchange

Plate

High heat transfer
coefficient, low heat loss,
compact structure, small
volume

Poor sealing, only
low pressure, higher
flow resistance

For liquid-liquid and
liquid-gas exchange

Tube-finned
High heat transfer
coefficient, compact
structure

Complex structure,
expensive

For liquid-liquid and
liquid-gas exchange

Plate-finned
High heat transfer
coefficient, compact
structure

Easy to block, poor
resistance to
corrosion

For liquid-liquid,
liquid-gas and
gas-gas exchange

In terms of the shell-and-tube heat exchanger, the optimization parameters mainly
include the tube diameter, shell diameter, baffles spacing, tube number and tube length. In
terms of the plate exchanger, the popular decision variables include the plate number, plate
length, plate thickness, plate spacing, channel length, channel width and pass number.
More detailed parameters are shown in Table 6.

(2). Expansion device

The expansion device is the key component in ORC, which could be divided into
the turbine, scroll expander and screw expander according to the power range. Ref. [118]
introduces the categories and applications of different expansion devices in ORC. This work
aims to reveal the parameters and turbine types in multi-objective optimization. According
to the literature, most existing researches focus on radial turbine but pay little attention to
other turbine types. The popular decision variables include the expansion ratio, specific
speed, blade angle, blade height, radius ratio and flow coefficient. For an axial turbine,
only Schilling et al. [121] have optimized the turbine stages but not discuss other structural
parameters such as inlet angle and turbine size. For the positive displacement shown in

70



Energies 2021, 14, 6492

Figure 11, both scroll expander and screw expander are more suitable for medium and
small-scale ORC systems. However, there is currently no published work on incorporating
expander structure parameters into the multi-objective optimization of ORC, which is
worthy of further research.

 

Figure 11. Type of expansion devices in ORC multi-objective optimization.

Table 6. List of the reference focusing on the component level.

Component Type Year Author Optimized Parameter

Heat exchanger Shell-and-tube 2021 Turgut et al. [22,98]
Outer tube diameter, shell diameter,
baffles spacing, number of tube passes,
tube arrangement.

double-pipe tubular 2019 Van Kleef et al. [122] Working fluid velocities
Tube-finned,
plate-finned 2019 Holik et al. [123] Length, width, height.

Tube-finned 2019 Baldasso et al. [70]
Inner tube diameter, tube length, fin
height, fin thickness, fin spacing,
transversal pitch

Shell-and-tube 2019 Baldasso et al. [70] Inner tube diameter, tube length,
baffle spacing

Tube-finned 2017 Liu et al. [71] Inlet radius on tube, Inlet radius on
shell, fin eight, fin thickness, fin spacing.

Shell-and-tube 2016 Andtreasen et al. [11] Inner tube diameter, number of tubes,
Baffle spacing

Plate 2015 Lecompte et al. [6] Number of passes

Plate 2015 Kalikatzarakis et al. [64] Number of plates, plate thickness, plate
length, channel length, channel width

Plate 2015 Imran et al. [124] Channel length, channel width,
plate spacing

Shell-and-tube 2014 Pierbon et al. [49] Inner tube diameter, tube length,
number of tubes, baffle spacing

plate-finned 2014 Pierbon et al. [49] Fin height, fin frequency, fin length,
number of plates, flow length

Plate 2014 Barbazza et al. [72] Plate width, channel spacing, number of
channels, number of passes

Plate 2013 Wang et al. [125] Plate length, plate width,
channel distance

Shell-and-tube 2013 Pierbon et al. [74] Outer diameter, tube pitch,
baffle spacing
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Table 6. Cont.

Component Type Year Author Optimized Parameter

Turbine radial 2021 Li et al. [126] Expansion ratio, specific speed

radial 2021 Alshammari et al. [127] Rotor blade angle, exit vane angle, blade
thickness, vane thickness

radial 2020 Jankowski et al. [128] Specific speed
radial 2019 Palagi et al. [129] Specific speed, specific diameter
radial 2019 Bekiloglu et al. [32] Specific speed, radius ratio
axial 2017 Schilling et al. [121] Turbine stages

radial 2017 Bahadormanesh et al. [33]
Velocity ratio, rotational speed, inlet
flow angle, radius ratio, meridional
velocity ratio

radial 2017 Al Jubori et al. [130] Flow coefficient, nozzle radius ratio,
rotor radius ratio, Rotational speed

radial 2015 Rahbara et al. [34] Expansion ratio, rotational speed, flow
coefficient, radius ratio

radial 2015 Erbas et al. [131]
Flow coefficient, inlet blade height, inlet
flow angle, exit flow angle, number of
blades, meridional speed ratio

4.4. Fluid Level

Different organic working fluids significantly affect ORC performance. Therefore,
determining a suitable working fluid from diverse types of fluids is particularly important
for the practical application of ORC. In general, the current research on the selection of
working fluids is divided into two levels. The first level is to compare the ORC performance
when using different working fluids directly. The second level is to design the working
fluid, that is, the working fluid is parameterized using the equation of state or the molecular
group. Therefore, the second level is not limited to existing organic fluids, but can also
calculate the ORC performance using potential working fluids in the future. This section
will introduce the research status of these two fluid levels.

4.4.1. Selection from Limited Fluids

Most researches are based on comparing existing working fluids, including the pure
fluids or mixtures. The typical approach is to construct the ORC model and calculate system
performance, in which the physical property is obtained from software such as REFPROP
or CoolProp. This method has the advantages of simplicity and high accuracy since most
of the physical parameters in REFPROP have been verified and fitted by experiments.

(1) Pure fluids

The optimization of pure fluid is mainly reflected in the comparison of ORC perfor-
mance using different fluids but does not discuss or design the fluid itself. Therefore, the
pure fluid will not be expanded in detail in this work. For more discussion, please refer to
the existing literature [132].

(2) Mixture

Due to the temperature slide during the phase change process, zeotropic mixtures
could obtain a better temperature matching with heat/cold source, thereby reducing the
heat loss in the heat exchanger and improving system performance. Different composition
ratios could result in different temperature slides. Thus the design of zeotropic mixture
mainly focuses on optimizing the component ratio, especially the ratio of binary mix-
tures [133]. However, the application potential of ternary or quaternary mixture is less
discussed and could be explored in the near future.

4.4.2. Fluid Design

Even though the comparison of existing fluids is easy to conduct, it is usually difficult
to determine the optimal fluid from diverse working fluids since the calculation process
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needs to be repeated many times, which significantly increases calculation time. Moreover,
the direct selection of working fluids can only be based on existing working fluids. These
diverse fluids usually have different critical temperatures, critical pressures, flammability
and toxicity, which are difficult to quantify and compare with each other. Therefore, some
researchers propose to incorporate the fluid characteristics into the design optimization of
the ORC system, which is usually called computer-aided molecular design (CAMD) [122].
Currently, there are two popular molecular design methods. One is the contribution
group design method, which calculates the physical properties of fluid by determining its
chemical structure through the contribution group design. The other approach is to use
the general equation of state (EOS) to parameterize the working fluid by characterizing
the physical properties of the working fluid with critical temperature, critical pressure and
eccentricity factor [134]. Consequently, the fluid characteristics could be included in the
optimization process. In this section, the two methods will be introduced.

(1) Group-contribution method (GCM)

The principle of GCM is that through the combination of different structural groups
(—CH3, =CH-), any kind of organic fluid can be constructed theoretically. As shown in
Figure 12, popular organic fluids in ORC such as R601a and R134a can be represented using
the combination of common structural groups [135]. Using this principle, the physical
properties of the working fluid are determined by the number of each group and its
contribution ratio. In this GCM method, the contribution of each group is considered the
same, regardless of the specific spatial structure and location. Therefore, the GCM method
can predict the physical properties of both existing working fluids and also unknown fluids.
GCM has a much faster calculation speed than CCM but has less accuracy.

 
Figure 12. Diagram of the group-contribution method (GCM).

Papadopoulos et al. used the GCM method to generate a series of ORC candidate
fluids, including existing fluids and also novel fluids. Then the optimal fluid is selected
considering the requirements of safety and environmental performance [76,136,137]. Van
Kleef et al. used the GCM method to estimate the critical physical properties and transport
properties of the working fluid. Then the authors used a multi-objective optimization
method to optimize the thermodynamic and economic performance simultaneously, and
explored the optimal working fluid design in different heat source conditions [122]. More-
over, Su et al. reviewed the application of the GCM method in ORC and summarized the
commonly used equations for predicting different macroscopic parameters of working
fluids, such as boiling point, critical physical properties, transport properties, flammability
and toxicity [135].
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(2) Equation-of-State method (EOS)

The equation of state method uses a few parameters, including the critical parameters
and eccentricity factors, to calculate the basic and transport properties of a certain working
fluid. In this way, the fluid properties and the thermodynamic and economic performance
of the ORC system could be calculated. In traditional physical property software such
as REFPROP, although high-precision multi-parameter equations of state can be used to
accurately obtain the thermophysical properties of the working fluid, these equations have
many adjustable parameters and require a large number of experimental fittings. The
forecast for novel fluids is not precise enough for ORC performance prediction. In contrast,
the general-purpose state function is simpler and has fewer parameters, which can be more
reliably extended to unknown working fluids, as shown in Figure 13 [134,138].

T p w k k

Figure 13. Schematic diagram of EOS method in ORC optimization.

Yang et al. proposed a corresponding states model to predict the fluid properties
using five parameters: critical temperature, critical pressure, acentric factor, molar ideal gas
isobaric heat capacity and temperature gradient [134]. In this way, different working fluids
could be parameterized. The authors compared 13 common existing fluids and obtained
the thermodynamic performance limit, which characterizes the best performance that can
be obtained by improving the working fluid under ideal conditions.

(3) Computational chemistry method (CCM) method

In addition, there is a computational chemistry method (CCM) from the view of
autom, which has a too long convergence time (usually from hours to days for a molecular
structure). Therefore, this CCM method is not currently suitable for fluid design in the
ORC system [135]. Comparison of three CAMD methods is shown in Table 7.

Table 7. Comparison of three computer-aided method for property prediction.

Method Advantages Disadvantages
Appropriate for Cycle
Optimization?

References

CCM Accurate
Time consuming,
(hours to days for
one molecule)

× [135,139]

GCM
Wide range,
efficient for new
fluids

Less accurate
√

[76,122,136]

EOS Quite accurate May be inefficient
for new fluids

√
[134]
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5. Discussion and Future Outlook

The single-objective optimization could no longer meet the requirements from the
increasingly serious climate crisis, different technical requirements and rich application
scenarios. Instead, the thermodynamic, economic, environmental and other performance
should be considered simultaneously, which, however, usually conflict with each other.
Thus it is difficult to obtain a unique optimal solution, proposing challenges to ORC multi-
objective optimization. In recent years, there have been increasing studies involved in
multi-objective optimization and discussing the ORC design. Correspondingly, multi-
objective optimization has also become increasingly popular and gradually become a
typical method for system design.

5.1. Discussion

In general, existing research has made significant progress, which could promote
the development of many new indicators or methods and lay the basis for the practical
application of the ORC system. The progress could be divided into the following areas:

5.1.1. Optimization Objective

The optimization objectives of the ORC system have been greatly enriched, including
the thermodynamic, economic, environmental indicators, as well as the system weight,
volume, safety and stability, which provide valuable guidance for the design and operation
of ORC system. Different indicators have their advantages, disadvantages and application
scopes, which are also summarized in this article. However, most of the existing research
focuses on thermodynamic performance, followed by economic performance, and less
attention to other properties. Especially when the climate issue becomes increasingly
important, the research on the environmental protection performance of the system, the
role of emission reduction, and the positioning of the ORC system in low-carbon energy
scenarios are still insufficient.

In terms of selecting the optimization objective, unless specific preferences are required,
authors are recommended to consider the thermodynamic, economic and environmental
performance simultaneously. Other indicators such as safety could be represented by the
working fluids. For each category, a single indicator could be selected according to the
practical application scenario, as shown in Table 8. The power output and thermal efficiency
are recommended for thermodynamic performance. Particularly, the power output is more
suitable for geothermal, waste heat scenarios, which does not include the thermal oil cycle.
In contrast, the thermal efficiency is more suitable for solar, biomass scenarios with oil
cycles. In terms of the economic criterion, LCOE and IRR are recommended since these
two indexes are independent of system size. The calculation of IRR is based on electricity
price, thereby being more suitable for the region with a benchmark price. In contrast,
LCOE describes the electricity price and is more suitable for the region with the electricity
market. Particularly, LCOE is applicable for engine waste heat recovery in cars or marine
applications since the electricity is usually consumed locally and not sold to the grid.
Moreover, the system volume and weight should also be considered in these waste heat
scenarios since the volume is very limited.

Table 8. Recommended optimization objectives for different ORC applications.

Application Electric Market Electricity Benchmark Price

Geothermal, industrial
waste heat W + LCOE + Carbon emission W + IRR + Carbon emission

Solar, biomass (with oil
cycle)

ηth + LCOE + Carbon
emission ηth + IRR + Carbon emission

Engine waste W + LCOE + Carbon emission + Volume + Weight

Specifically, for calculating the carbon emission, the combination of LCA and the
carbon coefficient method is recommended. This combined method could calculate the
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carbon emission during production and transportation, and also consider the emission
reduction by replacing other plants using ORC, thereby improving the accuracy over
separate LCA or carbon coefficient method.

5.1.2. Optimization Method

As the algorithm develops, ORC optimization approaches are also gradually improved.
The number of optimization objectives increases from a single one to two, three and multi-
ple. The approach varies from the linear weighting method to the ε-constraint method, and
the intelligent algorithms, which could obtain the Pareto frontier more conveniently. Fur-
thermore, based on the Pareto frontier, many studies introduce the multi-criteria decision
theory to select the desired solution with corresponding weights. Thus the unique solu-
tion could be determined to guide engineering design according to the decision maker’s
preference. However, most of the studies are based on optimization with three or fewer
objectives. When the objective number exceeds three, the current intelligent algorithms
could not converge very well. Up to date, only the traditional weighted method could be
used to deal with high-dimensional optimization (>3) by combining multiple indicators
into one. However, this method only considers a special scenario, and the weight is difficult
to determine.

Based on this review, the authors recommend the intelligent algorithms in the opti-
mization with 2-3 objectives, such as the NSGA-II, which is relatively simple to use and
could effectively solve non-convex problems. These non-convex problems are very com-
mon in the design of configuration and system planning in complex thermal systems [140],
which cannot be effectively solved by the WSM method. However, when the optimization
objectives are more than or equal to 4, these intelligent algorithms such as NSGA-II could
not work effectively with an explosive computation time and poor convergence at this
stage. Therefore, the authors recommend the WSM method for this high-dimensional
optimization. The specific weights can be calculated according to the AHP or α-method
discussed in Section 3.1.

In addition, when using intelligent algorithms for optimization, it is usually necessary
to adopt a decision-making method to obtain a unique solution for engineering applica-
tions. The authors recommend using multiple decision-making methods simultaneously
by comparing the decision-making results to determine the final solution, which could
effectively improve the robustness of decision-making.

5.1.3. Optimization Parameter

According to Chapter 4, the optimization parameters involved in existing research cover
four levels: working fluid, components, processes and systems. Particularly, the system
level is the most studied, focusing on the optimization design of evaporation/condensing
pressure, superheat degree and etc. The research on process mainly aims to design the
system structure and architecture by establishing a superstructure model. The research
on components focuses on heat exchangers (tube and shell type, plate type and etc.) and
turbines (mainly radial), while little attention is paid to feed pumps. For the working
fluid, the general approach of using the group contribution method or the equation of state
method to determine the optimal working fluid has been widely applied. However, the
current research only focuses on one of these levels, and the research on multi-objective
optimization of ORC systems considering multiple (four) levels is still scarce.

Authors recommend the collaborative design approach by considering multiple lev-
els, especially the system, fluid and component levels. At the fluid level, the GCM or
the EOS method could be used to parameterize the physical properties of the fluid and
incorporate them into decision variables. At the component level, component size and
structural parameters could also be included in the optimization parameters. Finally, a
comprehensive design method considering four levels of system-process-component-fluid
will be developed.
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5.2. Future Outlook

In view of the above research status and problems, the following directions need to
be developed.

5.2.1. Discussion on Carbon Emissions

The climate issue has become a major challenge threatening human survival. To
achieve carbon neutrality, it is necessary to make concessions or even sacrifice certain
economics. Therefore, future attention to environmental performance needs to be further
strengthened.

Even though ORC could use turn heat resources into treasure (power), it is not
completely carbon-free. Existing studies have used various methods such as LCA, LCCP,
TEWI to measure its carbon emissions during the manufacturing process. However, there
are some important issues that need further exploration, including: (1) Under the existing
energy structure, how much room for emission reduction could be achieved by large-scale
promotion of ORC? (2) In the future energy structure with a high proportion of renewable
energy, how does ORC’s emission reduction compare to its lifetime carbon emissions?
Should ORC be promoted on a large scale? (3) With the continuous improvement of the
carbon trading market, could ORC independently or in conjunction with other units benefit
from the carbon trading market?

5.2.2. High-Dimension Optimization

When the number of optimization objectives exceeds 3, the results and convergence of
existing intelligent algorithms, including NSGA-II and MOPSO, cannot meet the require-
ments. At present, only a few studies have focused on high-dimensional multi-objective
optimization [36,64,86,141], and the methods used are mainly linear weighted method or
multi-criteria decision-making method. However, as mentioned above, the weights should
be determined in advance, which makes their application limited. Therefore, the following
issues need to be further discussed: (1) How to simultaneously consider multiple indicators
such as thermodynamic, economic, environmental and safety index for high-dimension
Pareto optimization? (2) How to reasonably convert the preferences of decision-makers
and the constraints of practical projects such as limited funds and limited equipment space
into weights and reflect them in the objective function?

5.2.3. Consider the Practical Operation

Most of the existing multi-objective optimizations are based on design conditions.
That is, the heat source and environmental conditions are assumed the same. However,
this assumption is inconsistent with practical operating conditions, resulting in significant
differences between expected operation and practical operation [111], or even leading to
completely opposite conclusions [142,143]. Therefore, some research proposed to integrate
long-term off-design operation into the system design process. Specifically, the typical heat
source conditions and ambient temperature are selected as boundary conditions to guide
the multi-objective design, resulting in a more robust design scheme [116,144]. Even though
this method is closer to practical engineering, it also has limitations such as time-consuming
calculations and uncertain weather and heat source conditions. Even though Hu et al.
proposed an approach to reduce the calculation time using the ANN method, a duration of
1–2 days is still required [48]. Yang et al. and Feng et al. proposed a BPNN model based
on experimental data [145,146], but the mapping between environmental fluctuation and
ORC output needs to be further established. To improve the practicability of this off-design
approach, some novel methods need to be improved to reduce the calculation time and
improve precision. The following aspects could be explored in the future: (1) How to
integrate the dynamic response of ORC into system design? Especially the unit response
speed (for heat exchanger or heat storage) and the loss during the start-stop process.
(2) How much impact does the fluctuation of user-side load have on ORC design? (3) How
much influence will participation in the carbon trading market have on system design?
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(4) How to improve the design method to speed up the optimization process based on a
large number of off-design conditions and dynamic responses? Possible methods may
include deep learning methods such as CNN, and the specific approach still needs to
be developed.

5.2.4. Multi-Level Optimization

At present, most researches focus on the optimization of the system level, or the cou-
pling of the two levels such as “system-component” and “system-fluid”. There is still a lack
of collaborative design of “system-process-component-fluid”, which may further improve
the results over conventional system optimization or component design, as shown in Fig-
ure 14. In this integrated design process, there are numerous decision variables, including
the physical parameters of the working fluid, the structural parameters of components, the
process parameters and the system parameters. Therefore, the optimization method and
calculation capabilities need certain requirements. In general, the following aspects need
further exploration: (1) Existing studies paid little attention to fluid pumps. How does the
structural design of the fluid pump affect the thermodynamic and economic performance
of the ORC system? (2) How much could the proposed “system-process-component-fluid”
method improve system performance compared with conventional methods? What is the
computational cost? (3) What’s the difference between optimization results of four levels,
three levels and two levels? Which level of optimization is most appropriate considering
the improvements and computation cost?

 

Figure 14. The multi-level optimization approach considering “system-process-component-fluid”.

6. Conclusions

A single evaluation indicator could no longer meet the development needs of power
systems such as ORC. Collaborative optimization considering multiple indicators such as
thermodynamic, economic and environmental indexes has become an inevitable trend in
system design. This article summarizes the research on multi-objective optimization of
ORC system design. From the perspective of optimization objective, optimization methods
and optimization parameters, this work classifies and statistically summarizes the existing
research, and prospects the future development. Main conclusions are as follows

1. For the optimization objectives, multiple aspects should be considered, including the
thermodynamic, economic and environmental indicators, which should be selected
according to specific application scenarios and the local electricity market. For the
thermodynamic indicator, the output power is recommended for geothermal and
waste heat. Thermal efficiency is recommended for solar energy and biomass. For
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economics, LCOE is recommended for benchmark electricity price, and IRR is recom-
mended for the electricity market. Furthermore, for the waste heat recovery in mobile
transportation, additional attention should be paid to the ORC volume and weight.

2. In terms of the optimization method, intelligent algorithms including NSGA-II and
MOPSO are recommended for low-dimension optimization (objective is less than 4).
In contrast, the WSM method is recommended for high-dimension optimization (the
objective number is more than 3), which should determine the weight in advance and
then convert the complex problem into single-objective optimization.

3. For optimization parameter, the researches are mainly carried out from four levels:
system, process, component and fluid. However, the existing researches are rela-
tively independent. A comprehensive design method that couples multiple levels
simultaneously is expected to improve the system performance further.

4. For future development, the following aspects could be further explored: (1) Exploring
the emission reduction potential of ORC in the future high-proportion renewable
energy system and its economic value in the carbon trading market. (2) Transform the
preferences and engineering constraints into boundary constraints in multi-objective
optimization. (3) Propose and expand the comprehensive optimization methods
considering four levels “system-process-component- fluid”.
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Abbreviations

Nomenclature
C Cost [$]
d Distance
E Electricity generation [kW]
Ex Exergy [kJ]
h Enthalpy [kJ·kg−1]
.

m Mass flow rate [kg·s−1]
Ns Number of optimization objectives
pr Price [$]
Q Heat
r Discount rate
T Temperature [◦C]
V Volume [m3]
W Power output [kW]
Greek Symbols

β Indirect emission factor [kg·kWh−1]
ω Weight
η Efficiency
ξ Grey relational value
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Sub- or Superscripts

con Condenser
eva Evaporator
H Heat source
in Inlet
out Outlet
pum Pump
tot Total
tur Turbine
Abbreviations

ABC Artificial bee colony
ACS Artificial Cooperative Search
AHP Analytic Hierarchy Process
ANN Artificial Neural Network
APR The heat exchanger area to power ratio
BPNN Back Propagation Neural Network
CEPCI Chemical Engineering Plant Cost Index
DEP Annual depreciation
EPC Electricity production cost
GA Genetic algorithm
GRA Grey relational analysis
IRR Internal Rate of Return
LCA Life cycle analysis
LCOE Levelized cost of electricity
LEC Levelized electricity cost

LINMAP
Linear Programming Technique for Multidimensional Analysis of
Preference

MOGWO Multi-objective grey wolf optimizer
MOGA Multiple objective genetic algorithm
MOO Multiple objective optimization
MOPSO Multiple objective particle swarm optimization
MPO Mass flow rate of heat source per net power output
NPV Net present value
NSGA-II Non-dominated sorting genetic algorithm II
ORC Organic Rankine cycle
PBP Payback period
SA Simulated annealing algorithm
SI Sustainability Index
SIC Specific investment cost
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution
UA The product of the overall heat transfer coefficient and the total area
WSM Weighted sum method

Appendix A

This appendix describes the definition of various objective variables in the reviewed
papers and provides general formulas for reference.

Appendix A.1. Thermodynamic Index

Appendix A.1.1. Power Output

The power output is the most fundamental indicator in the power system. It is usually
the turbine power minus the power consumption of the fluid pump and cooling pump. If
the heat source is geothermal, the downhole pump should be considered. Alternatively, if
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the heat source is solar heat transfer oil, the power consumption of the oil pump should be
considered, as shown in Equation (A1).

Wnet = Wtur − Wpum,f − Wpump,c − Wother (A1)

Some studies further use the total power generation to represent electricity generation
over a period (usually a single year or 20 years). The difference lies in considering the
generator and motor efficiency, although they are usually 95% [20].

Etot = Wturηtur −
Wpum,f

ηpum,f
− Wpump,c

ηpum,c
− Wother

ηother
(A2)

where η is the efficiency of turbine or pump. E is the total electricity generation.

Appendix A.1.2. Thermal Efficiency

Different from the power output, thermal efficiency measures the system’s external
output and input energy simultaneously, characterizing the utilization level of the input
heat by ORC. Thermal efficiency could be calculated by Equation (A3).

ηth =
Wnet

Qin
=

Wnet
.

mH(hH,in − hH,out)
(A3)

where Qin denotes the absorbed heat by ORC, mH denotes the mass flow rate of the heat
source. hH,in and hH,out represents the inlet and outlet enthalpy of the heat source.

Appendix A.1.3. Exergy Efficiency

Exergy efficiency further considers the energy grade and describes the effective uti-
lization of exergy by ORC. In particular, the exergy loss analysis for each component helps
facilitate the optimal design of the component and ORC system. The calculation of exergy
efficiency is as follows:

ηex =
Wnet

Exin
=

Wnet

Wnet + Exout + Exloss
(A4)

where the Exin, Exout, Exloss represent the exergy at the heat source inlet, outlet and exergy
loss in ORC, respectively.

Appendix A.2. Economic Index

Appendix A.2.1. UA

UA could evaluate the heat exchanger cost according to the log mean temperature
difference (LMTD) method [28,29]. A lower UA indicates lower costs and better economic
performance [30], which could be calculated by:

UA = ∑
Qeva

ΔTeva
+

Qcon

ΔTcon
(A5)

UA has the advantage of simple calculation. However, UA does not consider the
impact of different working fluids and heat transfer capabilities, resulting in a relatively
large cost deviation.

Appendix A.2.2. Total Cost

Total cost is the most basic index to evaluate ORC economics. Almost all direct
economic indicators are calculated based on the total cost. The component costs are mainly
calculated using empirical correlations, fitted from the cost of different types and sizes of
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equipment on the market. The two most popular correlations are from Turton [38] and
Smith [39]:

Ctot = ∑
i

Ci
CEPCI2020

CEPCIm
(A6)

where Ci denotes the total investment cost of each component, including the turbine, heat
exchanger, pump. CEPCI denotes the correction to inflation or deflation. m denotes the
benchmark year when fitting the correlations [37].

Appendix A.2.3. Specific Investment Cost (SIC)

SIC is a very common index to evaluate the thermo-economic performance of ORC,
which describes the unit cost per power output and could be calculated by [41]:

SIC =
Ctot

Wnet
(A7)

SIC has the advantage of easy use and intuitive comparison between different cases.
The disadvantage is that SIC is too simplified and does not consider the depreciation,
operation costs or discount rate [43].

Appendix A.2.4. Payback Period (PBP)

PBP measures the number of years required to recover the total cost, mainly including
the static and dynamic PBP [44]. The calculation processes are shown in Eqs. A8 and A9,
respectively. The dynamic PBP is more frequently used since it considers the time value
and has higher accuracy than static PBP.

PBPsta =
Ctot

Cprofit
(A8)

PBPdyn = −
ln(1 − i Ctot

Cprofit

)
ln(1 + i)

(A9)

Appendix A.2.5. Levelized Cost of Electricity (LCOE)

LCOE denotes the cost of unit electricity considering the project construction, opera-
tion and maintenance, depreciation and residual value [6]. This indicator could be directly
compared with the local electricity price to represent the profitability. If LCOE is lower
than the electricity price, then this project will be economically feasible. The calculation
process is:

LCOE =

LT
∑

t=1

(
COM
(1+r)t − DEP

(1+r)t

)
+ Ctot − Cresidual

(1+r)LT

LT
∑

t=1

Eyr

(1+r)t

(A10)

where Cresudual represents the residual value of the asset at the end. The denominator
represents the discount of the annual power generation.

Appendix A.2.6. Net Present Value (NPV)

The net present value (NPV) represents the difference between the discounted cash
flow of an investment in the future and the total cost [48]. The expected discount rate is
determined according to the company’s lowest investment rate of return, which is the
lowest acceptable limit. A positive NPV represents a feasible project, and a larger NPV
represents a better return on investment. NPV could be calculated by:

NPV =− Ctot +
LT

∑
t=1

(pc × Eyr − COM − DEP)× (1 − tax) + DEP

(1 + r)t (A11)
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where the pc represents the electricity price. Eyr represents annual electricity generation.
LT is the operating years of ORC. COM is the operation and maintenance cost. DEP is the
annual depreciation with linear or accelerated depreciation. tax is the tax rate of electricity
sales, which varies in different countries or regions. r denotes the discount rate, which
could be taken as the company’s expected return on investment.

IRR is defined as the discount rate when the total present values of capital inflow and
the total outflow are equal to the net present value of 0. IRR could also represent the ability
to resist inflation, the calculation of which usually requires relatively complex iteration.
A higher IRR indicates better economic performance. Generally, the project is considered
feasible if IRR is higher than the benchmark value of the return rate [50].

Appendix A.2.7. Exergoeconomic Analysis

Under the nominal condition, the input and output costs should be balanced, and the
total cost in exergoeconomic analysis could be calculated by [53]:

∑
output

.
Cout,tot = ∑

input

.
Cin,tot +

.
ZCA +

.
ZOM (A12)

Feco = ∑
.
Ck +

.
Zk (A13)

where Ck denotes the exergy cost of component k. Zk represents the total investment and
operation cost of component k.

Appendix A.3. Environmental Index

Appendix A.3.1. Total Equivalent Warming Impact (TEWI)

TEWI = GWP · M · L · n + GWP · M · (1 − arecovery) + Eannual · β · n (A14)

where L is the annual leakage rate, kg [58]. n is operating life, year. M is the refrigerant
charge, kg. arecovery is the recycling factor. Eannual is the annual energy consumption, kWh.
β is the indirect emission factor, kg·kWh−1.

Appendix A.3.2. Life Cycle Climate Performance (LCCP)

LCCP = TEWI + MM·m + REM·M + n·L·RFM·M· (A15)

where n is the lifetime [36]. MM is the CO2 production of material, kg·kg−1. m is the mass
of unit material, kg. RFM is the refrigerant manufacturing emissions, kg·kg−1.

Appendix A.3.3. Life Cycle Analysis (LCA)

The environmental balance in LCA is shown below, which helps in exploring the
origin of pollution in each process [62]:

N

∑
i=1

Mi · vMi +
N

∑
i=1

Ei · vEi −
N

∑
i=1

Wi · vWi =
N

∑
i=1

Pi · vPi (A16)

where Mi denotes the mass input. Ei is the energy input. Pi denotes the outlet stream. Wi
represents the residues. v is the synergy matrix of mass and energy.

Appendix A.3.4. Exergoenvironmenal Analysis

Main process is divided into three steps [53]. The first step is to perform exergy
analysis on the overall system to identify the exergy loss in each component. The second
step is to use the LCA method to analyze each component and corresponding energy input.
The third step is to allocate the environmental impact to exergy flow in ORC using LCA.
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For each component, the balanced equation of environmental impact could be calcu-
lated by:

.
BP,k =

.
BF,k +

.
Yk (A17)

where
.
BP,k represents the output or product of component k.

.
BF,k represents the input

or fuel consumption of component k.
.

Yk denotes the environmental impact during the
production, transportation and installation. By establishing the balance equation of each
component, the evaluation index Fenv of exergoenvironmental performance could be
calculated by:

Fenv = ∑ BD,k +
.

Yk (A18)

where BD,k represents the environmental impact caused by exergy loss in component k.

Appendix A.3.5. Sustainability Index (SI)

SI could be calculated by:

SI =
Exloss

mH(hin − hout − Tamb · ΔsH)
(A19)

where Exloss represents the exergy loss in ORC. mH denotes the heat source flow rate. hin,
hout represents the input and outlet enthalpy of the heat source. Δs denotes the entropy
change of heat source.

Appendix A.4. Other Index

Appendix A.4.1. Volume

The total volume could be calculated by:

Vsys = Vcomp + Vaux = Vhx,eva + Vhx,con + Vexp + Vpump + Vaux (A20)

where Vcomp represents the volume of system components, including the heat exchanger,
feed pump and turbine. Vaux represents the volume of auxiliary equipment.

Appendix A.4.2. Safety

The evaluation index in Quantitative Risk Analysis (QRA) is shown below [75]:

Roverall = ∑
i
(outcome f requencyi · probability o f death f rom the outcomei) (A21)

drisk = maximum distance (10−4 < Roverall) (A22)

where Roverall is the process risk. drisk is the risk distance.
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Międzyzdroje, Poland, 2–5 September 2018; Kujawa, T., Stachel, A.A., Zapalowicz, Z., Eds.; Volume 70.

62. Herrera-Orozco, I.; Valencia-Ochoa, G.; Duarte-Forero, J. Exergo-environmental assessment and multi-objective optimization of
waste heat recovery systems based on Organic Rankine cycle configurations. J. Clean. Prod. 2021, 288, 125679.

63. Yi, Z.; Luo, X.; Yang, Z.; Wang, C.; Chen, J.; Chen, Y.; Ponce-Ortega, J.M. Thermo-economic-environmental optimization of a
liquid separation condensation-based organic Rankine cycle driven by waste heat. J. Clean. Prod. 2018, 184, 198–210. [CrossRef]

64. Kalikatzarakis, M.; Frangopoulos, C.A. Multi-criteria Selection and Thermo-economic Optimization of an Organic Rankine Cycle
System for a Marine Application. Int. J. Thermodyn. 2015, 18, 133–141. [CrossRef]

65. Fergani, Z.; Touil, D.; Morosuk, T. Multi-criteria exergy based optimization of an Organic Rankine Cycle for waste heat recovery
in the cement industry. Energy Convers. Manag. 2016, 112, 81–90. [CrossRef]

66. Jankowski, M.; Borsukiewicz, A. Multi-objective approach for determination of optimal operating parameters in low-temperature
ORC power plant. Energy Convers. Manag. 2019, 200, 112075. [CrossRef]

67. Rosen, M.A.; Dincer, I.; Kanoglu, M. Role of exergy in increasing efficiency and sustainability and reducing environmental impact.
Energy Policy 2008, 36, 128–137. [CrossRef]

68. Xiao, L.; Wu, S.-Y.; Yi, T.-T.; Liu, C.; Li, Y.-R. Multi-objective optimization of evaporation and condensation temperatures for
subcritical organic Rankine cycle. Energy 2015, 83, 723–733. [CrossRef]

69. Xu, G.; Zhu, P.; Quan, Y.; Dong, B.; Jin, R. Multi-objective optimization design of plate-fin vapor generator for supercritical
organic Rankine cycle. Int. J. Energy Res. 2019, 43, 2312–2326. [CrossRef]

70. Baldasso, E.; Andreasen, J.G.; Mondejar, M.E.; Larsen, U.; Haglind, F. Technical and economic feasibility of organic Rankine
cycle-based waste heat recovery systems on feeder ships: Impact of nitrogen oxides emission abatement technologies. Energy
Convers. Manag. 2019, 183, 577–589. [CrossRef]

71. Liu, H.; Zhang, H.; Yang, F.; Hou, X.; Yu, F.; Song, S. Multi-objective optimization of fin-and-tube evaporator for a diesel
engine-organic Rankine cycle (ORC) combined system using particle swarm optimization algorithm. Energy Convers. Manag.
2017, 151, 147–157. [CrossRef]

72. Barbazza, L.; Pierobon, L.; Mirandola, A.; Haglind, F. Optimal design of compact organic rankine cycle units for domestic solar
applications. Therm. Sci. 2014, 18, 811–822. [CrossRef]

73. Imran, M.; Haglind, F.; Lemort, V.; Meroni, A. Optimization of organic rankine cycle power systems for waste heat recovery on
heavy-duty vehicles considering the performance, cost, mass and volume of the system. Energy 2019, 180, 229–241. [CrossRef]

74. Pierobon, L.; Tuong-Van, N.; Larsen, U.; Haglind, F.; Elmegaard, B. Multi-objective optimization of organic Rankine cycles for
waste heat recovery: Application in an offshore platform. Energy 2013, 58, 538–549. [CrossRef]

75. Lee, Y.; Kim, J.; Ahmed, U.; Kim, C.; Lee, Y.-W. Multi-objective optimization of Organic Rankine Cycle (ORC) design considering
exergy efficiency and inherent safety for LNG cold energy utilization. J. Loss Prev. Process. Ind. 2019, 58, 90–101. [CrossRef]

76. Papadopoulos, A.I.; Stijepovic, M.; Linke, P.; Seferlis, P.; Voutetakis, S. Molecular Design of Working Fluid Mixtures for Organic
Rankine Cycles. In 23 European Symposium on Computer Aided Process Engineering; Kraslawski, A., Turunen, I., Eds.; Elsevier:
Amsterdam, The Netherlands, 2013; Volume 32, pp. 289–294.

77. Li, S.; Li, W. Thermo-economic optimization of solar organic Rankine cycle based on typical solar radiation year. Energy Convers.
Manag. 2018, 169, 78–87. [CrossRef]

78. Bufi, E.A.; Camporeale, S.M.; Cinnella, P. Robust optimization of an Organic Rankine Cycle for heavy duty engine waste heat
recovery. Energy Procedia 2017, 129, 66–73. [CrossRef]

79. Zhang, J.; Ren, M.; Xiong, J.; Lin, M. Multi-objective Optimal Temperature Control. for Organic Rankine Cycle Systems. In
Proceedings of the World Congress on Intelligent Control and Automation (WCICA), Shenyang, China, 29 June–4 July 2014;
pp. 661–666.

80. Xin, B.; Chen, L.; Chen, J.; Ishibuchi, H.; Hirota, K.; Liu, B. Interactive Multiobjective Optimization: A Review of the State-of-the-
Art. IEEE Access 2018, 6, 41256–41279. [CrossRef]

81. Wang, Z.-q.; Zhou, N.-j.; Zhang, J.-q.; Guo, J.; Wang, X.-y. Parametric optimization and performance comparison of organic
Rankine cycle with simulated annealing algorithm. J. Cent. South. Univ. 2012, 19, 2584–2590. [CrossRef]

82. Liu, X.; Wei, M.; Yang, L.; Wang, X. Thermo-economic analysis and optimization selection of ORC system configurations for low
temperature binary-cycle geothermal plant. Appl. Therm. Eng. 2017, 125, 153–164. [CrossRef]

83. Arasteh, A.M.; Akbari, H.H.A. Waste heat recovery from data centers using Organic Rankine Cycle (ORC), and Multi-objective
energy and exergy optimization of the system in marine industries. Res. Mar. Sci. 2020, 5, 645–654.

84. Zhu, Y.; Li, W.; Sun, G.; Li, H. Thermo-economic analysis based on objective functions of an organic Rankine cycle for waste heat
recovery from marine diesel engine. Energy 2018, 158, 343–356. [CrossRef]

85. Jankowski, M.; Wisniewski, S.; Borsukiewicz, A. Multi-objective analysis of an influence of a brine mineralization on an optimal
evaporation temperature in ORC power plant. In Proceedings of the 17th International Conference Heat Transfer and Renewable
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Abstract: The main goal of this paper is to review and evaluate how we can take advantage of
state-of-the-art machine learning techniques and apply them in wind energy operation conditions
monitoring and fault diagnosis, boosting wind turbines’ availability. To accomplish this, we focus our
work on analysing the current techniques in predictive maintenance, which are aimed at acting before
a major failure occurs using condition monitoring. In particular, we start framing the predictive
maintenance problem as an ML problem to detect patterns that indicate a fault on turbine generators.
Then, we extend the problem to detect future faults. Therefore, this review will consist of analysing
techniques to tackle the challenges of each machine learning stage, such as data pre-processing,
feature engineering, and the selection of the best-suited model. By using specific evaluation metrics,
the expected final result of using these techniques will be an improvement in the early prediction of a
future fault. This improvement will have an increase in the availability of the turbine, and therefore
in energy production.

Keywords: condition monitoring; fault detection; machine learning; wind farm

1. Introduction

As a consequence of increasing climate change awareness, research on topics such as
renewable energy are of extreme importance. An event that played a significant role in
rapidly finding practical solutions to stop those changes was the Paris Agreement. The long
term goal of that agreement was to limit temperature rises; therefore, countries needed to
adapt their current practices to reduce carbon emissions (https://unfccc.int/process-and-
meetings/the-paris-agreement/the-paris-agreement (accessed on 17 October 2021)).

Since the power sector is one of the main contributors to global greenhouse gas emis-
sions (https://www.c2es.org/content/international-emissions (accessed on 17 October
2021)), new technologies for cleaner energy production have been developed to replace con-
ventional production (e.g., production based on fossil fuels) [1]. To create incentives for de-
velopers to invest in cleaner energy technologies, countries (e.g., China, Russia, India, Japan,
Brazil, and European countries) have proposed national action plans. By analysing those
national plans, we can observe that some of them highlighted that wind energy can have a
major contribution as a zero-emission energy source. Consequently, the “European Green
Deal” (https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en
(accessed on 17 October 2021)) emerged as an extension at the continent level. The main
objective of the EU Green Deal is for the EU to become the first climate-neutral continent
by 2050 [2]. Regarding the energy sector, these are some of the main goals: build intercon-
nected energy systems and better integrated grids to support renewable energy sources,
decarbonize the gas sector, promote smart integration across sectors, and develop the full
potential of Europe’s off-shore wind energy [3].

As a consequence of the previous initiative, the future of energy will profoundly
depend on renewable energies, such as wind and photovoltaic energy. Therefore, this
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review will focus on wind technology due to its increasing importance in the last few years.
The cumulative installed capacity of both off- and on-shore wind energy has been growing,
with global yearly new installations rounding 50 GW. In 2020, it even surpassed 90 GW,
a 53% growth compared to 2019, bringing the total installed capacity to 743 GW. (https://
gwec.net/wp-content/uploads/2021/03/GWEC-Global-Wind-Report-2021.pdf (accessed
on 17 October 2021)) According to [4], the global installed capacity of on-shore wind
power would increase (taking 2018 as reference) three-fold by 2030 (to 1787 GW) and ten-
fold by 2050 (to 5044 GW). Concerning off-shore installations, the predictions are similar,
with the global off-shore wind capacity rising 228 GW in 2030 and nearly 1000 GW in 2050,
compared with the 23 GW installed in 2018 [4].

Wind farms are usually connected in remote areas far from the big cities and large
consumption centers. A key reason for energy producers to select remote locations, such as
off-shore, is the better wind conditions. Near big cities, wind suffers a lot of interference,
which is not ideal for wind generators. Adding to that, we avoid visual impact and
land use issues. However, some disadvantages arise from this location decision, such as
connecting the wind farm to the transmission networks, transportation and installation
of giant turbines, and operation and maintenance (OM) costs. Nevertheless, knowing
that previously mentioned benefits might reveal that it is worth investing in transmission
infrastructure to access them [5]. To reinforce the need for OM, wind farms in general and
wind turbines in particular are exposed to unpredictable and harsh weather conditions,
which result in highly variable and volatile operational conditions, leading to intense
mechanical stress (the description of more specific problems of wind turbine generators is
covered in Section 2.1).

Since it is complicated to reduce the initial costs of transportation and installation,
most of the research has focused on maintenance, more specifically in the use of condi-
tion monitoring (CM). CM consists of monitoring the components of a wind turbine to
identify changes in operation that can be indicative of a developing fault and preventing
it through maintenance. CM increases the availability of the wind farm and, as a result,
the production of electricity, decreasing the global cost of the project. There are different
types of maintenance, as we will see in Section 2.1. However, the one that uses CM is called
predictive maintenance. This type of maintenance has two main advantages: (i) increasing
the availability of wind generators and (ii) reducing the costs of wind farms maintenance
by reducing or delaying corrective maintenance actions. The first advantage plays quite an
important role. For example, a wind turbine (WT) of 2.0 MW can generate 48 MWh during
a day (in maximum) and generate a revenue of 3600€ when considering an average FiT
(feed-in tariff) (Policy mechanism designed to accelerate investment in renewable energy
technologies by offering long-term contracts to renewable energy producers) of 75 €/MWh.

Until recently, monitoring has only relied on manual and straightforward analyses of
specific measurements and aspects of operation [6]. However, this type of analysis is ineffi-
cient when detecting electrical (including power electronics), mechanical, and hydraulic
problems. To date, developments in sensors and signal processing systems have improved
the quality and quantity of data obtained [7]. These data, when combined with machine
learning (ML) and big data analysis and management, have opened up a new world of
possibilities for reliable, cost-effective, and more accurate decision-making in CM.

The key goal of this review is to take advantage of these previously mentioned
advances, applying them in wind turbines generator condition monitoring. In particular,
we can frame the predictive maintenance problem as an ML problem, finding the best
tools and methods for each one of the sub-tasks in Figure 1. Using real data obtained
from SCADA (Supervisory Control And Data Acquisition) systems, the first task, Data
acquisition and pre-processing, will deal with the variety and quantity of data obtained.
In other words, this task does the necessary pre-processing of the data to remove outliers
and treat missing values. The second task, feature selection, selects the features that better
represent the patterns in the data, removing unnecessary noise. According to the obtained
data, the third stage aims to select the best ML model to detect and predict faults. Finally,
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in the validation stage, we assess the accuracy of the ML model on classifying new data as
representative of a failure in the turbine or not.

Figure 1. Machine Learning Phases.

The main difference between this review and the existing ones [8–13] is that it tries to
gather the strengths of each article from a ML point of view. It will not be a general review
on wind turbine CM, but a tailored version comprising only ML approaches. Moreover,
it will be organized as an ML problem, focusing on each of the stages mentioned in
Figure 1. In addition, we will trim the review to turbine generator problems. We will start
by giving a broader view on fault detection through models that can predict production
related problems, models that focus on multi-target prediction, others that use transfer
learning and ending with federated deep learning. Subsequently, by focusing on generator
faults, we review the prediction of more specific problems, giving additional information
regarding that fault that can help to prevent it. In conclusion, the present review discusses
the most important ML techniques used in condition monitoring, considering a structured
methodology used in data analytics. Therefore, this review will help to structure the
implementation of each of the ML phases on turbine generators CM.

The remainder of this paper is organized as follows. Section 2 presents a brief background
on CM of wind turbines and a state-of-the-art review on machine learning. Section 3 provides
the relevant related work on each of the machine learning phases. Finally, in Section 4, we
present a discussion of measures to validate the quality of the proposed models, and Section 5
summarizes the findings with conclusions, and discusses future work.

2. Background

To better understand the following sections, in Section 2.1, we present an introduction
regarding condition monitoring of wind turbines. Secondly, in Section 2.2, we review state-
of-the-art machine learning to help substantiate the critical analysis. Additional information
on how a wind turbine works or on its key components can be found in several references
in the literature, such as in Pao et al. [14].

2.1. Condition Monitoring of Wind Turbines

This section shows how to apply CM on wind turbines and presents the differ-
ent approaches.

The maintenance cost of components of a wind turbine strongly depends on how we
address the problem. Reactive maintenance consists of only replacing the component when
it fails and does not use CM, which is the most expensive approach. Small wind farms
typically rely on this approach because they do not have a permanent maintenance team.
On the other hand, predictive maintenance, through CM, enables an operator to know
when to replace a component before a fault occurs. This approach prevents major failures,
decreasing the costs and saving up to 20–25% of maintenance costs of wind turbines [15].
Consequently leading us to another aspect: how do we choose the turbine’s element(s) to
be monitored? A good strategy would be to prioritize components that are more likely to
fail or lead to long down periods. Components such as the rotor and transmission system
tend to have a higher rate of failure [16]. Generators tend to have a higher rate of failure in
off-shore wind turbines than in on-shore ones [8].

There are also various methods of performing CM, ones more intrusive (wear out the
component) than others, including acoustic emission measurement, power quality (har-
monics measurements) and temperature monitoring, oil debris monitoring, and vibration
analysis [17].
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Finally, we can use CM for diagnosis, i.e., fault detection in real-time, or we can use
it for prognosis, i.e., fault prediction. For instance, for generator faults, we have some
common problems as wearing, electrical problems, rotor asymmetries, overheating and
overspeed. Some of the respective current CM techniques are temperature, vibration, torque,
current, voltage and power signal analysis, performance monitoring and thermography [9].

Tchakoua et al. [9] discussed some of the limitations and possible improvements on
current CM techniques:

• Select a cost-effective monitoring method;
• Automate the diagnosis made by experts;
• Focus on developing precise prognostic techniques;
• Optimize the use of SCADA data for automatic monitoring;
• Improve sensors making them wireless, being easy to place in locations hard to reach;
• Use signal processing techniques for feature extraction useful for predicting WT’s

components health.

Although these future research areas may appear challenging to address, they also
represent great opportunities for CM to boost the wind industry’s success by reducing the
cost of energy (COE) and increasing its competitiveness.

2.2. State-of-the-Art Machine Learning

To better understand how machine learning can be helpful, we present a brief intro-
duction to the subject and the state-of-the-art regarding condition monitoring to address
fault detection and diagnosis issues.

Recently, the field of condition monitoring has moved from the use of conventional
techniques to artificial intelligence (AI) techniques [18]. The conventional methods con-
sisted of sensing technologies or analysing physical quantities, as seen in the previous
section, having the major problem of needing an expert to do the diagnosis. AI tries to
automate this diagnosis, removing human error while handling more data in real-time. AI
through machine learning techniques has been widely used to improve the accuracy and
efficiency of fault detection and diagnosis, as we will see in Section 3.

ML models can follow two different approaches: supervised learning that predicts an
output variable using labelled input data, or unsupervised learning that can learn from
unlabelled data. In addition, for supervised learning, we have two different models; one
predicts a numeric variable (regression) and the other a categorical variable (classifiers) [19].

The ML model selection phase is the most important as it is the main tool that learns
from past data and generalizes into the future. For example, neural networks (NNs) and
support vector machines (SVMs) are two popular models that have been used in ML for
diagnostics and prognostics [8].

A NN is the adaptation of the learning ability of neurons in the brain to a compu-
tational architecture. We arrange NN in layers, and each layer is composed of a set of
artificial neurons. Each neuron receives an input signal, manipulates it, and then the output
is forwarded to the next layer of neurons [20]. NNs have been evolving rapidly over
time. In the beginning, these models could only solve linear classification problems, which
in the majority of the cases, we cannot apply in fault detection. Then, NNs evolved to
multi-layered architecture that could solve non-linear problems, such as the feed-forward
multi-layered method [21,22], in which no feedback from the previous signal is provided to
the next. Another example is recurrent neural networks (RNNs) [23], which have feedback
connections, and past signals are used to identify new features. Long short-term memory
networks (LSTM) [24,25] are a type of RNNs, but instead of taking as input a single data
point, they can process entire sequences of data.

In this review, self-organizing maps (SOMs), another type of NN, are also consid-
ered [21]. SOMs are trained using unsupervised learning. They produce a low-dimensional
(usually two-dimensional) and discretized representation of the input training space.
For this reason, we call it a map, and we typically use this method for dimensional-
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ity reduction. SOMs differ from other NNs, as they apply competitive learning as opposed
to error-correction learning.

We also present two more types of NNs used for fault detection: generalized map-
ping regressor (GMR) and general regression neural network (GRNN) [22]. GMR is a
self-supervised incremental neural network. This method can approximate every mul-
tidimensional function or relation that presents any discontinuity. The goal of GMR is
to turn the function approximation problem into an unsupervised problem capable of
pattern recognition. Therefore, it uses a coarse-to-fine strategy mapping. GRNN is an
incremental self-organizing competitive neural network. GRNNs belong to the family
of kernel neural networks. The typical GRNN training procedure minimizes the mean
square error (MSE) and uses a cross-validation (leave-one-out) approach. Finally, adaptive
neuro-fuzzy inference system (ANFIS) is also an important type of NN in the field of
condition monitoring [23,26]. ANFIS integrates both neural networks and fuzzy logic
principles. Therefore, it captures the strengths of both in a single framework. Its inference
system is based on a set of fuzzy IF-THEN rules, with the learning ability to approximate
non-linear functions.

The availability of larger datasets, variety of activation functions, and stronger com-
putational power made it possible to add hidden layers (layers that allow a NN to fil-
ter/transform the data). This approach is called deep learning, and has started to be
used in the wind energy field. NNs can be used for a variety of tasks, such as control
(e.g., wind turbine power control) and fault diagnosis and forecasting (e.g., wind speed
forecasting) [27,28], as we will describe in Section 3.

As for SVMs, they are often used in fault detection [23,29–31]. SVMs work by find-
ing decision boundary hyperplanes that best separate classes samples; more specifically,
the ones that leave the widest possible margin to the samples closest to the hyperplanes.
They evolved from performing only linear classification or regression to non-linear prob-
lems by adding polynomial features created from existing ones. This method makes the
problem linearly separable in a higher-dimensional space. They have recently gained sig-
nificant importance because of their superior ability to accurately represent the relationship
between the input and the output from a small amount of training information.

3. Machine Learning Techniques Applied to Condition Monitoring

In the previous section, we ended by summarizing the evolution of the use of ML in
CM. In this section, we will cover the recent research on the subject of this review, including
possible limitations and suggested improvements.

Before using ML methods, we typically use pre-processing techniques on the data,
such as feature selection. Hence, it might be helpful to first look into work related to those
initial tasks. After that, we will cover models for specific tasks. In Section 3.3, we start with
models for more general issues, such as “Turbine performance assessment” and “Power
curve monitoring”, that are not specific to a turbine component. Moving to “Multi-target
normal behaviour models”, where we cover models that can be used for establishing
the normal behaviour of multiple turbine components. In “Transfer Learning models”,
we introduce models that can be adapted to other datasets. This ends with “Federated
Deep Learning”, where we cover collaborative learning between multiple wind farm local
data centers. Then, in Section 3.4, we focus only on the generator; i.e., “Fault detection,
diagnosis, and prediction of generator faults”. Finally, in the same section, we present
specific generator faults: “Generator bearing failure prediction”, “Generator temperature
monitoring”, “Generator Brush Failure prediction”, and “Generator speed anomaly”.

3.1. Data Pre-Processing

We obtain data for most existing CM models through SCADA (Supervisory Con-
trol And Data Acquisition) systems. This is an advantage, because using data from
SCADA turns out to be a cheap alternative (e.g., does not require any extra hardware
investment) [32]. This type of system has been integrated into wind farms and wind tur-
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bines by using sensors, controlling electricity generation, and providing time-series signals
in regular intervals. Unfortunately, there is still a high non-conformity between sets of
SCADA signals and taxonomies [33] used by different turbine manufacturers, which makes
it challenging to compare existing research.

Another challenge to be faced is that typically a wind farm has hundreds of sensors
in each turbine, all of them producing signals at a high rate; this results in “big data”
problem [8].

Canizo et al. [34] present an efficient solution to data processing. They suggested a big
data framework to manage the data, observing an increase in speed, scalability, automation,
and reliability, but also better results in overall accuracy and sensitivity rate.

After dealing with the previously mentioned problems, we can start by looking into
the raw SCADA data collected, and perform pre-processing. Peng et al. [35] proposed
a novel approach to deal with data loss problems in remote CM. By the use of wireless
data transmission, remote CM systems solve the local limited data and computational
resources problem of onsite CM. Remote CM grants access to additional computational
resources, allowing advanced algorithms to process data from multiple wind turbines,
however, it has drawbacks regarding data loss. Therefore, the authors [35] proposed a
compressive sensing (CS)- based missing-data-tolerant fault detection method to solve this
drawback. The CS technique can reconstruct sparse signals; hence, the original signals are
converted to a sparse frequency domain. Then, the signals are sampled by a compressive-
sensing-based signal algorithm before being transmitted wirelessly. Hence, the proposed
method adds the novelty of treating the signals before transmission. CS technique relies on
a small number of sparse signals containing most of the salient information. Therefore, it
is possible to reconstruct the signals with loss transmission problems. The reconstruction
error is rounded to 0.3 for losses close to 95%, indicating a high tolerance to missing data.

Data provided by SCADA are influenced by structural problems, but also can take
into account other important factors. For example, temperature spikes can occur due to
external temperatures and not due to an internal problem in the wind turbine components.
This type of event can be removed using outlier identification and removal techniques. At
first, one could expect that a simple outlier removal technique might solve the problem,
but Marti-Puig et al. [36] showed that this was not the case. Although these methods
can decrease the training dataset’ errors, they also can increase the test dataset errors.
Meaning that most of the values considered outliers by the simpler methods are true
failures. Consequently, Marti-Puig et al. suggest the aid of an expert on the subject to
define absolute and relative ranges.

Lapira et al. [21] applied three changes to the SCADA data obtained to filter outlier samples:

• Remove the samples when the output power is negative or wind speed is below the
rated cut-in wind speed;

• Segmenting the data into week bins. In this way, the health value can be computed
every week;

• Normalizing the data.

W. Yang et al. [37] also developed a method to pre-process raw SCADA data based on
expected value calculation. The advantage of that method is that the expected value reduces
the statistical error caused by outliers. Additionally, methods based on the average value,
as previously mentioned, may fail to consider the probability distributions of outliers.

We presented the previous papers by order of complexity and efficiency. Hence, if we
want to guarantee an increase in accuracy, the last approach could surpass the unavailability
of expert knowledge.

Another approach covered in existent literature is the over or under-sampling of the
data. It is challenging for the classifier to learn abnormal behaviour when the representative
part of the data consists of non-fault samples. Therefore, an additional experience can be
removing normal samples or oversampling a certain failure. In terms of oversampling,
we have techniques such as synthetic minority over-sampling technique (SMOTE) [25,30],

96



Energies 2021, 14, 7129

which generates synthetic samples from the minor class instead of creating copies, and ran-
dom oversampling [38].

Conversely, for undersampling, we have methods to choose samples to keep, to delete,
or a combination of both. To keep the samples from the majority class with the smallest
average distance from examples of the minority class, near miss undersampling can be
used. Another technique is condensed nearest neighbors (CNN), that seeks a subset of a
collection of samples that results in no loss in model performance, referred to as a minimal
consistent set. On the other hand, random undersampling [30], Tomek links [30,31] or the
edited nearest neighbors (ENN) rule [30] can be used to select which samples should be
deleted. Tomek links use Euclidean distance information of input data points to identify
borderline and noisy data. Therefore, these procedures only remove points along the
class boundary, yielding better performance when combined with another undersampling
method. Combinations that can be tried out are one-sided selection, which combines
Tomek links, and the CNN rule and neighborhood cleaning rule, which combines CNN
and the ENN rule.

Another two distinct methods are penalized classification and cluster centroids
(CC) [30]. Penalized classification tries to impose an additional cost on the model for
making classification mistakes on the minority class during training. These penalties can
bias the model to pay more attention to the minority class. CC is another undersampling
method that splits all the samples of the majority class into clusters using the k-means
algorithm. The centroids of these clusters are then used instead of considering all the
samples from that cluster.

Huaikuan et al. [39] proposed an improvement to SMOTE that also uses clustering.
Classical SMOTE uses linear interpolation to generate more samples from adjacent samples
of the minority class. Therefore, if the data are unevenly distributed, i.e., has sparse
regions containing few samples, the interpolation method may fail in those cases. Since the
minority class is characterized as having few samples, these situations tend to occur. Hence,
the paper [39] developed a method called minority clustering-SMOTE (MC-SMOTE), which
replaces interpolation for clustering. Samples from the minority class are divided into
several clusters. Then, new samples are created by adjacent clusters in combination with
SMOTE, reaching a uniform new minority class distribution, since clustering will produce
new samples incorporating sparse areas.

Jiang et al. [40] also proposed a method using SMOTE, however, combined with
dependent wild bootstrap (DWB), which they entitled synthetic and dependent wild
bootstrapped over-sampling technique (SDWBOTE). The SMOTE does not take into consid-
eration temporal dependence, which is important for time-series, being the case of SCADA
data. Additionally, it is not prepared to deal with missing data causing unfixed length
inputs. Therefore, they start by modifying SMOTE to allow unfix length data, aligning
and slicing samples, as described in detail in the paper. Afterwards, they add DWB to
resample the data, capturing the time dependence of the sample. These two modifications
combined can solve the mentioned SMOTE disadvantages. As will be seen in Section 3.3.4,
transfer learning can also be used to solve this problem by transferring the knowledge from
a balanced dataset to one suffering from data imbalance. Qun et al. [41] also proposed a
different approach to deal with imbalanced data. Instead of using cross-entropy as the loss
function, they used focal loss (FL). FL is an extension of cross-entropy, being dynamically
scaled, reducing the weight of samples from the majority class during training.

In addition, performance metrics that can deal with imbalanced data will be covered
in Section 4.

At last, an uncommon step of pre-processing was broached by Xu et al. [42], selecting
the data corresponding to the normal periods of operation. This pre-processing is useful for
the normal behaviour models, which normally combine the status data and historical data
to label the data. However, due to the remote location of WTs and the consequent unavail-
ability of regular maintenance, some fault information may be ignored. This means that the
data which is supposed to be normal contains faulty behaviour, which presents an issue
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to the normal behaviour models. The paper [42] proposed the use of quantile regressions
combined with NN structure to obtain a nonlinear quantile regression. The quantile regres-
sion neural network (QRNN) receives, as inputs, the variables of the normal behaviour
models and outputs the conditional quantiles. They considered the range of 0.4 to 0.6 of
quantiles levels as representative of normal behaviour, since, according to the significance
of median in statistics, a one-to-one mapping rounds 0.5. The method showed good results
on constructing intervals of normal behaviour data which are robust against outliers.

3.2. Feature Selection

There is no conventional method for feature selection when using ML on CM, because
it depends on the component being monitored. However, it can be as simple as asking an
expert if it is more useful to focus on the acoustic sensor or the generator’s vibration or
going beyond that, and using an automatic method.

Auto-encoders, or principal component analysis (PCA), can reduce the extracted
features or combine them. An autoencoder is a type of NN used to learn efficient codings
in unsupervised data. They are useful for dimensionality reduction, since they learn
a representation (encoding) for a set of data by training the network to ignore signal
“noise” [43]. PCA is the process of computing the principal components and creating
projections of each data point onto only the first few principal components to obtain lower-
dimensional data, while trying to preserve the data’s variation [44]. Auto-encoders can
perform similarly when the activation functions are linear, and the cost function is the
mean squared error. However, when compared to techniques that use dimension reduction,
non-linear techniques rarely outperform traditional linear techniques.

Y. Wang et al. [45] proposed a feature selection algorithm based on PCA, with mul-
tiple selection criteria, selecting a set of features that better identify fault signals without
altering the variety of data in the original dataset. Moreover, it also has the advantage of
reducing the number of sensors installed by removing the variables that are not relevant.
More specifically, the selection method proposed in the paper is the T selection method,
which targets a specific fault signal [46]. This algorithm maximizes variance and maintains
the independence among the selected variables, while preserving underlying features
regarding the fault. Once a set of features is selected, three performance metrics were
used to evaluate the selection algorithm: cumulative percentage partial variance (CPPV),
the average correlation coefficient (r), and the percentage information entropy (ηe ).

W. Zhang and X. Ma [47] proposed a model that uses parallel factor analysis (PARAFAC)
for fault detection and sensor selection of wind turbines based on SCADA data. PARAFAC,
in resemblance with other decomposition methods, such as Tucker3 or unfolded PCA, is
part of the family of bi-linear or multi-linear decomposition methods of multi-way data
into a set of loading and score matrices [48]. The difference is in PARAFAC, using fewer
degrees of freedom than the other mentioned methods. This fact presents an advantage
since it leads to simpler models, while excluding noise and insignificant or redundant
information. PARAFAC has gained importance because it is a processing technique capable
of simultaneously optimizing the factors and selecting the relevant contributions to the
dataset in trilinear systems. This method has firstly been applied to the condition monitor-
ing of wind turbines by [47]. More recently, in [49], they proposed the use of PARAFAC
and sequential probability ratio test for multi-source and multi-fault condition monitoring;
nevertheless, this is not specific to the wind farms domain.

Peng et al. [50] proposed a method called Mahalanobis distance (MD) to reduce the
input variable number of the prediction model. MD tries to reduce redundancy while
keeping relevant features. MD analyses the effects of using different units to measure the
distance between a point and a distribution, thus, detecting correlations between variables.
In addition, the MD method computes the univariate distance containing the main features
of multivariate data. This advantage plays an important role in reducing the number of
input variables of the prediction model. Furthermore, most wind farms are in remote
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locations, and the data collected are usually transmitted to an analysis center by wireless or
optical fibre networks. Therefore, fewer input variables decrease the communication load.

Fernando P. G. de Sá et al. [51] proposed a framework for automatic feature selection
called non-dominated sorting genetic algorithm II (NSGAII). NSGAII is a multi-objective
genetic algorithm, gaining the name since it adopts a search method that employs concepts
from natural genetics. It uses Pareto dominance relationships to rank solutions, simulta-
neously optimizing each objective without being dominated by other solutions. NSGAII
was used to select simultaneously a subset of features and hyperparameters to increase the
performance of fault detection. Since we have a codependent relation between the optimal
subset of features and the model’s hyperparameters, this approach appears to have a great
advantage. By using this algorithm, they were able to find the optimal balance between
the number of features and the model’s ability to detect faults. Additionally, they also
determine the hyperparameters that allowed the detection of the fault before it happens.

A. Stetco et al. [52] suggested a featureless approach using convolutional neural
networks (CNN). CNNs are NNs, however, they can filter and pool the input data to create
a feature map that summarizes the important features in the input. Therefore, they do
not need feature engineering. They also used class activation maps (CAMs) to investigate
the features selected by the CNN, and to identify the discriminative patterns in signals.
By doing this, they can inform engineers which time segments are useful to determine the
normal behaviour of operation or failure pattern.

Qun et al. [41] addressed the problem of spatio-temporal correlations between features.
They used two modules in parallel, multi-scale deep echo state network (MSDeepESN) to
deal with temporal multi-scale features, and the multi-scale residual network (MSResNet)
module for the spatial multi-scale features. MSDeepESN is a type of RNN that rapidly
and efficiently captures temporal correlations. To prove its effectiveness, it was compared
with the LSTM model, presenting better results. MSResNet consisted of an optimized
(one-dimensional) CNN for spatial correlation detection. Surpassing the ordinary CNN
model. They also found that using the spatio-temporal fusion yielded better results than
using them isolated.

Kong et al. [53] also addressed the spatio-temporal issue. They combined the ability of
spatial feature extraction of one one-dimensional CNN with the temporal feature extraction
of the gated recurrent unit (GRU). Primarily, they reduced the number of features by using
Pearson prod-moment correlation to select the most important variables. Pearson weights
the degree of association between variables, excluding the ones with small correlation
with most others. Afterwards, CNN extracts the spatial features, for each point in time.
Subsequently, and not in parallel, as in the previous paper, temporal features are extracted
by the GRU. GRU is an RNN with improved state information storage capacity, being the
hidden units replaced by gating units.

The results from [41] surpassed the ones from [53], as the authors [41] stated, due to
CNN-GRU extracting single-scale features instead of multi-scale.

As previously mentioned, we do not have a conventional method for feature selection,
which can be proved by the number of different approaches in the literature. With that in
mind, a good approach would be, as a starting point, to test different algorithms, beginning
with simpler methods such as PCA. Taking into consideration the ground truths of all
wind farm data, there will be non-linear signal relations, tremendous variations in signals,
and negative values.

3.3. ML Models for Wind Turbine Condition Monitoring
3.3.1. Turbine Performance Assessment

Lapira et al. [21] used the SCADA data from a large-scale on-shore wind turbine to
assess which of the three selected models better captures the turbine’s performance and
degradation. The methods used to pre-process and filter outlier samples were already
mentioned in Section 3.1.

99



Energies 2021, 14, 7129

The important SCADA parameters were chosen to model the wind turbine’s system
performance (wind speed and the average active power), splitting them into two steps:
multi-regime (dynamic-wind turbine operating regimes) partitioning and baseline compar-
ison. Finally, a confidence value was computed during the baseline comparison step, which
describes the health state of the wind turbine. The multi-regime models being tested were
SOM and gaussian mixture model (GMM). GMM is a probabilistic model which assumes
that all the data points are generated from a mixture of a finite number of Gaussian distribu-
tions. Finally, feed-forward NNs used an approach based on residuals greater than a given
threshold during a given time segment. A comparison between the first two, unsupervised
models and the last one, a regression model, was a major conclusion of the paper.

They found that the GMM model presents a more gradual health change, being more
suitable in performance prediction. Nevertheless, the other two methods can be used for
fault or anomaly detection. The suggested future work was to predict the progression of
the degradation using predictive techniques, computing the remaining operational time
before a future downtime.

The most interesting feature of this paper is the use of unsupervised methods, since
most datasets composed of SCADA signals are not labelled as fault or not. As the paper
states, an interesting approach is to use SOM and NNs on fault detection to label the data.
The paper’s addition to the existing literature is to produce a standard for manufacturers
to compare performance.

3.3.2. Power Curve Monitoring

The predicted power usually does not meet reality due to various reasons. For instance,
the wind speed on a wind farm is not uniform and the air density is different than during
the calibration. Additionally, the wind data available are not always measured at the
height of the turbine’s hub [54]. This fact is true both for a single turbine or for a whole
wind farm, making it hard to assess a prediction of the energy output of a wind farm.
An efficient wind power forecasting model is important for energy management. Wind
power forecasting and prediction techniques allow better scheduling, and unit commitment
of thermal generators, hydro and energy storage plants. Thus, this reduces the risk of
uncertainty of wind power production for all electricity market sellers and clients. Even
though this is not why this tool is helpful for CM, it was probably a good reason for
investing in it in terms of the market.

Marvuglia, A. et al. [22] present a data-driven approach for building a steady-state
model of a wind farm’s power curve under normal operating conditions. This approach
allows the creation of quality control charts that can be used as a reference profile for
detecting anomalous functioning conditions of the wind farm and power forecasts.

The paper compares three different machine learning models to estimate the relation-
ship between the wind speed and the generated power in a wind farm: GMR, GRNN and
a feed-forward multi-layer perceptron (MLP).

This paper has the novelty of applying power curve models to an entire wind farm, and
is focused on GMR. When looking into the results, the first two non-parametric methods
provided more accurate results when compared with the classical parametric MLP.

Regarding future work, the paper states that labelled data classified as normal or
abnormal could lead to various improvements. One of those possible improvements is
the utilization of this type of algorithm to perform the prediction and diagnosis of wind
turbine faults. In this case, the ML approach should be used to build a steady-state model
of the reference power curve of the wind farm under normal operating conditions, and
through deviations from that behaviour, detect future faults.

The paper [22] also covers a problem already mentioned; the lack of labelled data,
being the learning focused on determining what are normal behaviours and abnormal
behaviours (fault detection) and not on fault prediction. Nevertheless, the approach of
considering the wind farm as a whole, instead of specific turbines or components, could be
extended to other tasks (e.g., obtaining more general statistics that could indicate a possible
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fault not detected by a single turbine). The fact that it focuses on the whole wind farm is
one of the points that was added by this paper; the other point is that it uses GMR, a novel
incremental self-organizing competitive neural network.

When modelling power curves, wind speed may not be the only dependent variable
used. For example, Schlechtingen et al. [26] compared two models: one using only wind
speed as the dependent variable, and another also using wind direction and ambient
temperature. After searching among the several existent comparative works in literature,
they selected the models that presented the best results for WT power curve monitoring
and applied them for their study cases. Those models were cluster center fuzzy logic
(CCFL), k-nearest neighbor (K-NN) and ANFIS. the K-NN model predicts the values for
new points based on feature similarity with the points in the training set.

Schlechtingen et al. [26] proved that by adding wind direction and ambient temper-
ature, the models fit the data better, reducing the variance in the prediction errors. This
finding made it possible for the earlier detection of abnormal turbine performance. Specifi-
cally, for the used dataset, the anomaly was detected with the addition of up to five days
notice from the models using only the wind speed. The ANFIS model showed the best per-
formance in terms of prediction and in terms of abnormal power output detection, whereas
the K-NN model performed worst. The paper’s explanation for the poor performance of
the K-NN model was that the number of considered neighbors decreased by increasing the
dimension of the space by adding wind direction and ambient temperature. Consequently,
this makes the predictions more sensitive to outliers.

In contrast, with the first paper [22], the previous used the presence of labelled data to
predict errors having best results using the ANFIS model, which allows the incorporation
of a priori knowledge in the form of rules. In addition to the previously mentioned model,
another novelty added to the literature was including wind direction as an input variable.
This addition would be a good approach to be followed, since it improves the detection of
abnormal turbine performance. The goal of assessing the power curve’s normal behaviour
is to detect anomalies when the power deviates from the expected. As will be seen, this
approach can be followed for other wind turbine variables.

3.3.3. Multi-Target Normal Behaviour Models

A common approach to CM is to define models for the normal behaviour of a specific
component. Then, from that model, detect deviations from the normal operation that
can indicate a failure. A disadvantage of this approach is that each of the models needs
to be updated and maintained. A. Meyer [24] suggested multi-target regression models
in order to deal with this problem. A multi-target regression model receives, as input,
a set of features, and outputs multiple target values simultaneously. This means that,
for example, instead of having two separate models for predicting the power and the
generator temperature, we could have only one model. This technique decreases the time
and work of having to do the pre-processing tasks, train and select the thresholds for
multiple models. They developed six multi-target regression models, some using deep
neural networks, and others classical ML algorithms. Secondly, they compared the model’s
prediction error with the single target models. They also investigate if using models that
take into consideration past observations, such as CNN and LSTM, leaves us with better
results than the ones considering only present observations (K-NN and MLP). The results
showed that the multi-target models achieved similar, and in some cases, even smaller,
predictive errors, than single-target models. Another interesting conclusion was that taking
into consideration past observations as input did not improve the performance of the model
when the target variables were strongly correlated. Even though it is a novel approach, it
is a promising one, since we can reach the same performance as when multiple models
are used.

101



Energies 2021, 14, 7129

3.3.4. Transfer Learning Models

The goal of transfer learning is to ensure that knowledge from one domain can
generalize in a different domain, being used in cases where there is a lack of labelled training
data or small training sets. Therefore, transfer learning can bring multiple advantages for
WT CM. In that case, we can use it to transfer knowledge to small data sets, or to deal with
imbalanced data.

W. Chen et al. [55] suggested using transfer learning for fault diagnosis between two
wind turbines. The covered transfer learning algorithms were Inception V3 and TrAdaBoost.
Inception V3 is based on a deep NN and is formed by units called inceptions. Each inception
unit includes nonlinear convolution modules, being the last layer, a Softmax classifier.
TrAdaBoost uses a small amount of data to build a classifier, part of the abundant data from
the original dataset, and the remaining data from the target dataset, both probably having
different distributions and feature spaces. TrAdaBoost iteratively updates its weights based
on each sample from both datasets. These two transfer learning models are then compared
with two conventional ML algorithms, K-NN and random forest. Random forest is an
ensemble of unpruned classification or regression trees, trained from bootstrap samples
of the training data. Additionally, they created a new metric to compare the performance
between these algorithms, called comprehensive index (CI). CI takes into account two
metrics, Sensitivity and Specificity, both with equal weight. Sensitivity and Specificity
represent the percentage of correctly classified normal and faulty data, respectively. The
use of this new metric tries to dim the effect of imbalanced data and emphasise the role
of correctly classified data. TrAdaBoost showed the best results, dealing with imbalanced
data and different distributions.

J. Chatterjee et al. [25] also proved the appeal of using transfer learning. They combined
the classification accuracy of an RNN with the transparency of the XGBoost decision tree
classifier. RNNs can predict a failure, however, they are not able to provide a detailed
diagnosis on which components were affected and what caused it. This type of detail could
help the process of OM of the affected component. They use LSTM, an already mentioned
type of RNN, and they combined it with XGBoost. XGBoost is a supervised learning method
that produces optimal results from the combination of multiple decision tree classifiers.
The model computes the importance of the features in a transparent way, giving us insight
into which ones play an important role in the deep learning model. Additionally, they
use SMOTE to oversample the minority samples. Finally, and as the major conclusion of
this paper, they use transfer learning to use the knowledge from the model trained on an
offshore WT to an onshore WT. The original model had an accuracy of 97%, as the target
model had 65%, and was able to detect 85% of the anomalies. Taking into consideration that
it was an unseen dataset, the results were encouraging.

Ren et al. [56] covered the use of transfer learning for fault diagnosis under variable
working conditions. The same fault may present different working conditions with dissim-
ilar distributions, decreasing the fault detection accuracy. They added the lack of labelled
samples to the aforementioned problem, proposing a method to solve the two issues. The
paper [56] proposed a novel method based on composite variational mode entropy (CVME)
and weighted distribution adaptation (WDA). Primarily, the original signals presenting
various working conditions are used to obtain intrinsic mode function (IMF) components
by performing variational mode decomposition (VMD). A low correlation between source
and target domain affects the ability of transfer learning. Therefore, multi-scale analysis of
the IMF components is carried out to filter noise, selecting the components with a larger
correlation with the original vibration signal for feature extraction, with the feature set with
the highest correlation with the target feature set being selected. This correlation under
different working conditions is used as transferability evaluation for effective transfer
to the target domain. Feature extraction results in CVME feature vectors with different
frequency bands, which are input into WDA. The WDA decreases the data distribution
discrepancy between the labelled source and unlabelled target domain by constructing
a transformation matrix to adapt the marginal distribution and conditional distribution,
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and reduces the class imbalance between domains. At last, the trained classifier is applied
to the target samples to identify the fault types. The CVME-WDA method is compared
with traditional machine learning methods, yielding better accuracy in fault diagnosis
under variable working conditions.

3.3.5. Federated Deep Learning

The state-of-the-art for CM has relied on deep learning models, which typically require
a great amount of data. Federated deep learning allows collaborative learning between
spatially distributed data, sharing only the prediction model parameters among partici-
pants, and not the training data. This characteristic solves the problems of security and
privacy related to data sharing, allowing the collection of a greater amount of data to
train the deep learning model. Collecting data from multiple WTs will also add fault
diversity that is not usually present on only local data, boosting fault diagnosis. This
approach has been applied in energy systems for energy demand forecast, preserving
consumers’ privacy [57,58]. In terms of maintenance, it is starting to be applied in industry,
collecting labelled data from multiple devices or machines to help detect and diagnose
an anomaly [59,60]. Wang et al. [61] have proposed a novel collaborative deep learning
framework for fault diagnosis of renewable energy systems, using three of the four case
studies related to wind farm datasets. For all the cases, they considered a distributed
network of five local data centers, which they called agents. First, each agent initializes
their model’s parameters and uses the model to obtain a prediction error, more specifically,
the chosen model was LSTM. Next, comes the key of collaborative learning; each agent
needs to exchange parameters information to minimize the model’s loss. Therefore, a com-
munication layer was used for synchronization, collecting and averaging all the agents’
parameters. The first two case studies used different wind farm datasets to prove that the
framework can generalize for different datasets. Both showing better results when using
the distributed scheme in comparison with using a local strategy. The third case study
represented some agents having the imbalanced data issue, also achieving better results for
the distributed scheme. Due to agents suffering from the imbalance problem being able
to learn information from the other agents, the fourth case study was not specific of WTs,
however, it showed the scheme’s ability to deal with data with different distributions.

3.4. ML Models for Wind Turbine Generator Condition Monitoring
3.4.1. Fault Detection, Diagnosis, and Prediction of Generator Faults

Looking into literature that covers conditions monitoring and fault prediction, the pre-
diction of more than a half-hour notice is currently very weak for minor faults. Even though
they are minor, they occur quite often, contributing to power system-related failures. A
study carried out by the EU FP7 ReliaWind project (https://cordis.europa.eu/project/id/
212966/reporting (accessed on 17 October 2021)), states that under 40% of overall turbine
downtime can be attributed to power system failures [62].

Leahy et al. [30] focused on fault detection, fault diagnosis, and fault prediction of
generator minor faults. The first classification level, fault detection, is distinguishing
between two classes: “fault” and “no-fault”. Fault diagnosis is a more advanced level of
classification than fault detection. Fault diagnosis aims to detect specific faults from the
rest of the data. Faults were labelled in five classes, including generator heating, power
feeder cable, generator excitation, air cooling malfunction faults, and others. The last level
was fault prediction/prognosis, which has the objective of predicting the fault before it
occurs. The predictions focused only on generator heating and excitation faults, as these
showed the most promising results for early detection. The data used came from a SCADA
system, and 29 features were selected to be used in classification, using SVM as the ML
classification model. Several scoring metrics were used to evaluate final performance.
The precision score is one of them, as many false positives can lead to unnecessary checks
or rectifications carried out on the turbine. Conversely, many false negatives can lead to
failure of the component with no detection taking place, and the recall score captures this.
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For fault detection, the recall was high (78% to 95%), but precision was low (2–4%),
indicating a high number of false positives. For the diagnostic and prognostic, high recall
and low precision were also found. For fault diagnosis, generator heating faults showed
few false positives and correctly predicted 89% of faults. In fault prediction, the best
performance was achieved with SVM trained with the addition of class weight, using a
linear kernel. In general, for fault detection and diagnosis, the recall scores were above 80%,
and prediction up to 24 h notice of specific faults, representing a significant improvement
over previous techniques.

Possible improvements, excluding adding more data, are using feature selection
methods to find only the relevant features, speeding up training time. In addition, a possible
avenue for future research is determining whether trained models would still be accurate
after a significant change in the turbine, e.g., after replacing a major component.

The most interesting feature in this article was how they use operational and status
data to label the data. For example, they considered an operational data point as faulty
if it occurred in a time frame of 10 min, before or after a fault present in the status data.
Conversely, as the authors stated, a technique that could be improved is the feature selection,
as it was based on a personal judgment that is always prone to error. In general, the paper
presents simple yet efficient solutions for the three different levels of fault monitoring.

3.4.2. Generator Bearing Failure Prediction

Schlechtingen et al. [63] compared the performance of two artificial intelligence ap-
proaches (autoregressive NNs and full signal reconstruction (FSRC) NNs (non-linear NNs))
to a regression-based approach, when learning to approximate the normal bearing tem-
perature. In order to learn regression models, the work used SCADA input signals, such
as power output, nacelle temperature, generator speed, and generator stator temperature.
This task also used data smoothing techniques in combination with the learning techniques.
By using a smoothing filter, the variations of high order can be filtered and the model’s
prediction error can be reduced.

Although NNs can deal with fuzzy or incomplete data, they perform poorly with
invalid data. Therefore, one must typically use a pre-processing technique, which is par-
ticularly important when training a network. The network might not give an optimal
generalization otherwise. The principal pre-processes applied were: Validity check—ranges
and consistency are checked by filtering outliers and data with irregular high gradients;
data scaling; missing data processing; and lag removal—WT signals usually do not respond
immediately to changes of operational conditions. Many wind turbine signals can be cor-
related to other measured signals, and only some are related to the output signal (bearing
temperature). We can use cross-correlation to find these related signals and their lag to the
desired signal.

In [63], the authors found that the non-linear NN approaches outperform the re-
gression models. However, they are more challenging to interpret. In comparison to
the regression model, NN had an averaged error with reduced amplitude and was more
accurate, leading to reduced alarm limits. An alarm is triggered 30 days before the bearing
breaks. The autoregressive model has a very high accuracy, due to the large heat capacity.
Thus, this model can detect minor changes in the autoregression of the temperature signal
(50 days in advance).

Kusiak and Verma [64] estimated an expected behaviour model of a generator bearing
by training an MLP to predict generator bearing temperature. The model is trained on high-
frequency (10 s) SCADA data from 24 wind turbines of the same type and location. Two
turbines that showed high-temperature faults were used for testing and model validation.
Some of the input variables were selected by domain knowledge (selecting 50 out of 100),
and subsequently by applying three different data-mining algorithms: wrapper with genetic
search (WGS), wrapper with best-first search (WBFS), and boosting tree algorithm (BTA).
The residuals were smoothed with a moving average filter (window size of 1 h). If these
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residuals exceeded two standard deviations, an alarm was triggered. The authors find that
their method can predict a high-temperature fault with an average of 1.5 h notice.

Both papers [63,64] used NNs to detect faults on the generator bearing. However,
the first paper [63] used more complex approaches, resulting in an earlier prediction of
the fault when compared with the second paper. Nevertheless, the authors [64] presented
interesting ways of pre-processing the data and three different feature selection algorithms.
Before training either of the different approaches of NNs, a combination of the previously
mentioned strengths of both articles could be interesting.

Lastly, D. Yang et al. [65] used a vibration CM system to detect generator bearing faults.
Wind turbine vibration signals are subjected to high noise disturbance; therefore, they use a
noise suppression method for feature frequency extraction. This method was supplemented
by a multi-point data fusion. The method for denoising and feature extraction consists of
using empirical mode decomposition (EMD)—correlation. EMD decomposes signals into
the sum of IMFs of different frequencies. Afterwards, the IMFs containing the relevant fault
feature frequencies are selected and used to reconstruct a new signal. Then, autocorrelation
is applied to remove noise, and wavelet package transform (WPT) is used to extract
features. Secondly, this method is supplemented with multi-point data fusion using
adaptive resonance theory-2 (ART-2). The ART-2 is an unsupervized neural network that
recognizes the patterns of feature frequency, indicating a possible fault. The results showed
that the proposed method reduces the noise and extracts clearer fault features. This is due
to the ART-2 ability to strengthen the recurrent patterns in a sequence and remove low
amplitude noise by using normalization and non-linear functions. The developed method
was implemented in an actual WT to prove that the CM system was able to identify the
fault for the generator bearing and that the analysis of the vibration signals successfully
diagnosed the fault.

Chen et al. [66] addressed the problem of defining a threshold for unsupervised nor-
mal behaviour models that need to establish boundaries representative of that behaviour.
The authors proposed a self-setting threshold method using a deep convolutional genera-
tive adversarial network (DCGAN) applied to monitor generator bearings. DCGAN are
the integration of CNN into the vanilla generative adversarial network (VGAN). VGAN
consists of two competing networks—a generator (G) and a discriminator (D). G and D will
be replaced by deep CNNs in DCGAN. Each of the networks optimizes their loss function
until reaching the Nash equilibrium, where regardless of G/D behaviour, the other is not
affected. At this point, the threshold is self-defined based on the discriminator output
of the DCGAN. A fault sample will move that output away from the Nash equilibrium;
therefore, the DCGAN model is capable of self-defining anomalous samples, not requiring
the human intervention or manual setting of a threshold. Thus, a monitoring indicator
function (MIF) is computed based on the sample discrepancy analysis of DCGAN output
to quantify the health condition of the generator bearing. Finally, the method is compared
with other techniques used by regression models such as autoencoders, yielding a more
stable and reliable choice of threshold.

3.4.3. Generator Temperature Monitoring

Most of the generator high-temperature failures occur in spring and autumn, especially
in spring. This fact is due to the increase in the ambient temperature in springtime and
high wind speeds. If this causes a fault on the generator that leads to a shut down in
the wind turbine, significant energy generation will be lost, due to the time required to
change/repair the generator.

P. Guo et al. [67] proposed a new condition monitoring method, consisting of a tem-
perature trend analysis method based on the non-linear state estimation technique (NSET).
NSET is used to model the normal operating behaviour for each wind turbine generator
temperature, and then, is used to predict it. In addition, a new and improved memory ma-
trix construction method is used to better cover the generator’s normal operational space.
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The time series of residuals between the real measured temperature and the predicted
is smoothed using a moving average window. This reduces the method’s sensitivity to
isolated model errors, improving its robustness. The average and standard deviations
computed by that moving window are used to detect potential faults early, when significant
changes occur, exceeding predefined thresholds, a future failure is pointed out.

The model uses SCADA data from a wind farm that records all wind turbine param-
eters every 10 s; in total, 47 parameters are recorded for each turbine. At the same time,
the SCADA system keeps logs of wind turbine operation and fault information. Neverthe-
less, only five variables were considered relevant (stored in an observation vector): power,
ambient temperature, nacelle temperature, and the generator cooling air temperature.

The results showed that the new approach to the memory matrix increased the model’s
accuracy. The model can identify dangerous generator high temperature before damage
has occurred, which would result in a shutdown of the turbine. In order to compare with
the NSET method, a NN was developed and then used to model the normal behaviour of
the same wind turbine. Results showed that NSET achieves considerably higher accuracy
in modelling the normal behaviour of the wind turbine generator temperature. Moreover,
NSET has another benefit compared with the neural network; it can more easily adapt to a
new normal working condition.

The level of specificity in terms of fault detection will depend on the information
available in the dataset, therefore, determining if it is possible to focus on generator
temperature monitoring or not. If that is the case, the approach followed in the paper,
NSET, can be used. Regardless, using the sliding window to detect failures is an interesting
approach that can be added to any coarse detection fault.

Tautz-Weinert et al. [23] compare different approaches to normal behaviour modelling
of bearing and generator temperature, based on 6 months of 10-min SCADA data from 100
turbines. The different approaches were: linear regression, SVMs, an MLP with one hidden
layer of six neurons, and an RNN with two recurrence steps, ANFIS and Gaussian process
regression (GPR). GPR is a non-parametric Bayesian approach to regression. The input
variables are found by analysing cross-correlations between SCADA variables and the
target variables.

The authors used only two input variables in their baseline configuration, and added
further ones for a sensitivity analysis. They concluded that the performance of RNN was
close to the MLP, with both NN types usually outperforming other approaches. GPR and
SVM, however, were not as accurate as the other models. SVM and ANFIS tend to have
larger errors with more inputs. GPR worked well for the generator temperature prediction,
but not that well for the bearing temperature prediction. The authors stated that adding
interactions to linear models was advantageous—conversely, the use of recurrence in the
NN model was only helpful for some turbines.

An important resemblance can be found in both papers, the small number of variables
taken into account when modelling the normal behaviour of generator temperature. This
fact reinforces the need for a good technique for feature selection. However, the approach
followed by the first paper, inference based on knowledge, cannot always be followed due
to the lack of expert insight. Conversely, as in the second paper, doing cross-correlation is a
simple technique that can, and should, always be tried out.

3.4.4. Generator Brush Failure prediction

Carbon brushes are one of the critical components of the WT generator. Malfunctions
on these components can lead to reduced performance and unnecessary shut-downs,
because WTs are taken out of service, so that brushes can be replaced or cleaned.

Verma et al. [31]developed generator brush failure classification models based on
SCADA data sampled every ten minutes. Both status and operational parameters are
used in this paper. Snapshot files, operational data files that are automatically generated
whenever some critical fault occurs in the turbine, were analyzed.

106



Energies 2021, 14, 7129

In order to improve prediction and avoid the curse of dimensionality, irrelevant
features were removed. Using domain knowledge provided by experts, the initial 100-
dimensional data were reduced to 50 dimensions. Three known parameter selections were
used to determine the best subset of parameters for the prediction, namely: chi-square,
a statistical test of independence to determine the dependency of two variables, in order
to select parameters (filter technique); boosting tree (embedded method), which uses a
gradient boosting machine approach to rank the parameters and a wrapper algorithm
with genetic search used as a black box to rank/score subsets of features according to
their importance. The feature selection approach has reduced 50 features to 14 (nacelle
revolution, drive train acceleration, etc.).

Considering the quantity of data, for a typical fault, the ratio between normal and fault
samples can be as large as 1000:1. Verma et al. [31] used a combination of Tomek links and
a random forest algorithm as the data sampling approach. Four data-mining algorithms
were studied to evaluate the quality of the models for predicting generator brush faults:
MLP, boosting tree, K-NN (K = 10), and SVM. The boosting tree algorithm is an ensemble
learning algorithm that combines many weak classifiers to produce a powerful one.

Results of three cases, (1) the original dataset; (2) the sampled dataset based on Tomek
links only; and (3) the sampled dataset using Tomek links and random forest algorithm,
were obtained. The prediction accuracy using Tomek links and random forest algorithm
was in the range of 82.1–97.1% for all timestamps. The significant improvement in accuracy
indicates the effectiveness of data sampling methods. In case (2), the initial imbalance
in the output class was reduced to 80%:20%. By also applying random forest-based data
sampling, it reduced the class imbalance ratio to 65%:35%.

The data-mining model that presented better prediction results was the boosting tree.
The results presented in this paper [31] offer an early prediction of future faults. This allows
engineers to schedule maintenance and minimize OM costs.

As described, Verma et al. [31] suggest many algorithms for data pre-processing, some
for feature selection, but also for data sampling, that as the authors stated, improved the
performance of the model. A similar approach should be followed when working with
an imbalanced dataset, since it is hard to detect patterns in the data if they are almost not
represented among the normal status data.

3.4.5. Generator Speed Anomaly

Jiang et al. [68] used a new fault detection technique based on a recently developed
unsupervized learning method, denoising autoencoder (DAE), using SCADA data. This
study selected two different fault scenarios that occurred in different turbines, generator
speed sensor fault, and gearbox filter blocking fault.

To include the relation between time series of the SCADA data, they use a sliding-
window approach which inputs sequences of values into the DAE training model. Thus,
a sliding window denoising autoencoder (SW-DAE) for WT fault detection is proposed [68].
The main advantage of the proposed technique is the capability to capture non-linear
correlations among sensor signals. Additionally, it also captures the temporal dependency
of each sensor variable, consequently improving fault detection performance.

DAE is able to build a multivariate reconstruction model from multiple sensors. After-
wards, the DAE’s reconstruction error trained with normal data is used for fault detection.
The main characteristic of DAE is its ability to, from a corrupted signal, reconstruct the
original one. Therefore, DAE can learn from corrupted data, improving its generalization
capability and achieving state-of-the-art performance on feature learning chores [69].

Another particularity of the approach proposed in [68], is that they use the Maha-
lanobis distance instead of the usual squared error to compute the reconstruction error of
the autoencoder. For evaluating the performance of the different fault detection methods,
they used the receiver operating characteristics (ROC) curve and the resulting quantifica-
tion metric area under the ROC curve (AUC). Compared with the static approaches (DAE,
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AE, and PCA), the proposed method achieved better fault detection performance in terms
of AUC metric.

Normally, in WT, the control actions can be affected by sensor faults. So, as future
work, they suggested the introduction of fault tolerance control (FTC). The FTC allows
reconfiguration of the control action based on real-time information about the state of
the WT. This information includes the fault detection and diagnosis scheme for sensors,
actuators, or the system itself.

The main contribution [68] was that by using an SW-DAE, they were able to capture
non-linear correlations among variables combined with the time dependency, being the
last part something that may lack on some approaches. We also believe that adding
time dependency will increase the prediction of the model. Therefore, a sliding window
technique should also be used. The evaluation metrics used in the paper can be used, even
for an imbalanced dataset.

4. Validation

In this section, we present metrics that can be used to validate if the objectives of the
previously mentioned models were accomplished. The integration of these metrics takes
place in the validation stage, where we test if the model is capable to be generalized to new
data. We can also use this stage to prevent overfitting, adjusting the hyperparameters of
the model to new data, avoiding only making good predictions to known data. We can
choose a random part of the dataset as a validation set, or we can do cross-validation, doing
multiple runs and alternating the fraction of the dataset; more details can be found in [70].

Metrics similar to the ones that Verma et al. [31] used, accuracy and f1 measure with
the addition of recall and precision are commonly used for classification problems. As for
regression problems, we can use metrics such as the ones that Marvuglia, A. et al. [22]
mentioned. For instance, mean absolute error (MAE), mean square error (MSE), or root
mean square error (RMSE).

Nevertheless, when dealing with an imbalanced dataset [71], if over or undersampling
the data only improves the balance to a certain extent, some of these metrics may not be
suited. For instance, the accuracy can have a high value because the classifier is able to
detect normal samples, and those are the representative part of the training and test sets.
For those cases, accuracy is only reflecting the underlying class distribution. Even though
recall, precision, and F1 give more insight into the accuracy of the model than traditional
classification accuracy, some other metrics will help to better represent the performance of
the model:

• Kappa (or Cohen’s kappa): Accuracy normalized by the imbalance of the classes in
the dataset;

• Receiver operating characteristic (ROC) curves: Accuracy is divided into sensitivity
and specificity, so that the models can be chosen based on the balance thresholds of
these values.

5. Conclusions

In this paper, we entailed the state-of-the-art regarding the review topic, i.e., the use of
machine learning to improve turbine generators operation conditions monitoring. With this
insight, some of the strengths present in the existing literature were pointed out. More
specifically, techniques regarding the pre-processing of the data (dealing with missing
data, outliers, and data labelling), feature engineering, and finally, knowledge about the
models that proved to be more accurate in predicting failures, helping the increase in the
availability of the turbine generators. In each of the subsections of Section 3, we gather
possible methods to deal with each stage of an ML problem. Data pre-processing presented
solutions of increased complexity to give the readers the choice of selecting the one that best
suits their problem. In Feature Selection, we concluded that we do not have a conventional
method that leads to the best results; it will depend on the specific model and dataset. As for
the models, we gave some general insights on how to achieve fault detection in Section 3.3.
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For instance, monitoring the turbine production, to capture the turbine’s degradation or
building a model for the steady-state of a wind farm’s power curve. Any deviation of the
normal behaviour of production can be indicative of a fault. On the other hand, we also
covered a novel approach that uses multi-target normal behaviour models, using only one
model for fault diagnosis, being able to monitor multiple variables simultaneously. If we
are dealing with a small or unlabelled dataset, it is suggested that we could also use transfer
learning to transfer the knowledge from a model used in a different dataset. Federated
deep learning opened the doors for combining information from multiple wind farms,
surpassing the problem of data privacy, sharing only the model’s parameters. Subsequently,
we focus only on generator problems, gathering models used for specific problems. Since
the majority opted for regression models of the normal behaviour of that specific generator
component, we believe that the future of this type of fault detection could be using a
multi-target normal behaviour model for the generator. Finally, we introduce metrics on
how to validate the previously discussed techniques and models.

In Table 1, we present a summary of all the methods covered for each of the ML
stages. In the present analysis, we screened around one hundred papers, and we selected
23 papers. These papers were selected mainly based on the description and importance of
ML techniques applied to condition monitoring in wind turbines. This detailed analysis
allows a deeper understanding of the used ML techniques when applied to CM problems.
In our analysis, we started reading the references mentioned in previous reviews [8–13],
and we did an update, with some references published after the last reviews.

Table 1. Summary of methods.

ML Stage Task/Method Paper

Big Data framework [34]
Data acquisition Data Loss [35]

and Outlier Removal [21,36,37]
pre-processing Data Sampling [25,30,31,38–41]

Normal Behaviour Data Selection [42]

Autoencoder [43]
T-Selection [45]
PARAFAC [47]

Feature Mahalanobis Distance [50]
Selection Wrapper Techniques and Boosting Tree [31,64]

Chi-square [31]
NSGAII [51]

Featureless Approach [52]
Spatio-Temporal Features [41,53]

SOM [21]
GMM [21]
NN [21–25,31,61,63,64]

CCFL [26]
Model K-NN [26,31,55]

Selection ANFIS [23,26]
SVM [23,30,31]
NSET [67]
GPR [23]

Boosting Tree [31]
Denoising Auto-Encoder [68]

Decision Tree [24,25]
Random Forest [24,55]

ART-2 [65]
Inception V3 and TrAdaBoost [55]

CVME-WDA [56]
DCGAN [66]

Validation Accuracy, F1, Recall, Precision [31]
ROC [68]
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Abstract: In the natural marine environment, offshore floating wind turbines (OFWTs) inevitably
experience yawed inflow conditions, which will make their aerodynamics more complicated than
those experiencing uniform inflow conditions and difficult to understand. In the present study,
the thrust characteristics of a wake-influenced OFWT under dynamic, static, and coupled yawed
inflow conditions are investigated thoroughly. Analytical characterizations of yawed inflow and
upstream wake are integrated into the blade element momentum (BEM) method to achieve the
investigation. Based on this method, simulations by the FAST code have been conducted, and the
results are analyzed. It is shown that the three inflow conditions have considerable influences on the
thrust coefficient of the wind rotor or the normal force at the blade section, especially in the wake
case where the downstream OFWT is located at a specific offset from the central line of a single
upstream wake. In order to validate the analyses of simulation results, experimental tests by a set
of dedicated apparatus are conducted. The comparison results are good, proving the reliability of
simulation results. This work can provide some theoretical contributions to the aerodynamic design
and control of OFWTs.

Keywords: thrust characteristics; offshore floating wind turbine; wake; yawed inflow conditions

1. Introduction

In recent years, with the rapid development of the offshore wind power industry, the
offshore floating wind turbine (OFWT) has been widely studied and applied [1–4]. When
operating in natural marine environmental conditions, an OFWT will inevitably experience
yawed inflow [5,6]. Under the yawed inflow conditions, the aerodynamics of the OFWT
become rather complicated and difficult to obtain, which will bring great challenges to
its control in practical engineering [6,7]. As one of the most crucial aerodynamics, the
thrust characteristic of the wind rotor is also significantly influenced because the normal
force at each blade section used to calculate the thrust varies with the dynamic angle of
attack at different azimuths in the yawed inflow conditions [8]. The thrust characteristic is
important for two main reasons. On the one hand, the thrust characteristic of an OFWT
is closely related to its wake’s expansion and wind velocity distribution [9–12]. As the
wake is disturbed, not only the aerodynamics of the OFWT itself but also the aerodynamics
of its downstream OFWTs can be deeply influenced [13]. On the other hand, the thrust
characteristic of an OFWT is also related to its dynamic characteristics because the thrust is a
critical external excitation of the wind turbine system [14,15]. Unfortunately, investigations
on the thrust characteristic are still scarce, especially under complex conditions like the
yawed inflow.

The yawed inflow condition refers to that there is an included angle between the inflow
wind direction and the vertical direction of the wind rotor plane, that is, the yawed angle
θyaw. This kind of inflow conditions can be divided into dynamic yawed inflow condition
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and static yawed inflow condition. The dynamic yawed inflow condition is caused by the
platform yaw motions. When the OFWT operates with platform yaw motions, the yawed
angle varies in the time domain [16–18]. To clarify the influences of the yaw motions,
Qiu et al. [19] used the free-vortex method to predict the unsteady aerodynamic loads of
wind turbines. They found that the shaft torque of the blade could be significantly affected
by the yaw motions. Besides, Tran et al. [20] applied the blade element momentum (BEM)
and the computational fluid dynamics (CFD) methods to investigate the aerodynamics of
an OFWT. They detected that the blade-tip vortices were generated in the process of yaw
motions, which could make the aerodynamic loads complicated. However, the knowledge
about the influences of the dynamic yawed inflow condition on the aerodynamics of an
OFWT is still limited. As for the static yawed inflow condition, it is caused by the changes
of the incoming wind direction [21,22] or the wind rotor facing direction [23–25]. When
these phenomena happen, a fixed yawed angle is generated. Extensive investigations
about the static yawed inflow condition have been done [8]. Greco et al. [26] used a
free-wake panel method to investigate the aerodynamic performance of a horizontal
wind turbine in the static yawed inflow condition. Bangga et al. [27] used CFD and
BEM methods to predict the aerodynamic loads on a 2.3 MW wind turbine rotor in three
different inflow cases considering the static yawed inflow condition. Both the above two
investigations indicated that the static yawed inflow condition has significant influences
on the aerodynamics of an OFWT. In addition, Wen et al. [16] pointed out that the static
yawed inflow condition could reduce the energy conversion efficiency due to the reduction
of effective wind area. Other investigations about the static yawed inflow condition focus
on its influences on the OFWT’s wake. Lee et al. [25] conducted a numerical simulation on
the National Renewable Energy Laboratory (NREL) Phase VI wind turbine model based
on the nonlinear vortex lattice method. They found that the static yawed inflow condition
could make the wake skewed, which would finally affect the aerodynamic behavior of the
wind turbine. Bastankhah et al. [28–30] conducted wind tunnel measurements to study
the wake characteristics of a wind turbine with different static yawed angles. They found
that the static yawed angles could reduce the wake velocity deficit while increase the
wake deflection.

Based on the above literature reviews, there are two major limitations of the existing
investigations. Firstly, the existing investigations on the aerodynamics under the yawed
inflow conditions are mostly based on an isolated solo OFWT, without considering the
influences of the upstream wake in the wind farm. With the gradual large-scale applications
of the OFWT, the upstream wake conditions, especially the typical wake conditions under
specific wind farm layouts, should be considered in the aerodynamics calculations of a
downstream OFWT. Secondly, most existing investigations only focus on the aerodynamics
under the dynamic yawed inflow condition or the static yawed inflow condition, and
seldom consider the coupled condition of the two yawed inflow. It should be noted that
due to the randomness of wave and wind directions in the environment and the hysteresis
of yaw control system of the OFWT, the coupled condition of the two yawed inflow is quite
likely to come into being. The drawbacks mentioned above result in the motivation of the
present study: to investigate the thrust characteristics of a wake-influenced OFWT under
dynamic yawed inflow, static yawed inflow, and coupled yawed inflow conditions. To
achieve this investigation, the yawed inflow and the wake characterizations are integrated
into the numerical method based on the BEM theory, and then simulations applying
the FAST code (an open source simulation code defined by “Fatigue”, “Aerodynamic”,
“Structure”, and “Turbulence”) are carried out for a typical semi-submersible OFWT.
According to the simulation results, the thrust characteristics in typical wake flow under the
three yawed inflow conditions are analyzed and discussed. Finally, a series of experimental
tests are conducted to validate the analyses of simulations. The innovation of this method
lies in that it can achieve the correct calculation of yawed inflow aerodynamics for the
downstream OFWT.
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The rest of this paper is organized as follows. In Section 2, the characterization of
the yawed inflow conditions, the calculation method of aerodynamics in wake cases, the
application of FAST and the simulation setups are described. In Section 3, the results of
the thrust characteristics under different yawed inflow conditions from the simulations
are analyzed and discussed. In Section 4, the experimental tests are set up to validate
the analyses of simulations. Finally, in Section 5, the main conclusions of this paper
are summarized.

2. Methodology

The object analyzed in the present study adopts the NREL 5-MW wind turbine [31]
which is installed on the Offshore Code Comparison Collaboration Continuation (OC4)
DeepCwind semi-submersible floater [32], as shown in Figure 1. The basic parameters of
the OFWT are listed in Tables 1 and 2, and more details can be found in Refs. [31,32].

Figure 1. Object OFWT under the yawed inflow.

Table 1. Basic parameters of the NREL 5-MW wind turbine.

Terms Value

Rated power 5 MW
Rotor type 3 Blades, upwind
Drive-train Multiple-stage gearbox, high speed

Rotor diameter, hub diameter and hub height 126 m, 3 m, 90 m
Shaft tilt, pre-cone and overhang 5◦, 2.5◦, 5 m

Tower length, tower top/bottom diameter 77.6 m (for OC4), 3.87 m/6 m
Cut-in, rated, cut-out wind speed 3 m/s, 11.4 m/s, 25 m/s

Rotor, nacelle and tower mass 1.1 × 105 kg, 2.4 × 105 kg, 3.4746 × 105 kg
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Table 2. Basic parameters of the OC4 DeepCwind semi-submersible floater.

Terms Value

Draft 20 m
Elevation of platform top/offset columns 10 m/12 m

Spacing between offset columns 50 m
Length of upper columns/base columns 26 m/6 m

Depth to top of base columns 14 m
Diameter of main column/upper columns/base columns 6.5 m/12 m/24 m

Platform mass/Displacement 13,473,000 kg/13,986.8 m3

Platform roll inertia 6.827 × 109 kg m2

Platform pitch inertia 6.827 × 109 kg m2

Platform yaw inertia 1.226 × 1010 kg m2

2.1. Modeling of the Yawed Inflow Condition

The yawed inflow condition of an OFWT is shown in Figure 2. In this figure, the
yawed angle and the yawed induced wind velocity can be clearly demonstrated. Note
that oxyz represents the local coordinate system which is fixed to the geometric center of
wind rotor. Its x-direction is along the nacelle’s direction; z-direction is along the vertical
direction; y-direction is along the horizontal direction.

Figure 2. Schematic diagram of the yawed inflow condition from the top view.

As done by prior investigations [8], the rotation center of the yaw motion is assumed
to be the origin of the oxyz system, the static, dynamic, and coupled yawed angle can be
expressed as follows:⎧⎨⎩

θyaw = θyaw static condition
θyaw = θyaw(t) = Ayaw cos(2π fyawt + φyaw,0) dynamic condition
θyaw = θyaw + θyaw(t) coupled condition

, (1)

where θyaw, θyaw(t) and θyaw + θyaw(t) denote the static, dynamic and coupled yawed
angles, respectively; Ayaw and fyaw denote amplitude and frequency of the yaw motion
(resulting in dynamic yawed angle); φyaw,0 denotes the initial phase, and it is assumed to
be 0 in this paper.

Then, the corresponding yawed induced angular velocity can be expressed as follows:

ωyaw(t) = −dθyaw

dt
=

⎧⎨⎩
0 static condition

2πAyaw fyaw sin(2π fyawt) dynamic condition
2πAyaw fyaw sin(2π fyawt) coupled condition

. (2)
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In order to convert the yawed angular velocity into the yawed induced wind velocity
in the wind flow direction, an equivalent wind shear model is adopted, which can be
expressed as the follow:

Uyaw(y, t) = ωyaw(t)y cos θyaw(t), (3)

where Uyaw(y, t) denotes the yawed induced wind velocity. Note that θyaw(t) is usually
small and therefore the value of cos θyaw(t) is set as 1 in this paper. Inserting Equation (2)
into Equation (3), the yawed induced wind velocity can be finally expressed as:

Uyaw(y, t) = ωyaw(t)y =

⎧⎨⎩
0 staticcondition

2πAyaw fyawy sin(2π fyawt) dynamic condition
2πAyaw fyawy sin(2π fyawt) coupling condition

. (4)

2.2. Modeling of the Aerodynamics

The yawed inflow condition of a blade airfoil is shown in Figure 3. In this figure, Wr,y
denotes the relative wind velocity of the blade airfoil considering the yawed inflow; Ω
denotes the rotational angular speed; r denotes the distance from the rotor axis to the airfoil;
a and b denote the axial flow induction coefficient and the tangential induction coefficient,
respectively; dF denotes the resultant force acting on the airfoil; dL and dD denote the lift
force and drag force, respectively; dT and dQ denote the axial force (thrust) and tangential
force, respectively; γ denotes the twist angle; β denotes the angle of attack; c denotes the
chord length.

Figure 3. Schematic diagram of the yawed inflow condition of a blade airfoil.

As can be seen from Figure 3, due to the yawed inflow the magnitude and direction of
relative wind velocity has been changed. Based on the geometry theory, the relative wind
velocity Wr,y and the corresponding angle of attack β can be calculated by the following
Equations:

Wr,y =

√
[Uyaw(1 − a) + Ui cos θ cos θyaw]

2
+ [Ωr(1 + b)− Ui cos θ sin θyaw]

2
, (5)

β = tan−1[
Uyaw(1 − a) + Ui cos θ cos θyaw

Ωr(1 + b)− Ui cos θ sin θyaw
]− γ, (6)

where Ui denotes the incoming wind velocity at the position where the airfoil locates.
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For a downstream OFWT in a wind farm, the incoming wind velocity is actually the
wake velocity of the upstream OFWT. Considering this situation, the distribution of the
incoming wind velocity of a downstream OFWT is expressed by a widely used Gaussian
wake model as the follow [10,33,34]:

Ui(X, Y, Z) = UInj(Z)−

√√√√√ n

∑
j=1

[
Aj(X)

2πσj(X)2 e
−Y2−(Z−H0)

2

2σj(X)2 + Bj(X)]

2

, (7)

where the subscript i and j denote the downstream OFWT and the upstream OFWT, respec-
tively; UInj(Z) denotes the incoming wind velocity of upstream OFWTs considering the
wind shear effect as expressed in Equation (8) [35]; σj(X) denotes the parameter characteriz-
ing wake expanding as expressed in Equation (9) [9]; Aj(X) and Bj(X) denote the two key
parameters determining Gaussian-shaped wake deficit as expressed in Equation (10) and
Equation (11) [10], respectively. Note that X, Y, and Z here belong to the global coordinate
system OXYZ. The origin O is located at the central position of the upstream OFWTs at the
still water level; X-direction is the stream-wise direction; Z-direction is the vertical upward
direction; Y-direction is the horizontal direction determined by the right-hand rule.

UIn j(Z) = UH(
Z
H0

)
α

, (8)

σj(X) =
R0 I0 + k0X

√
I02 + [0.73a0.8325 I00.0325( X

D0
)
−0.32

]
2

CI0
, (9)

Aj(X) =
πR0

2V0 − 2
∫ H0+Cσj(X)

H0−Cσj(X)
UIn j(Z)

√
C2σj(X)2 − (Z − H0)

2dZ

1 − e− C2
2 − C2

2 e− C2
2

, (10)

Bj(X) = − C2 Aj(X)

2πσj(X)2 e−
C2
2 , (11)

where UH denotes the wind velocity at the hub height H0; α denotes the wind shear
exponent empirical constant; R0 and D0 denotes the radius and the diameter of wind rotor,
respectively; I0 denotes the turbulence intensity of the ambient wind; k0 denotes the wake
expansion rate; C is an empirical constant; V0 denotes the wind velocity just behind the
wind rotor.

After solving the relative wind velocity and the angle of attack, the axial force (thrust)
dT and tangential force dQ can be calculated by the following Equations:

dT =
1
2

ρWr,y
2[CL cos(β + γ) + CD sin(β + γ)]cdr, (12)

dQ =
1
2

ρWr,y
2[CL sin(β + γ)− CD cos(β + γ)]cdr, (13)

where ρ denotes the air density; CL and CD denote the lift coefficient and the drag coefficient.
Then only CL and CD are not solved.

Based on the momentum theory in BEM, dT and dQ have the following Equation
relationships [36]:

dT =
4
3
πr2ρU2

i (1− a)adr, (14)

dQ =
4
3
πr2ρU2

i Ω(1− a)bdr, (15)
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By combining Equations (12)–(15), a and b can be derived as follows:

a = {1 +
8πr sin2(β + γ)

3c[CL cos(β + γ) + CD sin(β + γ)]
}
−1

, (16)

b = {−1 +
8πr sin(β + γ) cos(β + γ)

3c[CL sin(β + γ)− CD cos(β + γ)]
}
−1

, (17)

As seen from the above equations, CL and CD can be obtained after a and b are
determined. By the BEM iteration algorithm as introduced in Ref. [36], a and b can be
accurately calculated.

After all the necessary parameters are ready, the aerodynamic force of each blade
section can be obtained based on Equations (12) and (13). Then the thrust of the wind rotor
Trotor can be calculated by integrating Equation (12) as the follow:
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Trotor =
3

∑
n=1

∫ R0

Rh

1
2

ρWr,y
2[CL cos(β + γ) + CD sin(β + γ)]cdr, (18)

where n denotes the number of the blades; Rh denotes the radius of the hub.
Finally, the thrust coefficient of the wind rotor can be obtained as the follow:

CT,rotor =
Trotor

0.5ρπR02UH
2 . (19)

2.3. Application of the FAST

The simulation in this study applies the FAST code [37–39] developed by the NREL.
However, the wind file code TurbSim of the FAST cannot provide the input wind velocity
file under the required conditions such as the wake condition. Thus, the authors proposed
a specialized converter which contains an algorithm supporting conversion of the decimal
data (from the wake model and the yawed inflow model) to the binary data (compatible in
FAST). The application method of this converter in FAST is shown in Figure 4.

Figure 4. Application of the proposed converter in FAST.

2.4. Simulation Setting up

To obtain the aerodynamics of the analyzed OFWT, two main input conditions need
to be set.

The first one is the wake condition. As seen in Figure 5, the downstream OFWT in a
normal wind farm usually experiences three wake cases. Figure 5a shows a single-wake
case where the downstream OFWT is located just along the central wake region of one
upstream OFWT; Figure 5b shows another single-wake case where the downstream OFWT
is offset from the central wake region of one upstream OFWT; Figure 5c shows a multiple-
wake case where the downstream OFWT is located just behind two upstream OFWTs. In
this study, the three wake cases are adopted in the simulations. The input parameters of
the wake conditions are as follows: the downstream distance ΔX is set to be 5D0 and 10D0;
the lateral offset ΔY is set to be equal to R0; the relative distance ΔL of the two upstream
OFWTs is set to be 144 m; the incoming wind velocity is set to be 11.4 m/s; the tip speed
ratio (TSR) is set to be 7; the wind shear exponent empirical constant is set to be 0.1; the
parameter C is set to be 2.12; the turbulent intensity of the incoming wind is set to be 0.08;
the wake expansion rate is set to be 0.02.
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Figure 5. Schematic diagram of three upstream wake cases: (a) A single-wake case; (b) Another single-wake case; (c) A
multiple-wake case from two upstream OFWTs.

The second one is the yawed inflow condition. In this study, three yawed inflow
conditions, i.e., the dynamic, static, and coupled yawed inflow conditions, are adopted.
Specifically, the detailed parameters of each yawed inflow case are listed in Table 3. The
platform fixed case (i.e., FC) is regarded as a reference in the comparisons. A 300 s
simulation for each case is conducted, and only the data from 100 s~200 s (101 s in total)
are taken for analysis to avoid the start and stop effects of the simulation.

Table 3. Yawed inflow parameters in the three wake cases.

Yaw
Wake Case (a) Wake Case (b) Wake Case (c)

Ayaw [◦] f yaw [Hz] Ayaw [◦] f yaw [Hz] Ayaw [◦] f yaw [Hz]

FC 1 0 0 0 0 0 0
YC1 2 2 0.04 2 0.04 2 0.04
YC2 2 2 0.08 2 0.08 2 0.08
YC3 2 5 0.08 5 0.08 5 0.08

SYC1 3 2 0 2 0 2 0
SYC2 3 10 0 10 0 10 0
SYC3 3 20 0 20 0 20 0
YC3 +
SYC1 5 + 2 0.08 5 + 2 0.08 5 + 2 0.08

YC3 +
SYC2 5 + 10 0.08 5 + 10 0.08 5 + 10 0.08

YC3 +
SYC3 5 + 20 0.08 5 + 20 0.08 5 + 20 0.08

YC3 −
SYC3 5 − 20 0.08 5 − 20 0.08 5 − 20 0.08

1 FC denotes the platform fixed case; 2 YC1~3 denote three cases of yaw motion, i.e., dynamic yawed inflow cases;
3 SYC1~3 denote three static yawed inflow cases.
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3. Results and Discussion

3.1. Wake Cases

In this subsection, the thrust coefficients in the three wake cases are analyzed. For
clarity, the YC3, SYC3, and YC3 + SYC3, as described in Table 3, are taken into account as
case studies. The results at ΔX = 5D0 and ΔX = 10D0 are shown in Figures 6 and 7.

Figure 6. Thrust coefficients of the wind rotor in the three wake cases at ΔX = 5D0.

Figure 7. Thrust coefficients of the wind rotor in the three wake cases at ΔX = 10D0.

As seen in Figure 6, one finding at ΔX = 5D0 is that the thrust coefficients of SYC3
and YC3 + SYC3 seem to be lower than that of YC3 in all the wake cases. This may be
due to that the static yawed inflow conditions can reduce the equivalent windward area
of the wind rotor resulting in the loss of the aerodynamic load. Another finding is that
the fluctuations of thrust coefficient of YC3 + SYC3 are more violent than the other two
cases. Due to the violent fluctuations, some thrust coefficient values of YC3 + SYC3 at the
maximum points even exceed the values of YC3 marginally. This may be explained by that
the combination of the two yawed inflow make the actual inflow condition more complex,
which could lead to greater fluctuations of aerodynamic load. The third finding is that the
fluctuations of thrust coefficient of the three yawed inflow conditions in wake case (b) are
more complex than those in wake cases (a) and (c), which makes the corresponding time
varying ripples of thrust coefficient curve more complex. The main reason may be that the
wake case (b) has higher turbulent intensity and more unsteady wind velocity distribution,
which could aggravate the fluctuations of aerodynamic load.

As seen in Figure 7, similar findings can be found at ΔX = 10D0. The thrust coefficients
of YC3 are still the largest and the thrust coefficient fluctuations of YC3 + SYC3 are still the
most violent in the three wake cases. However, although the fluctuation amplitudes and
frequencies of the three yawed inflow conditions are still the largest in wake case (b), the
trends are not presented as significant as those at ΔX = 5D0. This could be explained by the
recovery of the wake flow with the increasing downstream distance at the far wake region.
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In order to analyze the aerodynamics of yawed inflow conditions under different
wake cases more specifically, the mean values, the variations, and the variances of the
thrust coefficients (CT, ξCT , δ2

CT
) are defined and calculated as follows:

CT =
m

∑
k=1

Ck
T,rotor

/m, (20)

ξCT =
CT,rotor(max)− CT,rotor(min)

2CT
, (21)

δ2
CT

=

√√√√ m

∑
k=1

(Ck
T,rotor

− CT)
2

m − 1
, (22)

where m denotes the number of analyzed points during the selected time period; Ck
T,rotor

denotes the thrust coefficient at the kth point (k = 1~m); CT,rotor(max) and CT,rotor(min)
denote the maximum and minimum values of the thrust coefficient, respectively.

The results are listed in Table 4. As seen from the results of CT, all the values under
YC3 are maximums in each wake case, as highlighted in bold. For example, in wake case
(a), the values of CT under YC3 (0.4296 at ΔX = 5D0 and 0.5143 at ΔX = 10D0) are larger than
the values under SYC3 (0.3961 at ΔX = 5 D0 and 0.4787 at ΔX = 10D0) and the values under
YC3 + SYC3 (0.3963 at ΔX = 5D0 and 0.4789 at ΔX = 10D0). As seen from the results of ξCT ,
the values under YC3 + SYC3 are maximums in each wake case, as highlighted in bold. For
example, in wake case (b), the values of ξCT under YC3 (0.0978 at ΔX = 5D0 and 0.0751 at
ΔX = 10D0) are obviously larger than the values under YC3 (0.0337 at ΔX = 5D0 and 0.0085
at ΔX = 10D0) and the values under SYC3 (0.0165 at ΔX = 5D0 and 0.0091 at ΔX = 10D0).
As for the results of δ2

CT
, compared with the values of all the yawed inflow conditions, the

values in wake case (b) are larger than the other wake cases, as highlighted in bold. Take
YC3 at ΔX = 5D0 for instance, the value of δ2

CT
in wake case (b) is 0.0160, while the value in

wake case (a) is 0.0018 and the value in wake case (c) is 0.0038. This phenomenon indicates
that the fluctuations of thrust coefficient of the yawed inflow conditions are more unstable
in wake case (b) which should be further studied. The specific data shown in Table 4 can
fully validate the findings from Figures 6 and 7.

Table 4. Mean values, variations, and variances of the thrust coefficient under three wake cases.

Wake Case Yawed Inflow Conditions
CT ξCT

δ2
CT

5D0 10D0 5D0 10D0 5D0 10D0

Wake case (a)
YC3 0.4296 0.5143 0.0098 0.0101 0.0018 0.0023
SYC3 0.3961 0.4787 0.0048 0.0064 0.0009 0.0015
YC3 + SYC3 0.3963 0.4789 0.1069 0.0894 0.0282 0.0284

Wake case (b)
YC3 0.6139 0.6252 0.0499 0.0156 0.0160 0.0053
SYC3 0.5757 0.5840 0.0337 0.0085 0.0138 0.0034
YC3 + SYC3 0.5755 0.5849 0.0978 0.0751 0.0300 0.0273

Wake case (c)
YC3 0.5667 0.5841 0.0165 0.0091 0.0038 0.0022
SYC3 0.5383 0.5520 0.0207 0.0106 0.0066 0.0030
YC3 + SYC3 0.5407 0.5528 0.0914 0.0805 0.0283 0.0218

According to the discussions in this subsection, the aerodynamics of a downstream
OFWT under the three yawed inflow conditions in wake case (b) will be further analyzed
in the following subsections.
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3.2. Dynamic Yawed Inflow

In this subsection, the thrust coefficients of the wind rotor in wake case (b) at ΔX = 5D0
under different dynamic yawed inflow conditions are firstly demonstrated, as shown in
Figure 8. As seen from the figure, with the increment of the yaw motion frequency
and amplitude, the fluctuations of the thrust coefficient become more violent. However,
this trend is not significant. To understand the influences of the yaw motion on the
aerodynamics of a downstream OFWT more deeply, the normal forces at 0.2R0 section and
0.8R0 section of the blade are calculated and included in the analyses as shown in Figure 9.

Figure 8. Thrust coefficients of the wind rotor under dynamic yawed inflow.

Figure 9. Normal forces at 0.2R0 section of the blade (a) and at 0.8R0 section (b) of the blade.

As seen in Figure 9, the normal forces on the blade sections present similar trends
with the thrust coefficient, i.e., with the increment of the yaw motion frequency and
amplitude, the fluctuations of the normal force become more violent. This is because the
thrust coefficient is calculated from the normal force at all the blade sections, as seen in
Equations (12), (18) and (19). However, the normal force at 0.8R0 section of the blade seems
to be larger and fluctuating more violently than the normal force at 0.2R0 section of the
blade. Specifically, the mean values, variations, and variances of normal force at the two
sections of the blade are listed in Table 5. The mean values of normal forces at each section
are nearly the same under different inflow conditions. However, with the increment of the
yaw motion frequency and amplitude from FC to YC3, both the variations and the variance
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of normal forces increase, which indicates that the normal forces fluctuate more violently
and complicatedly. Especially at 0.8R0 section of the blade, the mean values of normal
forces in all the inflow conditions are quite larger than those at 0.2R0 section of the blade,
and the variations and the variances of normal forces increase more obviously from FC to
YC3. This can be explained by the more complex wind velocity distribution experienced
by the blade section near the outer edge of the wind rotor (i.e., near the blade tip).

Table 5. Mean values, variations and variances of normal force at sections 0.2R0 and 0.8R0.

Normal Force
Mean Value [103 N/m] Variation Variance [103 N/m]

FC YC1 YC2 YC3 FC YC1 YC2 YC3 FC YC1 YC2 YC3

0.2R0 0.914 0.914 0.915 0.915 0.182 0.195 0.211 0.254 0.121 0.122 0.122 0.125
0.8R0 5.836 5.834 5.840 5.843 0.375 0.398 0.432 0.537 1.477 1.484 1.489 1.576

To further illustrate the harmful influences of the higher frequency and larger ampli-
tude of the yaw motion, the fast Fourier transform (FFT) of the time series normal force at
0.8R0 section of the blade is conducted, and the results are shown in Figure 10. As seen
from the figure, the yaw motions do not significantly affect the 1P (once per revolution,
introduced by the wind rotor rotation) or 3P (thrice per revolution, introduced by the
blade rotation) component. However, they result in several other components (around
0.12 Hz and 0.28 Hz) which can be observed on both sides of the 1P component. With the
increment of the yaw motion frequency and amplitude, these components are strengthened.
This phenomenon will increase the possibility of the wind rotor resonance, which is not
conducive to the safety of the OFWT structure.

Figure 10. FFT of the normal force at 0.8R0 section of the blade.

It can be concluded from the above analysis that higher frequency and larger ampli-
tude of yaw motion can take harmful influences on the blade, especially on the position
near the blade tip. Thus this condition should be carefully controlled in actual engineering
in considerations of the fatigue and service life of the OFWT blade.

3.3. Static Yawed Inflow

In this subsection, the thrust coefficients of the wind rotor in wake case (b) at ΔX = 5D0
under different static yawed inflow angles are demonstrated. As seen from Figure 11, with
the increment of the static yawed angle (from 2◦ in SYC1 to 20◦ in SYC3), the mean value
of the thrust coefficient decreases. To be more specific, in the platform fixed case (FC,
0◦), the mean value of the thrust coefficient is 0.6143, while from SYC1 to SYC3 (2◦, 10◦,
20◦), the mean values of the thrust coefficient are 0.6131, 0.6024 and 0.5757, respectively.
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However, the changes in the fluctuations of these cases are not significant. It indicates that
the static yawed inflow angle has greater influences on the mean value characteristic of the
aerodynamics and less on the fluctuation characteristic of the aerodynamics. This finding
can be explained by that the static yawed inflow can reduce the effective wind capturing
area of the wind rotor, and this behavior is actually static. To fully prove this finding, the
normal forces at 0.2R0 section and 0.8R0 section of the blade are also calculated, and the
results are shown in Figure 12.

Figure 11. Thrust coefficients of the wind rotor under different static yawed inflow angle.

Figure 12. Normal forces at 0.2R0 section of the blade (a) and at 0.8R0 section (b) of the blade.

As seen from Figure 12, similar findings can be obtained in both the normal forces at
0.2R0 section and 0.8R0 section of the blade. However, from 0◦ to 20◦ static yawed angle,
the mean normal force at 0.2R0 section of the blade is reduced by 11.82% (0.914 × 103 N/m
to 0.806 × 103 N/m), and the mean normal force at 0.8R0 section of the blade is only
reduced by 4.39% (5.836 × 103 N/m to 5.580 × 103 N/m). That means the static yawed
angle has a greater influence on the forces near the blade root. The finding is quite different
from the dynamic yawed inflow conditions in Section 3.2 which have a greater influence
on the forces near the blade tip. The main reason for the results of Section 3.2 may be that
the aerodynamic force near the blade tip is more susceptible to dynamic motions in the
wake because it is farther from the center of rotation. However, for the static yawed inflow
conditions here, the aerodynamic force near the blade tip is not as susceptible as that near

126



J. Mar. Sci. Eng. 2021, 9, 1215

the blade root, because the blade root may be closer to the wake boundary area which has
severe turbulence.

From the perspective of physical intuition, the directions of static yawed inflow will
also have considerable influences on the aerodynamics in the complex asymmetric wake
flow field such as the wake case (b). To analyze the influences, the static yawed inflow
direction is defined, as shown in Figure 13. The positive value of static yawed inflow
angle is defined as leaving away from the central wake area counterclockwise, as seen in
Figure 13(left); the negative value is defined as closing to the central wake area clockwise,
as seen in Figure 13(right). The static yawed angle is set to be 0◦, 20◦ and −20 ◦, respectively.
The thrust coefficients of the wind rotor and the normal forces at 0.2R0 section of the blade
under these static yawed angles are calculated and the results are shown in Figure 14.

Figure 13. Definition of the signs of static yawed angle from the top view: positive value (left) and negative value (right).

Figure 14. Thrust coefficients of the wind rotor (a) and the normal forces at 0.2R0 section of the blade (b) under different
static yawed inflow directions.

As seen from Figure 14a, the thrust coefficient is reduced due to the existence of the
static yawed angle. Nevertheless, the reduction of thrust coefficient under static yawed
angle −20◦ is smaller than that under static yawed angle 20◦. In other words, the mean
value of thrust coefficient under static yawed angle −20◦ is larger than that under static
yawed angle 20◦. Specifically, compared with the mean value of thrust coefficient under no
yawed condition (0.6143), the mean values of thrust coefficient under static yawed angle
−20◦ and 20◦ are 0.5922 (reduced by 3.60%) and 0.5757 (reduced by 6.28%), respectively.
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This phenomenon may be caused by “time lag”, that is, the longer downstream distance
along the central wake means that the wind reaches the wind rotor later, not to mention that
the wind velocity in the central wake area is small inherently. In addition, the directions
of static yawed inflow, i.e., the signs of static yawed angle, have less influence on the
fluctuation characteristic of thrust coefficient. For the normal force at 0.2R0 section of the
blade, as shown in Figure 14b, the signs of static yawed angle have significant influences.
The mean normal force under static yawed angle −20◦ is greater while the mean normal
force under static yawed angle 20◦ is smaller than that under no static yawed inflow
condition (FC, static yawed angle 0◦). Similarly, the signs of static yawed angle also have
less influence on the fluctuation characteristic of the normal force.

3.4. Coupled Yawed Inflow

In order to analyze the influences of coupled yawed inflow conditions on the aerody-
namics of an OFWT, the thrust coefficients of wind rotor and normal forces of the blade
in YC3 coupled with SYC1~SYC3 as listed in Table 3 are calculated and analyzed in this
subsection. The results of thrust coefficients are shown in Figure 15, and the results of
normal forces at 0.2R0 section of the blade and at 0.8R0 section of the blade are shown in
Figure 16.

Figure 15. Thrust coefficients of the wind rotor under different coupled yawed inflow conditions: (a) YC3 + SYC1 and
YC3 + SYC2; (b) YC3 + SYC2 and YC3 + SYC3; (c) YC3 + SYC3 and YC3 − SYC3. Note that FC is regarded as reference.

Figure 16. Normal forces at 0.2R0 section of the blade (a) and at 0.8R0 section of the blade (b).
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As seen in Figure 15a, the fluctuation of thrust coefficient in YC3 + SYC2 is more
violent than those in YC3 + SYC1 and FC. Specifically, the variations of the thrust coefficient
in YC3 + SYC2, YC3 + SYC1, and FC are 0.0719, 0.0488, and 0.0351, respectively. When the
static yawed angle is smaller than the amplitude of yaw motion (dynamic yawed angle),
the fluctuation of thrust coefficient in the coupled yawed inflow conditions is marginally
slighter than that in the single dynamic yawed inflow condition. For example, the variation
of thrust coefficient in YC3 + SYC1 is 0.0488 while the variation of thrust coefficient in
YC3 is 0.0499. However, when the static yawed angle is larger than the dynamic yawed
angle, the fluctuation of thrust coefficient in the coupled yawed inflow conditions is more
violent than that in the single dynamic yawed inflow condition. It could be clearly seen
that compared with 0.0499 in YC3, the variation of thrust coefficient in YC3 + SYC2 is
0.0719. As seen in Figure 15b, with the increment of the static yawed angle, the mean value
of the thrust coefficient keeps decreasing and the fluctuation of thrust coefficient becomes
more violent. Specifically, the mean values of the thrust coefficient in YC3 + SYC2 and
YC3 + SYC3 are 0.6015 and 0.5745, while the variations of thrust coefficient in them are
0.0719 and 0.0984. As seen in Figure 15c, when the value of static yawed angle is negative
(YC3 − SYC3), the mean value of thrust coefficient in the coupled yawed inflow condition
increases, which is quite similar to that in single static yawed inflow condition. The
fluctuation of the thrust coefficient under YC3 − SYC3 seems to be more violent than that
under YC3 + SYC3. In addition, as clearly seen in the figure, when the thrust coefficient
curve of YC3 + SYC3 is at the peak, the curve of YC3 − SYC3 is at the trough.

As seen in Figure 16, with the increment of the static yawed angle in the coupled
yawed inflow conditions, both the fluctuations of normal forces at 0.2R0 and 0.8R0 sections
of the blade become more violent and complex. Although the mean values of the normal
forces seem to decrease, the trends are not significant. However, for the coupled yawed
inflow condition when the static yawed angle is negative (YC3 − SYC3), things are quite
different. At 0.2R0 section of the blade, the fluctuation of the normal force in YC3 − SYC3
is more violent and more complex than that in other conditions, while the trend at 0.8R0
section of the blade is just opposite. Specifically, the detailed data of mean value, variation,
and variance of normal force at the two sections of the blade are listed in Table 6.

Table 6. Mean values, variations and variances of normal force at sections 0.2R0 and 0.8R0.

Normal Force

Mean Value [103 N/m] Variation Variance [103 N/m]

YC3 +
SYC1

YC3 +
SYC2

YC3 +
SYC3

YC3 −
SYC3

YC3 +
SYC1

YC3 +
SYC2

YC3 +
SYC3

YC3 −
SYC3

YC3 +
SYC1

YC3 +
SYC2

YC3 +
SYC3

YC3 −
SYC3

0.2R0 0.909 0.875 0.804 0.871 0.266 0.306 0.323 0.327 0.125 0.124 0.127 0.143
0.8R0 5.833 5.762 5.576 5.664 0.544 0.568 0.583 0.498 1.592 1.628 1.619 1.314

The FFT of the time series normal force at 0.2R0 section and 0.8R0 section of the blade
is conducted and the results are shown in Figure 17. As seen from the figure, the coupled
yawed inflow conditions from YC3 + SYC1 to YC3 − SYC3 result in multiple components
which can be clearly observed around 1P and 3P components as indicated by the red arrows
in the figure. However, the coupled yawed inflow conditions do not significantly affect
the 1P and 3P components except YC3 − SYC3. The condition of YC3 − SYC3 at 0.2R0
section of the blade enhances the 1P component which can be seen in Figure 17a, while that
at 0.8R0 section of the blade weakens the 1P component which can be seen in Figure 17b.
These phenomena are also not conducive to the safety of the OFWT structure. Thus the
coupled yawed inflow conditions should also be carefully controlled in actual engineering.
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Figure 17. FFT of the normal forces at 0.2R0 section of the blade (a) and at 0.8R0 section (b) of
the blade.

4. Experimental Validation

4.1. Experiments Set up

In order to validate the analysis results of the simulation in the above section, exper-
imental tests are conducted on a set of dedicated apparatus. As shown in Figure 18, the
apparatus consists of a wind generating system, an upstream scale model wind turbine
(SMWT), a downstream SMWT, a yawed conditions generating mechanism, and a load cell.
The wind generating system can provide a maximum 8 m/s wind flow field with a turbu-
lent intensity about 0.22 in an area of 15.75 m × 3.2 m × 2.52 m (Length, width, height).
The SMWTs are designed at a 1/80 scaling ratio with reference to the NREL 5-MW wind
turbine, and the major components such as the blades and the towers are manufactured of
carbon fiber by 3D printing technology. The upstream SMWT, mounted on a fixed base, is
used to provide the wake conditions (the wake case (b) in this section). The downstream
SMWT is mounted on the yawed conditions generating mechanism which is actually a
Stewart platform. The Stewart platform can provide yaw motions or static yawed poses.
The six-component load cell is installed between the nacelle and the tower to measure the
thrust characteristics of the wind rotor.

During the tests, the downstream SMWT and the yawed conditions generating mech-
anism are located at a downstream distance of ΔX = 5D0 (7.875 m) and an offset of ΔY = R0
(0.7875 m) behind the upstream SMWT. The experimental wind speed is set to be 1.63 m/s
and the tip speed ratios of the two SMWTs are both controlled to be 7. The yawed conditions
in the tests are listed in Table 7. The data acquisition time is 60 s.

Table 7. Yaw parameters in the experimental tests.

Yaw FC YC SYC YC + SYC

Ayaw [◦] 0 5, 10 10, 20, −20 5 + 10, 5 + 20, 5 − 20
f yaw [Hz] 0 0.36, 0.72 0 0.72
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Figure 18. Images of the apparatus for experimental tests.

4.2. Validation

In the experiments, the thrust can be measured by the six-component load cell and
then the thrust coefficient of the wind rotor can be calculated based on Equation (19).

The results of the thrust coefficients of wind rotor under dynamic yawed inflow
conditions are presented in Figure 19. As seen from Figure 19a, due to the existence of
the dynamic yawed condition, a clear increment of the fluctuation of thrust coefficient
can be observed. As seen from Figure 19b, with the increment of yaw motion amplitude
(from 5◦ to 10◦), an increment of the fluctuation also can be observed. This phenomenon is
clearer when the yaw motion frequency is larger (0.72 Hz), as observed from Figure 19c.
Besides, as seen from Figure 19d, with the increment of yaw motion frequency (from
0.36 Hz to 0.72 Hz), a more violent fluctuation can be observed. For the dynamic yawed
inflow conditions, the influence trends of the experimental data are in consistent with those
of the simulation data as discussed in Figure 8 of Section 3.2. In order to illustrate the
reliability of this validation, the mean values of the thrust coefficient of the experimental
data in FC and YC are calculated and compared with the simulation data. The value of
the experimental data in FC (0◦, 0 Hz) is 0.5725, and the relative error is −6.28% compared
with the value 0.6143 of the simulation data. The value of the experimental data in YC (5◦,
0.72 Hz) is 0.5918, and the relative error is −3.60% compared with the value 0.6139 of the
corresponding simulation data in YC3 (5◦, 0.08 Hz).
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Figure 19. The thrust coefficients by the experimental tests under the dynamic yawed inflow condi-
tions: (a) 0◦, 0 Hz and 10◦, 0.72 Hz; (b) 5◦, 0.36 Hz and 10◦, 0.36 Hz; (c) 5◦, 0.72 Hz and 10◦, 0.72 Hz;
(d) 10◦, 0.36 Hz and 10◦, 0.72 Hz.

The results of the thrust coefficients of wind rotor under static yawed inflow conditions
are presented in Figure 20. As seen from figure, with the increment of the static yawed
angle (from 0◦ to 20◦), the thrust coefficient gradually decreases. However, when the
static yawed angle is negative (−20◦), the thrust coefficient increases. It is quite similar
to the trends of the simulation results discussed in Figures 11 and 14 of Section 3.3. The
comparisons of mean thrust coefficients between the experimental data and the simulation
data are also conducted. The experimental data values under static yawed angles 10◦, 20◦
and −20◦ are 0.5615, 0.5319 and 0.5497, respectively. The corresponding relative errors are
−6.79%, −7.61% and −7.18% compared with the values 0.6024, 0.5757 and 0.5922 of the
simulation data, respectively.
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Figure 20. Thrust coefficients by the experimental tests under the static yawed inflow conditions.

The thrust coefficients of the wind rotor under the coupled yawed inflow conditions
are presented in Figure 21. As seen from the figure, with the increment of static yawed angle
(from 0◦ to 20◦) in the coupled yawed condition, the thrust coefficient keeps decreasing and
its fluctuation becomes more violent. However, when the static yawed angle is negative
(−20◦), the thrust coefficient increases which is also similar to that in the single static
yawed inflow condition as discussed in Figure 20. The fluctuation of thrust coefficient
under the condition (5◦ − 20◦, 0.72 Hz) is more violent than that under the condition
(5◦ + 20◦, 0.72 Hz). Thus, for the coupled yawed inflow conditions, the influence trends
of the experimental data are in consistent with those of the simulation data as discussed
in Figure 15 of Section 3.4. The values of the experimental data under coupled yawed
conditions (5◦ + 10◦, 0.72 Hz), (5◦ + 20◦, 0.72 Hz) and (5◦ − 20◦, 0.72 Hz) are 0.5488, 0.5090
and 0.5205, respectively, and the corresponding relative errors are −8.76%, −11.40% and
−11.99% compared with the values 0.6015, 0.5745 and 0.5914 of the simulation data.

Figure 21. Thrust coefficients by the experimental tests under the coupled yawed inflow conditions.

From the above discussions, it can be roughly concluded that the thrust characteristics
of a downstream OFWT under dynamic, static, and coupled yawed inflow conditions from
the simulations are validated by the experimental testing data.

5. Conclusions

In this study, the aerodynamics of a downstream NREL 5-MW OFWT in the wake flow
under dynamic, static, and coupled yawed inflow conditions are investigated based on the
FAST simulations. According to the simulation results, the three yawed inflow conditions
have more significant influences on the thrust characteristics in wake case (b) than in wake
cases (a) and (c). Thus the following discussions are all conducted in wake case (b).

For the dynamic yawed inflow conditions, the thrust coefficient fluctuates more
violently with the increment of the yaw motion frequency and amplitude. The normal
forces present similar trends, but the normal force near the blade tip fluctuates more
violently and complicatedly than that near the blade root. Significant components can
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be observed around the 1P of FFT of normal force, which indicates higher yaw motion
frequency and amplitude are not conducive to the safety of the OFWT structure.

For the static yawed inflow conditions, the thrust coefficient decreases with the incre-
ment of the yawed angle, but the fluctuation does not change much. The normal forces
present similar trends, but the normal force near the blade root is reduced more than that
near the blade tip. Both the thrust coefficient and the normal force under the negative static
yawed angle are larger than those under the corresponding positive one.

For the coupled yawed inflow conditions, although the thrust coefficient decreases
with the increment of static yawed angle of the coupled inflow condition, it fluctuates more
violently. The normal forces present similar trends but are not as significant as the thrust
coefficient. Both the thrust coefficient and the normal force under the negative static yawed
angle are larger, and they fluctuate more violently than those under the corresponding
positive one.

Experimental tests are conducted on a set of dedicated apparatus. According to the
analysis of the experimental data of thrust coefficient and comparisons with the simu-
lation results, it can be roughly validated that the analyses of thrust characteristics of a
downstream OFWT under the dynamic, static, and coupled yawed inflow conditions from
the simulations are correct. More experimental studies will be done to further verify the
accuracy of the simulation results in our future work.

Author Contributions: Conceptualization, Y.W.; methodology, Y.W.; software, Y.W. and J.L.; valida-
tion, Y.W., J.L. and H.D.; investigation, Y.W., J.L. and H.D.; writing—original draft preparation, Y.W.;
writing—review and editing, J.Z.; supervision, J.Z.; funding acquisition, J.Z. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by [National Natural Science Foundation of China] grant number
[51875105].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

Abbreviations
OFWT Offshore Floating Wind Turbine
BEM Blade Element Momentum
FAST Fatigue, Aerodynamic, Structure, and Turbulence
CFD Computational Fluid Dynamics
NREL National Renewable Energy Laboratory
OC4 Offshore Code Comparison Collaboration Continuation
TSR Tip Speed Ratio
FC Platform fixed case
YC Dynamic yawed inflow case
SYC Static yawed inflow case
1P Once per revolution
3P Thrice per revolution

References

1. Fernández-Guillamón, A.; Das, K.; Cutululis, N.A.; Molina-García, Á. Offshore Wind Power Integration into Future Power
Systems: Overview and Trends. J. Mar. Sci. Eng. 2019, 7, 399. [CrossRef]

2. Kosasih, K.M.A.; Suzuki, H.; Niizato, H.; Okubo, S. Demonstration Experiment and Numerical Simulation Analysis of Full-Scale
Barge-Type Floating Offshore Wind Turbine. J. Mar. Sci. Eng. 2020, 8, 880. [CrossRef]

3. Zhao, Z.; Li, X.; Wang, W.; Shi, W. Analysis of Dynamic Characteristics of an Ultra-Large Semi-Submersible Floating Wind
Turbine. J. Mar. Sci. Eng. 2019, 7, 169. [CrossRef]

134



J. Mar. Sci. Eng. 2021, 9, 1215

4. Feng, X.; Lin, Y.; Zhang, G.; Li, D.; Liu, H.; Wang, B. Influence of Combined Motion of Pitch and Surge with Phase Difference on
Aerodynamic Performance of Floating Offshore Wind Turbine. J. Mar. Sci. Eng. 2021, 9, 699. [CrossRef]

5. Sebastian, T.; Lackner, M.A. Characterization of the unsteady aerodynamics of offshore floating wind turbines. Wind. Energy
2013, 16, 339–352. [CrossRef]

6. Sant, T.; Cuschieri, K. Comparing three aerodynamic models for predicting the thrust and power characteristics of a yawed
floating wind turbine rotor. J. Sol. Energy Eng. 2016, 138, 031004. [CrossRef]

7. Ebrahimi, A.; Sekandari, M. Transient response of the flexible blade of horizontal-axis wind turbines in wind gusts and rapid yaw
changes. Energy 2018, 145, 261–275. [CrossRef]

8. Wen, B.; Tian, X.; Dong, X.; Peng, Z.; Zhang, W.; Wei, K. A numerical study on the angle of attack to the blade of a horizontal-axis
offshore floating wind turbine under static and dynamic yawed conditions. Energy 2019, 168, 1138–1156. [CrossRef]

9. Gao, X.; Yang, H.; Lu, L. Optimization of wind turbine layout position in a wind farm using a newly-developed two-dimensional
wake model. Appl. Energy 2016, 174, 192–200. [CrossRef]

10. Sun, H.; Yang, H. Study on an innovative three-dimensional wind turbine wake model. Appl. Energy 2018, 226, 483–493.
[CrossRef]

11. Bastankhah, M.; Porté-Agel, F. A new analytical model for wind-turbine wakes. Renew. Energy 2014, 70, 116–123. [CrossRef]
12. Ge, M.; Wu, Y.; Liu, Y.; Li, Q. A two-dimensional model based on the expansion of physical wake boundary for wind-turbine

wakes. Appl. Energy 2019, 234, 975–984. [CrossRef]
13. Kanev, S. Dynamic wake steering and its impact on wind farm power production and yaw actuator duty. Renew. Energy 2020, 146,

9–15. [CrossRef]
14. Tian, X.L.; Xiao, J.R.; Liu, H.X.; Wen, B.R.; Peng, Z.K. A Novel Dynamics Analysis Method for Spar-Type Floating Offshore Wind

Turbine. China Ocean Eng. 2020, 34, 99–109. [CrossRef]
15. Cai, X.; Wang, Y.; Xu, B.; Feng, J. Performance and effect of load mitigation of a trailing-edge flap in a large-scale offshore wind

turbine. J. Mar. Sci. Eng. 2020, 8, 72. [CrossRef]
16. Wen, B.; Tian, X.; Dong, X.; Peng, Z.; Zhang, W. Influences of surge motion on the power and thrust characteristics of an offshore

floating wind turbine. Energy 2017, 141, 2054–2068. [CrossRef]
17. Xu, B.F.; Wang, T.G.; Yuan, Y.; Cao, J.F. Unsteady aerodynamic analysis for offshore floating wind turbines under different wind

conditions. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 2015, 373, 20140080. [CrossRef] [PubMed]
18. Aird, J.; Gaertner, E.; Lackner, M. Dynamic prescribed-wake vortex method for aerodynamic analysis of offshore floating wind

turbines. Wind. Eng. 2019, 43, 47–63. [CrossRef]
19. Qiu, Y.X.; Wang, X.D.; Kang, S.; Zhao, M.; Liang, J.Y. Predictions of unsteady HAWT aerodynamics in yawing and pitching using

the free vortex method. Renew. Energy 2014, 70, 93–106. [CrossRef]
20. Tran, T.T.; Kim, D.H. The aerodynamic interference effects of a floating offshore wind turbine experiencing platform pitching and

yawing motions. J. Mech. Sci. Technol. 2015, 29, 549–561. [CrossRef]
21. Li, X.; Zhu, C.; Fan, Z.; Chen, X.; Tan, J. Effects of the yaw error and the wind-wave misalignment on the dynamic characteristics

of the floating offshore wind turbine. Ocean Eng. 2020, 199, 106960. [CrossRef]
22. Li, X.; Qiu, Y.; Feng, Y.; Wang, Z. Wind turbine power prediction considering wake effects with dual laser beam LiDAR measured

yaw misalignment. Appl. Energy 2021, 299, 117308. [CrossRef]
23. Wei, D.; Zhao, W.; Wan, D.; Xiao, Q. A new method for simulating multiple wind turbine wakes under yawed conditions. Ocean

Eng. 2021, 239, 109832. [CrossRef]
24. Ma, H.; Ge, M.; Wu, G.; Du, B.; Liu, Y. Formulas of the optimized yaw angles for cooperative control of wind farms with aligned

turbines to maximize the power production. Appl. Energy 2021, 303, 117691. [CrossRef]
25. Lee, H.; Lee, D.J. Wake impact on aerodynamic characteristics of horizontal axis wind turbine under yawed flow conditions.

Renew. Energy 2019, 136, 383–392. [CrossRef]
26. Greco, L.; Testa, C. Yaw-Wind turbine unsteady aerodynamics and performance by a free-wake panel method. Renew. Energy

2021, 164, 444–459. [CrossRef]
27. Bangga, G.; Lutz, T. Aerodynamic modeling of wind turbine loads exposed to turbulent inflow and validation with experimental

data. Energy 2021, 223, 120076. [CrossRef]
28. Bastankhah, M.; Porté-Agel, F. Experimental and theoretical study of wind turbine wakes in yawed conditions. J. Fluid Mech.

2016, 806, 506–541. [CrossRef]
29. Bastankhah, M.; Porté-Agel, F. A new miniaturewind turbine for wind tunnel experiments. Part I: Design and performance.

Energies 2017, 10, 908. [CrossRef]
30. Bastankhah, M.; Porté-Agel, F. A new miniaturewind turbine for wind tunnel experiments. Part II: Wake structure and flow

dynamics. Energies 2017, 10, 923. [CrossRef]
31. Jonkman, J.; Butterfield, S.; Musial, W.; Scott, G. Definition of a 5-MW Reference Wind Turbine for Offshore System Development;

National Renewable Energy Laboratory (NREL): Golden, CO, USA, 2009.
32. Robertson, A.; Jonkman, J.; Masciola, M.; Song, H.; Goupee, A.; Coulling, A.; Luan, C. Definition of the Semisubmersible Floating

System for Phase II of OC4; National Renewable Energy Laboratory (NREL): Golden, CO, USA, 2014.
33. Sun, H.; Yang, H. Numerical investigation of the average wind speed of a single wind turbine and development of a novel

three-dimensional multiple wind turbine wake model. Renew. Energy 2020, 147, 192–203. [CrossRef]

135



J. Mar. Sci. Eng. 2021, 9, 1215

34. Shao, Z.; Wu, Y.; Li, L.; Han, S.; Liu, Y. Multiple wind turbine wakes modeling considering the faster wake recovery in overlapped
wakes. Energies 2019, 12, 680. [CrossRef]

35. Thiringer, T.; Dahlberg, J.-A. Periodic Pulsations from a Three-Bladed. IEEE Trans. Energy Convers. 2001, 16, 128–133. [CrossRef]
36. Wen, B.; Wei, S.; Wei, K.; Yang, W.; Peng, Z.; Chu, F. Power fluctuation and power loss of wind turbines due to wind shear and

tower shadow. Front. Mech. Eng. 2017, 12, 321–332. [CrossRef]
37. Jonkman, B.J.; Jonkman, J.M. FAST v8.16.00a-bjj User’s Guide; National Renewable Energy Laboratory (NREL): Golden, CO, USA,

2016.
38. Jonkman, J.M.; Hayman, G.J.; Jonkman, B.J.; Damiani, R.R. AeroDyn v15 User’s Guide and Theory Manual; National Renewable

Energy Laboratory (NREL): Golden, CO, USA, 2015.
39. Platt, A.; Jonkman, B.; Jonkman, J. Inflow Wind User’s Guide; National Renewable Energy Laboratory (NREL): Golden, CO, USA,

2016.

136



energies

Article

A Method to Analyze the Performance of Geocooling Systems
with Borehole Heat Exchangers. Results in a Monitored
Residential Building in Southern Alps

Marco Belliardi 1,2,*, Nerio Cereghetti 1, Paola Caputo 2 and Simone Ferrari 2

Citation: Belliardi, M.; Cereghetti,

N.; Caputo, P.; Ferrari, S. A Method to

Analyze the Performance of

Geocooling Systems with Borehole

Heat Exchangers. Results in a

Monitored Residential Building in

Southern Alps. Energies 2021, 14,

7407.

https://doi.org/10.3390/en14217407

Academic Editors: Wei-Hsin Chen,

Aristotle T. Ubando, Chih-Che Chueh

and Liwen Jin

Received: 3 November 2021

Accepted: 4 November 2021

Published: 7 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 ISAAC (Institute for Applied Sustainability to the Built Environment), SUPSI (University of Applied Sciences
and Arts of Southern Switzerland), CH-6850 Mendrisio, Switzerland; nerio.cereghetti@supsi.ch

2 Department of Architecture, Built Environment and Construction Engineering (ABC), Politecnico di Milano,
IT-20133 Milano, Italy; paola.caputo@polimi.it (P.C.); simone.ferrari@polimi.it (S.F.)

* Correspondence: marco.belliardi@supsi.ch

Abstract: Geothermal heat is an increasingly adopted source for satisfying all thermal purposes in
buildings by reversible heat pumps (HP). However, for residential buildings located in moderate
climates, geocooling, that implies the use of geothermal source for cooling buildings without the
operation of HP, is an efficient alternative for space cooling not yet explored enough. Geocooling
allows two main benefits: to cool the buildings by high energy efficiencies improving summer
comfort; to recharge the ground if space heating is provided by HP exploiting the geothermal source
(GSHP). In these cases, geocooling allows to avoid the decreasing of the performances of the GSHP for
space heating over the years. To explore these issues, a method has been developed and tested on a
real case: a new residential building in Lugano (southern Switzerland) coupled with 13 borehole heat
exchangers. The system provides space heating in winter by a GSHP and space cooling in summer
by geocooling. During a 40 months monitoring campaign, data such as temperatures, heat flows
and electricity consumptions were recorded to calibrate the model and verify the benefits of such
configuration. Focusing on summer operation, the efficiency of the system, after the improvements
implemented, is above 30, confirming, at least in similar contexts, the feasibility of geocooling.
Achieved results provides knowledge for future installations, underlining the replication potential
and the possible limits.

Keywords: geothermal energy; geocooling; borehole heat exchangers; residential space cooling;
radiant underfloor systems

1. Introduction

The role of buildings in relation to energy consumption is widely known on a global
and local scale. To satisfy the growing energy needs, while reducing the related greenhouse
gases (GHG) emissions, academic research and policies have been supported for decades
the diffusion of different solutions. Relevant results can be obtained through the imple-
mentation of high efficient measures at envelope and HVAC (Heating, Ventilation and Air
Conditioning) level. These measures allow decreasing the energy needs and increasing the
integration of local RES for electric and thermal purposes, according to goals defined for
2030 and 2050 (reported at www.roadmap2050.eu), as described in [1] and, referring to
Switzerland, in [2–4].

According to [5], geothermal energy is a renewable energy suitable for energy con-
version to electricity as well as heating and cooling of different buildings and other facili-
ties. The most popular technology to extract the shallow geothermal resources are GSHP
(ground source heat pump) systems, which can be properly adopted for low temperature
distribution systems such as floor heating and/or cooling systems.

In [6] Ground Source Heat Pumps (GSHP) are defined as energy efficient and envi-
ronmental friendly systems for space heating and cooling in buildings, underlining the
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recent remarkable growth of the installed capacity worldwide and the most important role
in the direct uses of geothermal energy. Moreover, they observe that the introduction of the
Nearly Zero Energy Buildings (NZEB) concept and standard is expected to further increase
the penetration of GSHP in Europe.

A deep review of the worldwide applications of geothermal energy for direct utiliza-
tion, updated at 2020, is presented in [7], underlining that this technology is one of the
oldest, most versatile and most common forms to exploit this source. The paper presents
information on direct applications of geothermal heat based on country update papers
involving 113 countries and regions. Among these, Switzerland appears in the “top five”
countries for installed capacity in terms of thermal power for population; in terms of
installed capacity for land area; and in terms of annual energy use for area.

Indeed, in the European area, Switzerland, with more than 100,000 ground source
heat pumps (GSHP), is a leader in the use of geothermal energy for heating and domestic
hot water and recently has given insights about the appropriateness of using this source
also for summer cooling.

In [7] it is included a complete description of geothermal applications in Switzerland,
underlining that borehole heat exchangers with heat pumps are still the most spread
application and that the number of GSHP, now increasingly used for heating and cooling,
are growing constantly. In fact borehole heat exchangers amount to 1843.8 thermal MW
and 10,733.8 TJ per year, more than the 80% of the total.

Reversible GSHP can have high performances during the whole year when conven-
tional cooling systems are adopted, i.e., systems for removing sensible and latent heat and
with a level of temperature of the carrier around 7 ◦C. Conversely, when reversible GSHP
are coupled with radiant systems for providing heat and cool and the cooling mode is
devoted at removing only sensible heat, the EER (Energy Efficiency Ratio, defined as the
ratio of cooling capacity provided to electricity consumed and adopted in rating system air
conditioners, allowing for straightforward comparisons of different units) can decrease due
to the levels of temperature. In fact, the ground temperature is around 14–16 ◦C while the
design temperature of the carrier is around 20–21 ◦C. In these cases different solutions can
be searched, as reported also in [8] that, starting from the temperature comparison among
indoor air, envelopes, fresh air and undisturbed soil, suggested an integrated system aimed
at combining pipe-embedded walls, pipe-embedded windows, and fresh air pre-handling
system with the conventional GSHP system with the aim to utilize shallow geothermal
energy more efficiently.

By a different perspective, among the different options for promoting renewable
district heating and cooling systems, in a deep review [9] considered also geothermal
energy. In particular, the benefit of the geothermal energy used in district cooling system
(DCS) worldwide are mentioned because this source is considered sustainable, cheap,
and safe.

Among the solutions cited above, geocooling, i.e., “geothermal free cooling”, allows
removing heat from the buildings in summer exploiting the difference of temperature
between indoor temperature and ground temperature, without the adoption of the GSHP.
This technology has undergone a fair expansion in the last decade, in particular in Switzer-
land where there are hundreds of cases, according also to the current regulation that limits
the adoption of traditional air conditioning systems. However, geocooling has not been yet
very deepened in the technical literature. A state of the art for geocooling technology is
presented in [10], summarizing results related to a dozen of existing buildings, underlining
the need to design these solutions as an integral part of the whole building and that even
if theoretical and technical knowledge is available, practical applications are few. Other
contributions were provided by [11–13], dealing with geocooling potential for adminis-
trative buildings. More recently, [14] studied the effect of geocooling in combination with
thermal energy storage (TES) to decrease the energy and carbon impact of cooling in a
small, lightweight commercial building located in a Mediterranean climate. The study
addressed the effectiveness of this solution, even if with a seasonal performance lower
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than that achieved by the experience documented in the present work. An interesting
update is reported in [15], with an investigation about the impacts of free cooling supply
using ground-source heat pumps on the basis of the available pertinent literature. On their
opinion, according to the few available literature, geothermal systems could also play an
important role in meeting cooling demand through free and active cooling. In the compari-
son to other technologies, they stress the lowest impacts of free cooling configurations as a
consequence of negligible electricity consumption and no additional equipment. However,
the statement that geothermal free cooling has the lowest impacts cannot be generalized.

Focusing on the methods available for designing geocooling systems, insights are
reported in [16] about PILESIM2 and in the recent [17], by a deep review of the modeling
aspects and practices of shallow geothermal systems, and [18], which detail the comparison
among active chilled beams and thermally activated building systems. In particular, [17]
evidenced the lack of systematic design guidelines and reviewed the available model-
ing options (including PILESIM2) presenting the main analytical and numerical models
and methods and discussing the most important supplementary factors affecting such
modeling. At country level, the Swiss standards regarding geocooling are [19], the one
more considered in the present work, and [20,21], where the term “geocooling” is used in
combination with “freecooling” and “natural cooling”.

In this framework, the contribution here presented is aimed at defining a method
for analyzing the effectiveness of geocooling at least for residential buildings located in
climate without extreme summer conditions. The method, described in Section 2 and
Figure 1, includes energy simulation, the thermal characterization of the underground and
the accurate design and simulation of the BHE field. This allows overcoming the lacks of
a proper design of geocooling systems. The method is then tested on a real case and the
work benefits from the direct participation of part of the authors in the interventions for
improving and monitoring the performance of the same real case for which a large amount
of monitored data are available. The described real case application has been promoted
by the Swiss Federal Office of Energy and the Renewable Energy Fund of the Canton of
Ticino, as a demonstration project deeply analyses in [22].

 

Figure 1. Scheme of the overall method.
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2. Materials and Method

A method, able to include simulations and calibration, for analyzing geocooling
systems has been developed and the following activities for testing the method in a real
case, a new residential building in Lugano (southern Switzerland) have been accomplished:

1. Preliminary energy simulation of the building and dimensioning of the BHE geother-
mal systems. The total length and the number of BHE and their configuration have
been defined to satisfy the building thermal needs. In this preliminary stage, some
scenarios has been drawn, suggesting also the thermal recharge of the ground, show-
ing its importance from the economic and energy point of view and stressing the need
of deepening the investigation about the thermal behavior of the overall system;

2. Carrying out of the Geothermal-Response-Test (GRT) in-situ for a detailed study of
the thermal characteristics of the ground according to [23]; the GRT allows a more
precise evaluation of the length of the vertical BHE. When it is properly determined,
supplementary costs are avoided;

3. Final dimensioning of the BHE field, using updated thermal needs and ground
properties found by the GRT, by the simulation tools EED [24] and PILESIM2 [16].
The system was realized for providing space heating and DHW by GSHP, together
with a solar thermal plant. The cooling demand of the building was expected to be
satisfied with geocooling technology that can as well as recharge the ground.

4. Monitoring of the operation of the building and of the geothermal system, search of
the criticalities, definition of optimization interventions and new monitoring after
their realization;

5. Simulation of the thermal fluxes from and to the geothermal field for 50 years using
the PILESIM2 program and comparison to the monitored data. This step is mainly
aimed at verifying the real heat recharge of the ground in order to show the long-term
effects; a sensitivity analysis on the supply temperature level of the geocooling was
also set;

6. Analysis of the achieved results and attempt of extension.

The present paper deepens in particular the last steps of the method described and
sketched in Figure 1, starting from the output of the simulations by PILESIM2 and on the
comparison to monitored data. Further details about each steps of the method are reported
in [22], the already mentioned project report, taking into account the same case study.

In relation to steps 1 and 2, the need of a detailed design of geothermal system has
been stressed in the technical literature already in the first decade of 2000, as reported
by [25] that provided a review of systems, models and applications about ground heat
exchangers and, in the conclusions, referred to a typical residential house in Switzerland.
More recently, the same need is stressed also by [26] that underlined the importance of the
GRT and reported the results of an experimental analysis carried out in France referring
to the heating and cooling performance. Within the framework of the IEA-ECES Annex
31, [27] provided a review of configurations, thermal response, analytical and numerical
models and, analyzing the seasonal performances, illustrated the effect of proper design
and sizing of such systems. In particular they underlined the need to develop general
procedures for early stage sizing and with reasonable accuracy for energy piles.

PILESIM2 program has been cited in the technical literature, e.g., recently in the review
by [28] that assessed of the impacts of system geometric configuration, pipe material,
working fluid, and depth of ground heat exchanger on heat flux, heat transfer coefficient,
outlet temperature, thermal resistance, and pressure drop, as a help in overtaking the lacks
of knowledge that still affect this technology.

In relation to step 4, in order to verify the real operation of the system, several
temperature sensors (thermocouples), flow meters and power meters were installed and
connected to a data-logger. In addition, the indoor air temperature and humidity of a
sample flat were constantly monitored, paying attention to the control of the heating and
cooling system and to the indoor thermal comfort conditions.
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It has to be noted that the optimizations have been discussed and then implemented
by technical staff (not ever aware) and that each measure requires an entire season to be
monitored and eventually corrected only the next year. Main optimization options were:

- Flow rate regulation of the geothermal BHE circuit (underground circuit);
- Adjustment of the intermediate circulation pumps;
- Flow regulation of the circulation pump of the underfloor circuit;
- Increase of the supply temperature of the geocooling circuit.

Further details about the optimization strategies implemented and monitored in
relation to the present real case are reported in [22].

Finally, several exchanges with the technicians involved have been organized together
with the realization of a survey with the tenants of the building by a questionnaire.

In relation to step 5, the importance of long-term evaluation is stressed e.g., in [29] that
developed a detailed, effective and validated numerical model for transient simulation of
borehole heat exchangers. PILESIM2, based on TRNSYS (a flexible software environment
used to simulate the behavior of transient systems, in particular for assessing the perfor-
mance of thermal energy systems as described at see trnsys.com), uses hourly thermal
energy values (thermal energy actually exchanged with the ground) and then calculates
the respective fluid temperature over the years. For the first three years, the simulated
supply temperatures have been compared with the monitored ones. Several simulations
have been run setting different supply temperature for geocooling, looking at the related
effect on the cooling potential of the building.

The present article focuses mainly on steps from 4 and 6, as described in the
following sections.

3. Results

According to the steps reported in Section 2, in the following sections are described the
real case of study and the achieved results in terms of predesign evaluation and monitoring
before and after optimization.

3.1. Case of Study

The building called “City Residence” is located in Lugano (southern Switzerland).
It is a Minergie® building in operation since 2014, with 46 flats on 7 floors (see Figure 2)
and an energy surface of 5700 m2. Heating and cooling are provided by an underfloor
radiant systems and a mechanical ventilation system with air-to air heat exchangers is also
in operation.

Following the Minergie® standard referred to the age of the building, as average
thermal transmittance, a U value of about 0.18 W/m2K was reached for the opaque façade
and a U value of about 1.2 W/m2K was reached for windows.

In the beginning of the project and before the development of the study here reported,
the energy behavior of the building has been simulated in steady state way, according to
the local rules in force, i.e., [21,30], resulting in a design thermal power for space heating
and DHW of about 130 kW and for cooling of about 80 kW.

In order to characterize the ground, a geothermal response test (GRT) was carried out
in-situ on a BHE. The test revealed a thermal conductivity of the ground of 3.3 W/mK,
a ground temperature on the surface of 13.7 ◦C, and a geothermal temperature gradient
of 11 K/km.

Based on the preliminary thermal demands and geological literature data, a system
of 17 BHE of 200 m depth was evaluated. The final dimensioning of the BHE field was
achieved using updated thermal needs (estimated again in steady state way and before the
development of the study here reported) and ground properties and taking into account
a proper value of regeneration of the ground, i.e., the ratio between energy injected over
energy extracted from the ground.

141



Energies 2021, 14, 7407

 

Figure 2. Rendering (top) and photograph (bottom) of the building located in the densely populated
centre of Lugano (source: [22]).

These design conditions result in 13 BHE, with a depth of 200 m each, i.e., saving
4 BHE in comparison to the initial estimation (see Figure 3).

The thermal demands (heating and DHW) are expected to be satisfied by 3 HP
coupled to the BHE field. A solar thermal plant of about 100 m2 contributes to the supply
of the DHW and of the space heating on yearly basis. Solar thermal heat in excess is
not injected into the ground to avoid an unbalance of the temperature levels, during the
geocooling mode.

According to the expertise of the authors, the thermal recharging of the ground is
considered essential to ensure a constant efficiency during the operation of the system in
the long term. To that end and based on the features of the building and of the emission
system (underfloor radiant panels), a geocooling system coupled to the same BHE field
has been implemented. This solution allows also to avoid the use of traditional cooling
machines in summer and therefore to lower summer electricity needs for cooling.

As anticipated, the BHE field has been designed based on the winter needs satisfied by
the HP. During winter season, the ground is thermally discharged, while during summer
season geocooling can recharge the ground.
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Figure 3. Position of 13 BHE under the building (source: [22]).

As a result of the sizing carried out by the design team, for a steady long-term
operation of the system, it was suggested to set a recharge of the ground in the range
between a minimum of 17% and a maximum of 52%. Indeed, if summer recharge is lower
than 17%, the extraction of heat from the ground could be excessive compared to the
injection; therefore this can cause a rapid decrease in the temperatures of the fluid entering
the ground. While, if summer recharge is higher than 52%, the operation would limit the
expected potential for geocooling. In addition, according to the expertise of the authors
and the local thermo-hygrometric conditions, it was suggested to inlet water into the
underfloor radiant system of the flats at temperatures equal or higher than 21 ◦C, in order
to prevent too high relative humidity and vapor condensation on the indoor surfaces, but
this suggestion was not considered by the technicians during the first period of operation.

During winter operation the geocooling circuit is switched off, the HP charge the heat
storage tank and the system allows to heat the flats.

Figure 4 shows a simplified scheme of the analyzed system with the detail of the main
hydraulic components in accordance to during the summer operation.

Figure 4. Scheme of the summer operation using geocooling (source: [22]).
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3.2. Monitoring System and Campaign

The method is calibrated and tested according to a complete monitoring campaign. In
order to analyze and verify geocooling benefits over several seasons, the years 2016 to 2019
have been monitored, starting at the end of June 2016.

For characterizing the outside environment, the weather data adopted are those
recorded in the nearest meteo-station in Lugano.

The monitoring system provides the values of temperatures and water flow rates at
different points of the circuit. The main ones are positioned upstream of the BHE field to
record the thermal exchanges with the ground (in correspondence of pump 248 B5, see
Figure 4) and another one downstream of the underfloor circuit (in correspondence of
pump 301, see Figure 4). In order to evaluate the efficiency of the geocooling, a monitoring
of all the circulation pumps (electricity) necessary for the summer operation mode was
carried out.

The monitoring system includes the following components:

• 1 technical cabinet with a data-logger inside;
• 5 volume flow meters (electromagnetic);
• 15 thermocouple sensors–Type T (grade insulated wires);
• 3 electric power-meters installed on the heat pumps (electric metering of heat

pumps consumptions);
• 4 electric power-meters on the circulation pumps dedicated to the geocooling circuit

(electric metering of circulations pumps consumptions);
• 1 indoor weather station in one flat (temperature and humidity).

The heat meters installed in the technical room are described in Figure 5. In particular:

• Q1: heat meter of the BHE field. This is necessary for the monitoring of the thermal
exchange with the ground. In this counter, water with glycol circulates;

• Q2: geocooling heat meter after the hydraulic separator and before the heat exchanger.
In this counter, water with glycol circulates;

• Q3: heat meter after heat pumps, only for DHW production. In this counter circulates
simply water;

• Q4: heat meter towards the underfloor heating (heating and cooling of flats). In this
counter simply water circulates;

• Q5: heat meter after the hydraulic separator towards heat pumps. In this counter
flows water with glycol.

The four pumps dedicated to geocooling have been monitored for the evaluation of
its efficiency, as the pumps represent its only electricity consumption.

Conversely, the monitoring of the solar thermal pump is outside the scope of the study.
In the present real case, solar thermal collectors could contribute to satisfy heating needs,
after ensuring DHW production. This contribution was monitored through temperature
sensors and without a mass flow sensor. According to the collected data, the energy
contribution was negligible, considering the overall and annual thermal balance of the case
of study.

The system for data acquisition, visualization and supply runs due to the GSM Internet
connection with a dedicated SIM card in-situ. The acquired data have been stored on a
server and can be viewed and downloaded via Grafana, an open source platform for the
organization and graphic display of data.

The accuracy of the monitoring and related results depends on the measurement
methods, the temperature sensors, the data logger, and the measurement circuits used.
Considering the technical information available for the sensors and the data logger and
the experience acquired by other thermal data acquisition systems, a total accuracy of flow
measurement of 2.4% has been noticed, while the total error on temperature measurements
is less than 0.3 K. Although all devices installed for the monitoring have been accurately
calibrated, these levels of accuracy affects the thermal measurements, depending on the
entity of the temperature difference observed on the carrier for providing heating and
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cooling. Further details and clarifications about the equipment of the monitoring system
are reported in [22].

Figure 5. Scheme of the system and of the monitoring concept with the detail of the sensors and of the meters (source: [22]).

3.3. Monitored Seasons

In the technical literature is very rare to find out results of monitoring campaign
as long-lasting as in the real case here presented. In fact, the whole monitored period
from 2016 to 2019 has been studied in order to obtain more detailed and aggregate results.
Table 1 reports the monitored seasons including their duration in days and hours and the
number of hours in which the system was in operation (about the 80% of the total hours of
the season). It has to be explained that in Switzerland winter seasons are not defined by law
depending on climatic data; heating and cooling are provided when needed during a year.
In the analyzed real case, the switch between heating and cooling operation mode is done
manually by the person responsible for maintenance at the request of the administrator of
the building because there is not an automatic control logic. Based on Table 1, the winter
season has a duration of about 240 days, while summer season of about 120 days.

Based on the results of the monitoring of the first 15 months, some measures for the
optimization of the system were suggested. In autumn 2017, energy efficiency optimization
measures were agreed and fully implemented at the end of July 2018. The results of the
monitoring of August and September 2018 were representative to show the effects of the
optimizations implemented.
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Table 1. Duration of the summer (cooling by geocoding) and winter (heating by GSHP) seasons monitored (elaborations
based on [22]).

Season Start Date End Date
Season Duration

[days]
Seasonal Duration

[h]
Working Period

[h]

Summer 2016 * 23 June 2016 28 September 2016 97 2328 1858

Winter 2016–17 28 September 2016 23 May 2017 237 5664 4523

Summer 2017 23 May 2017 15 September 2017 115 2760 2203

Winter 2017–18 15 September 2017 23 May 2018 250 5808 4637

Summer 2018 23 May 2018 3 October 2018 133 3190 2571

Winter 2018–19 3 October 2018 4 June 2019 244 5880 4737

Summer 2019 ** 4 June 2019 7 October 2019 125 2952 2378

* cooling started later than in the other summer seasons due to technical reasons in the manual switching of the system; ** technical
problems occurred affecting the management of the system.

3.4. Energy Balance of the System

The following Figures 6 and 7 show the monthly values of the energy exchanged
with the building through the underfloor radiant system (heat meter Q4 in Figure 5) and
the monthly energy exchanged with the ground through the BHE field (heat meter Q1 in
Figure 5), during the entire monitored period.

3.5. Energy Performance

The overall performance has been evaluated at building level by investigating the
heating and cooling demands and at system level investigating the seasonal coefficient of
performance of the GSHP, the recharge of the ground and the efficiency of geocooling.

Figure 6. Monthly values of the energy demands (at the heat meter “Q4”) during the monitoring (years and months in the
abscissa labels; source: [22]). This measure is called demand to differentiate it from the thermal needs at envelope level.
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Figure 7. Monthly energy exchanged with the ground (at the heat meter “Q1”) during the monitoring (years and months in
the abscissa labels; source: [22]).

Based on monitored data and geometric features of the building, such as the reference
energy surface, i.e., the surface of the thermal zones to be heated and cooled, the following
indicators have been calculated (Table 2). In order to consider the impact of climatic
conditions on the monitored results, the heating and cooling degree-days (in Table 2,
HDD and CDD respectively, [◦Cd]) were taken into account and specific indexes, aimed at
overcoming this impact, were calculated (as the ratio between Heating index and HDD
and between Cooling index and CDD, respectively) and named normalized heating and
cooling indexes.

Table 2. Space heating and cooling demands and related indicators (elaborations based on [22]).
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Normalised
Cooling

Index
Wh/m2/◦Cd

Summer 2016 36.4 6.4 73 87.9

Winter 2016–17 188.4 33.1 2279 14.5 Summer 2017 47.8 8.2 106 77.5

Winter 2017–18 190.2 33.4 2350 14.2 Summer 2018 49.1 8.6 112 76.6

Winter 2018–19 162.0 28.4 2041 13.9 Summer 2019 39.3 6.9 113 61.1

The HDD were calculated according to [31], as the sum of differences between the daily
mean external air temperature and the set indoor temperature (20 ◦C), where only days
with daily mean external air temperature minor or equal to 12 ◦C are taken into account.
The CDD were calculated analogously but based on a reference internal temperature of
25 ◦C, taking into account that summer is not defined based on meteo-climatic data, but it
corresponds to the period during which geocooling is witched on manually.

The winter normalized heating values (always about 14 Wh/m2/◦Cd) describe coher-
ent results, while the summer ones (from 61 to 88 Wh/m2/◦Cd) are more variable, mainly
depending on the occupants’ behavior and on technical management practices.
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As anticipated, it has to be taken into account that during summers in 2016 and 2019,
the geocooling system has encountered some operative problems that lightly reduced the
hours of operation.

Furthermore, the thermal demands monitored differ to the thermal needs estimated in
the first stage of the project attesting, a part the difference related to the heat losses along the
water distribution system from the technical room to the flats, an initial underestimation of
the heating needs and overestimation of the cooling needs.

A realistic index of the efficiency of a HP over the year can be expressed by the
Seasonal Coefficient of Performance (SCOP), i.e., the ratio between the thermal energy
supplied and the electricity required, in a season. In summer, the GSHP of the building
provide only DHW, when heat from solar collectors is not sufficient, at higher supply
temperature compared to space heating needs in winter. Therefore, due to the different
levels of temperature, the SCOP in summer is expected to be lower than in winter.

In order to better understand these results, the main features of the three identical
GSHP adopted in the present case are described in Table 3, resulting in a nominal thermal
power of 133.2 kW. In Table 3, B0W35 and B0W60 are two operative conditions of the heat
pump, it means the brine inlet temperature is 0 ◦C, and the water outlet temperatures are
35 ◦C and respectively 60 ◦C.

Table 3. Characteristics of the GSHP provided by the manufacturing company.

B0W35 B0W60

Thermal Power supplied at condenser [kW] 44.4 41.3

Electrical Power absorbed by compressor [kW] 10.0 13.5

COP [–] 4.4 3.1

Due to the “Q5” heat meter before the GSHP evaporators (see Figure 4) and by the
electric monitoring of the GSHP compressors, it is possible to estimate the SCOP by the
following equation:

SCOP =

(
Eth evaporator[kWh]
Eel compressor[kWh]

)
+ 1 (1)

where Eth evaporator is the geothermal heat exchanged to the evaporator and Eel compressor
is the electricity provided to the compressor, while the electricity for the operation of
the circulation pumps and other devices has not been considered in the calculation of
the SCOP.

The obtained results are reported in Table 4, where it is possible to note an intensive
growing of the heat exchanged to the evaporator in summer. This condition is mainly due
to a different contribution of the solar thermal sysyem devoted to provide DHW because
of technical and meteo-climatic issues.

Table 4. Results of the calculation of the SCOP (source: [22]).

Seasons Eth evaporator Eel compressor SCOP

Winter 2016–17 167,306 59,741 3.8

Winter 2017–18 178,260 63,625 3.8

Winter 2018–19 157,069 55,517 3.8

Summer 2016 1695 887 2.9

Summer 2017 6794 3387 3.0

Summer 2018 8705 4186 3.1

Summer 2019 14,315 6667 3.1
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Further, it is important to observe that the seasonal performances of the GSHP (3.8 in
winter) are lower than the instantaneous or nominal ones (B0W35 in Table 3). This is mainly
due to the DHW production even in winter (at about 60 ◦C) and to the non optimized
control and management system, i.e., to the many switching on and off of heating supply.
This result underlines the importance of real monitored data to evaluate the performance
of GSHP coupled to low energy buildings, considering that, in general, higher values are
reported, often because the different operative conditions and system management options
are not taken into account.

As anticipated, another index, related to the global operation of the geothermal system,
is the recharge of the ground. According to [16], this parameter affects the long-term
dynamics behavior of the ground as heat source and then affects the global performance of
geothermal systems.

Indeed, the real thermal recharge must be verified and confirmed over the years and
geothermal district heating systems with huge BHE fields must be sized and designed
carefully to avoid serious problems (e.g., ground freezing, system shutdown) during
their operation.

According to [12], to evaluate the thermal recharge of the ground, in terms of heat
injection over heat extraction it is necessary to consider an entire year starting from the
winter season. Therefore, the first summer monitored (2016) was neglected. The results of
the calculations based on monitored data are reported in Table 5.

Table 5. Annual values of the energy extracted and injected and related thermal recharge (source: [22]).

Operation Period Energy Extracted Energy Injected Thermal Recharge

Winter 2016–2017 + Summer 2017 173.3 MWh/y 44.6 MWh/y 25.7%

Winter 2017–2018 + Summer 2018 181.8 MWh/y 46.9 MWh/y 25.8 %

Winter 2018–2019 + Summer 2019 154.3 MWh/y 32.4 MWh/y 21.0 %

The same calculation has been provided also for all the monitored period (4 summers,
considering also summer 2016, and 3 winters) by the following equation, where I (i from 1
to 4) is the injection in the i summer season and Ej (j from 1 to 3) is the extraction from the
ground in the j winter season, attesting an average value for “R” of 23.7%.

R =
(I1+I2+I3+I4)

4
(E1+E2+E3)

3

(2)

The last performance index elaborated is the geocooling efficiency, defined as the ratio
between the cooling demand of the building (all the flats) and the electricity needed for the
pumps, following the equation:

ε =
Eth_cool [kWH]

Eel [kWH]
(3)

Based on monitored data, the values of the monthly demand, of the monthly electricity
consumption and of the geocooling efficiencies are reported in Figure 8.

In Figure 8 is reported an efficiency of 30 achieved in August 2018, after the imple-
mentation of the improvement measures. Nevertheless, in September 2018 the electricity
consumption remained almost unchanged, while cooling demand was reduced resulting
and this means a worse efficiency. Probably, without a better regulation of the pump
301 (Figure 3), it will not be possible to further reduce electricity consumption, especially
when cooling demand decreases. Indeed summer 2019 shows the negative effects of an
inappropriate management of the system, with the worst efficiencies of the monitoring
campaign recorded in August and September.
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Figure 8. Monthly cooling demand, electricity consumption and related geocooling efficiency (years and months in the
abscissa labels; source: [22]).

However, based on results achieved during August 2018, it can be stated that ef-
ficiency values of 30 are easily approachable with an optimal regulation of the system.
Further, with a regulation of all circulation pumps, it would be possible to reach efficiencies
around 35–40.

4. Discussion

The issues explored in the work, bringing interesting insights for the involved stake-
holders, can be summarized as it follows:

• The efficiency and potential of geocooling technology;
• The real quantification of a thermal recharging of the ground by geocooling;
• The limits of the system and the performance achievable by an underfloor radiant

distribution system.

About the first point, according to the mentioned theoretical studies, the measured
geocooling efficiency (defined as the ratio between the total cooling demand and the
electricity used by the circulation pumps at monthly level) is in the range between a
maximum of 30 and a minimum of 12, depending on pumps settings and other issues. In
particular, the circulation pump that set warm/cool water to the flats does not modulate
the flow rate setting a temperature difference but by taking into account the pressure
difference. Indeed, a different control system would allow a lower electricity consumption
and a better modulation of the temperature of the supplied warm/cool water. Values
higher than 30 can be also achieved by optimized control and management systems.

About the second point, the value achieved for the thermal recharge of the ground
over the monitored seasons was about 24%, in accordance to the recommendations given
during the first stages of the project (preliminary analysis, sizing and design). Indeed, to
recharge by geocooling allows a proper thermal balance of the ground, in addition to the
possibility to provide cooling to the occupants. Further, from the economic point of view, an
issues that will be better described in further developments, geocooling can help reducing
the initial investment, i.e., saving meters of drilling because less BHE can be sufficient, and
developing a new approach about thermal tariffs. This is a critical issue because, according
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to [5,6], despite the described pros, the economic barrier of the initial capital cost still affect
GSHP. This is mainly due to the excavation cost that represent about the half of the total
cost. This condition stimulates research and practice in finding new solutions to reduce
or avoid drilling cost such as those proposed by [6] as thermo-active foundations or other
energy geostructures. To that end, geocooling represent another effective alternative.

The assessment of the technical and economic factors that influence the design and
performance of vertical GSHP is deepened in [5], with a focus on the spatial correlation that
these factors have with geographic features such as geology and climatic conditions. By the
way they indicated that Switzerland is one of the country with the highest capital costs for
vertical GSHP systems at least 10 years ago. Further, they stressed that, as yet subsurface
characteristics are not adequately considered in the planning and design phases, under or
oversizing can happen, with a long-term effect on the maintenance costs and payback time
of these systems.

About the third point, during the first two years of monitoring, some critical issues
emerged in relation to geocooling efficiency and thermal comfort in summer. These
criticalities are mainly caused by an uncontrolled management of the system. However,
some optimizations were implemented to overcome these problems such as the modulation
of the circulation pumps and the increasing of about 2 ◦C of the temperature of the
water circulating in the radiant underfloor system in summer. The monitoring in the
sample flat demonstrate that cooling was requested by the occupants even with external
temperature lower than 25–26 ◦C. According to thermal comfort theory, the monitored
indoor temperature were too low (22–24 ◦C) and relative humidity too high (70–85%) in
many summer hours, underlining again the need of a better regulation of the cooling
system, e.g., to switch on when really needed, to supply temperature not lower than
20–21 ◦C in the underfloor circuit, to consider also the effect of the mechanical ventilation
equipped by the air to air heat exchanger. These results demonstrate also that the obtained
thermal recharge is the maximum achievable for the monitored building and respective
boundary conditions (energy standard, solar gains, typology, loads, and climate). Therefore,
it is possible to guess that better performance of the systems can be achieved in terms of
comfort conditions in summer in climates more warm and dry.

5. Conclusions and Further Developments

The research here presented is based on a long-lasting research supported by validated
tools and expertise and on data collection and elaboration related to a monitoring campaign
of about 40 months, involving thermal and electric measurements in the geothermal system
and in one sample flat (users’ side), collaboration with the technicians involved and with
the tenants of the building by a questionnaire survey.

The obtained results prove that geocooling through underfloor radiant distribution
is an efficient and applicable technology, at least for residential buildings and moderate
climatic conditions. Indeed, it is evident that geocooling cannot be assimilated to con-
ventional air conditioning systems, based on chillers. In the analyzed real case, heat is
extracted from the buildings by radiant underfloor systems able to act only on sensible
heat. Therefore, if there are not air treatment units, this kind of technology is in general not
recommended in case of building with high loads in terms of latent heat (non residential
buildings with a high density of occupation). The heat exchange due to the radiant system
depends on the temperature level of the water inside. The best temperatures from the point
of view of indoor thermal comfort are equal or greater than 21◦C, but this condition limits
the heat exchange. In addition, to avoid surface condensation problems, it is advisable
to satisfy the internal comfort keeping the upper levels of set point temperature inside,
according to the reference standards. The survey by questionnaire was carried out exactly
to better understand the perception of cooling and to instruct tenants in setting indoor
temperatures, underlining the role of the involvement of the occupants in such systems.
The relatively high temperature levels suggested for underfloor radiant cooling, compared
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to conventional air conditioning, imply a careful preliminary design and management
during the operation to guarantee a proper control of the global system.

In addition, since the thermal recharge of the ground is a key parameter for an efficient
long-term operation of the system, it has to be designed by accurate energy simulations. If
the designed thermal recharge cannot be achieved over the years, the possibility to modify
the installation or its operation should be provided, since long-term thermal storage
problems can seriously affect the whole effectiveness of the system. Therefore, the achieved
results can support strategies for new and existing geothermal systems, giving solutions
for effective space heating and cooling systems.

Furthermore, the results reported confirm that large geothermal systems, with a huge
extension of BHE, should be planed and sized very carefully in order to reduce the risk of
technical troubles and decreasing of performance. In this framework, the work presented
gives also an important contribution to the definition of methods and tools needed to
design and monitor properly such systems.

The conclusions of this work can be framed also in the recent progress of rules and
regulations about geothermal systems (e.g., the [19]) that consider the issue of the thermal
interference in case of geothermal plants in the same area, underlining the promising role
of properly sized geocooling systems in the next future.

First estimations referred to the real case here presented, which will be better detailed
in further developments of the work, indicate that geocooling allows saving in the range
10–25% of the investment cost for installing BHE thanks to the recharge of the ground
that allows a minor drilling length (considering the long-term performance of the overall
system, at least in similar boundary conditions). Taking into account the overall operation
of the system all over the year, ref. [22] estimated that the costs for geocooling devices
(about 20,000 euros) are comparable to the economic saving due to the recharge. In addition,
the building real estate value would certainly further increase thanks to the better indoor
comfort conditions and lower annual operative costs. An economic saving for the final
users can be achieved also in comparison to other conventional technologies such as
cooling machines that, due to drastically lower efficiencies, imply higher operative costs
for final users.

Further efforts are necessary to assess experimentally the energy performance of these
systems, to model and analyze the influence of the boundary condition and to optimize the
heat exchanger layout, even in the framework of assessment related to geothermal potential
in wide areas such as that proposed by [32]. In this paper all these aspects are investigated,
starting from the results of the monitoring campaign of the analyzed real case.

The adopted method can be replicated and the results can be generalized to new
residential buildings, well insulated and with underfloor radiant systems for providing
heat and cool. In fact, it could be possible to calibrate and estimate space cooling needs for
residential buildings in different climatic conditions, according to the indexes described
in Table 2.

Finally, although the analyzed geothermal system serves only one building of 46 units,
the method and part of the achieved results can be extended not only to similar cases but
also to geothermal district heating network, where thermal needs of several buildings must
be considered for the correct sizing of the BHE field. Following developments of the work
will face this issue in the framework of the evolution of district thermal systems to low
temperature applications able to provide both heat and cool to the final users.
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Abbreviations
BHE Borehole Heat Exchanger/Exchangers
CDD Cooling Degree Days
COP Coefficient of Performance
DHW Domestic Hot Water
EER Energy Efficiency Ratio
GRT Geothermal-Response-Test
GSHP Ground Source Heat Pump/Pumps or Geothermal Pump/Pumps
HDD Heating Degree Days
HP Heat pump/pumps
HVAC Heating, Ventilation and Air Conditioning
RES Renewable Energy Source/Sources
SCOP Seasonal Coefficient of Performance
SIA Swiss society of Engineers and Architects (www.sia.ch/en/the-sia/)
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Abstract: A hybrid cooling system which combines natural ventilation with a radiant cooling system
for a hot and humid climate was studied. Indirect evaporative cooling was used to produce chilled
water at temperatures slightly higher than the dew point. With this hybrid system, the condensation
issue on the panel surface of a chilled ceiling was overcome. A computational fluid dynamics (CFD)
model was employed to determine the cooling load and the parameters required for thermal comfort
analysis for this hybrid system in an office-sized, well-insulated test room. Upon closer investigation,
it was found that the thermal comfort by the hybrid system was acceptable only in limited outdoor
conditions. Therefore, the hybrid system with a secondary fresh air supply system was suggested.
Furthermore, the energy consumptions of conventional all-air, radiant cooling, and hybrid systems
including the secondary air supply system were compared under similar thermal comfort conditions.
The predicted results indicated that the hybrid system saves up to 77% and 61% of primary energy
when compared with all-air and radiant cooling systems, respectively, while maintaining similar
thermal comfort.

Keywords: natural ventilation; radiant cooling; indirect evaporative cooling (IEC); sustainable
building; energy saving; thermal comfort

1. Introduction

Energy efficiency in buildings has received great interest due to the increasing energy
demand and significant depletion of natural resources. Owing to its hot and humid tropical
climate, in Singapore, more than 60% of the total energy consumed by residential and
non-residential building is by air-conditioning for thermal comfort [1]. As an effective
strategy for reducing energy use in buildings, natural ventilation utilizes the natural forces
of wind pressure and stack effects to direct the movement of air through openings [2].
Natural ventilation is becoming increasingly popular, owing to the following significant
advantages: (1) low capital and maintenance costs [3]; (2) environmental sustainability [4];
reduced risk of airborne contagions [5]; and (3) positive perception as there is evidence that
occupants in buildings prefer to have control over their environment [6]. However, natural
ventilation often fails to provide enough cooling capacity for buildings in a hot and humid
area or with dense occupancy [7], such as offices where the high-level thermal comfort
is required for intellectual productivity [8]. Moreover, natural ventilation performance is
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easily limited by building design and shape, both of which are difficult to modify after
construction [6].

In order to overcome the barriers to the adoption of natural ventilation, numerous
efforts have been made in the literature to enhance its wind utilization [9–12] or buoyancy
effect [13,14] and thereby achieve adequate air flow rate and desired thermal comfort. In
heat-intensive scenarios, however, natural ventilation alone still cannot meet the require-
ment of thermal comfort, leading to the increased adoption of mixed-mode or hybrid
systems [6]. The basic concept of hybrid ventilation is to maintain a satisfactory indoor
environment while minimizing the energy use and operating costs associated with air
conditioning by alternating between and combining natural and mechanical systems [15].

Recently, radiant cooling systems, utilizing temperature-controlled indoor surfaces as
the cooling source [16], have been gaining much popularity due to good thermal comfort,
reduced energy consumption, quiet operation, and space-saving features [17]. It would be
very promising to couple radiant cooling with natural ventilation as a hybrid system for
both thermal comfort and energy saving in buildings. The literature reveals that, so far, few
studies have been conducted on such a hybrid system, mainly because of the condensation
issue on radiant surfaces, especially in hot and humid area like Singapore, where dew-point
temperature typically exceeds the surface temperature of a chilled ceiling panel (CCP) [18].
A possible solution to the condensation issue is the application of an indirect evaporative
cooling (IEC) system to produce chilled water at a temperature between the wet-bulb
temperature and dew point of the outdoor air [19]. Moreover, IEC shows the significant
advantages of a high coefficient of performance (COP), energy-saving, and environmental
sustainability over other conventional air conditioning systems.

Most previous studies have mainly focused on hybrid systems in enclosed envi-
ronment by coupling radiant cooling with mechanical ventilation (e.g., airbox convec-
tor [18,20], personalized ventilation [21,22], underfloor/displacement ventilation [23–26]),
which usually precool the supplied outdoor air to prevent condensation on a chilled sur-
faces. Yu et al. [27,28] proposed a novel system combining natural ventilation with diffuse
ceiling inlet and thermally activated building systems (TABS) and investigated its cooling
performance experimentally in Denmark, which has a relatively cold climate even in sum-
mer, and hence the condensation issue on the TABS was not considered. Meggers et al. [29]
experimentally analyzed the thermal comfort of an open air pavilion using radiant cool-
ing and indirect evaporation under the temperate climate of Princeton. Vangtook and
Chirarattananon [30] employed water cooled by a cooling tower for radiant cooling and
found that it was sufficient to achieve thermal comfort in night-time application, while the
ventilation air precooled by chilled water at 10 ◦C was required to treat the latent load in
day-time application. The effect of natural ventilation on enhancing the cooling capacity
of radiant cooling was not studied in their work. To the authors’ knowledge, no studies
in the literature have evaluated the thermal comfort of a hybrid system coupling natural
ventilation with radiant and IEC for a tropical climate, as well as compared their energy
performance with conventional all-air and radiant cooling systems.

Therefore, the present work aims (i) to investigate a hybrid cooling system which
couples natural ventilation together with radiant cooling, and which uses IEC to supply
chilled water, and (ii) to study the thermal comfort and energy-saving potential of the
hybrid cooling system in an office-sized, well-insulated environmental chamber.

2. Proposed Hybrid Cooling System

The proposed hybrid system mainly consists of three parts, namely, the chilled ceiling
for radiant cooling, IEC, and a test room with cross ventilated openings for natural venti-
lation, as shown in Figure 1a,b, where the return water from the CCP is cooled down by
IEC first to the temperature between the wet bulb temperature and dew point, and is then
circulated into the CCP as the cooling source to remove the intensive sensible loads caused
by solar radiation, occupants, lighting, and equipment in the working space. At the same
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time, natural ventilation removes the latent and a part of the sensible load and provides
abundant fresh air.

Figure 1. (a) Configuration of proposed hybrid cooling system: (1) air–water counterflow heat
exchanger; (2) air–water counterflow padding tower; (3) water pump; (4) fan; (5) chilled ceiling;
(6) window opening; (7) internal heat load; (8) solar flux. (b) Psychrometric process to produce
chilled water in IEC.

The psychrometric process to produce a chilled water supply in IEC is shown in
Figure 1a. Firstly, the inlet air A is cooled to the state B through the air–water counterflow
heat exchanger, while its humidity ratio keeps constant as there is no air–water contact
during the indirect heat exchanging process. The air at the state B is then blown into the
air–water counterflow padding tower for the air–water direct evaporative cooling process.
After being heated and humidified by the water spray, the air is exhausted from the top
of the IEC at the state C. Meanwhile, the water spray D is cooled by the air to the state
E and is divided into two parts: a smaller portion of water is pumped into the air–water
counterflow heat exchanger to pre-cool the inlet air, and the larger portion is pumped into
the CCPs, where it removes the heat in the working space together with natural ventilation
and then returns to the IEC.

3. CFD Model

To determine the thermal comfort and energy consumption of the proposed hybrid
system, the values of key parameters are required, such as the air temperature, surface tem-
perature, airflow rate, and cooling loads. Using CFD, the variation of these key parameters
under the effects of radiant heat transfer between two surfaces at different temperature
and convective heat transfer induced by the air motion can be analyzed. For this reason,
CFD simulation using the FLUENT program was performed. In the present work, CFD
simulation was performed to evaluate the thermal conditions in the office-sized space
with both radiant cooling and natural ventilation, and to provide the required parameters
for thermal comfort and energy calculations. The following assumptions were used for
the simulation:

• Turbulent flow was obtained using the realizable (k-ε) model with enhanced wall
treatment including the effects of gravity for flow analysis.

• An incompressible ideal gas model was assumed.
• A surface-to-surface radiation heat transfer model was used.
• A solution method employing a pressure-based coupled scheme for pressure-velocity

coupling was used.
• A body force weighted method for the pressure interpolation scheme was used as it

resulted in a stable solution for buoyancy calculations.

In accordance with the BS EN 14240 testing standard of chilled ceilings [31], the
test room was developed using FLUENT, as schematically shown in Figure 2a. Twelve
cylindrical dummies were uniformly deployed to simulate the internal heat load and
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ceiling panels were installed at 2.6 m above the floor. In order to reduce the computational
cost of the CFD model, a simplified geometry of the ceiling panels as a flat rectangular
parallelopiped with uniform temperatures on the lower and upper surfaces was employed
instead of a fully detailed model, which may reduce the accuracy unless all the input
parameters are well known [32].

Figure 2. (a) Computational domain and dimensions for office model; (b) exterior surface mesh;
(c) interior surface mesh; and (d) volume mesh.

Regarding the boundary conditions, the ‘velocity inlet’ was imposed to the openings
in the upstream area of prevailing wind (detailed in Appendix A), while other openings
were assigned as ‘pressure outlets’. Internal surfaces were assumed to be ‘no slip walls’,
while the internal load and solar flux were assigned to 12 dummies and wall surfaces,
respectively, as heat flux in the unit of W/m2, and uniform temperature was applied to the
ceiling panel surfaces. Moreover, the floor and roof surfaces were taken as well-insulated
walls in a building; hence, their boundary conditions can be assumed to be adiabatic.

It was necessary to adopt the minimum outdoor supply air, solar heat flux, and
internal heat loads properly based on relevant standards, which are shown in Table 1. The
unit heat flux assigned to the dummy surface was then achieved by dividing the total
internal loads over the dummy surface area.

Table 1. Heat loads and fresh air rate for the test room model.

Heat from
Envelope [33],

W/m2

Internal Loads [34,35] Minimum
Outdoor Supply

Air [36], l/s/Person
Occupant Density,

/100 m2
Occupant Activity,

W/Person
Lighting, W/m2 Equipment, W/m2

40 5 75 (Sensible),
55 (Latent) 12 16 8.5
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4. Mathematical Models

In this section, the mathematical models to determine the thermal comfort parameters
and the power input required for various equipment are presented.

4.1. Thermal Comfort

In general, there are two different categories for thermal comfort evaluation, namely,
the heat balance approach for mechanical ventilation and the adaptive approach for natural
ventilation [37]. For the hybrid system, with both mechanical and natural ventilation as
proposed in the present work, the predicted mean vote (PMV) and predicted percentage
of dissatisfied (PPD) models [38] based on the heat balance approach were adopted to
quantify the thermal comfort. This is because both indices have been used with success
during the past decades and their validity extends to the range of the proposed hybrid
system [39]. PMV is an index that predicts the mean value of the votes of a large group
of persons on the seven-point thermal sensation scale (−3 cold, −2 cool, −1 slightly cool,
0 neutral, +1 slightly warm, +2 warm, and +3 hot), while PPD is determined from PMV to
predict the percentage of thermally dissatisfied people [40], and they are given by [37]

PMV = f (ta, tmrt, v, pa, M, Icl) (1)

PPD = 100 − 95 × exp
(
−0.03353 × PMV4 − 0.219 × PMV2

)
(2)

where ta is the air temperature, tmrt is the mean radiant temperature (MRT), v is the relative
air velocity, pa is the vapor pressure, M the activity level, and Icl the clothing insulation.
tmrt is derived from the temperature of the surrounding surfaces and their positions with
respect to the occupant, as described in Equation (3) [41]:

t4
mrt = t4

1Fo−1 + t4
2Fo−2 + . . . + t4

N Fo−N (3)

where tN is the surface temperature of a surface N and Fo-N is the angle factor between a sur-
face N and an occupant; the defining method is detailed in [41]. The ranges of PPD and PMV
for an acceptable thermal environment are defined as PPD < 10% and −0.5 < PMV < +0.5,
respectively [40].

4.2. Energy Calculation

Obviously, a cooling system with both good thermal comfort and minimal energy
consumption is much preferred. In the present work, energy consumption for the proposed
hybrid system is compared with the that of the conventional all-air and radiant cooling
systems, in order to evaluate its potential energy saving contributed to by these factors:

1. The supply fresh air comes from natural ventilation, leading to a reduced fan energy;
2. Higher supply water temperature means higher COP of IEC;
3. The hybrid system can achieve the same thermal comfort with a higher room temper-

ature, because of the elevated air speed and lower MRT.

The primary energy-consuming equipment in the cooling systems include the chiller,
fan, and pump. The required electric power input Pch for a chiller was calculated using
Equation (4).

Pch =
Qc

COP
(4)

where Qc is the cooling energy (W) and COP is the coefficient of performance of the water
chiller and is dependent on the required chilled water temperature, ambient temperature,
and humidity, as well as the operation capacity.
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Fan and pump energy, as essential factors in the energy consumption of cooling
system, were determined using Equation (5).

Pf =

.
VΔp

3600η f
(5)

where
.

V is the air (water) volumetric flow rate (m3/h), Δp is the total pressure rise (Pa),
and ηf is the fan (pump) efficiency. Using the standard heat load presented in Table 1,
Equation (6) was used to calculate the air (or water) volumetric flow rate.

.
Q = ρ

.
VΔh/3600 (6)

where
.

Q is the rate of heat supplied to the system (W), ρ is the density (kg/m3), and Δh is
the specific enthalpy change (J/kg).

5. Results and Discussion

In this section, the results obtained using the CFD, thermal comfort, and energy
modeling are presented.

5.1. Effect of CCP Surface Temperature

To simulate the office model with natural ventilation and radiant cooling, it is im-
portant to assume an appropriate temperature for the chilled ceiling surfaces. The CCP
surface temperature will depend upon the chilled water supply temperature and the heat
load in the test room. According to the Singapore weather station data, throughout the
year, the dew point and wet bulb temperature in Singapore generally varies from 22 ◦C to
24 ◦C and 24 ◦C to 26 ◦C, respectively [42]. IEC can produce chilled water at a temperature
between the wet bulb temperature and dew point of the outdoor air, which are assumed to
be 26 ◦C and 24 ◦C, respectively, in Singapore as cooling design parameters to avoid the
condensation on the chilled ceiling surfaces [43]. Therefore, the chilled water produced
by IEC can be assumed as 25 ◦C for the present work. The panel surface temperature is
usually non-uniform due to the temperature difference of the outlet and inlet section. This
difference is estimated to be about 1–2 ◦C [32]; hence, average surface temperature in the
model was assumed to be 26 ◦C and higher. In addition, the wind temperature through the
openings was set as 29.5 ◦C according to the BCA standard [33]. The air flow through the
ventilated openings was obtained from the velocity contours determined using the macro
CFD model, which is presented in Appendix A, Figure A3.

To evaluate the thermal comfort of the hybrid system, the test room was firstly simu-
lated with only natural ventilation, that is, with the CCP turned off. Secondly, with both
CCP and natural ventilation on, three variations of the CCP surface temperature were
considered (Table 2). The variation of the CCP surface from 26 ◦C to the upper threshold of
28 ◦C was considered due to the reason that CCP surface temperatures higher than 28 ◦C
result in failure to comply with thermal comfort requirements.

Table 2. Test designs for thermal comfort evaluation of the hybrid system.

S. No. System

Heat
through

Envelope
(W/m2)

Heat Output
of Dummy

(W/m2)

Wind
Temperature

(◦C)

CCP Surface
Temperature

(◦C)

1 Natural ventilation

40 38 29.5

/
2

The hybrid system
26

3 27
4 28
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Using the CFD simulation, the sensible cooling load obtained for the CCP and ventila-
tion was 842 W and 358 W, respectively. Figure 3a–d shows the variation of temperature
on the vertical plane 1.6 m from the wall inside the room. The MRT was calculated using
Equation (3) based on the wall surface temperatures obtained from the CFD. For the test
scenarios considered, it is evident that as the CCP surface temperature increased, the air
temperature and MRT became higher. It was also found that the pure natural ventilation
system results in slightly a higher air velocity inside the room, followed by Test no. 4, 3,
and 2, possibly because the zone air with the higher temperature usually introduces more
drastic air movement.

Figure 3. Temperature contours (1.6 m from the wall) for the four different scenarios: (a) natural
ventilation with radiant cooling, (b) hybrid system with CCP surface temperature of 26 ◦C, (c) hybrid
system with CCP surface temperature of 27 ◦C, and (d) hybrid system with CCP surface temperature
of 28 ◦C.

The standard effective temperature (SET) as a comprehensive metric of outdoor
thermal comfort was introduced to quantify the thermal comfort enhancement by the
developed hybrid system. The SET for the four cases is shown in Figure 4, wherein the SET
of the natural ventilation system was reduced by 0.5 ◦C using the proposed hybrid system
compared with a CCP surface temperature of 26 ◦C, and the SET increased almost linearly
with respect to the increase in the CCP surface temperature.
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Figure 4. Standard effective temperatures of the four cases.

Furthermore, together with proper assumptions of metabolic rate (1 met) and clothing
level (0.5 clo), simulation results on air speed, air temperature, relative humidity, and MRT
from Table 3 were fed into the PMV-PPD model to compare the thermal comfort of the
four cases, which is shown in Table 4. Obviously, it was found that the thermal comfort
of the pure natural ventilation system (Case 1) can be significantly enhanced by coupling
with the radiant cooling and IEC. For the reference wind velocity of 2.9 m/s, the developed
hybrid system with the CCP surface temperature below 28 ◦C can only satisfy the thermal
comfort and cooling design of office space in the humid and hot climate of Singapore.

Table 3. Simulation results for the various test cases.

S. No. System
CCP Surface
Temperature

(◦C)

Simulation Results

Air Velocity
(m/s)

Air
Temperature

(◦C)
MRT (◦C)

1 Natural
ventilation \ 0.66 29.7 30.9

2
The hybrid system

26 0.64 29.5 29.9
3 27 0.64 29.6 30.2
4 28 0.65 29.6 30.4

Table 4. Thermal comfort comparison between the four cases.

1 2 3 4

Compliance to thermal
comfort No Yes Yes No

PMV 0.57 0.43 0.46 0.5
PPD 12% 9% 9% 10%

Sensation Slightly warm Neutral Neutral Slightly warm

As the thermal comfort is dependent upon the prevalent wind speed outside the
test room, the variation of PMV and PPD with respect to air speed in the test room was
studied. As shown in Figure 5, the percentage dissatisfied was higher for lower air speeds.
The allowable air speed for the outdoor air conditions selected was within the narrow
range of 0.6–0.8 m/s. The upper threshold of 0.8 m/s is the allowable maximum air speed
according to the ASHRAE 55 standard. According to the local weather station data, the
prevalent wind condition in Singapore can vary from 0.2 to over 6 m/s [42]. This implies
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that there will be conditions, such as during rainfall when the outdoor humidity is high and
ventilation might be limited, where the thermal comfort compliance will not be satisfied
when the air speed in the room decreases below 0.6 m/s. Therefore, to meet the thermal
comfort compliance for all climatic conditions in Singapore, a secondary fresh air delivery
system, such as using a desiccant dehumidification system (DDS), is required. A DDS can
be used for both fresh air supply and latent heat removal.

Figure 5. Effect of air speed on PMV and PPD.

In a DDS, desiccants dry the air by adsorbing moisture without the requirement to
cool the air below its dew point. Once the desiccants are saturated with moisture, heat is
used to desorb the moisture and regenerate it back to its dry state. This means the electrical
energy demand in a conventional dehumidification system can be replaced by thermal
energy supplied using sustainable and clean energy sources such as solar thermal systems.
In a hot and humid climate, such as in Singapore, where the solar energy is abundant, this
kind of desiccant system is highly relevant. Therefore, during recent years, a desiccant
dehumidification and cooling system has been considered for air-conditioning due to its
energy saving and environmentally friendly features [34,44,45].

5.2. Energy Analysis

As the thermal comfort from the hybrid system including a CCP combined with
natural ventilation alone was not always satisfactory, DDS was also integrated as the
secondary source of fresh air supply. The issue with the hybrid system with DDS is that
this system will require higher initial capital for installation. However, the energy savings
from this kind of hybrid system may be substantial. In this section, the proposed hybrid
system is compared with conventional all-air and radiant cooling systems for energy
consumption. To achieve the same comfort level (PMV = 0.43, PPD = 9%) for the hybrid
system with the CCP surface temperature of 26 ◦C, the designed indoor air conditions were
a dry bulb temperature of 27 ◦C and a relative humidity of 50% for the all-air and radiant
cooling systems.

The air handling process of the conventional all-air system is shown in Figure 6 and
corresponding air state parameters are shown in Table 5. In the all-air system, outdoor
fresh air O is mixed with the return air R in the ratio of 1:6 to obtain the mixture at state M.
The air at state M is then cooled and dehumidified by the cooling coil to the state S. The
supply air S then absorbs the sensible and latent heat of the space and returns it as the air
at state R. In the cooling coil, the chilled water supply and return temperature (CHWS/RT)
was assumed at 5 ◦C and 12 ◦C, respectively. Based on the total heat load of 1244 W and
Equation (6), the supply volume flow rates were computed as 207 m3/h and 0.179 m3/h
for air and water, respectively.
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Figure 6. Psychrometric chart for air handling process.

Table 5. Air state parameters of conventional all-air system.

State Point
Dry Bulb

Temperature (◦C)
Humidity Ratio

(g/kg)
Specific Enthalpy

(kJ/kg)
Relative

Humidity (%)

O 32 18.729 80.111 62
M 27.8 12.3 59.4 52
R 27.2 11.324 56.237 50
S 14 9.502 38.088 95

For the radiant cooling system, the air handling process and corresponding air state
parameters were similar to those in Figure 6 and Table 5, respectively. To maintain indoor
air quality and remove the moisture load, the fresh air at O is cooled and dehumidified by a
cooling coil to state S and is then transported by a fan to the office space to absorb the latent
load and a small portion of the sensible load. Afterwards, the return air R is exhausted to
the atmosphere. The main sensible load is treated by CCP. The CHWS/RT was assumed
to be 15/17 ◦C and 5/12 ◦C for the chilled ceiling and air handling unit, respectively. By
computation, the total supply volume flow rates were 28.2 m3/h and 0.4 m3/h for air and
water, respectively.

For the hybrid system, the air state parameters in IEC corresponding to the air han-
dling process in Figure 1b are shown in Table 6. Using the developed model of the test
room, the sensible heat removed by CCP was computed as 1200 W. Based on the air state
parameters, the volume flow rates were calculated as 248.8 m3/h and 0.36 m3/h for air and
water, respectively.

Table 6. Air state parameters for the hybrid system.

State Point
Dry Bulb

Temperature (◦C)
Humidity Ratio

(g/kg)
Specific Enthalpy

(kJ/kg)
Relative

Humidity (%)

A 32 18.7 80.111 63
B 25 18.7 72.89 93.5
C 27 21.2 81.16 93.5
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In the case of the hybrid system, ventilation alone is not able to remove the latent
heat, especially when the outdoor humidity is high during rainfall. Therefore, a desiccant
dehumidification system (DDS) was proposed for latent heat removal and fresh air supply.
The psychrometric process for the dehumidification part of DDS is presented in Figure 7
and Table 7. The fresh air at state ‘1’ is drawn through the desiccant wheel using a fan. This
results in air to be heated and dehumidified to state ‘2’ [46]. An air–water heat exchanger,
using the chilled water from IEC, is used to sensibly cool the air to state ‘3’. The supply
air at state ‘3’ removes the latent heat and a small portion of sensible heat. The air state
of the room is at state ‘R’. Based on the air state parameters provided in Table 7, the
required air and water flowrates of 28.6 and 0.093 m3/h, respectively, were obtained. For
the regeneration, the return air at air state ‘R’ will be passed to the solar thermal collectors.
The air will then be heated up to temperature of 65 ◦C before passing through the desiccant
wheel for regeneration. The total air flowrate required is approximately 28.6 m3/h. For
the operation of CCP and IEC, the total air and water flowrates of 438.8 and 0.5 m3/h,
respectively, were obtained.

Figure 7. Psychrometric chart for dehumidification in DDS.

Table 7. Air state parameters for dehumidification in DDS.

State Point
Dry Bulb

Temperature (◦C)
Humidity Ratio

(g/kg)
Specific Enthalpy

(kJ/kg)
Relative

Humidity (%)

1 32 18.729 80.111 62
2 45 9.5 69.730 15.827
3 27.2 9.5 51.585 42
R 27.2 11.324 56.237 50

Energy consumed by the primary equipment is computed with constant indices of
performance [19,47,48]: (i) the COP of the chiller is 4.39 and 3.31 for evaporating temper-
atures of 15 ◦C and 5 ◦C, respectively; (ii) the pump and fan efficiencies are 0.6; (iii) the
pressure drop (ΔP) of the fan is 1400 Pa, 1600 Pa, and 422 Pa, respectively, for conventional
all-air, radiant, and hybrid cooling systems; and (iv) the ΔP of the pump is 0.3 bar, 0.5 bar,
and 0.89 bar, respectively, for conventional all-air, radiant, and hybrid cooling systems.
The fan electricity consumption was calculated assuming that the pressure drops across
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the airflow path to the desiccant wheel for both the dehumidification and regeneration
are equal.

Using Equations (4) and (5), electricity consumptions were obtained and then con-
verted into the equivalent primary energy by assuming a primary energy factor of 3 [49].
The resulting primary and total energy consumptions are illustrated in Figure 8 for the
three systems. It can be seen from Figure 8 that, in terms of fan power, the radiant cooling
system consumes the least amount of energy, followed by the hybrid and all-air systems,
because most of the loads are treated by the chilled water in radiant cooling system. The
all-air system consumes the least pump power among the three systems, followed by the
radiant and hybrid systems. However, the chiller plant used to supply chilled water, which
is the major source of energy consumption in all-air and radiant cooling systems, is replaced
by IEC in the proposed hybrid system. As a result, when compared with conventional
all-air and radiant cooling systems, total energy savings of 77% and 61%, respectively, can
be achieved by the proposed hybrid system. Therefore, it is promising to couple natural
ventilation with CCP, IEC, and DDS for thermal comfort and energy saving.

Figure 8. Comparison of primary energy consumption.

6. Conclusions

A hybrid cooling system which combines radiant cooling with natural ventilation was
studied. CFD modelling was used to determine the parameters required for thermal com-
fort and energy analysis. Furthermore, energy consumptions of conventional all-air, radiant
cooling, and hybrid systems were calculated and compared under similar thermal comfort.
Finally, the results from this study were summarized to draw the following conclusions:

(1) Compared to natural ventilation, cooling capacity and thermal comfort can be signifi-
cantly enhanced by the proposed hybrid system with minimal energy increase due to
the coupled high-temperature radiant cooling system.

(2) While condensation issue can be avoided using the IEC to produce chilled water with
a temperature slightly higher than dew point, in hot and humid climate countries
such as Singapore, the hybrid system with natural ventilation alone cannot satisfy the
thermal comfort requirement of heat-intensive office spaces in all climatic conditions,
especially when the air supply from ventilation is low or when the outdoor dew point
is higher than 24 ◦C. For a higher reliability of such a system, a secondary fresh air
supply system such as DDS should be installed.

(3) The proposed hybrid system with DDS can save up to 77% and 61% of primary energy
in comparison with conventional all-air and radiant cooling systems, respectively.

(4) The hybrid system by coupling natural ventilation with radiant cooling, IEC, and
DDS is a feasible alternative to conventional air-conditioning systems for desired
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thermal comfort and minimal energy consumption in tropical areas with a hot and
humid climate.

As for future work, realistic building designs will be included and an experimental
approach to compare these cooling systems in the dynamic cooling load condition will
be implemented.
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Appendix A

Appendix A.1 Macro Simulation

The computational domain and boundary conditions are schematically shown in
Figure A1 for the simulation of natural ventilation. As seen from Figure A1a, the of-
fice model, located in the center of the air domain, was sized 4 m × 4 m × 2.93 m
(length × width × height) with two cross-ventilated openings on each wall. By taking
the height of the office model as the reference length scale Hr, the upstream and down-
stream were both sized 7 Hr while the height was 5.5 Hr for the computational domain, to
ensure the airflow was fully developed in the CFD model [33].

The boundary conditions are shown in Figure A1b,c for side and top views, respec-
tively. The inbound vertical wind profile as an inlet boundary condition is described by the
logarithmic law and given by Equation (A1) [33]:

U(z) =
u∗

ABL
κ

ln
(

z + z0

z0

)
(A1)

k(z) =
u∗2

ABL√
Cμ

(A2)

ε(z) =
u∗3

ABL
κ(z + z0)

(A3)

u∗
ABL =

Ure f κ

ln
(

h+z0
z0

) (A4)

where U(z) is the velocity at height z, u∗
ABL is the atmospheric boundary layer friction

velocity, κ is the von Kármán constant (0.42), Cμ is a constant (0.09), z0 is the aerodynamic
roughness length, and Uref is the specified velocity at the reference height of 15 m. The
standard k-ε model was employed as the turbulence model. Moreover, grid independence
analysis was necessarily carried out to ensure that the obtained results were independent
on the grid density. In this regard, the grid convergence index (GCI) for the different
cell numbers (1.8 million, 3.2 million, 4.3 million) was evaluated using the Richardson
extrapolation method [50]. The average wind speed through the upstream openings was
adopted as the quantity of interest. The GCI decreased from 6.8% (1.8 million cells) to 0.7%
(3.2 million cells), suggesting that the total cell number of 3.2 million can produce a grid
independent solution.
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Figure A1. Design conditions for simulation of natural ventilation illustrating various do-
mains: (a) Computational domain, (b) Boundary conditions: side view, and (c) Boundary
conditions: top view.

Appendix A.2 Results

The prevailing wind conditions in Singapore are shown in Table A1. According to
the relevant standard [33], the simulation can be conducted based on two best prevailing
wind directions, which are NE and SE winds as adopted in the present study, to evaluate
the performance of natural ventilation. By applying the selected wind profiles to the
developed model of natural ventilation, the results are shown in Figures A2 and A3a,b for
the velocity contours on the horizontal and vertical planes, respectively. From the results,
the average wind velocities through the openings of the office model were 1.5 m/s and
1.3 m/s, respectively, for SE and NE winds. To evaluate the thermal comfort of the office
space with the hybrid cooling system, the lower average wind velocity of 1.3 m/s was
adopted for the micro simulation.

Table A1. Prevailing wind conditions in Singapore [33].

Wind Direction Reference Velocity (Uref)

North 2.0
North-East (NE) 2.9
South 2.8
South-East (SE) 3.2
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Figure A2. Velocity contours on the horizontal (x–y) plane: z = 1.1 m for (a) south-east wind,
(b) north-east wind.

 

 

 

Figure A3. Velocity contours on the vertical plane through middle of window opening for (a)
south-east wind and (b) north-east wind.
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Appendix A.3 Model Validation

In this section, comparisons between simulation and experimental results are made to
verify the macro and micro models separately.

Appendix A.4 Macro Simulation

In order to verify the standard k-ε turbulence model of natural ventilation, our geome-
try was reconfigured to replicate the cross-ventilation model in the experimental study of
Ohba [51], as shown in Figure A4. Assuming the model height as the reference length scale
Hr, the upstream and downstream were both sized as 7 Hr while the height was 5.5 Hr
for the computational domain. Based on the measurement, the wind profile as the inlet
velocity was described in the form of the power law as shown in Equation (A5) [52].

U(z) = 7
( z

0.15

)0.25
(A5)

Figure A4. Cross-ventilation model [51].

Figure A5 compares the simulated and measured air velocity through the opening in
various wind directions. To quantitively evaluate the model accuracy, the cumulative varia-
tion of root mean square error (CVRMSE) was introduced and given by Equation (A6) [53].

CVRMSE =

√
j

∑
i=1

(
(Ei − Si)

2/j
)

j
∑

i=1
Ei/j

(A6)

where Ei and Si are the ith experimental and simulated results, respectively. Using the
equation, the calculated CVRMSE between the simulated and measured air velocity was
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equal to 1.3%, which is acceptably within engineering tolerance. Therefore, the developed
model proved sufficiently accurate in assessing the natural ventilation performance.

Figure A5. Comparison of simulated and experimental results for air velocity through the opening.

Appendix A.5 Micro Simulation

To validate the test room model, the simulation results were compared accordingly
with the mockup test conducted by Shin [32], as the simulation model and mockup test
are constructed based on the same testing standard of chilled ceilings [31]. For model
validation under various load conditions, two cases of experimental design are shown in
Table A2 by adjusting the cooling load and supply water temperature.

The results are shown in Figure 6a,b for the two cases, by comparing the simulated
and measured air temperature and cooling capacity. Using Equation (12), the CVRMSE for
the air temperature was achieved as 2.55% and 2.08% for Cases 1 and 2, respectively. For
the grid independence analysis, a poly-hexcore mesh was prepared using ANSYS Fluent
meshing, where 797.759 cells were generated and the value of 0.5 was achieved for the
minimum orthogonal quality. Moreover, the difference of the cooling capacity between
the simulation and experiment was limited, indicating that good agreement was achieved
between the proposed CFD model and the published experimental results.

Figure 6. Comparison of simulated and experimental results for air temperature and cooling capacity.
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Table A2. Case design of experiments for model validation [32].

No. Case 1 Case 2

Heating capacity of dummy, W 939.8 469.9
Cooling water flow rate, lpm 7 7
Cooling water flow rate, g/s 117 117
Supply water temperature, ◦C 15 17
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Abstract: In the paper, we report our research on the improvement of thermal efficiency of refrigerated
trailers by modification of their wall structure by placing a layer of phase change material inside
them. The research was carried out in the field of transport, meeting the requirements of all classes
provided for in the ATP agreement for refrigerated trailers. As part of the research, we formulated a
numerical model of the proposed design of the refrigerator walls, which was subsequently validated
by comparing the modeling results with the results of experimental tests carried out on a test bench
designed specifically for this purpose. Based on the validated simulation conditions, we formulated
the numerical model of a full-scale refrigerated semi-trailer, which was numerically tested under
the conditions specified in the ATP Agreement. The results proved that adding a 6 mm layer of the
SP-24 phase change material in each of the walls of the cold store allows the temperature inside the
trailer to be kept below −20 ◦C for a period of 24 h without the need to supply cold from the outside
during operation. The passive refrigerated semi-trailer system implemented in this manner with
6 mm PCM layer allows for a reduction in primary energy consumption by up to 86% in a period of
22 h. The mentioned percentage did not take into account the efficiency of the cooling system of the
phase change material.

Keywords: phase change materials (PCMs); refrigerated trailer; cold storage; latent heat storage

1. Introduction

Low-temperature cargo transports is an important link of the cold supply chain. The
rapid development of mankind requires the transport of more and more products, especially
food and medicines, which are subject to strictly defined temperature conditions. This, on
a growing scale, is carried out with the use of refrigerated trailers, each of which have an
individual refrigeration unit driven by low-efficiency diesel engines. It is estimated that
worldwide transport of goods in low temperatures is responsible for some 14% of the total
amount of CO2 emitted [1], and diesel-driven refrigeration systems are responsible for up
to 40% of these emissions [2].

The scale of the issue of emissions connected to the cold chain is so substantial that
it has attracted the attention of numerous groups of researchers, who have taken steps to
reduce the environmental footprint of this industry [3–8]. The replacing of diesel units
by the use of central, highly efficient refrigeration units in cooperation with cold thermal
energy storage in semi-trailers is particularly promising and is currently enjoying great
interest among technologies that seem promising in this respect [3,5,6]. This technology is
in line with the general trend of searching for solutions reducing greenhouse gas emissions
from industry and energy plants with the use of thermal energy storage [9].

The aforementioned cold thermal energy storage can be implemented in cold storage
in two ways [10]: (a) they can be integrated with the walls to improve their insulation [4]
or (b) in the form of the cooling source for the cooling system [3]. It is also possible to
combine both solutions, where the cold storage is implemented as a layer in the cold store
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wall [5,6]. The solution proposed by the authors of the present research provides for the
use of a combination of both solutions.

What is particularly interesting among the available cold thermal energy storage
(CTES) technologies is the energy storage using latent heat in phase change materials
(PCMs) [11]. Phase change materials are characterized by their ability to accumulate
significant amounts of thermal energy in the process of phase change, i.e., during an
isothermal thermodynamic process caused by a change in temperature or pressure. The
phase transformation most often consists of a change of the aggregate state or a polymorphic
transformation. Currently, many research teams around the world are working on the
use of phase change materials to reduce primary energy consumption and reduce CO2
emissions to the atmosphere [12,13]. Owing to the use of latent heat, it is possible to
obtain high energy storage density, both per unit of mass and volume [14]. This aspect is
particularly significant when applied in refrigerated vehicles because one of the key aspects
of transport is reducing the weight of the trailer—the increased weight would negatively
affect the amount of fuel consumed and the overall energy efficiency of the solution, as well
as reduce the load capacity of the vehicle [15]. What is also a crucial feature of phase change
materials is also the fact that the phase transition takes place at a specific temperature,
thanks to which such material enables the transfer or absorption of thermal energy under
constant temperature conditions, thus allowing passive cooling [14].

When we consider the applicability of phase change materials to improve the efficiency
of refrigerated transport, it should be stressed that for most materials, phase change
can be considered at two different points, related to different phenomena: their phase
transformation from solid to liquid and from liquid to gas. Despite a much larger change
in enthalpy during the liquid–gas transformation, from the practical point of view of the
use of PCM for storing cold in the walls of refrigerated trailers, the particularly interesting
type of phase transformation, in the context of thermal energy storage, is the solid–liquid
transformation, which is not connected with significant volume changes, and thus an
increase in pressure, which is characteristic for the liquid–gas transformations [14].

The research carried out so far on the effectiveness of the use of phase change materials
to improve the energy efficiency of refrigerated transport was characterized by different
approaches to implement cold thermal energy storage and usage to ensure the climatic
conditions required during transport.

One of the first research works carried out in this area was the work of the team of
Liu et al. [3]. They developed a cooling system based on a central tank with a PCM bed,
from which the cold was distributed by means of forced internal air circulation inside the
trailer. This solution allowed for the elimination of the requirement to use a refrigeration
unit installed on the semi-trailer, but it cannot be considered a fully passive system due to
the forced air circulation. Research demonstrated that this method is justified, as it allows
maintenance of the required temperature inside the trailer for the required time, and the
weight of the PCM tank was comparable to that of a refrigeration unit. The application of
the described solution reduced the energy expenditure to maintain the temperature by 50%.

Similar work was carried out by the team of Mousazade et al. [16], who placed the
tanks filled with the phase change material in 6 tons refrigerated trailer without additional,
forced, internal air circulation. The tests were carried out by them during the actual
transport (vehicle movement). The cooling panels used by them allowed to maintain the
required temperature inside the trailer for up to 4 h 46 min while the vehicle is in motion
and up to 5 h 7 min for the stationary truck. Such approach can also be applied to containers
intended for rail transport, as demonstrated by Tong et al. [17].

Another way to implement the phase change material in the construction of a refrig-
erated semi-trailer is to locate it in walls. The walls of typically designed refrigerated
semi-trailers or refrigerated containers are made of a sandwich-structure panels, filled with
polyurethane foam, which is characterized by a very low thermal conductivity of the range
of 0.023 to 0.026 Wm−1K−1 [18], allowing, depending on the thickness of this partition, to
achieve the value of the insulation parameter K, in the range of 0.22 to 0.27 Wm−2K−1.
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The phase change material can be placed in the walls of refrigerated trailers in several
different manners. The first is to place PCM in the wall by using a composite made of
polyurethane foam and PCM itself. Research in this area was carried out by Michel et al. [4],
who created two composites dedicated for the application of insulating the walls of re-
frigerated vehicles, differing in their content of the phase change material. The walls
manufactured on the basis of these composites were tested for their thermal conductivity.
The results obtained by the team proved the potential for doubling the thermal insulation
of the walls that are currently used in refrigerated trailers.

A different approach to integrating PCM into the walls of refrigerated trailers was
presented by Fioretti et al. [5], who located the phase change material in the wall in the form
of a layer of encapsulated material. This solution was dedicated to refrigerated containers,
however, in this case, the method of storing the cold thermal energy can be analogically
used in refrigerated trailers. It was based on placing a layer of phase change material
enclosed in a specially prepared structure on the outer side of the container. This was
aimed at having the thermal energy penetrating inside the container through the material
layer absorbed. To ensure that the internal temperature was maintained, the team used a
phase change material with a phase transition temperature of 35 ◦C. The advantage of this
solution is in its versatility—it can be used to maintain any temperature inside a trailer or
container, albeit it has one major disadvantage, which is the lack of effectiveness during
these days when the temperature does not exceed 35 ◦C and there is no direct insolation.

Huang and Piontek [6], who, similarly to Fioretti [5], applied layers of encapsulated
phase change material, but placed it inside of the container, present a very similar approach.
In order to maintain the temperature at an appropriate level, they used a phase change
material with a phase transition temperature of 5 ◦C. The team was able to demonstrate
that by placing a layer of frozen phase change material on the internal side of the wall of
a trailer or a container, it is possible to maintain the required temperature for up to 80 h,
which allows for the goods to be transported at low temperatures without the need to
install refrigeration units on the trailer.

The research carried out for the purposes of this paper uses the concept of building
a cold storage wall, similar to presented by Huang and Piontek [6], but its objective is to
verify the effectiveness of using this form of improving the energy efficiency of refrigerated
transport, in the case of temperatures below 0 ◦C. The ATP agreement [19], which defines
the conditions to be met by vehicles with regulated internal temperature, depending on
the method of implementing temperature and transport temperature regulation, was what
motivated us to conduct the present research. According to the ATP agreement adopted
in 1970, and ratified by most countries of the world, four types of temperature-controlled
means of transport are distinguished:

• Thermally insulated means of transport, for which there are minimum requirements for
the wall heat transfer coefficient of K = 0.7 Wm−2K−1 for measures with ordinary thermal
insulation and K = 0.4 Wm−2K−1for measures with reinforced thermal insulation;

• Means of transport with a non-mechanical refrigeration system (ice room) that can
be cooled by means of ice, eutectic plates, or dry ice. In this category, the agreement
distinguishes four temperature classes, depending on the maximum permissible
temperature inside the trailer: Class A—up to +7 ◦C, class B—up to −10 ◦C, class
C—up to −20 ◦C, and class D—up to 0 ◦C. The agreement does not specify the
minimum time for which the required temperature is to be maintained for this type of
means of transport, but it can be assumed that it is meant to be maintained throughout
the duration of the transport;

• Means of transport with a mechanical refrigeration device (cold store)—A thermally
insulated means of transport, equipped with a refrigeration device that allows for
lowering and maintaining the temperature inside such means of transport. The
ATP agreement distinguishes three classes of this type of transport, depending on
the temperature range that can be maintained in a given means of transport: Class
A—temperature range of +12 ◦C to 0 ◦C, Class B—temperature range of +12 ◦C to
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−10 ◦C, Class C—temperature range of +12 ◦C to −20 ◦C, and three classes depending
on the ability to keep the maximum temperature below a certain level: class D—up to
0 ◦C, class E—up to −10 ◦C, and class F—up to −20 ◦C;

• Heated means of transport—means of transport equipped with a heating device that
allows the temperature inside such means of transport to be maintained at a minimum
level of 12 ◦C for a minimum of 12 h. This transport was also divided into classes,
depending on the outside temperature. There are 4 classes in total: class A—heating
at an outside temperature of −10 ◦C, class B—heating at an outside temperature of
−20 ◦C, class C—heating at an outside temperature of −30 ◦C, and class D—heating
at an outside temperature of −40 ◦C.

The objective of the project is to build a refrigerator wall, using cold thermal energy
storage in the form of a phase change material layer that is charged with cold thermal energy
from a central cold production unit, dedicated to a vehicle that meets the requirements
of all four classes for refrigerated means of transport with a non-mechanical system, as
specified in the ATP agreement. This action will allow for the verification of the possibility
of using cold storage based on phase change materials also in the transport of deep-frozen
goods, which has not been subjected to scientific research so far.

The authors of the research, striving to create a solution adequate for use in the case of
transporting materials in all classes defined in the ATP agreement for non-mechanically
cooled means of transport, i.e., for transporting goods at a maximum temperature of −20 ◦C,
propose to combine the traditional wall of a refrigerated semi-trailer made of polyurethane
foam with a layer of phase change material with a phase transition temperature equal to
−24 ◦C.

The paper contains five chapters and a list of the quoted bibliography. The first chapter
presents a review of the subject literature, including typical solutions for cold store walls
and the possibility of applying phase change materials, storing cold for the construction of
a cold store wall. The second chapter contains the elaborated numerical models to simulate
the properties of walls containing cold thermal energy storage phase change materials. The
third chapter presents the results of laboratory tests carried out to validate the developed
models, while the fourth chapter presents the concept of a refrigerated container with walls
filled with phase change materials along with the prediction of its properties. The fifth
chapter contains conclusions and final remarks on the feasibility of designing a cold store
without a refrigerating unit.

2. Modeling and Simulation of Wall Properties

2.1. Refrigerated Trailer Wall Concept

The proposed structure is based on a fragment of a conventional refrigerated trailer
wall, made in the form of a sandwich panel made of two steel sheets, with 86 mm thick
filling, made of polyurethane foam, with a thermal conductivity coefficient of λ = 0.025
Wm−1K−1. The macro-encapsulated phase change material was added to the inside of the
wall. A structure made of cellular polycarbonate was used to contain the phase change
material. The developed structure of the tested walls is presented in Figure 1a. Figure 1b
shows the theoretical heat transfer through the proposed wall in the state when the phase
change material remains frozen.

The walls were made in two variants of the layer thickness of the phase change
material. The first variant utilizes a 6 mm thick PCM layer, while the second one—a 10 mm.
Both tested walls were sized 1000 mm × 1000 mm and had a thickness of 92 mm to 96 mm,
depending on the variant of a wall design.

The use of cellular polycarbonate for encapsulation purposes a reduced volume of
phase change material accumulated in the layers. In Variant I, 153 chambers with a capacity
of 32 mL each were available, resulting in a total PCM volume of 4896 mL, weighing 6.36 kg.
In Variant II, 93 chambers were filled with 93 mL each. The total volume and weight of
PCM in this variant was 8649 mL and 11.24 kg.
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(a) (b) 

Figure 1. (a) The tested wall with a layer of phase change material; (b) Heat flow through the
proposed wall structure.

2.2. Phase Change Material

The selection of the phase change material for the tests was a significant aspect of the
wall structure. The main assumption in the material selection was its ability to maintain
the required temperature inside the chamber and/or the trailer at the maximum level of
−20 ◦C, so the phase change material had to have a phase change temperature below this
point. From the practical point of view, this temperature must also not be too low, due to
the need to cool it down to very low temperatures, which could occur more expensive and
more energy-consuming.

After the analysis of the phase change materials available on the market, the SP-
24 phase change material [20] was used for the construction of the walls. This material
is an inorganic material, characterized by its latent heat of fusion equal to 220 kJ/kg.
The enthalpy distribution in the phase change of this material demonstrates its greatest
distribution at −24 ◦C at its solidification point and −23 ◦C and −22 ◦C at its melting point,
respectively. The distribution of enthalpy is presented in Figure 2. The remaining material
data are summarized in Table 1.

Figure 2. Distribution of the partial enthalpy of the SP-24 phase change material applied. Adapted
from [20].
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Table 1. Physical properties of the applied Rubiterm SP-24 phase change material. Adapted from
[20].

Parameter Value

Melting point [◦C] −23 to −24
Latent heat of fusion [J/kg] 220

Specific heat J/(kgK) 2
Thermal conductivity [Wm−1K−1] 0.6

Density [kg/m3] 1200 (solid)/1300 (liq)

2.3. Cold Room Wall Model

In order to demonstrate the benefits of using the proposed wall structure in refrigerated
semi-trailers, a computer model was developed on which a numerical simulation was
carried out under conditions consistent with the conditions of the conducted experimental
tests. Simulation covered both: proposed, novel wall and test stand. Numerical tests were
carried out with the use of COMSOL 5.3 software [21]. Similar to the experimental tests,
the modeling was executed in three variants—without the PCM layer, with a 6 mm layer,
and a 10 mm layer. The results obtained in numerical tests were validated based on the
results of the experiment.

The model mapped the geometry of the test stand, which consisted of a test chamber
with dimensions of 1.8 m × 1.8 m × 1.6 m, containing five walls of mineral wool 40 cm thick
each and one wall, the structure of which was consistent with the proposed innovative wall
(polyurethane and PCM layer). There was an unventilated volume of air in the center of
the test chamber. Table 2 presents the thermophysical properties of the materials used in
the simulation.

Table 2. Thermophysical properties of materials used in the simulation.

Material
Melting Point

[◦C]
Thermal Conductivity

[Wm−1K−1]
Specific Heat [J/kgK]

Latent Heat of Fusion
[J/kg] Density [kg/m3]

Steel [22] - 50 475 - 2700
Mineral wool [22] - 0.035 1300 - 40

Polyurethane foam [22] - 0.025 1460 - 40
Polycarbonate [22] - 0.20 1200 - 1200

PCM–SP-24 [20] −24 0.6 2000 2200 1200 (solid)/1300 (liq)

The geometry was discretized using the built-in meshing tool. Tetrahedral mesh was
used in all domains and the mesh in the PCM domain was additionally densified. In
addition, in the air and PCM domains, the boundary layer was densified with 8 layers
and a growth rate of 1.2. The thickness of the first layer was adjusted automatically. The
Figure 3 below shows the mesh view, and the mesh statistic values, with a skewness quality
measure with minimum skewness of 0.038.

The heat transfer in the fluids module was used in the simulation. The simulation was
performed in two steps: the first, in stationary conditions, with the objective of bringing the
system to the initial conditions, i.e., full PCM freezing and stabilization of the temperature
gradient in the polyurethane foam. In this simulation step, we established the temperature
conditions both inside (−27 ◦C) and outside (22 ◦C) the refrigerating chamber. The second
step was a time-dependent simulation with time step 900 s in which a constant temperature
was set at the outer walls of the chamber (22 ◦C) and the tested wall.
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(a) (b) 

Figure 3. (a) Mesh during numerical calculations; (b) Mesh statistics.

The following boundary conditions, presented in Table 3, were used in the station-
ary step:

Table 3. Boundary conditions employed during calculation in stationary step.

Domain/Material Location Boundary Unit Value

Climatic test chamber
walls/mineral wool

External wall Wall-temperature ◦C 22
Internal wall Interface - Coupled wall

PCM layer/SP-24
External wall Thin layer Wm−1K−1 0.035

m 0.0005

Internal wall Thin layer Wm−1K−1 0.035
m 0.0005

Air/air All walls Interface - Coupled wall

PU layer/PU
Internal wall Wall-temperature ◦C −27

Side walls Interface - Coupled wall
External wall Wall-temperature ◦C 22

The following boundary conditions, presented in Table 4, were used in the time-
dependent step:

Table 4. Boundary conditions employed during calculation in time-dependent step.

Domain/Material Location Boundary Unit Value

Climatic test chamber
walls/mineral wool

External wall Wall-temperature ◦C 22
Internal wall Wall-temperature ◦C −27

PCM layer/SP-24
External wall Thin layer Wm−1K−1 0.035

m 0.0005

Internal wall Thin layer Wm−1K−1 0.035
m 0.0005

Air/air All walls Interface - Coupled wall

PU layer/PU
Internal wall Interface - Coupled wall

Side walls Wall-temperature ◦C 7
External wall Wall-temperature ◦C 22
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The boundary condition used in the time-dependent step related to the temperature
of the PU layer side walls was set at 7 ◦C on the basis of the measured temperature
on the aluminum part of the chamber, in order to take into account, the presence of
thermal bridges.

2.4. Analysis of the Thermal Capacity of the Proposed Wall Structure

As part of the theoretical analysis, we can calculate the theoretical heat capacity of
the wall of the refrigerated semi-trailer, which can then be compared with the results of
experimental tests. In the case of a wall made in the proposed structure, its total heat
capacity consists of the heat capacity of the PCM layer, taking into account the latent heat
and specific heat in the entire temperature range in which the measurements were carried
out, and the heat capacity of the polyurethane foam layer related to its specific heat [23]. In
the case of the heat capacity of polyurethane foam, it was necessary to take the temperature
gradient from −24 ◦C to ambient temperature in its volume into account. For calculation
purposes, we adopted a linear temperature change, which is related to the homogeneous
structure of the foam (the temperature gradient is presented in Figure 1b). The heat capacity
values are given by the following formulas [24]. Results of theoretical calculations are
presented in Table 5:

QPCM = Δh × mPCM + cPCM × mPCM × ΔT (1)

QW = cPU × mPU × ΔT
2

(2)

Q = QPCM + QW (3)

where:

Δh—latent heat of fusion—Δh = 220 kJkg−1;
mPCM—mass of PCM;
cPCM—specific heat of PCM—cPCM = 2 kJkg−1K−1;
ΔT—temperature difference between phase change temperature and temperature of mate-
rial at the end of experiment (15 ◦C)—ΔT = 39 K;
cPU—specific heat of polyurethane foam—cPU = 1.45 kJkg−1K−1;
mPU—wall weight—mPU = approximately 10 kg.

Table 5. Results of theoretical calculations of the amount of heat energy consumed.

Thermal Capacity [kJ]

Reference Wall 6 mm PCM Layer 10 mm PCM Layer

282.75 2178.03 3632.27

The above results clearly show that the use of a PCM layer significantly increases
the thermal capacity of the wall, which determines the length of time the trailer will be
able to maintain the internal temperature at the required level. The performed theoretical
calculations, after verification with numerical tests, allow to determine the optimal layer
thickness of the phase change material that should be used in a full-scale solution.

3. Experimental Tests of Designed Wall Structure

3.1. Climatic Test Chamber

The tests of potential wall structures were carried out with the use of a specially
designed climatic test chamber, which is presented in Figure 4. It consists of five adiabatic
sandwich walls, each 40 cm thick, filled with mineral wool with a density of about 40 kg/m3

and thermal conductivity of λ = 0.035 Wm−1K−1. The thick layer of mineral wool is
intended to ensure isothermal properties of the climatic test chamber’s interior. Inside the
climatic test chamber, there is a space with a volume of about 1 m3, which can be cooled to
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−30 ◦C with the use of the integrated 0.8 kW refrigeration unit controlled by a thermostat.
The climatic test chamber has no front wall, and the function of the front wall is performed
by the tested wall. The climatic test chamber is placed on supports that distance it from the
ground by 68 mm.

 

Figure 4. The climatic test chamber used to conduct experimental research.

The climatic test chamber was equipped with sensors. The temperature was measured
at eight measuring points and the heat flux at three measuring points throughout the ex-
periment. Data were collected at five-second intervals. The measurements were performed
by using the following measuring equipment:

• 8 K type thermocouples:

� T1—center of external wall;
� T2—center of internal wall;
� T3—center of internal sidewall;
� T4—center of external sidewall;
� T5—top-center of internal wall;
� T6—top-corner of internal wall;
� T7—air temperature outside climatic test chamber;
� T8—air temperature at the center of climatic test chamber;

• 3 heat flux sensors–Hukseflux HFP01-05;
• 3 data loggers–TandD MCR-4V.

The T3, T4, and Q3 sensors were installed in the center of sidewall of the climatic
test chamber (the adiabatic wall). T3 and Q3 sensors on its inside, and T4 sensor on its
outside. The arrangement of the sensors in the entire test chamber was selected on the basis
of the [25], discussing the measurements of wall insulation.

The locations of the sensors are presented in Figure 5.

3.2. The Experimental Procedure

The experiments for the purposes of this paper were carried out in three variants—for
two variants of the cold store walls (with a layer of the phase change material with a
thickness of 6 mm and 10 mm) and for the reference wall—without the phase change
material. For each variant there have been two experiments held. At the beginning of each
of the experiments, the tested wall was placed in the cavity of the climatic test chamber,
and the spaces between the tested wall mounted in the cavity and the climatic test chamber
walls were additionally sealed with polyurethane foam in order to limit the penetration of
heat into the climatic test chamber in a way other than through the tested wall.

Each of the conducted experiments was carried out in an identical manner and was
divided into two phases. The first, during which the interior of the test chamber was cooled
to a temperature of −27 ◦C, and the temperature was kept at this level for a time sufficient
for the layer of the phase change material to freeze. During the first phase of each test, the
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automatic control of the refrigeration union caused it to switch off after reaching the preset
temperature. At that time, the space inside the climatic test chamber was heated—due
to the heat transfer through the side walls absorption of energy from the PCM. After the
temperature rises to approximately −24 ◦C, the unit started again. This mode of operation
of the refrigerating unit resulted in fluctuations in the heat flux recorded by sensors placed
inside the climatic test chamber, but it did not affect the main objective of this phase,
i.e., bringing it to the initial state, which would take place in the case of the refrigerated
transport, when the interior of the semi-trailer is cooled to the required temperature, and
the phase change material layer is frozen in its entire volume.

After a sufficient period of time, 24 h for the 6 mm layer and 40 h for the 10 mm layer,
the refrigerating unit was turned off and the second test phase began, i.e., free heating
of the climatic test chamber’s interior. The tests were terminated after the inside of the
climatic test chamber reached the temperature of 15 ◦C—measured on T8.

  
(a) (b) (c) 

Figure 5. Location of the sensors during the tests: (a) cross-section view; (b) view from the inside of
the tested wall; (c) front view.

3.3. Experimental Test Results

From the point of view of the purpose of the present research, the second phase of each
of the experiments was more important, because the modernization of the wall structure
was to keep the temperature inside the chamber low, and this was the focus of the analysis
of the research results. Figure 6a–c present the temperature change curves at all eight
measurement points, successively for the reference walls, the wall with a 6 mm PCM layer
and the wall with a 10 mm PCM layer. The t0 time for the presented curves is the moment
of switching off the refrigeration unit inside the chamber.

The presented graphs indicate that all the tests were conducted under similar ambient
temperature conditions—T7 in each case was in the range of 21 to 22 ◦C. The temperature
measurements at the T1 and T4 measurement points located on the outer walls of the tested
wall and climatic test chamber were similar.

The differences were observed in the plots for the remaining thermocouples. In the
reference case, there is an immediate increase in temperature at each measurement point.
In the case of a wall with a 6 mm and 10 mm PCM layer, there is a noticeable period in
which the T2 and T5 indicated a constant temperature around −22 ◦C, which was the result
of the phase change in the PCM layer. In the temperature plots, there is also noticeable the
constant temperature area around 0 ◦C. This phenomenon may result from the properties
of the phase change material SP-24, which is an aqueous salt solution, which also shows an
increased heat capacity at 0 ◦C (phase transition temperature of water).

From the point of view of the applicability of the proposed wall structure in refrig-
erated transport, important is its ability to maintain the required temperature inside the
chamber. The conducted experiments indicate that in each of the cases, the indications of
the T8 thermocouple, located at the central point of the climatic test chamber, increased
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immediately after the refrigerating unit was turned off, which would indicate a result of
their application that was inconsistent with the initial assumptions. It should be noted,
however, that the wall with a PCM layer was used on only one of the six walls of the
climatic test chamber, so that, despite the very good insulation properties of the remaining
five walls, the heat penetrated through them into the climatic test chamber, heating up
the air, which was characterized by low heat capacity, and consequently heating them to
temperatures close to the temperature outside the climatic test chamber.

In the entire process of heat penetration inside the climatic test chamber, the influence
of thermal bridges resulting from the proposed method of wall mounting in the climatic
test chamber, as well as the chamber structure itself, were also significant. Despite the
use of polyurethane foam for sealing and thermal insulation of the contact between the
tested wall and the climatic test chamber, this connection cannot be considered isothermal.
The impact of this aspect was also increased by the fact that this part of the climatic test
chamber was made of aluminum, which is a good thermal conductor, enabling the heat to
penetrate the chamber much faster, and contacting the PCM layer caused it to melt at the
edges of the wall.

 
(a) (b) 

 
(c) 

Figure 6. The plot of temperature changes at all measurement points during the test of: (a) the
reference wall without the layer of phase change material; (b) the wall with a 6 mm layer of phase
change material; (c) the wall with a 10 mm layer of phase change material.
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For the reasons described above, the effect of the layer of the phase change material
was significantly reduced, but when looking at the temperature changes at the T8 point in
the three cases, one can clearly see the extension of the time needed to reach the ambient
temperature in each of them. The temperature curves at T8 and T2 measurement points,
summarized for the three variants, are presented in Figure 7a,b.

 
(a) (b) 

Figure 7. (a) The plots of temperature changes at the measurement point T8 (air temperature at the
center of climatic room) for the three tested variants of the wall of the refrigerated trailer; (b) The
plots of temperature changes at the T2 (internal wall) measurement point for the three tested variants
of the wall of the refrigerated trailer.

It is also worth noting that in the case of walls with a PCM layer in the first phase of
heating, the temperature increases inside the chamber occurred at the same rate, regardless
of the thickness of the layer. The effect of the amount of thermal energy stored in the
material was noticeable only after the inside of the chamber reached a temperature of about
0 ◦C, when the inside of the climatic test chamber remained cooler in the case of a 10 mm
PCM layer wall. This phenomenon proves that at this temperature inside the chamber,
the share of the heat flux associated with heat absorption by the phase change material
began to be significant compared to the heat flux penetrating through the sidewalls of the
chamber and through thermal bridges.

What is of particular interest in the case of heat flux measurements, at least when
we consider the purpose of our research, are the readings of the Q2 sensor located on
the inner surface of the tested walls. They show the direction and intensity of thermal
energy emitted or absorbed by the layer of the phase change material. In an ideal case,
i.e., when the temperature inside the chamber would remain below the phase transition
temperature (there would be no heat penetration through other partitions), the Q2 sensor
readings would oscillate around 0 Wm−2K−1, and the PCM would be heated only through
heat penetrating from the outside, through the layer of polyurethane, the amount of which
would be indicated by the Q1 sensor. The graphs of changes in the value of the heat flux at
the Q1 and Q2 measurement points obtained during the experimental tests are presented
as Figure 8a,b.

The plots of changes in the value of the heat flux at the measurement point Q1 (the
outer surface of the tested wall) is as predicted, i.e., the measured values are in the constant
range of 12 to 17 Wm−2K−1, with an average of about 14 Wm−2K−1 until the phase change
material melts. At the moment of melting, the value of the heat flux gradually decreases as
the temperature of the PCM layer increases to values close to 0 Wm−2K−1.
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(a) (b) 

Figure 8. (a) The plots of changes in the heat flux at the Q1 measurement point for the three tested
variants of the wall of the refrigerated trailer; (b) The plots of changes in the heat flux at the Q2
measurement point for the three tested variants of the wall of the refrigerated trailer.

In the case of the heat flux values recorded at the Q2 measurement point, in the tests
of the walls containing the phase change material layer, clearly negative values of this flow
are visible, which means that the heat flux occurred in a direction opposite to that expected.
This situation was caused by an increase in temperature inside the climatic test chamber.
The point at which the graphs reach a minimum corresponds to the moment when the
entire volume of the PCM has melted and it begins to heat up, which resulted in a decrease
in ΔT between the PCM and the air inside the chamber and a decrease in the heat flux.

Heat flux data enable us to determine the amount of thermal energy that was con-
sumed by the phase change material in each case and compare it with the theoretically
calculated values. This allows us to verify the fact of the phase change occurring in the
entire volume of the layer of the phase change material.

The obtained experimental results indicate that the application of a layer of phase
change material in the wall of the refrigerated semi-trailer allows to maintain the temper-
ature inside the semi-trailer at the required level, but the material must be placed on all
walls, and it is particularly important to eliminate thermal bridges from the structure, the
presence of which strongly affects for the time during which the phase transition takes
place. In addition, the obtained results show that the differences in the heating time of the
phase change material is proportional to its volume (layer thickness), therefore the selection
of the layer thickness depends primarily on the temperature purpose of the semi-trailer
and the required time for which the temperature inside the semi-trailer is to be maintained.

3.4. Validation of the Numerical Model

In this section, the results of experiments were compared with the results of numerical
tests acquired by means of computer modeling in order to verify the correctness of these
simulations. In particular, the data on the temperature inside the chamber at T2 and T8
measurement points and the heat flux at Q1 and Q2 measurement points were analyzed.
The results of numerical modeling are presented in Figure 9a–d. The graphs of each of
the measured parameters were compared with the plots of the corresponding values from
the experiments.

In both cases—i.e., that of the 6 mm and of the 10 mm PCM layer—the temperature
change and heat flux graphs from numerical modeling coincide with the experimental
graphs. Achieving compliance required us to account for the influence of aluminum
elements of the chamber, which in turn indicates that their presence had a significant
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impact on the course of experiments and distorted the heat capacity measurements of the
PCM layer.

 
(a) (b) 

 
(c) (d) 

Figure 9. (a) Comparison of the temperature changes at the T2 and T8 measurement points in the
numerical modeling with the results of experiments for a wall with a 6 mm PCM layer; (b) Comparison
of the heat flow flux changes at Q1 and Q2 measurement points in the numerical modeling with the
results of experiments for a wall with a 6 mm PCM layer; (c) Comparison of the temperature changes
at the T2 and T8 measurement points in the numerical modeling with the results of experiments
for a wall with a 10 mm PCM layer; (d) Comparison of the heat flow flux changes at Q1 and Q2
measurement points in the numerical modeling with the results of experiments for a wall with a
10 mm PCM layer.

4. Numerical Model of a Full-Scale Semi-Trailer

In order to verify the applicability of the proposed wall structure to a semi-trailer,
as an alternative for diesel-driven refrigerator units, we performed numerical tests for
a trailer with typical sizes of 13.2 m × 2.42 m × 2.45 m (inside measurements). As part
of the numerical simulation, a geometric model of the semi-trailer was created, made of
polyurethane foam plates, with a 6 mm layer of phase change material on the inside, and
an unventilated air volume inside the semi-trailer. The geometry was discretized using
the built-in meshing tool. Parameters and visualization of the created mesh are shown in
Figure 10.
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(a) (b) 

Figure 10. (a) Mesh during numerical calculations; (b) Mesh statistics.

The simulation used the parameters specified in the numerical model of the climatic
test chamber, but due to the inclusion of the phase change material layer in all six walls
of the trailer, we were able to eliminate the influence of thermal bridges related to the
aluminum elements of the test chamber. As required by the ATP [19] we assumed the
external temperature of +30 ◦C.

In the case of a real-sized refrigerated trailer, the solution proposed was based on the
use of walls with a 6 mm thick PCM layer, due to the weight of the entire solution. The
total area of the internal surface of the semi-trailer that must be lined with the phase change
material is 140.426 m2. When using the 6 mm layer of Rubitherm SP-24 phase change
material in the design proposed in the present publication, the weight of the phase change
material would be approximately 900 kg, which is equivalent to the weight of diesel-driven
refrigeration units. Would a 10 mm layer be used instead, the mass of PCM would be
close to 1600 kg, which would increase the fuel consumption of the vehicle and lower its
load capacity.

At the stage of numerical testing, we tested the time of maintaining the required
temperature inside the trailer. The measurement was made at two measurement points—T1
located 1 m from the front wall of the trailer and T2 located in the center of the trailer.
Figure 11 presents the semi-trailer model with marked measurement points.

Figure 11. The model of a full-scale refrigerated semi-trailer with marked measurement points for
plotting the graphs of internal temperature.
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Numerical simulations, similar to the tests of the research chamber with a wall, were
performed in two steps: stationary, which allowed us to reach the initial state, and time-
dependent, which indicated a plot of temperature changes inside the trailer. Figure 12a–d
presents the temperature distribution in the longitudinal symmetry plan of the semi-trailer
in successive time steps, while Figure 13 presents a plot of temperature changes at T1 and
T2 measurement points.

Figure 12. Distribution of temperature inside the refrigerated trailer over time (a) 0 h, (b) 24 h, (c) 25
h, and (d) 26 h.

Figure 13. Graph of numerical results of temperature changes inside the refrigerated trailer at T1
and T2.

189



Energies 2022, 15, 51

The results of numerical tests indicate that the application of the proposed wall
structure of a refrigerated semi-trailer with a 6 mm layer of the phase change material
allowed for maintaining the internal temperature at the level of −20 ◦C, as required by the
ATP agreement for over 20 h. At this point, it should be stressed that the simulation was
carried out for stationary mode, which does not take trailer movement and solar radiation
into account, both of which could reduce this time.

Potential Energy Savings

Using the method presented by Liu et al. [3] and the data on the operating parameters
of diesel-powered refrigerating units [26], and energy-efficient electrically-powered refrig-
erators [27], it was possible to calculate the potential energy savings resulting from the use
of the wall structure proposed by the authors.

Energy savings were calculated for one transport lasting about 24 h, i.e., one that en-
sures full use of the capacity of the proposed wall structure. Based on the Formulas (1)–(3),
the total heat capacity of the refrigerated container walls (phase change material and
polyurethane foam) was calculated, which came to 305.85 MJ. Then, we went on to cal-
culate the amount of energy required to produce that amount of cold. The calculations
assume the efficiency of cooling production from diesel fuel at the level of 0.2 [26], while
the COP value for electrically powered chillers is typically 1.5, with the required output
temperature at the level of about −30 ◦C [27]. The results of the calculations are presented
in Table 6.

Table 6. The results of calculations of potential energy savings resulting from application of the
proposed wall structure with 6 mm PCM layer in a refrigerated trailer.

Parameter Refrigerator Unit Driven by a
Diesel Engine

Electrically Driven Stationary
Refrigeration Unit

The amount of cold produced [MJ] 305.85 305.85

Cold generation efficiency (COP) 0.2 1.5

The amount of energy consumed to
produce cold [MJ] 1529.10 203.88

Energy consumption reduction level 0% 86.66%

In Table 6, the results of calculations indicate that the energy savings in the case of
using the proposed wall structure can amount to 86.66%. When analyzing these results,
however, we should note that the calculations did not take into account the method of
electricity production, which determines the result of primary energy savings and the
reduction in CO2 emissions. In addition, the calculations did not take into account the
efficiency of the cooling system of the phase change material, which is the subject of
further research.

5. Conclusions and Directions for Future Research

As part of this study, research has been carried out to verify the feasibility of replacing
refrigeration units powered by a diesel engine in deep-frozen transport over short distances
by a passive cooling system based on a layer of phase change material with a phase change
temperature of about −24 ◦C located on the inner side of the trailer wall. The obtained test
results indicate that the application of such a solution with a 6 mm layer of PCM would
allow the maintenance of the inside temperature of the trailer at the level of −20 ◦C for up to
24 h, at an external temperature of +30 ◦C, and the energy savings related with carrying out
such transport can be as high as 86% if RES used. According to the ATP agreement, these
types of vehicles, with passive cooling, do not have a specific minimum time for which the
desired temperature inside the vehicle is to be maintained, so its maximum extension is
most desirable, as it would allow for the use of a semi-trailer on increasingly longer routes.
The use of a 6 mm layer of PCM, in addition to ensuring nearly 24 h of transport time under
the required conditions, does not increase the weight of the semi-trailer, because its weight
is comparable to the refrigeration units it is intended to replace.
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There should be two areas considered for further research of the subject matter dis-
cussed therein. The first should focus on the analysis of additional phenomena occurring
during transport and their impact on the ability to maintain the required temperature.
These phenomena include: movement of the vehicle, affecting the intensity of heat transfer
at the outer surface of the trailer walls, the impact of opening the trailer door during stops
along the transport route, and the solar radiation, which at selected latitudes and on certain
days can significantly raise the temperature of the outer surface of the semi-trailer walls.

The second direction of research should address the design of an effective system
for cooling the phase change material during the loading of goods, which, in turn, could
make the proposed solution commercially implementable. Such a system must ensure fast
complete freezing of the phase change material with a lower energy input than with the
use of diesel refrigeration units currently fitted on semi-trailers.
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Nomenclature

PCM Phase change material
CTES Cold thermal energy storage
CO2 Carbon dioxide
K Wall heat transfer coefficient (W·m−2K−1)
Cp Specific heat (J·kg−1K−1)
Δh Latent heat (J·kg−1)
T Temperature (◦C)
m Mass (kg)
λ Thermal conductivity (W·m−1K−1)
COP Coefficient of performance
RES Renewable energy source
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Abstract: The demand for liquefied natural gas (LNG) as an energy commodity is increasing, al-
though its respective supply chain is subjected to risks, uncertainties, and disturbances. An analysis
of experiences from the global LNG supply chain highlights many of these risks. As such, there
is an incumbent need to develop resilient LNG supply chains. In this study, the risks associated
with the LNG supply chain are categorized into four dimensions: Political and regulatory, safety
and security, environmental effects, and reliability of new technologies. A SWOT method is then
implemented to identify strengths, weaknesses, opportunities, and threats within the LNG supply
chain, where the LNG supply chain of Qatar is considered as a case study. Relevant strategies are
then recommended using a SWOT matrix to maximize strengths and opportunities, while avoiding
or minimizing weaknesses and threats within the LNG supply chain. Finally, major parameters
to be considered to develop a resilient LNG management model are listed based on the level of
priority from LNG producer and receiver perspectives. Thus, as part of creating a robust LNG supply
chain, decision-makers and stakeholders are urged to use the learnings from the SWOT analysis and
experiences from LNG supply chain management.

Keywords: energy carrier; energy transport; liquefied natural gas; policy; strategy

1. Introduction

Natural gas is an energy source that offers higher environmental benefits compared to
other fossil fuels. It has been promoted as a transition fuel to bridge the fossil fuel era with
that of renewable fuels. Use of natural gas reduces carbon dioxide (CO2) emissions by 30%
when compared to oil and coal, with a twofold reduction in nitrogen oxide (NOx) emissions
and virtually negligible sulphur dioxide (SO2) emissions [1]. Incidentally, the demand from
the international market is the main driver influencing the production volume of liquefied
natural gas (LNG). In this regard, the LNG production capacity of the state of Qatar, one
of the largest producers of LNG, will increase from 77 million tons per year (MTA) to
110 MTA by 2025, with a customer portfolio spanning across the globe [2]. This expansion
is based on certain assumptions related to the further globalization of the LNG market,
the rationale of which are as follows: (i) oil market balance maintains high energy prices;
(ii) developing nations, particularly India and China, are accelerating the minimization of
greenhouse gas emissions (GHG) by increasing the use of natural gas rather than oil and
coal; (iii) and natural gas starts to account for an increasing percentage in power generation
compared to other forms of fuel [3]. Notably, a significant shift is underway in the LNG
global market as it becomes more flexible, and LNG contracts are changing simultaneously
in four dimensions: the term and volume of contracts are reduced, the prohibition on
the resale of LNG is lifted, and mixed prices are transitioning from oil-based price to
gas-to-gas price. The former paradigm, where purchasers of LNG are entirely dependent
on producers and have to engage in long-term contracts to recover the manufacturer’s
investment costs and sell its natural gas for 20–30 years, is no longer preferred [4]. In
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addition, significant developments are occurring in the LNG market. For instance, the
LNG market has become liberalized with the increase in the volume and variety of LNG
traders. In 2018, the global LNG trade reached record levels of 316.5 MT [5]. High price
levels in Japan have also declined, following the decline in oil-indexed LNG costs, from
approximately US$ 13/MMBtu in 2015 to US$ 9/MMBtu [5]. In September 2021, the Asian
LNG spot price reached a higher record of US$ 34.47/MMBtu from US$ 4.78/MMBtu
in September 2020 [6]. These shifts have introduced challenges and uncertainties within
the complex LNG market and supply chain encompassing production, gas processing,
liquefaction, transportation, storage, regasification, and utilization. Failure in one segment
might influence other segments and eventually compromise LNG supply resilience. In the
drive towards competitiveness and effectiveness, supply chain management is essential in
the current economy. The supply chain is composed of all the links necessary to convert
consumer demands into usable products and then return those products to customers. Due
to this, it is critical to ensure seamless functioning across the whole supply chain. Consider-
ing the above, this research analyzes the main issues in the supply chain considering the
changing dynamics of the LNG market and provides recommendations on how to address
and mitigate these challenges in the drive towards a greener and more resilient future.

LNG is natural gas that has been cooled to a liquid form for transportation and
storage purposes. Natural gas has been liquefied for transportation purposes and reaches
unreachable gas market by pipelines or a specialized carrier in a safe, reliable, and efficient
manner [7]. The LNG supply chain comprises five key entities/processes: exploration,
liquefaction, transportation, regasification, or transport to the consumer. The supply
chain begins with natural gas extraction and continues with pipeline transportation to
a liquefaction facility. The LNG is then transported to regasification facilities located
around the globe, where it is re-gasified and supplied to consumers as natural gas. In
most parts of the globe, natural gas is the fastest-growing energy source, driven by the
low GHG and the ability to generate electricity with high conversion efficiencies. LNG
shipping may demonstrate society’s reliance on marine transport infrastructure. The
high cost of LNG supply chain operations and infrastructure creates a strong incentive to
develop lean and closely linked systems, which increases resource utilization and reduces
costs [8]. Uncertainties in the LNG supply chain may occur in one of the five supply chain
processes/entities: Production, storage, transportation, loading/unloading, and utilization.
The performance of the supply chain may be affected by delays and bottlenecks caused
by uncertainly in any of the connections’ functions. As a result, it is essential to exert
control over the numerous variables that affect the supply chain. Appropriate planning
and management of uncertainties will result in improved scheduling, optimal production
levels, on-time delivery, and increased customer satisfaction. Uncertainties tend to prompt
decision-makers to establish safety buffers in terms of time, capability, or inventory to
avoid a chain/cascade failure. With these buffers, operational performance may be limited,
and competitive advantage reduced.

Resilience is a frequently used term in many areas, including engineering, environ-
mental science, and organizational and operations research. It has encouraged scholars and
practitioners to further their studies into supply chain resilience and develop conceptual
frameworks. A system’s capacity to recover from adversity and return to its original or
better state is known as resilience [9]. Organizations consequently need to examine the
resilience of their supply chains as part of continuity. In terms of energy resilience, it refers
to the need to ensure that a company’s energy supply is consistent and stable, in addition
to factoring in the necessary back up in the case of a power outage. Whereas, energy
vulnerability is defined as an energy system’s susceptibility to unfavorable events and
change [10]. In terms of risk management in the marine supply chain, the characteristics of
a transport system that may degrade or restrict its capacity to survive are referred to as
vulnerability, managing and withstanding attacks and disrupting events that occur both
within and beyond the system’s perimeters [11]. Resilience involves addressing the effects
of a disturbance rather than only avoiding disruption. Prior to disruption, however, efforts
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are undertaken to build a robust system [11]. Identifying the risks within the supply chain
will support a resilient supply chain, where risks can be classified into three categories:
(i) internal to the firm (e.g., process and control); (ii) external to the firm but internal to the
supply chain network (e.g., demand and supply); and (iii) external to the network (e.g.,
environment) [12].

The SWOT method has been implemented to analyze various objectives, including
processes and energy transition strategies, energy resilience, energy vulnerability, environ-
mental innovation and preservation, and business–institutions–NGOs partnership. For
instance, Goers et al. (2021) adopted the SWOT method to identify strengths, weaknesses,
opportunities, and threats of renewable energy deployment in energy transition for several
regions. The study demonstrates strengths, identifies weaknesses, main opportunities,
associated threats, and recommended strategies for guiding regional energy transitions [13].
Vasudevan (2021) examined the impediments and limits imposed by EU policies and frame-
works on natural gas decarbonization based on SWOT, which includes a PESTEL (Political,
Economic, Social, Technological, Environmental and Legal) macroeconomic factor assess-
ment [14]. Moreover, strengths, weaknesses, and opportunities of the energy sector in the
Arab Region was demonstrated in the report highlighting the “Energy vulnerability in
the Arab Region” implemented by United Nations Economic and Social Commission for
Western Asia [15]. The SWOT method has been also used for environmental innovation and
preservation. For instance, the four most potential LNG bunkering systems (Truck-to-Ship,
Ship-to-Ship, Port-to-Ship, and Terminal-to-Ship, and Mobile Fuel Tanks) using a SWOT
analysis method in the context of the Mediterranean port was examined [16]. In addition,
the SWOT method is extensively used in business–institutions–NGOs partnership as gov-
ernments and international agencies seek to identify strengths, weaknesses, opportunities,
and threats [17]. Moreover, existing literature has attempted to determine the optimal
means of transporting LNG from one point to another. For instance, a thorough analysis
of LNG supply chain resilience places a premium on system stability, reducing emissions,
and delivery uptime in the case of interruptions resulting in unexpected shutoffs [18].
Bouwmeester and Osterhaven (2017) used non-linear programming to forecast the broader
interregional and inter-industry consequences of natural gas supply interruptions. The
model educates policymakers on the scale of the broader economic consequences of natural
gas supply interruptions and identifies key gas supplier relationships [19]. Moreover,
Sesini et al. (2020) presented a novel modeling framework in emergencies defined by
very low temperatures and a rise in natural gas requirements [20]. A global LNG supply
chain model was developed to assess vulnerabilities in identifying measures that support a
resilient LNG supply chain [21]. However, there is limited work in the literature that have
implemented SWOT analysis to assess the LNG supply chain and recommended strategies
to enhance the resilience of the LNG supply chain, and no study has reported exogenous
security threats and disruption risks across the entire LNG supply chain. As such, this
study will address the aforementioned gaps using a Qatar case study described below.

Case Study and Objectives

The LNG business is becoming more competitive with over 20 countries now provid-
ing consumers throughout the globe, of which the State of Qatar, United States, Australia,
Malaysia, and others are currently major LNG suppliers. As the second-largest LNG
exporter in the world (at 77 MTA) in 2021, Qatar is investing heavily to retain its position as
the world’s most dominant player [22], by expanding LNG production capacity by approx-
imately 64% by 2027 to achieve 126 million metric tons of LNG per year [23]. Considering
that production, liquefaction, and transportation are the three key components within LNG
supply chain, expanding LNG transportation capabilities can further enhance Qatar’s LNG
supply chain, considering that production and liquefaction are well established. The State
of Qatar has gained a substantial competitive advantage by constructing one of the world’s
most efficient and reliable LNG end to end supply chains, thus owning and managing the
whole LNG supply chain, putting it ahead of competitors in the LNG market. As such,
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Qatar can be more equipped to react to future unforeseen risk occurrences and instantly
recover from any potential interruptions if it boasts independent shipping capabilities, in
addition to well-established production and liquefaction facilities. Therefore, the reliance of
international purchasers on Qatar as a dependable LNG supplier can grow as the country’s
LNG supply systems become more resilient. To further elaborate on the above, this study
addresses the strength, weaknesses, opportunities, and threats of the Qatari LNG supply
chain and then draw strategies to obtain a resilient LNG supply chain. As such, the primary
aim of this study is to strengthen the LNG supply chain’s resilience via the identification
of strengths, weaknesses, opportunities, and threats. The importance of the study is to
mitigate all the risks associated with technical, environmental, economic, geographic, and
political aspects. In this study, the LNG supply chain of Qatar is considered as a case study
as part of fulfilling the following objectives:

• Examine recent global accidents that can occur for the LNG supply chain.
• Demonstrate lessons learnt in LNG supply chain experiences from around the globe.
• Address strengths, weaknesses, opportunities, and threats that can affect Qatar’s LNG

supply chain.
• Recommend strategies to overcome weaknesses, utilize opportunities, and avoid threats.
• Illustrate major parameters and provide a priority plan to enhance the resilience of

Qatar’s LNG supply chain.
• Recommends certain strategies to overcome the risks associated with the LNG supply chain.

The remainder of this report is structured as follows. Section 2 details the method
implemented in this study. In Section 3, major accidents and experiences that have occurred
in LNG supply chain are described. In Section 4, findings of the SWOT method are
demonstrated where strengths, weaknesses, opportunities, and threats are mentioned,
and recommended strategies are listed based on the SWOT matrix. Finally, Section 5
summarizes the conclusion and limitations of this study.

2. Methodology

A SWOT method is applied in this study to determine Qatar’s LNG supply chain’s
strengths, weaknesses, opportunities, and threats. Therefore, databases and directories
are widely utilized in this research to locate and gather information important to the LNG
supply chain in Qatar from a technical, industrial, and market-oriented perspective. Sta-
tistical data, press announcements, and company reports have been used as resources for
this research, as well as official publications and databases from a range of various organi-
zations and associations. Most of the information gathered from these sources has been
used to provide a comprehensive description of the LNG supply chain, financial system,
global network of main players, market classification, downstream sectoral segmentation,
regional markets, and major market and technological advancements. With these resources,
researchers identified, classified, described, and forecasted changes in Qatar’s LNG supply
chain. The collected data are then used to recommend strategies on how to enhance the
robustness of the LNG supply chain.

The SWOT method is often used for strategy creation to learn about the present status
of an examined item and create future solutions to existing problems. The SWOT method
may be used to identify an item’s strengths (elements to leverage and develop), weaknesses
(related areas of guidance and assistance), opportunities (related fields of benefit utilization),
and threats (components that prevent the object from developing). Internal factors describe
strengths and weaknesses, while external factors define opportunities and dangers [24].
The SWOT method was successfully used in energy discipline, for instance, in the study
of sustainable energy development [25,26] and transition to renewable energy [27,28].
The main rationale for selecting a SWOT analysis is to address strengths, weaknesses,
opportunities, and threats to the Qatari LNG supply chain and then draw strategies to
enhance its resilience. Such analysis enables LNG suppliers to discover all elements that
may influence the overall LNG market, and how that may then impact operations, allowing
them to gather and compare data of various forms and objectives, which together can
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provide decision makers with all the necessary information to undertake critical decisions,
especially with regard to future possibilities and analyzes the company’s capacity to pursue
them [29].

When applying the SWOT method to Qatar’s LNG supply chain, internal and exter-
nal factors affecting the LNG supply chain in Qatar will first be gathered and evaluated
utilizing reports, literature, papers, legislation, and data. The SWOT method used in this
study consists of three steps: (i) material collection; (ii) SWOT analysis; and (iii) strategy
recommendations. The material collection step aims to amass all pertinent data and materi-
als related to the research subject, including includes rules, reports, books, papers, statutes,
national statistics, and legislation. The SWOT analysis phase is used to debate, analyze, and
define all aspects of strengths, weaknesses, opportunities, and threats based on the data
gathered. Relevant strategies are identified throughout the brainstorming process based on
strengths, weaknesses, opportunities, and threats to maximize the use of strengths and op-
portunities while avoiding or minimizing weaknesses and threats, as illustrated in Figure 1.
The SWOT matrix is then applied in four distinct strategies: strengths–opportunities (SO),
weaknesses–opportunities (WO), strengths–threats (ST), and weaknesses–threats (WT). SO
strategies are achieved by combining internal strengths with external opportunities and
employing strengths to benefit from opportunities; internal weaknesses and external op-
portunities, as well as the possibility to address these weaknesses, which is the foundation
of WO strategies; internal strengths and external risks are combined in ST strategies to
prevent threats; internal weaknesses are combined with external threats in WT strategies,
and weaknesses are reduced to avoid threats. Moreover, identifying strengths, weaknesses,
opportunities, and threats can support the development of a resilient LNG supply chain.
The recommended strategies can also mitigate possible risks associated, whilst utilizing
available opportunities and strengths.

Figure 1. A flowchart of the applied methodology for the LNG supply chain via a SWOT analysis
(Source: Compiled by the authors from [30]).
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3. Results and Discussion

In the following sections, major accidents that could occur within the LNG supply
chain are described, followed by mentioned experiences of LNG supply chain from around
the globe. These experiences are characterized in four categories: Political and regulatory
problems, safety and security issues, environmental effects, and reliability of new technolo-
gies. Then, the SWOT method findings are demonstrated where strengths, weaknesses,
opportunities, and threats are mentioned. Finally, recommended strategies are listed based
on the SWOT matrix.

3.1. Experiences in the LNG Supply Chain from around the World

Several significant accidents have occurred on the LNG supply chain. One of the
substantial accidents occurred in 2013, when a 10,114 20-foot equivalent unit box ship
operated by Hanjin Shipping, Hanjin Italy, collided with the 216,224 m3 LNG carrier in
the Malacca Strait. The LNG carrier carrying full LNG cargo for the Futtsu LNG terminal
in Japan sailed from Ras Laffan in Qatar in December 2013. Fortunately, the cargo was
not damaged, or else it could have been a full-scale disaster. The damage was limited
to the forepeak. Both ships remained at the anchorage off Singapore after the accident.
Futtsu LNG terminal refused to accept the cargo by damaged operating vessel. Thus, the
LNG operating company decided to send another ship and transfer the cargo using a
ship-to-ship operation in order to deliver the cargo on time. The damaged vessel was out
of service for a particular time for maintenance [31].

Moreover, the LNG transport sector faced a new Black Swan on March 2021 when
the containership Evergreen ran aground in the Suez Canal due to high-speed wind. This
halted canal traffic, which averaged 50 transits a day, and caused high insecurity in global
markets. The Suez Canal plays a key role in the global transit of LNG between the Atlantic
basin markets and the Asia Pacific and the Middle East markets. A total of 686 LNG carriers
transited the Suez Canal in 2020, comprising laden and ballast carriers. This includes 388
laden LNG vessels that crossed the canal, representing 7% of global LNG transportations.
The Suez Canal blockade caused 370 ships to wait to pass through, of which 16 LNG tankers
were involved. As there was no knowledge of how long it would take for the interruption
to be eliminated, several LNG ships adopted alternative routes, notably to the Cape of
Good Hope in Africa. This resulted in increased shipping prices as the shipping periods
for LNG from the Middle East to Europe increased to 27 days, or 10 more days, instead
of shipping via the Suez Canal. Meanwhile, some LNG ships chose to wait for a transit
crisis solution. The blocking of the Suez Canal lasted one week, and the containership and
the ship traffic began once again. In this respect, a major interruption to the market for
LNG shipments was averted. Each day, about 12% of world commerce, approximately 1
million barrels of oil, and approximately 8% of LNG flow through the canal, and the canal’s
earnings was expected to decline by US$ 14M–15M for each day of the blockade. Prior
to the epidemic, commerce through the Suez Canal accounted for 2% of Egypt’s Gross
Domestic Product [32].

Positive, negative, or mixed risk lessons from across the world may assist businesses
and governments in responding to LNG’s strong development and globalization. These
lessons apply to all aspects of business, including the safe and secure passage of LNG
vessels through congested waterways, the evaluation of technological innovations using the
appropriate risk criteria, the management of uninformed public perceptions of unjustified
LNG risks, and the assessment of political and regulatory risks. These lessons are important
on their own and in combination when it comes to third-party access and multi-user
implications. While the risk bank operates on all continents, experience in each nation is
unique due to the nature of the government and regulatory structure. For instance, the
United States and its territories serve as a testing ground for public views, security and
safety, and environmental issues. Additionally, lessons about managing multiple-user
terminals in a competitive setting may be learnt from US terminals. Numerous European
receiving terminal projects may benefit from the growing US experience, particularly legal
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and multi-user issues [33]. As a result, the global LNG supply chain’s acquired lessons are
classified into four categories: (i) regulatory and political problems; (ii) issues of security
and safety; (iii) consequences for the environment; and (iv) reliability of new technology.

3.1.1. Regulatory and Political Problems

Political and regulatory concerns exist throughout the sanctioning process and include
the apparent threat of not obtaining official approval and the potential of government inter-
vention and delays, which may decrease the competitiveness of a proposition. Regulation
changes or governmental requirements may have an effect on operations and, consequently,
project profitability during the post-sanction period. Political and regulatory risks may
be successfully managed in some LNG-dependent countries, via a well-defined national
strategy and successful government–business partnerships [34]. However, there may be
challenges to expanding LNG production due to governance, legal issues, regulatory
structure, and layers of authorization [35].

3.1.2. Issues of Security and Safety

For the LNG industry, safety has always been a top concern. Onshore, this has been
handled via LNG-specific design standards, vessel type classification, operating procedures,
and stringent operational protocols. Diverse fields use various safety regimes to avoid
unwanted events, the most important difference occupying a space between consequence-
based and risk-based management. In the United States and Asia, incidents are investigated
using a consequence-based method based on National Fire Protection Association (NFPA)
59A. The NFPA approach requires less research than the risk-based strategy and may be
simpler for the general public to understand [36]. However, this method precludes the eval-
uation of the efficacy of project-specific measures targeted at decreasing the probability of
occurrences by concentrating only on worst-case scenario accident scenarios and disregard-
ing the frequency of events. For instance, laws of Canada outline a risk-based approach,
although it does not include specific approval standards, and Canadians rely on the NFPA
for plant architecture [37]. A risk-based approach requires the acquisition of knowledge
and tools for conducting cutting-edge risk assessments. Rabaska effectively implemented
a risk-based approach for constructing an underground unloading line, thus minimizing
public hazards [38]. If only the implications were considered without regard for probability,
this design improvement would not have been suggested. As security has grown more
inextricably linked to risk management by governments, businesses have realized that
they would face greater examination for security and safety, particularly downstream. As
public opinion and project approval are affected by safety and security, they are critical for
the profitability of a project and its survival. The risk analysis of terrorist attacks on the
port’s LNG storage tanks was conducted and verified through case studies. The defense
capabilities of the police and different prevention strategies were studied [39]. The results
show significant differences in accident consequences between different defensive and
emergency response forces. Different scenario analyses have been conducted, providing
a theoretical basis and method support for public security and urban risk management
departments’ security prevention decisions [39].

3.1.3. Consequences for the Environment

Natural gas has developed a reputation for being the most environmentally friendly
fossil fuel available. Nonetheless, the LNG business must continuously preserve that image
by limiting environmental effects and reducing the likelihood of a disaster. The Paris
Agreement was initiated and aimed to substantially reduce global GHGs to limit the global
temperature increase to 2 ◦C above preindustrial levels while pursuing the means to limit
the increase to 1.5 ◦C [40]. Moreover, International Maritime Organization (IMO) 2020
mandates a maximum sulphur content of 0.5% in marine fuels globally [41]. In 2018, CO2
emissions from shipping represented 740 MT. In this regard, the IMO has been actively
engaged in a global approach to enhance ships’ energy efficiency further and develop
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measures to reduce GHG emissions from ships and provide technical cooperation and
capacity-building activities [41]. Although environmental protection is a global concern,
LNG companies anticipate using cutting-edge technology and operating in more active
environmental areas. Offshore projects have unique difficulties associated with air pollu-
tion and the potential for marine life disruption during development and operation. There
are many instances of environmental conflicts, most notably in the United States. To avoid
harming the maritime environment, McMoRan’s Louisiana Main Pass Energy Hub had to
switch to a closed-loop system from its original opened-loop design [42]. Additionally, con-
cerns regarding the impact of massive, permanent development in Long Island Sound on
marine life are being actively addressed by Broadwater LNG [43]. Similarly, governments
and businesses in Europe, Canada, and Australia have cooperated to improve the design
of the built environment. For instance, only after strict measures to preserve endangered
marine species were put in place by Western Australia’s State Environmental Protection
Program was the Gorgon project given the green light [44]. Australia’s North West Shelf is
now undergoing a comprehensive Joint Environmental Management Study, which presents
both difficulties and opportunities for development [45]. Recent experience demonstrates
that players in the LNG industry have successfully managed environmental problems via
rigorous planning and risk assessment. This is a significant step forward for expanding the
LNG supply chain expansion, whilst also reducing environmental effects.

3.1.4. Reliability of New Technology

As the LNG market grows more competitive, businesses are moving away from tried-
and-true conventional technologies in favor of cutting-edge procedures and equipment
to save money and improve flexibility, safety, and security. Alternatively, technological
advances may result in increased training expenses and unanticipated problems, increasing
the level of uncertainty regarding reliability to a point where many operators will not
tolerate it. The most important advances have occurred in the building of offshore receiving
terminals, where many companies believe that new technology would mitigate the real or
perceived risks associated with a land-based posture. The Energy Bridge project aims to
design a scalable method for LNG discharge. The Energy Bridge project entails equipping
LNG tankers with an onboard regasification plant, a swivel mooring turret and manifold,
as well as an offshore buoy and pipeline system to discharge the LNG into the land-based
gas grid, all without the requirement for a complete LNG terminal. Additionally, the
project allows boats to discharge LNG directly onshore at any port equipped with a gas
receiving line, eliminating the requirement for a dedicated LNG single buoy mooring [46].
Nevertheless, there are dangers that should be considered; for example, a leak during
berthing may cause catastrophic damage because of cryogenic loads on the terminal’s top
level. Auxiliary inventions inspired by FRSUs include the Submerged Turret Loading (STL)
buoy [47]. As the industry grows, it faces the Research and Development (R&D) risk that
high-tech firms are used to prioritizing investment in a promising concept that may or may
not become economically successful in the future. For instance, The TORP HiLoad from
Remora Technology, which uses suction cups in conjunction with the vessel’s hull, has
gained Det Norske Veritas (DNV) and the American Bureau of Shipping (ABS) Approval in
Principle [48]. These credentials are needed for LNG developers to work with risk-averse
businesses, particularly financial institutions. To improve efficiency, new technologies are
always being created, as shown by the much bigger vessel sizes in the new fleets, such as
the Q-Flex and Q-Max, each of which has a maximum capacity of 210,000 and 266,000 m3,
respectively [49]. New technology cannot be used to bypass existing quality standards and
protections as the industry recognizes. Indeed, the new technology requires additional
tests and measures to operate correctly straight out of the box. New technology can only
help reduce overall risk if it is regarded as an integral component of the supply chain that
must be handled as part of a complete risk management plan.
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4. SWOT Analysis

This section presents strengths, weaknesses, opportunities, and threats of the LNG
supply chain in Qatar. The obtained internal and external factors of the analysis are
demonstrated in Figure 2.
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Figure 2. A summary of obtained findings (internal and external factors) from SWOT analysis for the
State of Qatar.

4.1. Strengths

The term “strengths” refers to the areas where a company succeeds and differs from
its competitors. Strengths include abundant natural gas resources, a large LNG fleet base,
long-term contracts, and optimal geographical location.

4.1.1. Abundant Natural Gas Resources

There is 872 tcm of natural gas reserves in Qatar, making it the third-largest single
non-associated gas resource in the world after Russia and Iran. This is equal to 12% of
global natural gas production. These reserves are mostly confined to Qatar’s vast offshore
North Field, which covers half the country’s land area [50]. The use of these vast reserves
is a national priority to maintain national growth and prosperity. The North Gas Field is
a stimulant for development in gas production and uses. This is due to the quantity of
natural gas in one ideal geographical location, and meteorological conditions that ease
production and lower costs in comparison to other locations across the globe. Considering
the advantageous characteristics of the North Gas Field in terms of enormous reserves,
in addition to its reputation as a source of cleaner energy with a long lifespan, the State
of Qatar has embarked on an integrated strategy to develop the field and optimize its
resources by securing new investment for the exportation of liquefied gas, the establishment
of new gas-based industry segments, and the construction of the necessary facilities.

4.1.2. Large LNG Fleet Base and Long and Short-Term Contracts

Qatar is the world’s biggest LNG exporter, with a fleet of 69 LNG ships (24 conven-
tional, 31 Q-Flex, 14 Q-Max) using the most recent technology to guarantee that gas is
transported safely, in ecologically friendly manner, as well as cost-effectively, across the
world’s oceans [51]. A major development project in the North Field is now underway,
and it will increase Qatar’s present LNG productivity of 77 MTA by 2025 to 110 MTA. To
meet the demands of the North Field Expansion Project and Qatar’s future LNG ship fleet
obligations, Qatar intends to preserve LNG shipbuilding capacity up to 100 new LNG ships.
This will be the world’s biggest LNG shipbuilding project [52]. Due to the high number of
long-term contracts Qatar has signed, there will be less fluctuation in cash flow, allowing
big, long-term capital expenditures to be financed with more debt. As a result of increased
leverage, borrowing costs are reduced. On the downside, long-term contracts prevent the
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parties to them from benefiting from lucrative short-term trading scenarios [53]. Table 1
shows some of the signed long-term contracts. However, spot and short-term contracts
have increased after a drop in spot prices, which keeps long-term deals less attractive [54].

Table 1. Some examples of recent long-term contracts between Qatar and other countries.

Exporting
Country

Importing
Country

Type of Contract
Starts and

Ends
Duration Reference

Qatar South Korea Long term contract 2025–2045 20 [55]
Qatar Singapore Long term contract 2023–2033 10 [56]
Qatar Pakistan Long term contract 2018–2038 20 [57]

4.1.3. Optimal Geographical Location

Qatar is a Middle Eastern peninsula bordered by Saudi Arabia by land, and extends
160 km into the Arabian Gulf. Due to its central location between the West and the East,
Qatar is an attractive LNG export destination because of the reduced transportation costs.
Near the northeastern point of Qatar, is Ras Laffan Port, which is just 67 km from North
Field. It is a deep-water port with one of the largest artificial harbors in the world, and
comprises of six LNG terminals, six liquid product terminals, one sulphur-bearing terminal,
and six dry cargo terminals presently in operation [58]. Moreover, the Ras Laffan Port is
one of the largest energy export facilities, able to accommodate a broad variety of vessels,
including the latest Q-Flex and Q-Max LNG carriers.

4.2. Weaknesses

Weaknesses prevent an organization from operating at maximum efficiency. These are
areas in which the company may improve to stay competitive. Weaknesses include GHG
emissions and production of Boil-Off Gas (BOG).

4.2.1. GHG Emissions

Globally, many organizations and governments are increasingly concerned about the
impact of fossil fuels on the environment and are thus are exploring alternative energy
sources [59]. Natural gas is one of those fossil fuels, although it is the cleanest, where GHG
is produced throughout its supply chain phases, including production, transportation,
storage, loading and unloading, and utilization. In the LNG production phase, natural
gas is cooled to its liquid state to a temperature below −160 ◦C to produce LNG. The
source of energy required to drive the liquefaction process and produce LNG is commonly
sourced from fossil fuels, where the production of 1 MJ of LNG, can result in approximately
10.29 g of GHG emissions [60]. In the LNG transportation phase, transportation of LNG
occurs in vessels that are fueled by fossil fuels, where the generated GHG emissions while
transporting LNG by heavy fuel oil (HFO) and by an LNG fueled ocean tanker for a
distance of 10,000 nautical miles are approximately 0.65 kg of CO2 eq for 1 kg of HFO
and 0.6 kg of CO2 eq for 1 kg of LNG, respectively [60]. Moreover, GHG emissions are
produced during the utilization of LNG, where approximately 57.5 g/MJ of GHG emissions
are produced when LNG is burned [60]. This indicates that GHG emissions are produced
in all the phases of the LNG supply chain.

4.2.2. Production of Boil Off-Gas

Boil off-gas (BOG) is an unavoidable phenomenon occurring in different phases of
the LNG supply chain, namely land storage and transportation. In the transportation
phase, BOG occurs in conventional vessels, whereas the vessels (Q-Flex and Q-Max) have
a re-liquefaction unit that can capture BOG and convert it back into a liquid or utilize
it directly as gas for propulsion purposes [61]. BOG production occurs in tanks due to
temperature differences between the ambient temperature and LNG temperature. The gen-
erated BOG must be removed from LNG tanks to maintain the tank pressure. Removal of
produced BOG in an LNG tank reduces LNG quantity, affecting LNG value from technical,
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economic, and environmental perspectives. For instance, the daily BOG production rate of
storing LNG in a 160,000 m3 land-storage tank is approximately 0.07%, and the daily BOG
production rate from an LNG conventional tanker is 0.12% [62]. Production of BOG in the
LNG supply chain also reduces the economic benefits of selling LNG. While accounting for
produced BOG as a cost, both production and transportation costs increase, consequently
reducing the economic benefits of selling LNG [63].

4.3. Opportunities

Opportunities relate to external circumstances that benefit an organization and may
provide it with a competitive edge. Opportunities include growing demand, strategic
partnership, and divertible contracts.

4.3.1. Growing Demand

Natural gas will be the fastest-growing fossil fuel, rising by 0.9% between 2020 and
2035 [53]. Due to the region’s economic and demographic development, LNG consumption
in Asia is rising much quicker than the rest of the world. Asia’s LNG consumption has
grown steadily throughout the first five months of 2021, with China accounting for the
majority of the increase. China’s LNG consumption is projected to rise by 11 MT this year,
constituting more than half of the 18 MT increase in the worldwide LNG market over the
forecast in 2021, and around one-third of global LNG demand growth in 2022. China’s top
position seems secure for years to come with its LNG demand backed by governmental
backing and solid-gas market fundamentals [64]. The goal of China being carbon-neutral
by 2060 is anticipated to drive an increase in the country’s demand for LNG. Consequently,
a supply–demand imbalance is likely to develop by the middle of this decade, with less
new output entering the market than originally anticipated [65].

4.3.2. Strategic Partnerships

Various businesses are involved in energy transportation, ownership, operation, and
the promotion of the LNG natural gas market, and are thus positioned as strategic partners
in the LNG sector. As part of its strategy to develop new gas markets, Qatar, the world’s
largest LNG exporter, continues to expand its partnership with the largest energy and
infrastructure conglomerate in Brazil to contribute to the development of the Brazil natural
gas market through a third party [66].

4.3.3. Divertible Contracts

In order to provide the required LNG to the client at a competitive rate, pricing
mechanisms can be used. In light of the growing purchasing power of buyers in the
presently over-supplied market, this mechanism may provide buyers with a choice or a
combination of price indices to consider. When combined with the short-term capacity
and route flexibility, the power to turn back LNG cargoes at prices that the buyer deems
uncompetitive is a potent combination for a successful LNG export strategy. Divertible
contracts mostly applied to European contracts which the cargo diverted from one contract
to another with higher price [67].

4.4. Threats

Threats are defined as events or circumstances that have the potential to cause damage
to an organization. Threats include increased competition, unexpected shipping regula-
tions, character volatility councils, and potential disturbances at the Strait of Hormoz.

4.4.1. Increase Competition
LNG Production

Unlike other major energy-producing countries, Qatar mainly focuses on LNG trans-
portation, whereas other countries carry crude oil, processed products, and other items with
LNG. The demand for vessels is enormous, and the employment of vessels that have their
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charters expired, and vessels presently under construction, have considerable competition.
The long-term competition for LNG charters is based on the price, availability of vessels,
size, age and condition of the ship, relationships with the LNG operator and quality, LNG
experience, and the operator’s reputation. There has been increased competition in the
industry, with shipping and oil majors’ firms indicating an interest in LNG transportation,
as illustrated in Table 2. If the firm cannot compete with success, its revenues and market
share would decrease in the long term.

Table 2. Potential competitors/companies to Qatar’s LNG transportation capability (Source: Com-
piled by the authors from [68]).

Competitors Location
Capacity 20-Foot

Equivalent Unit (TEU)
Fleet Size

A.P. Moller—Maersk AS Denmark 4.1 million 708
Mediterranean Shipping Company Italy 3.8 million 560

Hapag-Lloyd AG Germany 1.7 million 248
Evergreen Line Taiwan 1.2 million 333

Shifting to Hydrogen/Renewable Energy

In the coming years, LNG is expected to be substituted by other renewable energy
sources to limit a global temperature rise to 1.5 ◦C. Meanwhile, comprehensive action is
needed to reduce CO2 and methane emissions across all industries, including oil and gas.
The world is increasingly transitioning to renewable energy sources to meet approximately
up to 80% of global demand by 2050. As of today, clean-energy investment has been
relatively flat to around 30–37% of global energy supply investment [69]. Hydrogen
and other carbon-free energy carriers (i.e., ammonia) emerge as potential candidates for
overseas energy transport.

4.4.2. Unexpected Shipping Regulations

LNG operations are affected by detailed rules, regulations, agreements, and standards
in international waters. Strict legislation on disposal, cleaning of oil and other pollution, air
emissions, water discharges, and ballast water control. LNG firms are regulated by many
international bodies such as the International Maritime Organization, the European Union,
the Pollution Control Authority in Norway, and many more organizations. Marine firms
must comply with the amended requirements to keep their licenses for businesses. This
requires higher investments and resources that influence LNG businesses’ profitability.

4.4.3. Charter Volatility Councils

The market for tankers has been cyclical. The ability of LNG operators to make
profitable use of their vessels would depend on influences by economic conditions in the
tanker market, demand for petroleum and petroleum byproducts, global economic and
financial conditions, changes in maritime transport, and other patterns. The charter prices
rely on the quantity, the degradation rate of older ships, the transformation of tankers to
other purposes, the number of out-of-service ships, and environmental concerns and laws.
For example, charter prices of a medium-term charter business are changeable and closely
linked to the current market rates. If the ships are not profitable or chartered, the financial
flows of the firm may be affected.

4.4.4. Strait of Hormuz

The Strait of Hormuz is a waterway that connects the Arabian Gulf with the Gulf of
Oman, and it is the sole maritime route that connects the Arabian Gulf and the Indian
Ocean. In addition to the enormous quantities of oil products, condensate, and crude oil
that flow through the strait, which are equal to 25% of worldwide oil consumption, the
Strait of Hormuz is also one of the world’s most significant chokepoints for transportation.
The Strait also facilitates one-third of the world’s LNG trade [70].
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4.5. SWOT Matrix

SWOT matrix for the LNG supply chain of Qatar is presented in Table 3.

Table 3. SWOT matrix for the LNG supply chain of Qatar.

Strengths (S) Weaknesses (W)

Opportunities (O)

Strengths–Opportunities (SO) Strategies
(S1O1) LNG expansion plan

(S2O2) Adaptable and profitable plan
(S3O3) Reliance by third-party

Weaknesses–Opportunities (WO) Strategies
(W1O1) Environmental regulations and programs

(W2O3) Enhance strategic partnerships

Threats (T)

Strengths–Threats (ST) Strategies
(S1T1) LNG price reduction

(S3T2) Flexible clause in the new LNG agreement
(S3T4) Find alternative routes for LNG transportation

Weaknesses–Threats (WT) Strategies
(W1T1) Clean LNG production

(W2T2) Improve BOG capturing technologies and
utilize BOG production effectively

4.6. Recommended Strategies

A portfolio of strategies has been created by combining internal factors encompass-
ing “Strengths” and “Weaknesses” with external factors covering “Opportunities” and
“Threats” in a SWOT analysis of Qatar’s LNG supply chain. As a result, 10 strategies have
been developed, as given in Figure 3.

4.6.1. Strengths–Opportunities (SO) Strategies

S1O1: Develop an LNG expansion plan, which can increase LNG production capacity
to meet global growing demand. Noting that Qatar has implemented such a strategy,
increasing LNG capacity production from 77 MTPA to 110 MTPA by implementing an
expansion plan in the North Field [71].

S2O2: Prepare adaptable and profitable plans by applying pricing mechanisms, which
describe a system in which the dynamics of supply and demand determine the cost of
products and the changes in those prices. Therefore, selling LNG cargoes to higher-priced
markets result in higher profits.

S3O3: Reliance on LNG producer third parties. Situated in an optimal geographical
location can support strategic partnerships as an LNG producer third-party. The third-party
owns and operates LNG cargos requested by one of the strategic partnerships to meet their
requests.

4.6.2. Weaknesses–Opportunities (WO) Strategies

W1O1: Setting environmental regulations and supporting environmental programs,
requesting emissions reduction by implementing carbon capture and storage technologies.
In parallel, supporting innovative solutions that reduce produced emissions during the
LNG supply chain.

W2O3: Enhance strategic partnerships to reduce LNG shipping distances; conse-
quently, reduce BOG production during transportation of LNG.

4.6.3. Strengths–Threats (ST) Strategies

S1T1: Flexibility in varying LNG price. Since natural gas is abundant in Qatar and the
number of LNG suppliers is increasing, with potentially lower production costs relative to
other producers, reducing the selling price of LNG can attract more buyers.

S3T2: Develop flexible clauses in agreements in the case of new regulations, for
instance unexpected shipping regulations.

S3T4: Identify alternative routes for transportation of natural gas. Since the Strait
of Hormuz is the only path for LNG cargoes from Qatar, any political, geographical,
environmental supply chain disruption can cause closure of this path and will disrupt
LNG trading by sea. Therefore, identifying alternative routes and innovative solutions
to transport natural gas/LNG from Qatar is necessary. An alternative solution can be
transporting natural gas via a pipeline, however, transporting natural via pipeline is
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not feasible for distances over 2000 km. Thus, such a solution is optimal for shorter
distances [72].

Weaknesses-Opportunities 
Strategies

Strengths-Opportunities 
Strategies

Strengths-Thrusts 
Strategies

Weaknesses-Thrusts 
Strategies

SWOT Analysis

Figure 3. A summary of strategies obtained from SWOT analysis findings to be implemented for a
resilient LNG supply chain.

4.6.4. Weaknesses–Threats (WT) Strategies

W1T1: Support production of clean LNG. As countries are aiming to reduce environ-
mental emissions, the production of clean LNG will be favored. Therefore, LNG providers,
who capture and utilize carbon emissions from the LNG supply chain are preferred.

W2T2: Improve BOG capturing technologies and utilize BOG production effectively.
Since BOG production rates increase as the transportation distance of LNG increases, devel-
oping reliable and effective BOG capturing technologies is essential as these technologies
can maintain LNG quantity while shipping trips [61].

Recommended strategies from SWOT analysis can support developing resilience in
LNG supply chains. The findings from SWOT analysis, including abundant natural gas
resources, large LNG fleet base and long-term contracts, and optimal geographical location
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are strengths that can enhance the resilience of the LNG supply chain. Furthermore, natural
gas will be more resilient to accommodate the energy transition driven by climate change
more than other fossil fuels since it is the cleanest fossil fuel [65]. Whereas, increased
competition, unexpected shipping regulations, charter volatility are the threats that can
exacerbate LNG supply chain vulnerability. In addition, opportunities obtained from SWOT
analysis, namely growing demand, divertible contracts, and strategic partnership are
factors that can enhance LNG supply chain resilience. Moreover, the following represents
resilience LNG supply chain parameters from the LNG producer perspective based on
Qatar’s LNG company. Such parameters could support more informed decision-making in
an efficient and reliable manner to accommodate customers’ needs.

• Manage producer inventory: The inventory of LNG producers should be well planned
to avoid tank top or tank bottom situations, which have an impact on vessel availability
and deliver the cargo to the customer on time, respectively.

• Deliver cargo on time: The LNG producer is obligated to deliver the cargoes on the
agreed time to avoid any customer end user shortage.

• Flexibility in cargo delivery: LNG producers or consumers may request to change
either receiving the terminal or delivery date, and the flexibility to accommodate the
raised request will add value to the requester. Moreover, the ability to deliver the
cargo in an FSRU will maintain the resilience of the LNG supply chain.

• Meet customer needs: With the increasing LNG market demand, the LNG production
capacity is to be increased to meet customer requirements.

• Hydrocarbon emissions: As per IMO, the carbon emissions have to be reduced to 50%
by 2050 [29], which could be achieved by controlling the emissions produced during
loading and transportation processes.

• Reach markets safely, efficiently, and reliably: LNG is a colorless, invisible, and non-
toxic chilled methane gas with a temperature of −160 ◦C, which is inflammable until
it comes into contact with air, at which point it quickly changes into vapors that are
readily ignited. LNG fire has the potential to grow to 150 m in height and burn for
an extended time. As a result, the most serious risks associated with LNG ships are
explosions, fumigation, and spills.

• Cost optimization should be considered through the whole LNG supply chain, begin-
ning from production to delivery, to recover the investment and operating costs of the
LNG production and delivery.

5. Conclusions

As the demand for LNG continues to increase, the levels of risk and uncertainty within
the sector also increase, which is the impetus for the development of resilient LNG supply
chains and further developing resilience for the sector as a whole. This study begins by
presenting major accidents that have affected the LNG supply chain. Demonstrating such
accidents can provide insights into financial, technical, and environmental losses, which
can be studied to eliminate such losses in similar future accidents. Moreover, examining
experiences or lessons learned in global LNG supply chains can mitigate any potential risks.
Any model for LNG resilience management can include the recommendations described
within this article as part of its design. While resilient management techniques will not
eliminate unexpected shocks, LNG businesses that incorporate them can be more robust.
Models that include all significant best practices and lessons, both technical and economic,
are more resilient and even less likely to leave policymakers perplexed about accounting for
the so-called “unexpected” occurrences that occur in virtually every significant endeavor.
Therefore, each policymaker must consider these historical lessons while evaluating LNG
projects. In this study, risk drivers from the LNG supply chain are gathered and classified
into four categories: Political and regulatory, safety and security, environmental effects,
and reliability of new technologies. These experiences can support decision-makers in
creating a resilient LNG supply chain. The limitation of the proposed method is that it
can be subjective at times. Moreover, SWOT analysis is a one-dimensional assessment
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procedure in the categorization of attributes. However, some factors may be assigned for
multi-attributes. Future research should focus on quantitative methods that can support
analysis considering all aspects that may affect the resilience of the LNG supply chain.
Furthermore, future can work validate some of the findings with experienced practitioners
in the field.

The SWOT method broadly assesses the status of Qatar’s LNG supply chain. It
identifies strengths, weaknesses, opportunities, and threats within Qatar’s supply chain.
The strengths include abundant natural gas resources, a large LNG fleet base and long-
term contracts, and optimal geographical location. The major weaknesses include the
production of emissions and BOG (which impacts the carbon cost of the LNG cargo), while
the major opportunities are the growing demand for LNG, issuing divertible contracts, and
obtaining strategic partnerships. The major threats are increased competition, unexpected
shipping regulations, charter volatility councils, and the fact there is only one path for
LNG transportation, which is the Strait of Hormuz. Then, a portfolio of strategies is
created by combining internal factors covering strengths and weaknesses with external
factors covering opportunities and threats in a SWOT analysis of Qatar’s LNG supply
chain. Moreover, recommendations to enhance the resilience of the LNG supply chain are
listed below:

• Develop a strategy for LNG development that allows the industry to boost its produc-
tion capacity to satisfy the world’s rising demand.

• Implement pricing mechanisms to create adaptive and lucrative business strategies.
• Support production of clean LNG and improve carbon capture methods.
• Improve strategic alliances to minimize LNG shipping distances, which can in turn

reduce BOG generation throughout the LNG transportation process.
• Continue to minimize emissions throughout the supply chain to decrease the carbon

content of the LNG cargo in line with growing demand from consumers for low carbon
LNG.

• Create a provision in the agreement that allows for flexibility. In the event, that a new
shipping law is implemented, a provision like this may address any unanticipated
shipping restrictions.

• Support clean transportation options when delivering LNG cargoes. This can be
achieved by utilization of cleaner fuels during combustion, for instance, using LNG as
bunker fuel instead of using heavy fuel oil.

Author Contributions: Conceptualization, T.A.-A., Y.B., S.A.-H. and M.A.-B.; methodology, S.A.-H.
and M.A.-B.; formal analysis, S.A.-H. and M.A.-B.; investigation, S.A.-H. and M.A.-B.; writing—original
draft preparation, S.A.-H. and M.A.-B.; writing—review and editing, T.A.-A. and Y.B.; supervision,
T.A.-A. and Y.B.; funding acquisition, T.A.-A. and Y.B. All authors have read and agreed to the
published version of the manuscript.

Funding: The authors acknowledge the support provided by the Hamad Bin Khalifa University, Qatar
Foundation, Qatar. The APC was funded by Hamad Bin Khalifa University, Qatar Foundation, Qatar.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

BOG Boil-Off Gas
CO2 Carbon Dioxide
Eq Equivalent
FSRU Floating Storage Regasification Unit
GHG Greenhouse gas
IMO International Maritime Organization
km kilometers
LNG Liquified Natural Gas
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MT Million Ton
MMBtu Million British Thermal Unit
m3 Cubic meter
m meter
MJ Megajoule
NOx Nitrogen Oxide
O Opportunities
SWOT Strengths, Weaknesses, Opportunities, Threats
S Strengths
SO Strengths–Opportunities
ST Strengths–Threats
SO2 Sulfur Dioxide
T Threats
tcm trillion cubic feet
TEU 20-foot equivalent unit
W Weaknesses
WO Weaknesses–Opportunities
WT Weaknesses–Threats
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Abstract: The Republic of Djibouti has untapped potential in terms of renewable energy resources,
such as geothermal, wind, and solar energy. This study examines the economic feasibility of green
hydrogen production by water electrolysis using wind and geothermal energy resources in the
Asal–Ghoubbet Rift (AG Rift), Republic of Djibouti. It is the first study in Africa that compares the
cost per kg of green hydrogen produced by wind and geothermal energy from a single site. The unit
cost of electricity produced by the wind turbine (0.042 $/kWh) is more competitive than that of a dry
steam geothermal plant (0.086 $/kWh). The cost of producing hydrogen with a suitable electrolyzer
powered by wind energy ranges from $0.672/kg H2 to $1.063/kg H2, while that produced by the
high-temperature electrolyzer (HTE) powered by geothermal energy ranges from $3.31/kg H2 to
$4.78/kg H2. Thus, the AG Rift area can produce electricity and green hydrogen at low-cost using
wind energy compared to geothermal energy. The amount of carbon dioxide (CO2) emissions reduced
by using a “Yinhe GX113-2.5MW” wind turbine and a single flash geothermal power plant instead of
fuel-oil generators is 2061.6 tons CO2/MW/year and 2184.8 tons CO2/MW/year, respectively.

Keywords: Djibouti; wind energy; geothermal energy; hydrogen; Asal-Ghoubbet Rift; cost analysis

1. Introduction

The Republic of Djibouti is located in the Horn of Africa, at the intersection of the Red
Sea and the Indian Ocean (Figure 1). Djibouti benefits from a geostrategic position over
the world’s main shipping road, and it is the natural outlet for the landlocked countries in
the region. On the other hand, the Republic of Djibouti is one of several African countries
located on the East African Rift System (EARS) (Figure 1). As in other rifting zones, the
EARS activity corresponds to large seismic, tectonic, and volcanic activities [1]. This
unique geodynamical environment puts the Republic of Djibouti in an excellent position to
develop geothermal energy. Indeed, the Republic of Djibouti, one of the few countries with
geothermal potential in Africa, is endowed with a substantial amount of this energy, which
is found scattered along the Gulf of Tadjourah ridge and the western part of the country
(Supplementary Figure S1) [2,3]. However, the most geologically active area in Djibouti
is the Lake Asal area, and the AG Rift is one of two emergent oceanic ridges globally, the
other being in Iceland [1]. Therefore, several studies have been carried out on the Republic
of Djibouti geothermal areas to either select the most favorable geothermal prospects for
exploration by deep drilling or estimate their geothermal potential [2–8].
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Figure 1. Locations of the wind measurement towers with topographical elevation (The dashed lines
show the Asal-Ghoubbet Rift).

The Government of Djibouti has established an ambitious long-term development
plan to improve energy access and energy security as a primary strategic focus by using
alternative energy sources. Indeed, the Republic of Djibouti is endowed with strong
potential in terms of renewable energy resources in addition to geothermal energy, such
as wind and solar [9–12]. The plan aims at diversifying energy resources and focusing
on renewable energy, which the country is endowed with, such as wind and solar and
geothermal energy [9–12]. Furthermore, the Republic of Djibouti is among the fifteen
African countries having the best wind resource potential [13], Wind energy is the world’s
fastest growing renewable energy technology [14,15]. For example, Zhang et al. [16] used
two years of wind data measured at four heights above sea level to determine the wind
potential of the southern coast of Pakistan. Soltani et al. [17] investigated the environmental,
economic, and social impacts of geothermal energy systems. They provided a detailed
review of barriers and highlighted options for increasing the global geothermal energy
capacity and production needed to meet “net-zero” carbon emission goals [17].

In addition to electricity production, wind and geothermal energies can also generate
green hydrogen via the water electrolysis process, which consists of splitting the water
molecule under the effect of an electric current [18,19]. Despite the growth of the hydrogen
market as a promising energy source, conventional routes for hydrogen production, i.e.,
from fossil fuels, have negative environmental impacts [20]. However, the power-to-gas
concept, based on water electrolysis using electricity from renewable energy sources (wind,
solar, geothermal), is the most environmentally friendly approach. Water electrolysis,
a mature technique with relatively good efficiency [21,22], currently accounts for 4% of
hydrogen production, but this is expected to expand significantly in the coming years, with
a 22% market share projected for 2050 [23].

The primary consumers of hydrogen are the oil refining, metallurgy, chemical, and
pharmaceutical industries. The growth of the above-mentioned industries leads to an
increase in hydrogen demand. Numerous studies have investigated the integration of
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renewable energy for green hydrogen production. Ishaq and Dincer [24] performed a
comparative assessment of renewable energy-based hydrogen production methods (i.e.,
Biomass, solar and geothermal). Hydrogen production using the biomass gasification
technique offers higher energetic and exergetic efficiencies than the hydrogen production
system using geothermal or solar energy [24]. Al-Sharafi et al. [25] investigated the poten-
tial of power generation and hydrogen production via solar and wind energy resources at
different locations in Saudi Arabia. The optimization results showed that the minimum
levelized cost of energy is 0.609 USD/kWh, and the cost of hydrogen production (COH)
is 43.1 USD/kg. Mostafaeipour et al. [26] investigated the suitable areas in Afghanistan
for harvesting wind energy for hydrogen production. On the other hand, few studies
have been conducted on electricity and hydrogen production using wind energy in Africa
countries [22,27]. Ayodele and Munda assessed the potential and cost-efficiency of green
hydrogen production from South Africa’s wind energy resources [22]. They reported a
potential annual production of 6.51–226.82 metric tons of hydrogen and a minimum produc-
tion cost of $1.4–39.55/kg, depending on the wind turbine model used. On the other hand,
the geothermal-assisted hydrogen production cost based on water electrolysis can compete
with other renewable energy resources such as wind power [28]. Indeed, Rahmouni et al.
performed an environmental investigation on a geothermal-based hydrogen production
process, where the cost of the produced hydrogen was estimated at about $8.24/kg H2 [29].
Yilmaz et al. realized the thermoeconomic evaluation of hydrogen production by the binary
geothermal power plant and estimated the cost at $2.366/kg H2 [30]. In another study,
Yilmaz et al. [31] performed a thermodynamic and economic analysis of a geothermal
energy-assisted hydrogen production system using real-time artificial neural networks on
a field programmable gate array. The overall exergy efficiency of the system, the unit cost
of the produced hydrogen, and the simple payback period of the system were calculated as
7978 kW, 38.37%, 1.088 $/kg H2, and 4.074 years, respectively.

The main contribution of this study is to compare the economic feasibility of hydrogen
production by water electrolysis from wind and geothermal energy resources for a given
site in Africa. Indeed, to the best of our knowledge, no study of green hydrogen production
using geothermal energy has been conducted so far in Africa. In this regard, this paper
analyzes the cost of green hydrogen production from wind and geothermal energy in the
Asal–Ghoubbet region, located in the southwestern part of the Republic of Djibouti, thus
helping potential investors and developers of hydrogen production units in the Republic
of Djibouti. In sum, the contributions of this work are:

1. The analysis of the wind energy potential of the Ghoubbet region
2. The selection of the most appropriate wind turbine and electrolyzer for electricity and

hydrogen production in the study area
3. The performance of thermodynamic analysis to select the appropriate geothermal

energy production processes for the Rift AG region
4. Estimating the cost per Kg of hydrogen produced by combining a geothermal power

plant in the Rift AG with an appropriate electrolyzer
5. Evaluating the CO2 emission reduction of wind and geothermal energy in the study area.

2. Site Description and Data Collection

2.1. Site Description

The Republic of Djibouti is located in the Horn of Africa, bounded by Eritrea to the
north, Ethiopia to the west and southwest, and Somalia to the southeast (Figure 1). The
Köppen–Geiger climate classification of the area ranges from “hot desert” to “semi-arid”
with a low precipitation regime and annual mean rainfall of 150 mm (climate type codes
BWh and BSh, respectively) [32,33]. Two seasons predominate: a cool season (winter) from
October to April with a monthly mean temperature of 20–30 ˝C and a hot season (summer)
from May to September with a monthly mean temperature of 30–45 ˝C. In summer, an
equatorial westerly wind zone dominates, and the mean temperature increases to between
30 and 45 ˝C with a high rate of evapotranspiration amounting to 2000 mm per year [7,8].

214



Energies 2022, 15, 138

As shown in Figure 1, the AG Rift is located in an area that extends from the Arta region
to the Tadjourah region. The Asal—Ghoubbet region, a land barrier of 12 km long and
10 km wide, of volcano-tectonic type, is a very recent active rift fewer than one million
years old [34]. It encompasses the Asal Lake and the Ghoubbet al Kharab Gulf.

2.2. Wind Data Source

The present study uses wind data measured at meteorological stations installed by the
Djibouti Centre for Research and Studies (CERD in French) at Ghoubbet (Latitude 11.5382˝;
Longitude 42.4119˝, Figure 1). The wind speed data were collected and measured at three
heights (i.e., 20 m, 40 m and 60 m) for a 10-min time interval throughout 2014–2015. The
wind speeds are recorded using NRG#40C anemometers with an accuracy of 0.1 m/s in
the range 1–96 m/s [35]. All data were checked thoroughly to identify any values that are
outside the range of the sensors. The wind directions are recorded using an NRG 200P
wind vane. A barometric pressure sensor (BP200) and temperature sensor (NRG 100S)
were enclosed in a circular six-plate radiation shield to ensure accurate measurements
and mounted on the tower. Further details regarding the tower, the instruments, and the
support structure can be found on the website of NRG systems [35].

3. Methodology

The feasibility of green hydrogen production from wind and geothermal energy in the
Republic of Djibouti was assessed using the following approach (Figure 2): (1) assessment
of the wind and geothermal energy in the study area, (2) selection of the most suitable
wind turbine and geothermal power plant, (3) assessment of the levelized cost of electricity
($/kWh) produced from wind and geothermal energy, (4) selection of the most appropriate
electrolyzer, (5) evaluation of the levelized cost of hydrogen ($/kg), (6) evaluation of the
CO2 savings for wind and geothermal energy, (7) comparison of the levelized cost of
hydrogen produced by an electrolyzer powered by wind and geothermal energy. The
proposed research framework is based on the flowchart given in Figure 2.

3.1. Wind Resource Assessment
3.1.1. Weibull Density Function

The Weibull distribution model is applied for describing and analyzing wind data.
This function is used to predict the characteristics of prevailing wind profile precisely [36].
To use the Weibull probability distribution, it is necessary to calculate two parameters,
the scale parameter (k) and the dimensionless shape factor (c). Indeed, the two parameter
Weibull distribution f (v) of measured wind speed v (m/s) and the cumulative distribution
of Weibull are defined by the following equation [37,38]:

f pvq “
ˆ

k
c

˙´ v
c

¯k´1
exp

”
´ v

c

ık
(1)

Fpvq “ 1 ´ exp
”
´ v

c

ık
(2)

In the literature, several methods to estimate the scale and shape parameters of the
Weibull distribution function are reported [39]. In this study, four methods available are se-
lected to estimate the Weibull parameters, namely the maximum likelihood method, WAsP
method, moment method, and empirical method of Jestus. These methods have been de-
tailed in the Supplementary Material. Root mean square error, determination of coefficient,
and mean bias error are computed to validate and compare the computed results.
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Figure 2. Methodology schematic diagram.

3.1.2. Wind Shear Coefficient

Estimating the wind power generated by any wind turbine, the wind speed should be
observed at the turbine hub height. However, in most cases, wind speeds are observed at
a height different from the turbine hub height. In this case, the power-law method is the
most commonly used to adjust the wind speed to the turbine hub-height as follows [40]:

V2 “ V1 ˆ
ˆ

Z2

Z1

˙α

(3)

where V2 and V1 are the wind velocities at heights Z2 and Z1, respectively, and α is the
wind shear coefficient or power exponent.

3.1.3. Wind Power Density

The wind power density (PD) is an indicator used to evaluate the available wind
energy. The PD represents the flux of kinetic energy available in the wind per unit area,
according to the wind speed V and air density ρ. It can be assessed using the following
equation [41]:

PD “ 1
N

Nÿ
i“1

ρv3
i (4)

where vi is the measured wind speed for every 10 min period expressed in m/s and N is the
total number of sample data for each year. ρ is the air density in kg/m3 (ρ = 1.225 kg/m3

at the sea level).
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3.1.4. Annual Energy Production

The total amount of energy produced and the capacity factor of a turbine are essential
indicators used to assess the performance and economic sustainability of wind turbines at
a specific location. The wind turbine annual energy production (Eout) over a desired period
can be calculated as follows [42]:

Eout “ 8760 ˆ Pout “ 8760 ˆ Pr ˆ
«

e´pvc{cqk ´ e´pvr{cqk

pvr{cqk ´ pvc{cqk

ff
´ e´pv f {cqk

(5)

Furthermore, the capacity factor (Cf), the ratio of energy produced annually from a
wind turbine (Eout) and annual rated power (Er), can be defined as fellows [43]:

C f “ Eout

Er
(6)

3.2. Geothermal Resources Assessment

The geothermal resources in the Asal–Ghoubbet area were evaluated using the volu-
metric method according to the United States Geological Survey (USGS) [44]. This method
assesses the total geothermal energy in the fluids and the rock masses of the reservoir.
Moreover, the volumetric method is combined with the Monte Carlo method to minimize
parameter uncertainty. A brief description of the Monte Carlo simulation method parame-
ters is presented in the Supplementary Material. The electrical potential of the geothermal
reservoir can be evaluated using the following equation [45]:

GPP “ EGT ˆ R f ˆ Ce

L f ˆ Lt
(7)

In this study, the single flash and dry steam systems are considered for geothermal
power generation. The thermodynamic performance of these two systems is evaluated in
terms of energy and exergy efficiency. The details of the thermodynamic evaluation are
reported in the Supplementary Material. The electrolyzer uses the energy produced by the
geothermal plant to produce hydrogen from water.

3.3. Hydrogen Production from Wind and Geothermal Energy
3.3.1. Hydrogen Production from Wind Energy

Hydrogen can be generated through water electrolysis by using renewable energy,
such as wind and geothermal energy. The proposed system for converting wind and
geothermal energy to produce hydrogen is shown in Figure 3. An AC/DC converter
delivering the quantity of energy required by the electrolyzer for its operation under real
conditions is also employed. The efficiency of the converter is assumed to be 90% [46].
There are several types of electrolyzer in the literature. In this study, the polymer electrolyte
membrane electrolyzer (PEME), high temperature electrolyzer (HTE), and alkaline water
electrolyzer (AWE) were used because of their good ability for integration with renewable
energy systems. For PEME and AWE electrolyzers, the water temperature is between 60
and 90 ˝C [47], while for the high temperature electrolyzer (HTE), the water temperature
can vary from 800 to 1000 ˝C [48].

Considering the amount of hydrogen that could be produced yearly by each elec-
trolyzer, the annual wind turbine energy has a direct relationship with production and can
be formulated with the following mathematical equation [46]:

MH2 “ Eout

Eelectrolyzer
x ηconv (8)
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Figure 3. Simplified diagram of the hydrogen production from wind and geothermal energy.

3.3.2. Hydrogen Production from Geothermal Energy

The thermodynamic evaluation of geothermal energy is a prerequisite for using this
renewable energy in green hydrogen production. Therefore, both reversible and irreversible
system operations were considered to evaluate the cost of hydrogen production. The
maximum specific work that can be provided by a geothermal power plant, using a
resource of a reference temperature Ts in an environment whose temperature is T0 is given
by the following mathematical expression [49]:

Wrev, geo “ cpTs ´ Toq ´ Tocln
ˆ

Ts

To

˙
(9)

Indeed, the geofluid in the reservoir is assumed to be an incompressible liquid. The
minimum work required in (kJ/kg) for the electrolyzer in ideal (Equation (10)) and non-
ideal (Equation (11)) operation can be expressed as follows [49]:

Wrev, electrolysis “ ΔGelectrolysis, H20

M1H2

(10)

Wact, electrolysis “ Wrev,electrolysis

ηelectrolyzer
(11)

The amount of hydrogen produced per unit of geofluid is defined as the ratio of the
work output from the geothermal plant to that of the electrolyzer. For reversible operations,
it can be evaluated with the following equation [49]:

yprod,H2 “ mass o f H2 produced
mass o f geothermal water used

“ Wrev,geo

Wrev, electrolysis
(12)

3.4. Economic Assessment of Wind Energy

To estimate and compare the viability of electricity generation based on wind technol-
ogy, the most widely used economic indicator is the levelized costs of energy (LCOE) [50].
It is defined as the total investment cost required for one unit of electricity produced during
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a period. Thus, in the case of wind power, the following mathematical expression can be
used to evaluate the cost assessment [51]:

LCOE “ PVC
Eout

“
CI

ˆ
1 ` CO&M

„
p1`Idqt´1
Idp1`Idqt

j˙
8760 ˆ Pr ˆ t ˆ Cf

(13)

CI = rated power (kw) ˆ CAspec($/kW) ˆ (1 + variable capital cost as a fraction) (14)

3.5. Economic Evaluation of Geothermal Energy

The cost of geothermal electricity takes into account several factors, such as the cost
of drilling and construction; annual operation and maintenance expenses; financial rates;
the type of geothermal resource (steam or hot water); the productivity of the reservoir; the
size and type of geothermal plant considered, etc. [52]. The levelized cost of electricity
generated by geothermal energy can be calculated using the following formula [53,54]:

LCOE “
řt“li f etime

t“0 CSU,t p1 ` iq´t ` CO&M,tp1 ` iq´t ` Cf uelp1 ` iq´t

řt“li f etime
t“1

.
Wnet N L f p1 ` iq´t

(15)

Csur f “ 3300 ˆ expp´0.0031p .
Wnet´5qq (16)

Co&m “ 2.6 ˆ expp´0.002536p .
Wnet´5qq (17)

However, in this study, the additional cost of capital investment for drilling and
completion is taken into account and can be evaluated with the following equations [55,56]:

WDC “ a ˆ n ˆ logpdq ` b ˆ n ˆ d2 ` c (18)

CWC “ 1.72.10e´8 ˆ d2 ` 2.3.10e4 ˆ d ´ 0.62 (19)

3.6. Hydrogen Cost from Wind and Geothermal Energy

In order to compare and evaluate the economic viability of hydrogen production pow-
ered by wind or geothermal energy, LCOH is used. The LCOH of green hydrogen produced
from wind energy can be estimated using the following mathematical equations [46]:

LCOH “ CElectrolyzer ` CElectricity

MH2 ¨ T
(20)

CElectrolyzer “ Cu¨ MH2x Eelectrolyzer

8760 x C f x ηelectrolyzer
(21)

CElectricity “ LCOE x
řt

i“1 Eout

t
(22)

The economic evaluation of hydrogen production from geothermal energy can be
calculated as follows [57]:

cH2 “ Ec ` MOM ` Ic (23)

Ec “ Eelectrolyzer.CElectricity (24)

MOM “ 0.41H´0.23 (25)

Ic “ 0.5H´0.025 (26)

Two models of electrolyzer were considered for green hydrogen production from
geothermal energy (i.e., PEME and HTE) and wind energy (i.e., PEME, AWE). The perfor-
mance characteristics of the electrolyzers are given in Supplementary Table S1.
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3.7. Energy and Exergy Analysis

Energy and exergy analyses are performed on the dry steam and single flash con-
figuration systems (Figures 4 and 5), considering the operating conditions presented in
Supplementary Tables S2 and S3. Further, an average geothermal reservoir temperature
and mass flow rate of 306 ˝C and 40 kg/s respectively were used in the thermodynamic
modelling [58,59].

Figure 4. Schematic of the dry steam cycle with electrolyzer for Asal-Ghoubbet hydrogen production.

Figure 5. Schematic of the single flash cycle with electrolyzer for Asal-Ghoubbet hydrogen
production.

4. Results

4.1. Wind Energy
4.1.1. Wind Resource Analysis

We analyzed measured wind data collected at the Ghoubbet site. Temporal wind speed
data were recorded for two years with 10-min intervals and preprocessed by converting
them into hourly and monthly mean wind speeds at 80 m. A statistical analysis of the
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wind data was first performed, which predicted the energy output of a typical wind
energy conversion. The wind potential characterization is based on the Weibull statistical
distribution. Average wind speeds and wind characteristics are inferred from the temporal
distribution of the study site. Four Weibull methods (i.e., moment method (MM), empirical
methods of Jestus (EMJ), WAsP, and maximum likelihood method (MLM)) were used to
predict the existing wind potential at the height of 80 m. The Weibull distribution and
cumulative density function at the AG Rift are shown in Figure 6a,b.

 
(a) 

 
(b) 

Figure 6. (a) Annual 80 m wind speed Weibull distribution (PDF) and (b) cumulative distribution
function (CDF) at level of 80 m for Ghoubbet.

Analysis of the distribution diagram reveals that the moment method (MM), empirical
method of Jestus (EMJ), and maximum likelihood method (MLM) have the best accuracy
in terms of the Weibull distribution compared to the WAsP Method (WM), which underes-
timates the wind distribution (Figure 6a). This difference is also noticed in the cumulative
density function (Figure 6b), where the three methods are homogeneous compared to the
WM values. Statistical tests of R2, RMSE, and MAE were also performed to strengthen
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this evaluation in respect of the quantitative approach. In our case, the values of the
Weibull shape parameter (k) range from 2.65 to 2.96 at Asal–Ghoubbet at the height 80 m
(Table 1). In our case, the Weibull shape parameter (k) values range from 2.65 to 2.96 at
Asal–Ghoubbet at the height of 80 m (Table 1). The Weibull scale parameter (c) varies
between 11.19 m/s and 11.25 m/s (Table 1). Indeed, the most accurate method is used
to estimate the capacity factor of the Ghoubbet wind speed regime. The performance of
the Weibull methods in Table 1 reveals that the moment method has the highest value of
coefficient of determination (R2) and the lowest value of mean square error (RMSE) and
mean absolute error (MAE). On this basis, the moment method is the most appropriate for
estimating the Weibull parameter in Asal–Ghoubbet. The EMJ method presents satisfactory
results to fit the wind speed observations at a level of 80 m at Asal–Ghoubbet (Table 1). On
the other hand, the average wind speeds predicted by the four methods are about 10 m/s,
indicating that the match to the measured data is very high (Supplementary Table S2).

Table 1. Result of Weibull parameters at level of 80 m of Ghoubbet.

Weibull Distribution Modeling
Parameters

Performance
Weibull Model

Wind Speed
(m/s)

k c (m/s) R2 RMSE MAE Wavg (m/s)

Moment Method (MM) 2.68 11.25 0.90525 0.00984 0.00767 10.00
WAsP Method (WM) 2.96 11.25 0.88131 0.01102 0.00836 10.04

Empirical Method of Jestus (EMJ) 2.69 11.25 0.90500 0.00986 0.00769 10.00
Maximum Likelihood Method (MLM) 2.65 11.19 0.89932 0.01015 0.00780 9.947

The wind speed data at the height of 80 m were extrapolated from the wind data
measured at the height of 60 m using the lowest power coefficient. The average an-
nual power density is estimated to be about 904.45 W/m2 for an altitude of 80 m at the
Ghoubbet location.

According to the power density classification established as [11]:

‚ Fair (PD < 100 W/m2)
‚ Fairly good (100 W/m2 ď PD < 300 W/m2)
‚ Good (300 W/m2 ď PD < 700 W/m2)
‚ Very good (PD ě 700 W/m2)

Wind direction analysis is essential for the planning of wind turbine installations.
The frequencies of wind directions at 60 m during 2015 are presented in Supplementary
Figure S2. The distribution of polar diagrams indicates that the East (90˝) and South East
(135˝) sectors are the most reactive and have the highest wind frequencies. The average
annual wind speed at Ghoubbet is estimated at 10 m/s (Supplementary Table S4).

4.1.2. Performance of Wind Turbine

Supplementary Table S5 shows the characteristics of the different wind turbine models
considered in our study, ranging in capacity from 1 to 5 MW [60]. This allows for the
selection of the most suitable turbine for the wind regime at the given site.

The performance of the wind turbine is evaluated in terms of capacity factors. Indeed,
a turbine with a capacity factor (Cf) below the limit of 0.25 cannot be used for wind power
generation. While a Cf value higher than 0.5 ensures a significant conversion of wind
energy into electricity [61]. Therefore, the most suitable turbine has the highest possible
Cf value. The annual energy production (Eout) and the Cf at 80 m hub height are reported
in Supplementary Table S5. The annual wind energy production for the 42 wind turbines
varies from 1677.45 MWh/year to 30,335.40 MWh/year, which depends on the wind
turbine technology.
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4.1.3. Cost Analysis for Wind Energy Generation

The economic evaluation is based on the selected wind turbine “Yinhe GX113-2.5MW”
of 80 m height that best matches the wind regime for the Ghoubbet area. This turbine
showed the most interesting capacity factor (0.8496) and annual electricity production
(Table S5). Table 2 shows the economical parameters of a “Yinhe GX113-2.5MW” turbine
with a capacity of 2.5 MW. The initial investment for such a turbine is estimated to be about
$4,000,000 (i.e., an average specific cost of $1600 USD/kW is assumed). Installation costs,
the cost of logistical transport of the equipment to the site, and other variable costs are
estimated at 30% of the initial investment. The annual operation and maintenance cost
(CO&M) is 25% [11]. The present value cost (PVC) of power generation from the “Yinhe
GX113-2.5MW” turbine over 20 years is therefore estimated to be about US$15,640,958.47.
The annual energy produced by the “Yinhe GX113-2.5MW” turbine is about 18,606.64
MWh/year. The cost of wind energy produced by the selected turbine in the Ghoubbet
area is estimated at 0.042 USD per KWh (Table 2). The annual economic analysis of wind
power generation is provided in Supplementary Table S6.

Table 2. Unit cost of electricity generated by Turbine “Yinhe GX113-2.5MW”.

Parameters Units Values of Turbine T25

Specific cost of wind turbine US$/KW 1600 a

Life time Year 20 b

Initial investment cost US$ 4,000,000
Variable capital cost (30%) % 1,200,000 c

Total investment cost US$ 5,200,000
Interest rate of Djibouti % 0.1087 d

Discount rate of Djibouti % 0.125 e

Operation & Maint. Cost (25%) % 1,300,000 f

Capacity factor of Turbine % 84.96
Energy output of Turbine KWh/yr 18,606,641.39

Present Value Cost US$ 15,640,958.47
LCOE US$/KWh 0.04203

a,b,c,f [11], d,e [62].

4.1.4. Hydrogen Production from Wind Energy

Wind energy can be easily coupled with an electrolyzer to produce green hydrogen
from water splitting processes. Both the alkaline water electrolyzer (AWE) and the polymer
membrane exchange electrolyzer (PEME) are commercially available in different sizes.
Supplementary Table S1 shows three size classes (i.e., small, medium, and large) of these
two types of electrolyzers. Furthermore, a converter with 90% efficiency was considered
for the present study. The most suitable production capacity observed for the PEME
electrolyzer is the medium sized one with a production of about 310.1 tons H2/year
(Supplementary Table S7). Regarding the AWE electrolyzers, the large size was the most
suitable with a production capacity of about 398.7 tons H2/year (Supplementary Table S7).

The total investment cost is related to the amount of hydrogen produced, which varies
according to the available energy. The energy produced by the “Yinhe GX113-2.5MW”
wind turbine could run three AWEl or 14 PEMEm electrolyzers. The capital costs for the
three AWEl and 14 PEMEm electrolyzers are estimated to be $4,629,860 and $3,463,096,
respectively (Table 3).
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Table 3. Unit cost of hydrogen produced from wind energy.

Parameter Unit Value of AWEL Value of PEMEm

Rated power KW 1000 1 185 2

Specific cost of electrolyzer US$/KW 1547 1 900 2

Unit cost of electrolyser US$ 1,547,000 166,500
Capital investment cost US$ 4,629,860 3,463,096

Installation cost of electrolyzer US$ 185,640 19,980
Stack replacement cost US$ 618,800 66,600

Operation & Maintenance cost US$ 61,880 6660
Specific cost of converter US$/KW 155 1 155 1

Investment of converter US$ 154,700 28,619.5
Operation & Maintenance cost of converter US$ 6188 1145

Total investment cost electrolyzer US$ 5,817,956.49 3,615,864.87
Cost of electricity US$ 782,047.92 782,047.92

Interest rate % 10.87 3 10.87 3

Unit cost of hydrogen US$/kg 1.045 0.672
1 [63] 2 [22] 3 [62].

4.2. Geothermal Energy
4.2.1. Electrical Power Analysis

Four geothermal wells were drilled in the AG Rift in the late 1980s [58]. However,
some parameters were not reported for these geothermal wells to use the USGS volumetric
method to estimate the geothermal energy of the AG Rift system. Therefore, the missing
parameters were supplemented with data from geothermal areas with similarities to the
AG Rift (Supplementary Table S8). The result of the USGS volumetric method show that the
geothermal potential of Asal–Goubbet could contain potential energy of about 67.18 MWe.

Table 4 shows the result of the thermodynamic assessment of dry steam and a single
flash cycle. Since the highest value of thermal, operating, and isentropic efficiencies
is demonstrated by dry steam compared to single flash, the former system is therefore
thermodynamically interesting compared to the performance of single flash (Table 4).
Further, the thermodynamics calculation predicted 22.22 MW for dry steam and 4.9 MW for
single flash, considering the geothermal reservoir’s preliminary mass flow and temperature
conditions in the study area.

Table 4. Thermodynamic result of dry steam and single flash cycle.

Geothermal Power Plant
Dry Steam

Power Plant
Single Flash
Power Plant

Output power (MW) 22.22 4.91
Exergy destruction (MW) 18.83 10.81

First law efficiency (%) 21.57 9.68
Second law efficiency (%) 54.13 31.24
Isentropic efficiency (%) 76.38 67.91

4.2.2. Thermoeconomic Analysis

Based on depth (e.g., 2500 m), the average cost of geothermal drilling at AG Rift is
estimated to be approximately US$12,964,527 (Supplementary Tables S10 and S11). Indeed,
this cost is similar to that of the geothermal drilling carried out within the framework of
the Fiale project (Asal Region, Djibouti). The results of the economic analysis of the dry
steam plant and the single flash plant are shown in Supplementary Tables S9 and S10. The
average cost of a 22.22 MW dry steam geothermal power plant is estimated to be about
US$3157.49/KW (Table S10), while the average cost of a 4.91 MW single flash geothermal
power plant is estimated to be US$3294.20/KW (Supplementary Table S11). The electrical
production cost of the dry steam and single flash geothermal power plant is estimated to be
8.66 $cents/KWh and 12.53 $cents/KWh, respectively (Supplementary Tables S9 and S10).
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4.2.3. Hydrogen Production from Geothermal Energy

The economic analysis of two electrolyzers (i.e., PEMEm and HTE) coupled with dry
steam and a single flash geothermal plant is performed. The thermodynamic analysis
results show that with a temperature of 306 ˝C in the AG Rift geothermal reservoir and
a dead state temperature of 25 ˝C, the maximum specific work is estimated to be about
362.05 kJ/kg of geothermal water (Table 5).

Table 5. Result of green hydrogen production supply with the geothermal energy analysis.

Thermodynamic
Operation

Electrolyser Coupled
with Geothermal

Power Plant

Maximum Work
Requirement

(kJ/kg)

Minimum Work
Requirement

(kJ/kg)

Minimum Work Input
(kWh/kg)

H2 Produced
(Tons/Year)

LCOH
($/kg)

Reversible case

Single flash-PEMEm 362.05 117,651 32.68 731.44 5.51
Dry steam-PEMEm 362.05 117,651 32.68 3308.83 3.97
Single flash-HTE 362.05 91,858 25.52 1426.66 4.56
Dry steam-HTE 362.05 91,858 25.52 6453.78 3.31

Irreversible case

Single flash-PEMEm 362.05 190,602 52.95 451.51 8.16
Dry steam-PEMEm 362.05 190,602 52.95 2042.49 5.80
Single flash-HTE 362.05 97,721 27.14 1341.06 4.78
Dry steam-HTE 362.05 97,721 27.14 6066.56 3.46

5. Discussion

5.1. Wind Energy

The analysis of the distribution diagram reveals that the moment method (MM),
empirical method of Jestus (EMJ), and maximum likelihood method (MLM) have the best
accuracy in terms of the Weibull distribution compared to the WAsP Method (WM), which
underestimates the wind distribution (Figure 6a). This difference is also noticed in terms of
the cumulative density function (Figure 6b), where the three methods are homogeneous
compared to the WM values.

The performance of the Weibull methods in Table 1 reveals that the moment method
has the highest value of the coefficient of determination (R2) and the lowest value of mean
square error (RMSE) and mean absolute error (MAE). On this basis, the moment method is
the most appropriate for estimating the Weibull parameter in Asal–Ghoubbet. The EMJ
method presents satisfactory results to fit the wind speed observations at a level of 80 m at
Asal–Ghoubbet (Table 1). On the other hand, the average wind speeds predicted by the
four methods are about 10 m/s, indicating that the match to the measured data is very high
(Supplementary Table S4).

In addition, the wind potential of Ghoubbet reveals a promising site for the installation
of a large-scale wind farm for electricity and hydrogen production. Moreover, the power
densities predicted by the four Weibull fitting methods are estimated to be 921.3745 W/m2,
912.1199 W/m2, 919.1252 W/m2, and 878.3873 W/m2, respectively, for the MM, the MLM,
the EMJ, and the WM. Nevertheless, the average monthly wind power density depends on
the season. It can be observed that for the season June–September, the power density is
at its lowest (192 to 194 W/m2) for the year 2015 (Figure 7a) and can reach a wind speed
below 5 m/s in several hours (Figure 7b). The performances of 42 wind turbines were
analyzed in terms of energy production and capacity factors to allow for the selection of
the turbine that best matches the wind regime of the given site. The calculated Cf of the
42 turbines ranges from 0.114 to 0.849 (Supplementary Table S5). The Yinhe GX113-2.5MW
turbine with a height of 80 m was found to be the best turbine model with a Cf of 84.9%
for Asal–Ghoubbet (Supplementary Table S5). The annual energy produced by the “Yinhe
GX113-2.5MW” turbine is about 18,606.64 MWh/year. According to the result, the capacity
factor is high when the values of cut-in speed, rated speed, and cut-out speed are low.
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(a) 

 
(b) 

Figure 7. (a) Monthly average wind speed and wind power density at Ghoubbet and (b) Hourly
pattern available wind speed at 80 m.

Therefore, the selected wind turbine was used to evaluate the economic feasibil-
ity of electricity generation and hydrogen production in the Asal–Ghoubbet area. The
levelized cost of the electricity produced by this wind turbine in the Ghoubbet area is
estimated at 0.042 USD per KWh (Table 2). The annual economic analysis of wind power
generation is provided in Supplementary Table S6. An annual analysis of environmental
issues related to wind power performance, including a degradation rate, is presented in
Supplementary Table S14.

In order to compare the cost hydrogen produced using wind energy, two electrolyzer
models (PEME and AWE) with different sizes were analyzed. The cost of hydrogen produc-
tion from wind turbines ranges between 0.680 $/kg H2 and 7.187 $/kg H2, depending on
the electrolyzer models and capacities (Supplementary Table S7). Furthermore, between
the two suitable electrolyzers selected in this study, the PEMEm has a more attractive
cost than the AWEl (Table 3, and Supplementary Table S7). The cost of hydrogen produc-
tion was estimated to be 1.063 $/kg and 0.68 $/kg for AWEl and PEMEm electrolyzers,
respectively (Table 3). Since the cost of green hydrogen can vary from 1.4 to 7.9 $/kg
according to Ayodele and Munda, 2019 [20], our results would indicate the competitiveness
of wind-generated green hydrogen at Asal–Ghoubbet Rift.
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5.2. Geothermal Energy

The quantification of uncertainties in the probability distribution parameters can be
dealt with quite well using the Monte Carlo simulation method (Figure 8, Supplementary
Figures S4–S10). Thus, the low, best, and high estimates of AG Rift megawatts can be
represented by the probability of P90, P50, and P10, which correspond to 28.385 MWe,
57.729 MWe, and 103.868 MWe, respectively (Supplementary Table S11). This result implies
a preliminary assessment of the energy potential of 8.73 MWe/km2 for a maximum duration
of 25 years. However, the prediction of the geothermal potential should be studied further
with a more accurate assessment (Supplementary Table S11).

 
(a) 

(b) 

Figure 8. (a) Probability distribution of Monte Carlo simulation and (b) Tornado diagram for sensi-
tivity result of volumetric parameters.

In order to assess the uncertainty of the volumetric parameters in the potential geother-
mal estimate of the Rift AG, it is useful to decipher the degree of influence of these param-
eters using the sensitivity analysis approach. Figure 8b shows the sensitivity of the AG
Rift electric potential estimation for to the main parameters over a range of variation of
˘50%. It can be noted that the degree of influence of these parameters on the geothermal
potential is not the same. For example, when the area, thickness, recovery factor, conversion
efficiency, and specific heat capacity parameters of the AG Rift rock separately increase
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by 50%, the total geothermal energy estimate increases from 74.33 MWe to 111.49 MWe.
However, the porosity parameter does not directly influence the AG Rift geothermal energy
estimate, whether it increases or decreases by 50% (Figure 8b). Further, an overall sensitivity
analysis was performed using a ˘10/60% increase and decrease in the mean value of the
key parameters (Supplementary Figure S11).

In the Monte Carlo simulation, the most significant and positive correlation (0.73)
with the geothermal energy potential of the AG rift is found to be with the recovery factor
parameter (Figure S12). In other words, the higher the value of the recovery factor, the
greater the geothermal potential of the AG Rift.

Thus, our result is very consistent with the LCOE proposed by Abdallah et al. [64].
Furthermore, assuming an average capacity of 2.5 MW per geothermal well at AG Rift,
it should be noted that to maintain power generation at a constant level with a single
flash plant, two additional 2.5 MW wells may be required for approximately eight years
of service. While for a 22.22 MW dry steam plant, ten additional wells would have to be
operational for three years of regular electricity production. Therefore, the total cost of
3–11 geothermal wells required to generate electricity for a single flash and a dry steam
could be $38,893,581 and $142,609,797, respectively. It should also be noted that in our
economic evaluation we have included the cost of drilling one well in the unit cost of
electricity supplied by AG Rift’s dry steam and single expansion plant (Supplementary
Tables S9 and S10).

Assuming a liquid inlet state of one atm and a saturated liquid, the reversible specific
work provided by the PEMEm electrolyzer shows that 324.97 kg of geothermal water is
required to produce 1 kg of hydrogen, whereas under non-ideal operation this could be
as much as 526.45 kg of AG rift geothermal water. Moreover, we found that 253.72 kg
of geothermal water using the HTE electrolyzer could produce 1 kg of hydrogen in the
reversible case and can reach 296.61 kg for the non-ideal operation. Furthermore, the annual
hydrogen production capacity varies from 451.51 tons H2/year to 6453.78 tons H2/year
(Table 5). The annual O&M and yearly electrical cost for hydrogen production in different
conditions (reversible and irreversible) are given in Supplementary Table S12.

The unit cost of hydrogen production ranges from $3.31/kg H2 to $8.16/kg H2 de-
pending on the electrolyzer models/sizes (Table 5). Despite the high green hydrogen
production capacity of the HTE electrolyzer relative to the PEME electrolyzer with the same
energy input, it should be noted that the PEME is economically reliable, due to its 20-year
life span [22,65]. At the same time, the operation life of the HTE electrolyzer is 10 years
(Supplementary Table S1).

5.3. Overall Comparison

A comparative analysis is performed to evaluate the technical and economic aspects
of hydrogen production with wind and geothermal energy (Table 6). In this study, wind
power would produce 124.04 tons/MW/yr, while dry steam and single flash geothermal
plants would produce 91.92 and 91.96 tons/MW/yr, respectively (Table 6). In addition, the
fossil oil barrels saved by dry steam and single flash geothermal power plants would be
about 4811.216 bbl/MW/yr and 4809.354 bbl/MW/yr, respectively (Table 6). On the other
hand, wind power could save 4540.02 bbl/MW/year. An annual analysis of environmental
issues related to wind power performance, including a degradation rate, is presented in
Supplementary Table S14. In the present study, the cost of wind-generated electricity is
$0.042/kWh. However, the cost of geothermal power in the study area is higher (i.e.,
$0.086/kWh for dry steam and $0.125/kWh for single flash), probably due to the higher
capital cost. This is likely because the study area has a high available wind potential relative
to geothermal potential. In other words, the limited data available for geothermal energy
in the study area show the difficulties of exploiting this renewable energy, especially due to
the very high salinity of the geothermal fluid, which leads to the clogging of geothermal
wells [58].
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Table 6. Comparative analysis of hydrogen production from wind and geothermal energy using
PEME electrolyzer.

Unit Wind Turbine
Dry Steam *
Power Plant

Single Flash * Power Plant

Rated power MW 2.5 22.22 4.91
Energy output MWh/year 18,606.6 175,186.6 38726.3

Hydrogen produced Tons/MW/year 124.04 91.92 91.96
CO2 avoided Tons/MW/year 2061.6 2183.9 2184.8
Fuel oil saved bbl/MW/year 4540.02 4809.354 4811.216
Energy cost $/kWh 0.042 0.086 0.125

Hydrogen cost $/kg 0.672 5.80 8.16

* Irreversible operation case.

The result of exergoenvironmental modelling showed that the impact index factors of
a single flash and dry steam geothermal power plant are about 0.69 and 0.46, respectively
(Supplementary Table S15). This indicates a better exergo-environmental performance of
the system concerning its unusable waste exergy output and exergy destruction [66]. Fur-
thermore, the improvement in the previous index is estimated to be 1.18 for the dry steam
geothermal power plant, while it is 0.45 for a single flash geothermal power plant. This
indicates that the dry steam geothermal power plant is more beneficial for the environment
(Supplementary Table S15).

The cost of hydrogen production depends on the amount of hydrogen that renewable
energy sources can produce. In this study, it is clear that the use of wind energy results in
the lowest cost of hydrogen production ($0.672/kg) compared to the use of geothermal
energy. Indeed, the greater amount of hydrogen produced by wind energy compared to
geothermal energy, in this case, would probably explain the low cost of hydrogen produced
by wind energy. On the other hand, it has been observed for the study area that the
investment cost of wind energy seems to be lower than that of geothermal energy. The
cost of hydrogen production is estimated to be about $5.80/kg H2 and $8.16/kg H2 for dry
steam and simple flash, respectively.

Hydrogen production via electrolysis using renewable energy resources provides
a sustainable and environmentally friendly energy solution. The result obtained in the
present study is promising and shows that by using renewable energies, such as wind and
geothermal energy, it is technically and economically feasible to produce green hydrogen
at a low cost at the Asal–Ghoubbet site. However, further research is needed to simulate
other green hydrogen production scenarios and to study the interface with other renewable
energy sectors.

6. Conclusions

The wind speed potential in the Asal–Ghoubbet rift zone was evaluated with the
Weibull distribution. A comparison of 42 wind turbines in the power range of 1–5 MW was
conducted to assess their performance in adapting to the wind speed regime of Ghoubbet
at 80 m height, as well as for the evaluation of unit costs of electricity produced. The
Yinhe GX113-2.5MW wind turbine was found to be the most efficient in terms of energy
production (18,606.6 MWh/year) and to have the lowest unit electricity cost ($0.042/KWh)
for this site. PEMEm and AWEl electrolyzers could produce approximately 124.04 tons
H2/MW/year and 159.48 tons H2/MW/year, respectively. The cost of producing hydrogen
from a Yinhe GX113-2.5MW wind turbine was estimated to be $1.045/kg H2 and $0.672/kg
H2 for the AWEl and PEMEm electrolyzers, respectively. In this case, wind energy can
reduce emissions by 2061.6 tons CO2/MW/year, assuming no degradation of wind capacity.

The potential of the Asal geothermal reservoir was evaluated using the USGS volumet-
ric method at 67.18 MWe. A dry steam plant and a single flash power plant were selected for
electricity production from a geothermal resource. Thermodynamic and thermo-economic
analyses were carried out to compare the performance of these two geothermal plants in
order to select the most appropriate for the Asal geothermal site. The cost of electricity from
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geothermal energy is evaluated at $0.1253/KWh and $0.0867/KWh for a single flash and dry
steam geothermal power plant, respectively. The combination of a single flash power plant
with HTE and PEMEm electrolyzers resulted in a hydrogen production cost of $4.78/kg
H2 and $8.16/kg H2, respectively. However, with the combination of dry steam with HTE
and PEMEm electrolyzers, the hydrogen production cost is evaluated at approximately
$3.46/kg H2 and $5.80/kg H2, respectively. In addition, dry steam and single flash power
plants can save 2183.9 tons CO2/MW/year and 2184.8 tons CO2/MW/year, respectively.

The overall results show that the Asal–Ghoubbet Rift area can produce energy and
green hydrogen at a low cost using wind energy compared to geothermal energy.
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Nomenclature
Variables

c Specific heat of liquid water [kJ/kg K]
CElectrolyzer Capital cost of the electrolyzer wind system [$]
CElectricity Cost of wind electricity [$]
Cf Capacity Factor [%]
Cfuel Cost of fuel [$]
CI Total investment cost of Wind Energy [$]
CH2 Cost of hydrogen from geothermal energy [$]
CAspec Average specific cost of wind turbine [$/KW]
CO&M Cost operating and maintenance of Wind Turbine [$]
CSU,t Capital cost of geothermal power plant [$]
Cu Unit cost of electrolyzer [$/kW]
Csur f Cost of construction [$]
CWC Completion well cost [$]
d Well Depth [m]
Ec Yearly cost of geothermal electricity [$]
Eelectrolyzer Electricity required for 1 kg H2 [kWh/kgH2]
Eout Wind electricity production [kWh]
GPP Geothermal power plant [MWe]
H Hydrogen rate production [kg/s]
i Discount rate [%]
Ic Capital cost of electrolyser-Geothermal system [$]
Id Interest rate [%]
LCOE Levelized cost of electricity [$/kWh]
LCOH Levelized cost of hydrogen [$/kWh]
LF Load Factor [%]
M1

H2 Molar mass of hydrogen [kg / kmol]
MH2 Amount of hydrogen produced [kg]
MOM Operation and maintenance cost of electrolyser-Geothermal power plant system [$]
N Period of study [year]
PD Power Density [W/m2]
PVC Present value cost [$]
Pr Rated power of wind turbine [KW]
t Life span of the commercial wind turbine [years]
T Life time of the commercial electrolyser [years]
Ts Reference temperature [˝C]
T0 Ambiant temperature [˝C]
Wact, electrolysis Minimum work required for an electrolyzer in non-ideal operation [kj/kg]
WDC Well drilling cost [$]

.
Wnet Steam Turbine net power output [kW]
Wrev, geo Maximum specific work [kj/kg]
Wrev, electrolysis Minimum work required for an electrolyzer in ideal operation [kj/kg]
Greek symbols

α Shear coefficient
ηelectrolyzer Electrolyzer efficiency [%]
ηconv Efficiency of rectifier [%]
ΔGelectrolysis, H20 Change in the Gibbs function [kJ/kmol]
Subscripts

0 Dead state
1,2,3 State numbers, wind speed level
a,b,c Drilling Coefficients
geo Geothermal fluid
H2O Fresh Water
H2 Hydrogen gas
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CO2 Carbone Dioxide
l Large
m Medium
n Number of well
out Output
rev Reversible
s Small
Abbreviations

AG Asal-Ghoubbet
AWE Alkaline water electrolyzer
AWEl Large-size Alkaline water electrolyzer
AWEm Medium-size Alkaline water electrolyzer
AWEs small-size Alkaline water electrolyzer
BSh Semiarid tropical steppe climate
BWh Hot desert climate
CDF Cumulative probability distribution function
EARS East African Rift System
Eq. Equation
EMJ Empirical Method of Jestus
HTE High temperature electrolyzer
MAE Mean Absolute Error
MLM Maximum Likelihood Method
MM Moment Method
O&M Operation and Maintenance
PDF Probability distribution function
PEME Polymer electrolyte membrane electrolyzer
PEMEl Large-size Polymer electrolyte membrane electrolyzer
PEMEm Medium-size Polymer electrolyte membrane electrolyzer
PEMEs Small-size Polymer electrolyte membrane electrolyzer
RMSE Root Mean Square Error
USGS United States Geological Survey
WM Wasp Method
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Abstract: Lowering the condensing temperature of the Refrigeration and Air-conditioning (RAC)
system has been proven to effectively increase the system’s Coefficient of Performance (COP). This
paper revolves around evaluating the energy-saving generated by applying a Thermal Diode Tank
(TDT) in the RAC systems. The TDT is a novel invention, which is an insulated water tank equipped
with gravity heat pipes. If the TDT was placed outdoors overnight, its inside water would theoretically
be at the minimum ambient temperature of the previous night. When the TDT water is used to cool
the condenser of RAC systems that operate during the daytime, a higher COP of this TDT assisted
RAC (TDT-RAC) system could be achieved compared with the baseline system. In this study, a
steady-state performance simulation model for TDT-RAC cycles has been developed. The model
reveals that the COP of the TDT-RAC cycle can be improved by 10~59% over the baseline cycle
depending on the compressor types. The TDT-RAC cycle with a variable speed compressor can save
more energy than that with a fixed speed compressor. In addition, TDT-RAC cycles can save more
energy with a higher day/night ambient temperature difference. There is a threshold tank size for
a given TDT-RAC cycle to save energy, and the energy-saving can be improved by enlarging the
tank size. A desk-top case study based on real weather data for Adelaide in January 2021 shows that
9~40% energy could be saved by TDT-RAC systems every summer day on average.

Keywords: refrigeration; heat pipe; thermal diode tank; COP improvement; vapor compression cycle;
potential energy savings

1. Introduction

Conserving energy is a major global challenge, and one of the most effective methods
is to find solutions from energy efficiency improvements. Due to the rapid development of
the world economy, ever more public buildings have been built, leading to an increasing
requirement of heating, ventilation, and air-conditioning (HVAC) [1]. According to the pro-
jections of Australian Government′s Department of Climate Change and Energy Efficiency
in 2012 [2], electricity is the main source of energy for commercial buildings, accounting for
about 50% of the above-mentioned total energy consumption, of which HVAC are usually
the largest end-users of electricity. In addition, about 20~30% of energy consumption is
yielded by the refrigeration and air-conditioning (RAC) system, producing over 34.7 Mt of
total carbon emissions [3].

The report ‘State of the Climate 2020: Bureau of Meteorology’ [4] predicted that
Australia is facing a trend of continued climate warming. Australia straddles a mainly
temperate climate in densely populated coastal areas, which is characterised by large
day and night ambient temperature differences in summer [5]. Since the average annual
temperature in Australia is relatively high, and the hot period is much longer than the cold
period, the demand for cooling is much greater than for heating. Moreover, traditional
cooling demand industries such as food and pharmaceutical factories, datacentres, and
wine industries, all make growing demands for more refrigeration and air-conditioning [1].
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Consequently, improving the energy efficiency of cooling systems has greater significance
than improving heating systems.

Lowering the condensing temperature of the RAC system has been validated to
effectively increase the system’s Coefficient of Performance (COP). Walsh [6] found that
the COP for a RAC system normally ranges from 0 to 7 if no condenser cooling measures
are applied. A 1 ◦C decrease in the condensing temperature would result in a 3.23%
augmentation in the COP [7]. One of the successful examples of condenser cooling measure
is the application of Ground-sourced RAC (GSRAC) systems, as the average underground
soil temperature is lower than the ambient temperature during the day time in summer. A
typical GSRAC system can reduce 30~40% energy compared with a normal RAC system
(baseline system). However, GSRAC system would occupy considerable land resources to
drill and install boreholes, which could be up to 200 m deep, and their payback periods are
too long, basically over 7 years [8–10].

In addition to GSRAC systems, many other measures have been developed to lower
the condensing temperature and improve the COP of the RAC system. Zhang et al. [11]
examined an integrated RAC system with evaporative air-coolers that cool the air before
it enters the condenser. The COP of this integrated system shows a 39% increase in the
COP under the hot-arid area of China. Wang et al. [12] also utilised an evaporative cooling
condenser in an existing air-conditioning system, which yielded a COP augmentation by
12%. Another experiment conducted by Yu and Chan [13] found that the evaporative coolers
could increase the COP of air-cooled chillers by up to 20%. However, the energy-saving
performance of these evaporative coolers would be reduced with the higher humidity, so
their applications in most humid regions are limited. Waly et al. [14] also experimented
with an evaporative cooling method, in which the inlet air was cooled by the spraying
water before entering the condenser, and their results indicated an increase in COP by 36%.
In this experiment, a problem was faced that the condenser should be placed away from
obstructions because the shading of condenser would reduce the COP.

Chen et al. [15] assessed the ability of liquid–vapor separation condensers (LSC)
and found that the COP of the LSC system was improved by 11.1% compared with the
baseline system. To further improve the LSC system, Zhong et al. [16] studied the impact
of a double-row liquid–vapor separation condenser (DLSC) on the RAC system cooling
performance. This novel condenser achieved an improvement in the COP by about 30%. In
both researches, the cooling performance of separation condensers is constrained by the
ambient temperature; if the ambient temperature was over 40 ◦C, these systems would
even have lower COPs.

While utilising the mist generator to supply cold mist for the RAC system’s condenser,
Yang et al. [17] achieved a considerable COP improvement of 21.3~51.5%, which is higher
than those of most evaporative cooling methods. In application, the mist generator requires
an open-loop water tower that consumes water to produce mist, which would be a waste
of water resource.

Above literatures revealed that the performance enhancement of RAC systems was
achieved using different condenser cooling methods, with significant COP improvements.
However, there is little investigation on how to calculate the theoretical value of COP in
vapor compression refrigeration cycles when the condenser cooling methods are applied.
In addition to the defects and deficiencies summarized above, extra energy is also required
to run the cooling units, such as air-coolers and mist generators.

In this paper, the Thermal Diode Tank (TDT) is a potential cost-effective alternative of
other condenser cooling measures to supply water-cooling for RAC systems. Unlike above-
mentioned studies, the TDT works automatically and passively that does not consume
additional energy or resources. Basically, a TDT is an insulated water tank equipped with
gravity heat pipes, which can passively release heat to the ambient air if the ambient
temperature is lower than the water temperature inside TDT, but would not allow the heat
to enter the tank even when the ambient temperature is higher. The RAC system equipped
with a TDT is expected to generate a reduction of up to 40% in its energy consumption
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compared with a baseline system in the presence of day and night ambient temperature
differences. However, since TDT is a newly invented technology, there has been little
systematic research into it. Correlations between the design and operation parameters
of TDT and its improvement are unknown. The aim of this study is to understand the
potential of TDT when it is used to supply cooling water to a baseline system, by conducting
desk-top case studies.

2. Thermal Diode Tank (TDT)

The TDT was proposed by Hu and Kimenkowski in 2019, which is constructed as
a well-insulated water tank equipped with gravity heat pipes. The Gravity Heat Pipe
(GHP, shown in Figure 1) is an isolated pipe containing a working fluid that coexists in
liquid and vapor states [18]. When the temperature at the evaporator section of the GHP
is higher, the working fluid (water, R134a, ammonia, etc.) will evaporate from liquid to
vapor phase. The vapor rises upwards where the temperature is lower than that at the
evaporator section, and condenses to release heat at the condenser section. After the vapor
condenses, the condensate (liquid working fluid) flows back to the evaporator section
due to the gravity [19]. A continuous circulation inside the GHP can be established if
the evaporator temperature is higher than the condenser temperature. Oppositely, the
heat will not be transferred downwards even though the condenser temperature is higher
than the evaporator temperature. Therefore, the GHP functions as a thermal diode and
automatically transfers heat only in one direction, from evaporator to condenser [20]. The
thermal resistance inside a GHP is almost nil, so this device is very efficient in heat transfer.
In practice, if the GHP evaporator temperature was higher than its condenser temperature
by 1 ◦C or more, it would start operating.

Figure 1. Gravity heat pipe working diagram.

The conceptual working diagram of the TDT is illustrated in Figure 2. With the one-
direction heat transfer capability provided by GHPs, the TDT can release heat to the ambient
air only if its inside water temperature is higher than the ambient temperature, but the heat
from outside cannot enter the TDT. The adiabatic section of the GHPs prevents the heat
from being transferred from the condenser section to the evaporator section by conduction
even with scorching ambient temperatures. If such a device was placed outdoors overnight,
the TDT water would theoretically be at the minimum ambient temperature of the last
night. Thus, the TDT can passively harvest cold energy from the day/night ambient
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temperature differences to produce cooling water to lower the condensing temperature of
the RAC system.

Figure 2. TDT working diagram.

Figure 3 shows the schematic diagram of the proposed TDT-RAC system. When
the water at the minimum ambient temperature of the previous night is used to cool the
RAC system’s condenser, the COP of this integrated system would increase significantly.
Namely, during the day time, the TDT-RAC system virtually works at a minimum ambient
temperature of the last night. It is predicted that a lower night ambient temperature and a
larger tank size are more beneficial to the TDT-RAC system, since colder and more cooling
water can be produced for the RAC system’s condenser.

Figure 3. Schematic diagram of a TDT-RAC system.

3. Modelling of TDT-RAC Cycles

To evaluate the energy-saving performance of TDT-RAC systems compared with
the baseline system, steady-state performance simulation models for TDT-RAC cycles
were developed.
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3.1. Baseline Cycle

The cycle COP of a vapour compression RAC system in Figure 4 can be expressed in
terms of enthalpies [21]:

COPcycle 1 =

.
QRAC

.
WC

=
h1 − h4

h2 − h1
(1)

where .
QRAC =

.
m1(h1 − h4) (2)

.
WC =

.
m1(h2 − h1) (3)

and
.

m1 (kg/s) is the refrigerant mass flow rate of the baseline cycle (Cycle 1), and h (kJ/kg)
represents the specific enthalpy.

 

(a) (b) 

Figure 4. (a) Vapor compression RAC system; (b) Baseline cycle (Cycle 1) in T-s diagram
(1→2→3→4→1).

From Equation (1), it is observed that the COP can be improved theoretically by
either increasing the enthalpy gap between h1 and h4, and/or decreasing the enthalpy gap
between h2 and h1. It is noted that h1 depends on the required evaporating temperature
(T1), which it is unable to vary, otherwise the cooling demand cannot be met. Therefore,
in engineering practice, h4 and/or h2 are lowered to improve the COP of the RAC system.
From state 3 to 4, the refrigerant passes the expansion valve where there is no energy
transfer, so the enthalpy during this process is constant (h3 = h4). Therefore, h4 and h2 both
depend on the condensing temperature (T3), and an improvement in COP can be achieved
by lowering the condensing temperature of the RAC system.

3.2. TDT-RAC Cycles

Depending on the compressor type (i.e., fixed speed or variable speed) of RAC systems,
the impacts of the TDT on the RAC cycle are different. A fixed speed compressor always
runs at a full capacity, while a variable speed compressor virtually runs at 25% to 100%
capacity [22]. Figure 5 illustrates the differences in cycles in T-s diagrams with different
compressors when the condensing temperature decreases. Figure 5a shows the TDT-
RAC cycle with a fixed speed compressor (Cycle 2), in which the cycle 1→2→3→4→1
represents the baseline cycle, and Figure 5b shows the TDT-RAC cycle with a variable
speed compressor (Cycle 3):
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(a) (b) 

Figure 5. TDT-RAC cycles (T-s diagram) with: (a) fixed speed compressors (1→2→3′→4′→1); (b)
variable speed compressors (1→2”→3”→4”→1).

For the TDT-RAC Cycle 2 (1→2→3′→4′→1) in Figure 5a or Figure 6a, the refrigerant
state at the condenser would be state 3′ (undercooled liquid) rather than state 3 (saturated
liquid) because the condensing temperature (T3′ ) is lowered by the TDT water, but the
pressure at state 3′ is still equal to that at state 3. Hence, h4′ is decreased from h4, while the
compressor work remains unaffected. Consequently, the refrigeration effect (h1–h4′ ) in the
TDT-RAC cycle is greater than that in the baseline cycle, (h1–h4).

 

(a) (b) 

Figure 6. TDT-RAC cycles (P-h diagram) with: (a) fixed speed compressors (1→2→3′→4′→1); (b)
variable speed compressors (1→2”→3”→4”→1).

For Cycle 3 (1→2”→3”→4”→1) in Figure 5b or Figure 6b, the refrigerant state at
the condenser would be state 3” (saturated liquid) instead of state 3 due to the reduced
condensing temperature (T3”) generated by the TDT. The saturated refrigerant is cooled,
causing a pressure drop, and h4” becomes smaller than h4. Meanwhile, the variable speed
compressor works at a lower speed to produce less heat, so that the refrigerant is cooled
from state 2 to state 2”. Therefore, the refrigeration effect (h1–h4”) in the TDT-RAC cycle
is greater than that in the normal RAC cycle (h1–h4), while the compressor work in the
TDT-RAC cycle (h2”–h1) is lower than that in the normal RAC cycle (h2–h1).
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3.3. Mathematical Model

The mathematical model developed in this study is a steady-state performance simu-
lation model and its inputs and outputs are presented in Table 1. Following assumptions
are made in the model:

1. The TDT is well insulated and has heat transfer with surroundings only through
heat pipes;

2. The temperature of water inside TDT is uniform at any times;
3. The process from 1 to 2 in the RAC system compressor is isentropic;
4. The heat released by the RAC system’s condenser is completely absorbed by the

TDT water;
5. There is no energy loss in the expansion valve, so h3 = h4, h3′ = h4′ and h3” = h4”;
6. The convection heat transfer coefficient of water is higher than that of air, so the

condensing temperature is 10 ◦C over the day time ambient temperature for the
baseline cycle, and 5 ◦C over the TDT water temperature for the TDT-RAC cycles;

7. The evaporating temperature is 10 ◦C lower than the room temperature set;
8. There is sufficient heat transfer capacity of heat pipes installed with the TDT, so the

TDT water temperature in the early morning is assumed to be 3 ◦C higher than the
minimum ambient temperature of last night.

Table 1. Inputs and outputs of performance simulation (mathematical) model.

Inputs
.

QRAC RAC system cooling capacity (kW)
Troom Room temperature set (◦C)

Ta Day time ambient temperature (◦C)
Tnight Minimum ambient temperature (last night) (◦C)
Twater TDT water temperature (early morning) (◦C)

Δt Time interval (hour)
tRAC Total operation time (hour)

V Tank size (m3)
CP Specific heat capacity of water = 4.18 (kJ/kg ◦C)
ρ Density of TDT water = 1000 (kg/m3)

Outputs

COP COP for each time interval
COPaverage Average COP over tRAC

Accordingly, three different cycles were modelled mathematically:
Cycle 1. A baseline cycle (Cycle 1→2→3→4→1 in Figure 5);
Cycle 2. A TDT-RAC cycle with a fixed speed compressor (Cycle 1→2→3′→4′→1 in

Figure 5a);
Cycle 3. A TDT-RAC cycle with a variable speed compressor (Cycle 1→2”→3”→4”→1

in Figure 5b);

3.3.1. Cycle 1: A Baseline Cycle

Refer to Figure 4b and Equation (1), the COP for Cycle 1 is constant at any time when
the baseline cycle is running, which is:

COPcycle 1 =
h1 − h4

h2 − h1
(4)
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3.3.2. Cycle 2: A TDT-RAC Cycle with a Fixed Speed Compressor

During the day when the TDT-RAC is running and the ambient temperature is higher
than that inside the TDT, the heat pipe is non-operational. The change in TDT water
temperature (ΔTwater) over the time interval (Δt) is expressed as:

ΔTwater =
Qwater

CPρV
(5)

where CP (kJ/kg ◦C) is the specific heat capacity of water, ρ (kg/m3) is the density of water,
V (m3) is the water volume/tank size, and Qwater (kJ) is the heat absorbed by TDT water
over the time interval (Δt), which is the condensing heat discharged from the condenser.
Therefore, Qwater for the Cycle 2 is:

Qwater =
.

m2(h2 − h3′)Δt (6)

Whilst the heat pipe is non-operational during the day time, the history of TDT water
temperature can be found by Equation (7).

Twater
i+1 = Twater

i +

.
m2
(
h2 − h3′

i)Δt
CPρV

, i ≥ 1 (7)

where i represents the order of time interval (e.g., i = 1 means the first time interval)
For the fixed speed compressor, h2 is constant at every time interval when the TDT-

RAC system runs, whereas h3′ and h4′ depend on T3′ , which are assumed as 5 ◦C higher
than Twater in this model. Consequently, the COP at the corresponding time interval i would
be different, which is:

COPcycle 2
i =

h1 − h4′
i

h2 − h1
(8)

3.3.3. Cycle 3. A TDT-RAC Cycle with a Variable Speed Compressor

For Cycle 3, the TDT water temperature corresponding to each time interval is:

Twater
i+1 = Twater

i +

.
m3
(
h2′′

i − h3′′
i)Δt

CPρV
, i ≥ 1 (9)

where for the variable speed compressor, h2”, h3” and h4” all depend on T3”, which are
variable at different time intervals. According to Figure 5b, the COP at the corresponding
time interval is:

COPcycle 3
i =

h1 − h4′′
i

h2′′
i − h1

(10)

For the Cycle 1, the average COP is constant at any time. However, the hourly COPs
(Δt = 1 hour) for the Cycles 2 and 3 would change over time. Therefore, the average COP
over the total TDT-RAC system operation time (tRAC) is the average of the COPs for all h.

tRAC = n × Δt (11)

COPaverage,cycle j =
1
n

n

∑
i=1

COPcycle j
i, j = 2 or 3 (12)

where i represents the order of hour, n is the total number of hour in which the Cycle j
runs. For example, if tRAC is 6 hours and Δt is 1 hour, then n equals 6, and the hourly COPs
could be found with Equations (8) and (10), as well as the average COP over tRAC with
Equation (12).

The mathematical model of the TDT-RAC cycle was established by applying
Equations (4) to (12). According to the theoretical cycles presented in Figure 5, this model
can calculate the COP at each corresponding time interval and the average COP of the
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TDT-RAC cycle if all required inputs listed in Table 1 are known. As the aim of this study is
to compare the energy consumption and/or COP values of three cycles, and the equations
used in this model are all well-established traditional energy conservation equations, it
is considered that the performance simulation model can be verified although it is not
experimentally validated again in this study.

4. Energy-Saving of TDT-RAC Systems

4.1. Energy-Saving Indicator

To compare the energy-saving performance of TDT-RAC systems, the energy-saving
percentage (ESP) is defined for both Cycles 2 and 3. For TDT-RAC cycles with a given
cooling capacity, the hourly ESP at each time interval (Δt = 1 hour) is calculated as the ratio
of saved power consumption of the given TDT-RAC cycle to the power consumption of the
Cycle 1:

ESPhourly, cycle j
i =

.
WC,cycle 1 −

.
WC,cycle j

i

.
WC,cycle j

i
× 100%, j = 2 or 3 (13)

where
.

WC,cycle j
i =

.
QRAC

COPcycle j
i (14)

It is noted that the cooling capacity (
.

QRAC ) of three cycles are the same. From
definition, the hourly ESP can be expressed in terms of enthalpies:

ESPhourly, cycle 2
i = 1 − h1 − h4

h1 − h4′ i
(15)

ESPhourly, cycle 3
i = 1 − (h1 − h4)

(
h2′′

i − h1
)

(h1 − h4′′
i)(h2 − h1)

(16)

The average ESP over the total operation time (tRAC in Equation (11)) is the sum of
each hourly ESP divided by the total operation time in h.

ESPaverage,cycle j =
1
n

n

∑
i=1

ESPhourly, cycle j
i, j = 2 or 3 (17)

4.2. The Reference Case

A reference case was set in this study, and the details of its inputs and outputs are
given in Table 2:

Table 2. Reference case.

Inputs for the Model

RAC system refrigerant type R134a
Day time ambient temperature, Ta (◦C) 35
Room temperature set, Troom (◦C) 20
TDT water temperature (early morning), Twater (◦C) 25
Minimum ambient temperature (last night), Tnight (◦C) 22
Tank size, V (m3) 4
RAC system cooling capacity, QRAC (kW) 7
RAC system daily operating time, tRAC (hour) 6
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Table 2. Cont.

Outputs for the Reference Case

Cycle 1: Baseline Cycle:

COPaverage 6.8
ESPaverage (%) 0

Cycle 2: TDT-RAC Cycle with a Fixed Speed Compressor:

COPaverage 7.5
ESPaverage (%) 9.9

Cycle 3: TDT-RAC Cycle with a Variable Speed Compressor:

COPaverage 10.8
ESPaverage (%) 35.5

It can be ascertained from Table 2 that the proposed TDT can indeed save energy for
the RAC system. The greatest COP and ESP of each TDT-RAC system are found at the
beginning of the system operation, but the overall TDT water temperature would rise over
time, causing the COP and ESP to decrease. The average COPs of Cycles 2 and 3 are 7.5
and 10.8, respectively. In addition, about 9.9% and 35.5% energy can be saved with Cycles 2
and 3, respectively, compared with the baseline cycle.

5. Sensitivity Analysis

The energy-saving performance of the TDT-RAC cycle depends on some key design
and operation parameters. To understand the correlations between the crucial parameters
and the average ESPs of both TDT-RAC cycles, sensitivities upon the following factors
were studied:

• Day time and night ambient temperatures;
• Tank size;
• RAC system cooling capacity;
• Coupled effect of tank size and cooling capacity.

5.1. Day and Night Ambient Temperatures

In Figure 7, as the day time ambient temperature increases while the night ambi-
ent temperature is fixed at 22 ◦C, the curve of the Cycle 3 grows more rapidly than the
curve of the Cycle 2 does; the difference in the average ESPs between Cycles 2 and 3
becomes greater.

Figure 8 shows that a higher night ambient temperature decreases the average ESPs of
Cycles 2 and 3, while the day time ambient temperature is fixed at 35 ◦C. This is because a
higher night ambient temperature would increase the TDT water temperature, alongside
the condensing temperatures of both TDT-RAC cycles. However, the change in night
ambient temperature has no effect on the condensing temperature of the baseline cycle.
Therefore, the ESPs of TDT-RAC cycles would decline as the night ambient temperature
increases.

It can be concluded from Figures 7 and 8 that a greater day and night ambient temper-
ature difference can increase the average ESPs of both TDT-RAC cycles.

5.2. Tank Size/Water Volume

From Figure 9, the average ESPs of Cycles 2 and 3 would rise for an increasing tank
size, but both increasing curves would flatten out eventually. With a larger tank size but
the same amount of heat absorbed by the TDT water, the condenser of the TDT-RAC cycle
would be less heated; hence, their average ESPs would increase. However, this trend
would flatten out if the TDT size was over a certain value. The maximum energy-saving
percentages for Cycles 2 and 3 are found as 13.4% and 48.99%, respectively. This observation
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implies that the cost-effectiveness should be considered when determining the TDT size for
a given TDT-RAC system.

Figure 7. Average ESP versus day time ambient temperature (the minimum night ambient tempera-
ture is set as 22 ◦C).

Figure 8. Average ESP versus night ambient temperature (the day time ambient temperature is set as
35 ◦C).

In addition, the tank size has a greater impact on the average ESP of the Cycle 3
compared with the Cycle 2. This is because a lower condensing temperature can decrease
the input energy of the variable speed compressor, but not for the fixed speed compressor.
Therefore, the ESP of the Cycle 3 would be more sensitive to the tank size compared with
the Cycle 2.

It is also ascertained that there is a threshold tank size existing for each TDT-RAC
cycle to achieve energy-saving. If the tank size is below this threshold, the ESP would be
negative, which indicates that the TDT-RAC cycle would consume more energy compared
with the baseline cycle. In this study case, the threshold tank size to achieve energy-saving
for Cycles 2 and 3 is around 1.22 m3. Finally, the threshold tank sizes for Cycles 2 and 3 are
equal. Without other parameter changes, only when the condensing temperatures of both
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TDT-RAC cycles are equal to that of a normal RAC cycle, their ESPs should be zero. In this
case, their TDT sizes would be the same.

Figure 9. Average ESP versus day time ambient temperature (the threshold of both TDT-RAC curves
is the same, which is about 1.22 m3).

5.3. RAC System Cooling Capacity

The cooling load is defined as the power required to cool the room at a desirable
temperature, which equals the RAC system cooling capacity. In Figure 10, when the cooling
capacity (load) increases, the average ESPs of TDT-RAC cycles would decrease. The heat
released by the condenser would increase as the cooling capacity increases, alongside the
condensing temperatures of Cycles 2 and 3. Therefore, if the tank size remains unchanged
while the condensing temperatures increase, Cycles 2 and 3 would have lower ESPs. This
finding implies that for a RAC system with a greater cooling demand would require a
larger TDT size, in order to satisfy the required energy-saving percentages.

Figure 10. Average ESP versus RAC system cooling capacity (the tank size is set as 4 m3).

5.4. Coupled Effect of Tank Size and Cooling Capacity

To understand the coupled effect of tank size and the RAC system cooling capacity on
the average ESP, the simulations that generate the results in Figures 9 and 10 are combined.
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The combined results are presented in terms of “Tank Size on Cooling Capacity (TS/CC)”
versus the average ESPs in Figure 11. It is observed that the ESPs of Cycles 2 and 3 increase
with a larger TS/CC value, but the trendlines would flatten out when the TS/CC value
is over 1 m3/kW. In addition, there is a threshold for the TS/CC value that complies
with the results presented in Figure 11. Namely, only if the TS/CC value is above the
threshold of 0.174 m3/kW, the TDT-RAC cycles would have higher COPs and reduced
energy consumptions compared with the baseline cycle, under the conditions of this study.

Figure 11. Average ESP versus “Tank Size on Cooling Capacity (TS/CC)” (the threshold of both
TDT-RAC cycles is the same, which is about 0.174 m3/kW).

6. Case Study

The study case is that a house requires a cooling load of 7 kW over 6 h per day, which
is met by a TDT-RAC system whose characteristics are listed in Table 3. The weather data
of Adelaide (Kent Town) in January 2021 are used and shown as the bar chart in Figure 12.
The results of the case study, i.e., the average ESP of each day for both TDT-RAC systems
with fixed speed and variable speed compressors, are presented in Figure 12.

Table 3. Characteristics of the TDT-RAC system used in the case study.

Parameter Value/Comment

RAC system refrigerant R134a
RAC system cooling capacity, QRAC (kW) 7

RAC system daily operating time, tRAC (h) 6
Room temperature set, Troom (◦C) 20

Tank size, V (m3) 4

Day time ambient temperature, Ta (◦C)
Refer to the real weather data in Figure 11Minimum ambient temperature (last night), Tnight (◦C)

TDT water temperature (early morning), Twater (◦C) *

* The TDT water temperature in the early morning is assumed to be 3 ◦C higher than the minimum ambient
temperature of the last night.

In Figure 12, the dates of the maximum and the minimum day/night ambient tem-
perature differences (ΔTdaily) are highlighted, which also correspond to the highest and
the lowest average ESPs of both Cycles 2 and 3. The results agree with the findings in
Section 5.1 (Figures 7 and 8) that a greater day/night ambient temperature difference can
increase the average ESPs of TDT-RAC cycles. The results also reveal that the Cycle 2
achieved an average ESP ranging from 2.4 to 18.1%, whereas the average ESP of the Cycle 3
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is from 14.9 to 61.4%. Over the whole month, Cycles 2 and 3 would save 9.1% and 40.4%
energy on average, compared with the case where a baseline cycle was used.

 
Figure 12. Results of the case study: the average ESP over 6 h of each day in January 2021, Adelaide
(Kent Town).

7. Conclusions

A novel TDT-RAC system and its corresponding cycles were proposed and modelled
for demonstrating its energy-saving potential. The cycle-based steady state model shows
that the COPs of TDT-RAC cycles could theoretically increase by 10.3~58.8% over the
baseline cycle in the reference case. The sensitivities of key design and operation parameters
which could affect the ESP of the TDT-RAC cycle were analysed, including day and night
ambient temperatures, tank size, RAC system cooling capacity, and coupled effect of tank
size and cooling capacity. Moreover, a desk-top case study with typical Adelaide summer
weather data was conducted. From the study, the following conclusions can be drawn:

1. The Thermal Diode Tank (TDT) is proved that it can theoretically reduce the energy
consumption of the RAC system if they are properly equipped;

2. An increasing day/night ambient temperature difference can improve the energy-
saving percentages of TDT-RAC cycles;

3. There is a threshold tank size existing for a given TDT-RAC cycle to save energy. If the
tank size was below the threshold value, the TDT-RAC cycle would not save energy.
Increasing the tank sizes above the threshold can increase the energy-saving percentages;

4. With the tank size above the threshold while other parameters remain the same, the
TDT-RAC cycle with a variable speed compressor always achieves a higher energy-
saving percentage compared to that with a fixed speed compressor;

5. The threshold and optimum value for the “Tank Size on Cooling Capacity (TS/CC)” in
Figure 11 are found as 0.174 m3/kW and 1 m3/kW, respectively, under the conditions
of this study. For future experiment, the range of tank size can be determined based
on these two values with a given cooling capacity.

6. The case study shows that, compared with the baseline cycle, the TDT-RAC cycle
with a fixed speed compressor could, on average, save 2.4~18.1% energy, while the
TDT-RAC cycle with a variable speed compressor could save 14.9~61.4% energy. Over
the whole month, 9.1~40.4% energy can be saved by TDT-RAC cycles every day
on average.

Based on this initial study on TDT-RAC systems/cycles, future investigations on this
topic may include developing validated dynamic models for TDT-RAC systems rather
than current cycle-based models in steady state. Detailed studies on the TDT itself may
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include understanding the water temperature profile and thermal stratification inside the
TDT under different conditions.

8. Patents

Eric Jing Hu has patent “A HEAT TRANSFER ARRANGEMENT FOR IMPROVED
ENERGY EFFICIENCY OF AN AIR CONDITIONING SYSTEM–A thermal ‘Diode Tank’”
issued to AU 2014202998 Al.
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Nomenclature

CP Specific heat capacity (kJ/kg ◦C)
Esaved Saved energy (kJ)
h Specific enthalpy (kJ/kg)
.

m Mass flow rate (kg/s)
Qout Heat through to condenser(kJ)
.

Qout The rate of heat through to condenser (kW)
QRAC Cooling energy (kJ)
.

QRAC Cooling capacity (kW)
Ta Day time ambient temperature (◦C)
Tnight Night time ambient temperature (◦C)
Troom Room temperature (◦C)
Twater Water temperature (◦C)
ΔTdaily Daily day and night ambient temperature difference (◦C)
tRAC Refrigeration and air-conditioning system daily operating time (h or s)
Δt Refrigeration and air-conditioning system operating time interval (h or s)
V Tank size (m3)

.
WC Input power by compressor (kW)
WC Input energy by compressor (kJ)
Greek Symbols

ρ Density (kg/m3)
Abbreviations

CHP Convective Heat Pipe
COP Coefficient of Performance
EER Energy Efficiency Ratio
ESP Energy-Saving Percentage
GHP Gravity Heat Pipe
GSHP Ground-source Heat Pump
HVAC Heating, Ventilation, and Air-conditioning
RAC Refrigeration and Air-conditioning
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TDT Thermal Diode Tank
TDT-RAC Thermal Diode Tank-assisted Refrigeration and Air-conditioning
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Abstract: A fully resolved (FR) NREL 5 MW turbine model is employed in two unsteady Reynolds-
averaged Navier–Stokes (URANS) simulations (one with and one without the turbine tower) of a
periodic atmospheric boundary layer (ABL) to study the performance of an infinitely large wind farm.
The results show that the power reduction due to the tower drag is about 5% under the assumption
that the driving force of the ABL is unchanged. Two additional simulations using an actuator
disc (AD) model are also conducted. The AD and FR results show nearly identical tower-induced
reductions of the wind speed above the wind farm, supporting the argument that the AD model is
sufficient to predict the wind farm blockage effect. We also investigate the feasibility of performing
delayed-detached-eddy simulations (DDES) using the same FR turbine model and periodic domain
setup. The results show complex turbulent flow characteristics within the farm, such as the interaction
of large-scale hairpin-like vortices with smaller-scale blade-tip vortices. The computational cost of the
DDES required for a given number of rotor revolutions is found to be similar to the corresponding
URANS simulation, but the sampling period required to obtain meaningful time-averaged results
seems much longer due to the existence of long-timescale fluctuations.

Keywords: actuator disc theory; two-scale momentum theory; wind farm modelling; wind farm
blockage; URANS; DDES

1. Introduction

A variety of approaches exist to model wind turbines of different sizes and types, for
different purposes of use. Each type of model has its specific strengths and weaknesses.
The actuator disc (AD) model has been widely adopted in wind energy studies [1–4] as it is
relatively simple to implement and has low computational cost; however, it can represent
only limited details of the turbine. The actuator line (AL) model considers the rotational
motion of turbine blades and uses predetermined aerofoil data to represent the loading
on each blade [5–7] with a medium computational cost. The most comprehensive and
computationally intensive method is the fully resolved (FR) model, where the exact 3D
geometry of the wind turbine is resolved during simulations; therefore, it models turbine
motions and flow behaviours in a much more realistic manner [8–10].

Due to the complex and computationally expensive nature of the FR turbine model,
it has been primarily used for simulations of an isolated turbine or a very small number
(commonly two) of turbines [11–14], not for large wind farm cases. In addition, although
the turbine tower is commonly present in FR turbine models, the tower effects on the
efficiency of turbines or a wind farm are rarely discussed in detail.

In 2009, Zahle et al. [15] conducted investigations on wind turbine rotor–tower inter-
action using an FR NREL Phase VI turbine model [16]. Two simulations (using EllipSys3D)
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were presented in their study: one for an isolated rotor and the other for a downwind
configuration of a full turbine (with tower) under tunnel flow conditions. The results
of the simulations showed good agreement with existing experimental data. The CFD
data showed a clear interaction between the tower wake and rotor blades, which caused
noticeable velocity deficit in the wake, and the blades had a strong effect on the tower
shedding frequency. However, there was no discussion on how the tower affects the turbine
efficiency in this study.

In a more recent study, Rodrigues and Lengsfeld [9,17] developed a twin FR turbine
model (parallel configuration) based on the MEXICO (Model Experiments in Controlled
Conditions) experiment [18] to investigate the performance of a turbine in a wind farm.
Their approach to mimic wind farm flow conditions was to perform sequential simulations,
where the outlet of one simulation (for the first row of turbines in a wind farm) was used
as the inlet of the other simulation (for the second row of turbines). The results showed
clear tower wakes in both near- and far-wake flow fields. Noticeable velocity deficit and
increased turbulence intensity caused by the turbine towers were also reported. Their
approach of modelling wind farm flow has the advantage of not having to deploy multiple
rows of turbines in the domain, dramatically reducing the mesh size and, hence, simulation
cost. However, the wind farm layout investigated was limited to fully aligned and 10D
spacing between each row of turbines, which are less commonly seen in modern large
wind farms.

As a continuation of a recent study by Delafin and Nishino [19], in this paper, we
employ an FR turbine model in a horizontally periodic computational domain to investigate
the performance of an infinitely large wind farm with a fully staggered layout, with
and without the turbine towers. The FR turbine model is based on the NREL 5 MW
horizontal-axis turbine design [20,21], and the wind flow is simulated by solving the
unsteady Reynolds-averaged Navier–Stokes (URANS) equations. A fully developed wind
farm boundary layer is achieved by applying periodic boundary conditions, which enable
the simulation of a single turbine to represent a turbine operating inside an infinitely large
wind farm. The FR-URANS results are compared with corresponding AD-RANS results, as
well as a theoretical model based on the two-scale momentum theory [22,23]. In addition,
we also perform a delayed-detached-eddy simulation (DDES) using the same FR turbine
model, to demonstrate the possibility of eddy-resolving FR turbine simulations for wind
farm modelling.

2. Methodology

2.1. Turbine and Domain Geometries

The turbine design used in this study was the NREL 5 MW three-blade model [20],
which has a diameter (D) of 126 m. We also considered the alterations suggested by Sandia
National Laboratories [21]: an additional smoothing process was applied to blade thickness
distribution, as well as root–blade transition. Furthermore, as the tip shape was not
specified in the reference designs, a ‘rounded’ tip design approach was used in this study
(Figure 1), in a similar way to Bazilev et al. [24]. In addition, to simplify the construction
process of a fully structured mesh, the hub diameter was increased to 5.4 m (3 m in the
original design). As a consequence, a small part of the root of each blade was hidden by the
enlarged hub, which was believed to not significantly affect the aerodynamics of the whole
rotor. The hub centre was 90 m above the ground, equivalent to 0.21D ground clearance.
There was 5◦ (respect to the horizontal plane) tilt angle applied to the rotational axis and
a 2.5◦ precone, as defined in [20]. The original report states that the turbine tower base
diameter is 6 m and the top diameter (at 87.6 m where the tower is connected to the nacelle)
is 3.87 m [20]. To simplify the 3D modelling and meshing process, we used a slightly
narrower design for the tower in this study. The base diameter was still 6 m, and the tower
diameter at the nacelle and tower interaction was 3.14 m.
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Figure 1. Rounded tip shape of the blade.

All simulations in this study considered a fully developed boundary layer flow over
an infinitely large wind farm, which was modelled as a fully periodic array of turbines
(Figure 2a). The outer domain size was Lx = Ly = 6D and Lz = 8D, representing
reasonable turbine spacing within a wind farm. The turbine rotor was placed inside a
rotating cylindrical subdomain (diameter = 1.1D and thickness = 0.079D (10 m)), as shown
in Figure 2b. As for the AD model, the configuration was the same as in the previous
study [19], using a 126 m diameter disc whose centre was located at x = y = 0 m and
z = 90 m, to allow a direct comparison with the FR model.

  

(a) (b) 

 Rotating sub-domain 

Figure 2. (a) Staggered turbine array; (b) turbine geometry and rotating subdomain.

2.2. Meshing

For the purpose of this study, the boundary layers on the blades and tower were
resolved (with y+max ∼ 1), but wall functions were applied on the hub and nacelle surfaces
in order to reduce the total number of cells. In addition, wall boundary conditions with a
specific roughness height were applied on the bottom surface (representing a hypothetical
ground or sea surface conditions) [19,22]. Therefore, the bottom surface was treated as a
solid wall during this meshing stage.

The surface mesh of the blades was created on one blade with O-grid topology and
then copied to the other two blades. There were 111 nodes in the blade spanwise direction.
The spanwise cell sizes at each end of the blade were 0.001 m (next to the hub) and 0.0015 m
(at the tip), and the largest size was 1.8 m (in the middle section of the blade). In the
chordwise direction, 190 nodes were distributed. Although it was infeasible to conduct
a mesh sensitivity study for the entire rotor, we carefully designed the blade surface
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mesh according to the results of existing mesh sensitivity studies in the literature. For
example, a recent study showed that, for an NACA 64-618 aerofoil profile, under similar
flow conditions, grid independence could be achieved when the total node number was
above 180 around the aerofoil [25]. Figure 3 shows part of the complete surface mesh
of the rotor. The streamwise cell sizes were 0.5 m and 0.1 m immediately upstream and
downstream of the rotating subdomain, respectively. Away from the rotating subdomain,
the largest streamwise spacing was 6 m and largest lateral spacing was 7 m. The first
cell above the ground was 1 m high across the entire domain for the ‘without tower’
mesh. For the ‘with tower’ case, the tower was added to the existing outer domain mesh,
with moderate modifications. For the node distribution on the tower surface, there were
115 nodes distributed in the circumferential direction of the tower (Figure 4), and 87 nodes
were used along the tower height. Near to the tower bottom, the height of the first cell
above the ground was reduced slightly, for better consistency and keeping reasonable cell
aspect ratios. Overall, this mesh for the FR with tower contained 17.1 × 106 cells.

 

Figure 3. Surface mesh of the turbine.

 

Figure 4. Nacelle and tower intersection mesh details.
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We used slightly different meshing approaches for the AD with and without tower
models. The AD model had 104 nodes along the disc edge, and an ‘O-grid’ mesh topology
was used inside and around the disc (Figure 5). For the AD only case, the rest of the mesh
was built around the disc without creating a subdomain. The streamwise node spacing
started from 0.5 m and expanded to 11 m at the inlet and outlet boundaries, and the total
number of cells for the AD only model was 8 × 105. For the AD + tower case, we used the
same outer domain mesh as the FR + tower case (which contained the nacelle and tower).
Then, the blade-resolved rotor model was replaced by the AD model inside the rotor
subdomain (Figure 6). The mesh construction was slightly modified inside the subdomain
in order to accommodate the AD model. The ‘AD + tower’ mesh contained 12.2 × 106 cells.
A summary of the four different meshes created is shown in Table 1.

 

Figure 5. Cross-sectional view around the disc (for AD only case).

 

Figure 6. AD placement inside the subdomain.

255



Wind 2022, 2

Table 1. Summary of the number of cells for each case.

FR + Tower FR AD + Tower AD

Rotor subdomain 5.8 × 106 5.8 × 106 0.9 × 106 N/A
Outer domain 11.3 × 106 6.8 × 106 11.3 × 106 N/A

Total 17.1 × 106 12.6 × 106 12.2 × 106 0.8 × 106

The FR and AD models were previously tested in an isolated (not periodic) flow
condition [19], and the results were in good agreement with [20].

2.3. RANS Setup

For the majority of the CFD simulations in this study, the Reynolds-averaged Navier–
Stokes (RANS) equations were solved using the commercial CFD solver ‘ANSYS FLUENT
17.2’ [26] with the k–ω SST turbulence model [27]. The density and dynamic viscosity of
the working fluid (air) were ρ = 1.225 kg/m3 and μ = 1.7894× 10−5 kg/(ms), respectively.
The bottom boundary condition for all simulations was set as ‘wall’ [26], with a nominal
roughness height Ks = 1 m and the empirical constant E and roughness constant Cs values
were kept as 9.793 and 0.5, respectively (this corresponds to an aerodynamic roughness
length of z0 = 0.051 m since Ks = (E/CS)z0 [28]). The top boundary was set as ‘symmetry’.
Periodic conditions were applied to both streamwise and lateral ends of the domain.
However, the streamwise ends (or the inlet and outlet interface) were split vertically in the
middle into two parts, where the right inlet was connected to the left outlet and vice versa.
This allowed us to simulate an infinitely large fully staggered turbine array, as previously
shown in Figure 2a.

In order to decide the background pressure gradient inside the periodic domain,
an ‘empty box’ simulation [19,22] with a fixed mass flow rate was conducted first. This
simulation (steady RANS) was carried out using the ‘AD only’ mesh, with the disc boundary
condition set as ‘interior’. This fixed mass flow rate was calculated using a power-law
velocity profile (with an exponent of 0.1) with reference wind speed Ure f = 15m/s at
z = 90 m (hub level). This resulted in a farm-averaged wind speed below the rated wind
speed for the NREL 5 MW turbine (11.4 m/s) in this study. The pressure gradient obtained
from this empty box simulation was −7.49 × 10−4 Pa/m, which was used as the driving
force of the wind flow for all wind farm simulations in this study. This was based on the
assumption that, for an infinitely large wind farm, the driving force of the wind is not
affected by the existence of wind turbines [1,22]. In reality, the driving force of wind over a
large (finite-size) wind farm should depend on the characteristics of mesoscale atmospheric
response [29,30]. To obtain the correct driving force and, thus, the correct wind speed for a
real wind farm, we would need to assess the ‘extractability’ of wind at a given wind farm
site using a mesoscale weather model [30], but this is outside the scope of the present study.

2.3.1. AD Simulations

In the AD simulations (using steady RANS), the effect of the rotor was modelled as
streamwise momentum losses, i.e., as a stationary porous surface of zero thickness with
a momentum loss factor K [22]. To obtain the most appropriate K value, a few isolated
actuator disc simulations were conducted by Delafin et al. [19] prior to the current study.
Different K values were tested to obtain a CT (thrust coefficient) value as close as possible
to an isolated FR turbine simulation (with TSR = 7.0) in [19]. The most appropriate value
was found to be K = 1.2825, yielding an area-averaged streamwise velocity over the AD,
UT single = 8.666 m/s. The SIMPLE algorithm was used for pressure–velocity coupling,
and the second-order upwind scheme was used for the discretisation of the momentum
and turbulence model equations. Both AD simulations (with and without tower) were run
for 106 iterations to obtain fully converged results.
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2.3.2. FR Simulations

The FR simulations were carried out using unsteady RANS. All turbine surfaces
were considered as ‘wall’. The rotating motion of the rotor (with a fixed rotating speed
of 7.703 rpm) was achieved by applying the ‘sliding mesh’ method to the subdomain
containing the turbine rotor. Since the velocity profile inside the fully developed farm
boundary layer was not known a priori, the rotating speed was determined using AD
simulation results, to match the tip speed ratio (TSR) with the ‘optimal’ value (TSR = 7.0)
reported in [20]. Specifically, we assumed a proportional relationship between the rotor
rpm and UT values (obtained from AD simulations for the single turbine case and for
the periodic farm case, respectively) to determine the rotational speed for the FR farm
simulations.

RPMsingle

RPMf arm
=

UT single

UT f arm
→ 12.1 rpm

RPMf arm
=

8.666m/s
5.517m/s

→ RPMf arm = 7.703 rpm (1)

where UT f arm was obtained from the ‘AD only’ (without tower) farm simulation. Once the
rotational speed was determined, the timestep size was set as Δt = 0.0108 s (which led to
a rotor azimuthal angle of Δθ = 0.5◦ per timestep), and 15 iterations were conducted per
timestep. It should be noted that this rotational speed was for the ‘FR rotor only’ (without
tower) simulation. As shown later, adding the tower to the model reduced the average
wind speed across the domain. This means that the rotational speed would need to be
slightly altered after adding the tower, in order to achieve the same TSR as the rotor only
case. However, in this study, we used the same rotational speed (7.703 rpm) for both ‘tower’
and ‘no tower’ cases for simplicity. After completing the FR simulations, the difference
in TSR between the ‘tower’ and ‘no tower’ cases was approximately 2.1%, which can be
considered negligible. According to a recent study [31], a small TSR variation would not
cause noticeable changes in turbine performance (approximately 0.53% difference in power
output).

To quickly generate a fully developed atmospheric boundary layer flow for the FR
simulations, the flow field obtained from the AD simulations was applied as the initial flow
conditions. The ‘Coupled’ algorithm [26] was employed for pressure–velocity coupling.
A second-order implicit scheme was used for the temporal discretisation, and the second-
order upwind scheme was used for spatial discretisation of the momentum and turbulence
model equations. The FR simulations (with and without tower) were run for 100 revolutions
first, and then additional 18 revolutions were carried out to calculate time-averaged results
to be compared with the theoretical model [22]. For the FR with tower case, it took about
13 h to run one revolution simulation on 128 CPUs.

2.4. DDES Setup

In addition to the URANS simulations, we also attempted to run DDES for the FR
with tower case. The k–ω SST turbulence model was switched from its URANS mode to
DDES mode available in FLUENT [26] after the first 100 revolutions of URANS simulations.
All boundary conditions were unchanged. We also used the same fixed RPM as we used in
URANS, although this meant that the TSR fluctuated more in DDES (about 20.2%) than
in URANS (about 3.5%). A bounded central differencing scheme was used for the spatial
discretisation of the momentum equations, and a bounded second-order implicit scheme
was employed for the temporal discretisation. The DDES was run only for 54 revolutions
due to the limited availability of computational resources.

2.5. Postprocessing of URANS Results

The rotor moment coefficient, Cm, is defined as

Cm =
τ

1
2 ρArU2

F0
(2)
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where τ is the torque of the rotor, A is the swept area of the rotor (A = πr2), r is the radius
of the rotor, and UF0 is the natural farm-layer wind speed obtained from the ‘empty box’
simulation. The power output of the rotor is calculated as,

P = τ · ω (3)

where ω is the rotational speed of the turbine (0.8067 rad/s for the farm simulations and
1.267 rad/s for the isolated turbine simulation).

3. Results and Discussion

3.1. URANS

Figure 7 shows the time histories of the turbine power output observed in the FR-
URANS simulations with and without the tower. It can be seen that, for both cases, a
large number of rotor revolutions were required for the power to reach a quasi-stationary
state. A consistent difference of about 0.06 MW (5%) between the two cases was observed
after around 100 revolutions. This clearly shows that the predicted power was reduced by
adding the turbine tower to the model.
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Figure 7. Convergence history of revolution-averaged power output (FR-URANS model with and
without tower).

The flow field comparison between ‘tower’ and ‘no tower’ cases is shown in Figures 8 and 9;
the former is plotted on a vertical plane that goes through the centre of the turbine, and the
latter is plotted on the horizontal plane at the hub centre level (90 m above the ground).
The tower generated its own wake and, thus, enlarged the velocity deficit behind the lower
part of the rotor. This can also be observed in the velocity profiles plotted in Figure 10,
especially at x/D = 0.5, where there was a noticeable speed reduction close to the ground
due to the turbine tower. However, a more important effect of the tower in this study is
that it reduced the wind speed above the turbine (Figure 8). This is because the additional
flow resistance (or drag) created by the tower contributed to a stronger development of
the internal boundary layer (IBL). In other words, the slower wind speed observed above
a given turbine was not because of the tower of that turbine, but because of the towers
of other turbines located upstream (note that there are an infinite number of turbines
located upstream of the turbine shown in Figure 8, due to the periodicity). It is clear
from Figure 10 that this reduction in wind speed above the turbine was observed at any
streamwise positions, confirming that this is a farm-scale (rather than a local/turbine-scale)
wind speed reduction. On the other hand, the wind speed difference observed behind the
tower diminished quickly towards downstream due to strong turbine-scale wake mixing,
and the flow profiles further downstream appeared almost identical between ‘no tower’
and ‘tower’ cases (Figure 10d).
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 (a) (b) 

Figure 8. Contours of instantaneous streamwise velocity (m/s) at the vertical centre plane (taken at
100th revolution from FR-URANS): (a) no tower; (b) with tower.

   
 (a) (b) 

Figure 9. Contours of instantaneous streamwise velocity (m/s) at the rotor hub height (taken at 100th
revolution from FR-URANS): (a) no tower; (b) with tower.

The AD (with and without tower) RANS results are also plotted in Figure 10 for
comparison. Between the AD and FR cases, the differences in flow profiles were mostly
within the rotor region (approximately 0.21 < z/D < 1.21). In addition, the AD results also
showed that the tower reduced the wind velocity at higher positions. It is remarkable that
the wind profiles above the top of the turbine (z/D > 1.21) were almost identical between
the AD with/without tower and the FR with/without tower cases. This highlights a key
finding that the choice of the rotor model (AD or FR) does not affect the prediction of the
tower effect on the farm-scale wind speed reduction. This finding supports the argument
that the AD model (with tower) would be sufficient to predict the wind farm blockage
effect. This is discussed further in Section 3.3.

3.2. DDES

As shown in Figure 11a, the turbine power output started to deviate from the URANS
results about 13 revolutions after switching to DDES, and then large fluctuations started to
occur. Since the average wind speed at the hub height was about 8 m/s, these 13 revolutions
approximately correspond to the time required for the hub height wind to travel through
the periodic domain once. Although not shown here for brevity, the turbine thrust also
fluctuated in a very similar manner to the power output. Such fluctuations of the blade
loadings were also reported in a previous LES study of a single rotating blade of the NREL
5 MW turbine interacting with realistic atmospheric turbulence [32]. The time history
(recorded every four timesteps) of the streamwise velocity measured at 2.5D upstream of
the turbine (at the hub height) is plotted in Figure 11b. By comparing the two figures, it
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can be seen that the power output fluctuations were closely correlated with the upstream
velocity fluctuations.
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Figure 10. Streamwise velocity profiles at different locations behind the turbine: (a) x/D = 0.5,
(b) x/D = 1.5, (c) x/D = 2.5, (d) x/D = 5. The dotted horizontal line indicates the top position of
the turbine.

Figure 12 shows an example of instantaneous velocity contours on vertical and hori-
zontal planes, visualising the turbulent flow field around the turbine. The flow in the top
half of the domain did not contain any turbulent eddies; this is presumably because the
simulation was not run long enough, but this may also be because of the relatively small
horizontal size of the domain used in this study. Nevertheless, the flow at the turbine level
appeared to be already fully turbulent (Figures 13 and 14).
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Figure 11. (a) Time history of instantaneous and revolution-averaged power outputs; (b) time
history of streamwise velocity measured at hub height (z = 90 m) and 2.5D upstream of the turbine
(x = −315 m ).

Figure 12. Instantaneous streamwise velocity contours (m/s) on the streamwise vertical plane
across the centre of a turbine and the horizontal plane at the turbine hub-height (taken at the
154th revolution).
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Figure 13. Contours of instantaneous streamwise velocity (m/s) at vertical centre plane (taken at the
154th revolution).

 

Figure 14. Contours of instantaneous streamwise velocity (m/s) at rotor hub height (taken at the
154th revolution).

Figures 15 and 16 show the instantaneous vortical flow structures obtained from
URANS and DDES results. These vortex structures were visualised using iso-surfaces of
the Q-Criterion, and the colour scheme is based on the instantaneous streamwise velocity.
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Seven identical flow fields obtained from the original single-turbine domain are plotted
together in these figures, in order to better visualise the flow structures over the staggered
array of turbines (see Figure 2). As expected, the URANS results (Figure 15) show only
some strong turbine-generated vortices, such as tip and hub vortices. On the other hand,
the DDES results (Figure 16, using the same Q-Criterion values as in Figure 15) show much
more complex turbulent flow structures created in the wake region and how they interacted
with the strong turbine-generated vortices. It is remarkable that some large hairpin-like
vortices were also visible in front of the turbine, similarly to those commonly appearing
near the top of a turbulent boundary layer [33].

Figure 15. Vortical flow structures over a staggered array of turbines, obtained from the FR-URANS
simulation with tower (visualised using iso-surfaces of Q-Criterion).

3.3. Comparison with Theoretical Model

In this section, we compare the AD-RANS and FR-URANS simulation results with the
theoretical model of an infinitely large wind farm reported earlier in [22]. For the calculation
of the tower resistance in the theoretical model, we employed a typical drag coefficient
of a circular cylinder (at a corresponding Reynolds number) of 0.6. A summary of the
comparison is shown in Table 2. The wind farm power and thrust coefficients (CP and CT)
were calculated as CP = P/ 1

2 ρAU3
F0 and CT = T/ 1

2 ρAU2
F0, respectively, whereas the ‘local’

power and thrust coefficients (C∗
P and C∗

T) were calculated using UF (farm-layer-average
wind speed, see [22] for details) instead of UF0. Note that the CP and CT values were very
small in this study as we considered an infinitely large wind farm with a fixed driving force
of the wind. The CP values calculated from the AD-RANS simulations were very close
to the theoretical model predictions, and the CT values were also closer to the theoretical
results compared to the FR-URANS results. This agrees with the findings in the previous
study (for the same NREL 5 MW rotor without a tower) [19].
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Figure 16. Vortical flow structures over a staggered array of turbines, obtained from FR-DDES with
tower (visualised using iso-surfaces of Q-Criterion, taken at the 154th revolution).

Table 2. Comparison of AD-RANS, FR-URANS, and theoretical model predictions.

CP C*
P CT C*

T

AD-RANS
No Tower 0.0651 0.414 0.176 0.603

Tower 0.0641 0.412 0.174 0.601
Diff.% 1.55% 0.52% 1.04% 0.35%

FR-URANS
No Tower 0.0495 0.303 0.167 0.561

Tower 0.0469 0.306 0.163 0.570
Diff.% 5.21% −0.90% 2.48% −1.67%

Theoretical
model [22]

No Tower 0.0622 0.380 0.198 0.570
Tower 0.0607 0.380 0.195 0.570
Diff.% 2.50% 0.00% 1.68% 0.00%

As for the effect of the tower, both AD-RANS and FR-URANS simulations agreed fairly
well with the theoretical model predictions as summarised in Table 2. The CP and CT values
were slightly (about 1 to 5%) lower due to the additional farm-scale wind speed reduction
caused by the tower, whereas its effects on the C∗

P and C∗
T values seemed negligibly small.

The effect of the tower on CP was a little underestimated by the AD-RANS (1.55%) and the
theoretical model (2.50%) compared to the FR-URANS (5.21%), showing the limitation of
the methods based on the classical actuator disc theory. A possible solution to this problem
would be to replace the actuator disc part of the theoretical model with the blade element
momentum (BEM) theory. This modification (called the ‘BEM-farm-momentum’ method)
has already been reported in [34] but only for the case without the tower. Therefore, it
would be useful to also apply this method to the case with the tower in a future study.

264



Wind 2022, 2

4. Conclusions

In this paper, we presented blade-resolved CFD simulations of the NREL 5 MW wind
turbine placed in a horizontally periodic domain, representing an infinitely large wind
farm. Three main wind farm simulations were conducted in this study, namely, FR-URANS
‘without tower’, FR-URANS ‘with tower’, and FR-DDES ‘with tower’. Two additional
wind farm simulations using steady RANS with a simple AD model were also conducted
for comparison. The FR-URANS results showed substantial effects of the tower on the
overall wind farm efficiency, with a decrease of about 5% in the total power due to the
additional tower drag (under the assumption that the driving force of wind over the wind
farm was unchanged). This further confirms the importance of including turbine support
structures in the modelling of large wind farms, which agrees with the findings reported
earlier in [22,35].

We also showed that the AD-RANS and FR-URANS simulations predicted nearly
identical velocity profiles above the wind farm (for each of the cases with and without the
tower). This suggests that the simple AD model can capture the farm-scale wind speed
reduction as accurately as the FR model does. In addition, both AD and FR simulations
agreed fairly well with the theoretical model reported earlier in [22] in terms of the tower
effect on the overall thrust (or drag) of the wind farm. However, the FR-URANS results
showed a larger power reduction due to the tower (5.21%) compared to the AD-RANS
(1.55%) and the theoretical model (2.50%).

The discrepancy between the FR-URANS and the theoretical model seemed largely
due to the limitation of the actuator disc theory employed in the theoretical model. It may,
therefore, be beneficial to replace the actuator disc part of the current theoretical model with
BEM (as proposed for the case without the tower in [34]) in future studies. The FR-URANS
results could be used to validate and/or improve such an extended theoretical wind farm
model in future studies.

The FR-DDES results presented in this paper also provide useful information on
3D vortical flow structures over a periodic array of wind turbines, e.g., the interaction
of large hairpin-like vortices with small but strong blade-tip vortices. However, due to
limited computational resources, it was not possible in this study to obtain meaningful
time-averaged results from the DDES for the wind farm performance. We found that the
computational cost of the FR-DDES required for a given number of turbine revolutions is
very similar to the corresponding FR-URANS simulation, but the sampling period required
is much longer as the timescale for the fluctuation of the flow field is much longer than that
for the turbine revolution.
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Abstract: The Froude-scaled offshore floating wind turbine model is inevitably affected by the
Reynolds number effect, making the model unable to correctly reproduce the thrust performance of
the reference wind turbine (RWT). To solve this problem, an Xfoil-AirfoilPrep-Matlab (XAM) system
and a wide tip speed ratio search method (WTSM) are proposed to design a wide tip speed ratio
(TSR) thrust-match model blade. The XAM system is utilized to select the best airfoil for WTSM by
calculating the lift and drag coefficients of several airfoils. The WTSM is utilized to optimize the
blade chord and twist. It formalizes the blade chord and twist by polynomials and then optimizes the
polynomial coefficients. The thrust coefficients construct the optimization object at different TSRs.
For validating the effect of the redesigned blade, the thrust performance is compared to that of the
RWT blade. In addition, the thrust performance of redesigned blade at different pitch angles is also
calculated and compared to those of the RWT blade. Results show that the thrust performance of
redesigned blade matches well with that of the RWT blade at 0 pitch angle, and it can also match the
variations of that of the RWT blade at the other pitch angles well.

Keywords: offshore floating wind turbine; redesigned blade; Reynolds number effect; grasshopper
optimization algorithm

1. Introduction

With the development of the offshore floating wind turbine (OFWT) technique, the
capacity and geometry of OFWTs are rapidly increasing [1–5]. The increases promote the
need for the OFWT design cost reduction approach [6]. In this scenario, the scaled model
method is the most commonly used one [7,8]. It works by constructing a model to validate
the static and dynamic characteristics of OFWT. However, due to the Reynolds number
effect (RNE), the Froude-scaled OFWT model cannot correctly reproduce the aerodynamic
performance of the reference wind turbine (RWT) [9–12], especially the thrust performance.

To solve this problem, the redesigning blade method is proposed and widely stud-
ied [13]. It reproduces the thrust performance of the RWT blade by designing a dedicated
blade. The design includes two steps. The first step is choosing a thin airfoil to replace
the original airfoils used in the RWT blade. The second step is adjusting the blade geome-
try, which is mainly described by the blade chord and twist, by manual or optimization
algorithm to obtain a redesigned blade matching the RWT blade in thrust performance.

In the first step, most researchers have just selected an airfoil with an advantage
performance over the original airfoils at a low Reynolds number [14–18]. Only a few
studies are focusing on how to get an airfoil with better performance for redesigning
the blade. For example, Timmer et al. [19] focused on the Delft University wind turbine
dedicated airfoils. They revealed the influence of Gurney flaps, trailing edge wedges,
vortex generators and tripwires on the airfoil performance. Zhang et al. [20] proposed a
method to design the new airfoils using characteristics. A new airfoil based on E387 airfoil
working at Re = 2.0 × 105 (Reynolds number is 2.0 × 105) and another new airfoil based on
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PSU 94-097 airfoil working at Re = 4.0 × 105 were designed with enhanced aerodynamic
properties. Obviously, these studies cannot fully guide the airfoil selection.

Compared to the first step, the second step of redesigning the blade has received more
attention. Martin et al. [21] designed a dedicated blade based on AG 04 airfoil by manually
adjusting the blade chord and twist. This design aimed to create a blade matching the
thrust coefficient CT, which is usually used to assess the thrust performance, at the rated tip
speed ratio (TSR, approximately 7) and maximized the peak value of the power coefficient,
which is usually used to assess the power performance. After that, some verifications
were carried out by simulation tools and model tests. Bayati et al. [22] designed a model
blade based on SD7032 airfoil by analytical method. This blade was designed to match
the CT–TSR curve with the RWT blade at a special TSR. Then, it was applied for some
simulations and model tests. Chen et al. [23] proposed a high-order redesign method for
model blade optimization, describing the blade chord and twist by a quaternary polynomial
and a quadratic polynomial. The polynomial coefficients were taken as the variables and
optimized for the CT at rated TSR. The redesigned blade can meet the CT of the RWT blade
and make up for the discrepancy of the rotor thrust by the pitch angle adjustment at other
TSRs. Wen et al. [24] proposed a Maximum Lift Tracking approach and Load Distribution
Match approach to design a blade with the desired thrust at rated TSR. Both approaches
had been verified by simulation tools. Du et al. [25] designed a model blade based on
NACA 4412 airfoil by Pattern Search (PS) method. The design object guaranteed the CT
of the blade at rated TSR and considered the weight of the model blade. It can be found
that there has been a great deal of redesigned blades in the past decades. However, the
optimization of the geometrical parameters of the redesigned blade is almost limited to the
objective of several special TSRs. In actual operations, the TSR of OFWTs is time-varying
under the unsteady inflow wind, wake and control strategy [26–29]. Thus, it is required
that a kind of redesigned blade has the thrust performance matching that of RWT blade in
a wide range of TSR.

To solve these problems, this study first proposes an Xfoil-AirfoilPrep-Matlab (XAM)
system to reference alternative airfoil selection and a wide TSR search method (WTSM) to
optimize the chord and twist of the redesigned blade. The XAM system is operated based
on Matlab. It runs the Xfoil and the AirfoilPrep to calculate the aerodynamic parameters
of airfoils. Then, the parameters of different airfoils will be compared to select the best
alternative airfoil. The WTSM takes thrust coefficients at multi-TSR as the design objective
to optimize the blade chord and twist. Then, the grasshopper optimization algorithm
(GOA) is utilized to search for the best solution in this study. Thus, the thrust performance
of the redesigned blade can match the RWT blade at a wide range of TSR. The result is
more consistent with the actual working condition.

The following contents can be organized as follows. In Section 2, the scaling laws of
the OFWT model and RNE are introduced. In Section 3, the XAM system is introduced
in detail, and a comparison among 767 airfoils is discussed. In Section 4, the WTSM is
constructed and carried out. In Section 5, some conclusions are summarized.

2. Scaling Laws and RNE

To design a wide TSR thrust matched blade, the reason for RNE and its effect mecha-
nism should be deeply studied. Thus, the scaling laws of the Froude-scaled OFWT model
are first introduced in this section. Then, the inevitability of RNE is analyzed based on
the scaling laws, and the effect mechanism of RNE is constructed. Finally, based on the
effect mechanism of RNE, a preliminary airfoil selection method is proposed to guidance
redesigning the blade.

2.1. Scaling Laws

The OFWT model is commonly designed to satisfy the geometry, kinematics and
dynamics similarity [30]. To reach these goals, the scaling factors of different properties
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should be fully considered. First of all, the geometric scaling factor should be defined
as follows:

λ =
Lf
Lm

(1)

where λ is the geometric scaling factor (λ = 80 in this study), L is the characteristic length,
the subscript f and m are the RWT (NREL 5MW wind turbine [31] in this study) and OFWT
model, respectively.

Besides, as marine machinery, the OFWT model should be designed for hydrodynam-
ics similarity. Thus, it should satisfy the Froude scaling law. The Froude scaling can be
described as follows:

Fr =
Uf√
gfLf

=
Um√
gmLm

(2)

where Fr is the Froude number, U is the velocity of fluid and g is the gravitational acceleration.
In addition, the kinematic characteristics of wind turbines are indicated by the TSR.

The equation of TSR is shown as follows:

TSR =
ωR
U

(3)

where ω is the angular velocity of the rotor and R is the radius of the rotor.
Due to the gf = gm, the scaling factors of different properties can be obtained through

the dimensional analysis based on the definitions of geometric scaling factors and the
Froude scaling law. According to the related scaling factors, it can be found that the
kinematics similarity of the OFWT model is also guaranteed well.

2.2. RNE

The Reynolds number is a dimensionless parameter used to characterize the fluid flow
(i.e., wind), and it can be described as follows:

Re =
LU
ν

(4)

where Re is the Reynolds number (Re = 11.5 × 106 for the RWT [21]), ν is the kinematic
viscosity of fluid flow.

According to the related scaling factors obtained through the dimensional analysis,
the mapping from the Reynolds number of RWT to the OFWT model can be concluded
as follows:

Rem = λ−1.5Ref (5)

Equation (5) points out that the Reynolds number of the OFWT model is inevitable
smaller than that of the RWT. This difference will lead to a significant decrease in the
aerodynamic performance of the OFWT model, which is named RNE. To accurately study
the influence of RNE on the performance of airfoils, the DU40 airfoil is taken as the example
to compare the lift and drag coefficients (CL and CD) of airfoils at the reference and model
Reynolds numbers. The results are shown in Figure 1, and α is the angle of attack. It shows
that there are several significant changes in airfoil performance resulting from RNE. The
CL significantly decreases, and the CD slightly increases. It means the peak CL/CD also
decreases significantly. As the Blade Element Momentum (BEM) points that, the CT of
blade sections is mainly influenced by the peak CL of airfoil, the valley CD and the peak
CL/CD of airfoil [32,33]. Thus, to design a thrust match blade, airfoils with larger peak CL,
smaller valley CD and larger CL/CD are needed first.

270



J. Mar. Sci. Eng. 2022, 10, 132

Figure 1. The aerodynamic performance of DU40 airfoil at the reference and model Reynolds numbers.
(a) The lift coefficient. (b) The drag coefficient.

3. Airfoil Selection

3.1. XAM System

To find the required airfoils, the CL and CD of several airfoils should be calculated and
compared with each other. Based on this goal, a XAM system, which integrates Xfoil [34],
AirfoilPrep [35] and Matlab software, is proposed in this study. This system can fulfill
the calculation of the CL and CD of several airfoils at the full 360-degree angle of attack,
the extraction of the critical data and the comparison of the aerodynamic performance
of airfoils.

The flowchart of the XAM system is shown in Figure 2. Firstly, the studied airfoil
number, airfoil geometries and Re are read. Secondly, a bat file is written based on airfoil
geometries and used to drive the Xfoil. Thirdly, the CL and CD at a small range of α are
processed to the full 360-degree CL and CD data by AirfoilPrep. Fourthly, the preliminary
screening conditions are determined according to the maximum peak CL, the minimum
valley CD and the maximum peak CL/CD of airfoils. Then, several airfoils are selected
based on the preliminary screening conditions. Afterward, the scores of the selected airfoils
are calculated by a dedicated score method. Finally, the CL and CD of the airfoil with the
highest score are output.

3.2. Result and Discussion of Airfoil Performance

In this study, the preliminary screening conditions of the XAM system are chosen
through some tests. The mentioned preliminary screening conditions are set as follows:
(1) the peak CL should be greater than 75% of the maximum, (2) the valley CD should be
less than the 125% of minimum, (3) the peak CL/CD should be greater than the 75% of the
maximum.

In addition, the dedicated score method is defined as follows. Firstly, the peak CL, the
valley CD and the peak CL/CD were normalized and scored. Secondly, in this study, the
weights of the peak CL, the valley CD and the peak CL/CD is set as 1/3 for the complicated
relationship between the mentioned parameters and the aerodynamic performance of
airfoils. The optimal study of the weights will be carried out in our future researches.
Finally, the score of an airfoil is formularized as follows:

Q =
QL + QD + QL/D

3
(6)

QL =
CLp − CLp,min

CLp,max − CLp,min
(7)
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QD = 1 − CDv − CDv,min

CDv,max − CDv,min
(8)

QL/D =
(CL/CD)p − (CL/CD)min

(CL/CD)max − (CL/CD)min
(9)

where Q is the final score of an airfoil, QL is the score of an airfoil in the peak CL, QD is
the score of an airfoil in the valley CD, QL/D is the score of an airfoil in the peak CL/CD,
CLp is the peak CL of the airfoil, CLp,min and CLp,max are the boundary values of peak
CL of the selected airfoils, CDv is the valley CD of the airfoil, CDv,min and CDv,max are the
boundary values of valley CD of the selected airfoils, (CL/CD)p is the peak CL/CD of the
airfoil, (CL/CD)p,min and (CL/CD)p,max are the boundary values of peak CL/CD of the
selected airfoils.

Figure 2. The flow-chart of XAM system.

272



J. Mar. Sci. Eng. 2022, 10, 132

Seven hundred and sixty-seven airfoils with a thickness between 1% and 8% are served
for our study. Moreover, 28 airfoils are selected out by the preliminary screening conditions.
These airfoils have a peak CL greater than 1.0286, a valley CD less than 0.0298 and a peak
CL/CD greater than 10.1181, simultaneously. Then, the scores of these airfoils are calculated
based on the dedicated score method. The peak CL, the valley CD, the peak CL/CD and the
final scores of 28 selected airfoils are shown in Table 1.

Table 1. The peak CL, the valley CD, the peak CL/CD and the final scores of the 28 selected airfoils.

Airfoil Peak CL Valley CD Peak CL/CD Score

AG 04 1.0498 0.0250 10.3591 0.3347
AG 08 1.0606 0.0248 11.1918 0.4629
AG 09 1.0675 0.0244 11.8643 0.5784
AG 10 1.0717 0.0244 11.9592 0.5983
AG 11 1.0588 0.0256 10.4947 0.3291
AG 12 1.0808 0.0246 11.2672 0.5307
AG 13 1.0922 0.0245 11.8873 0.6305
AG 14 1.1047 0.0245 12.5317 0.7286
AG 16 1.0731 0.0252 10.4601 0.3852
AG 17 1.0862 0.0249 11.2889 0.5250
AG 18 1.0992 0.0247 12.1169 0.6576
AG 26 1.1010 0.0256 10.9973 0.4796
AG 27 1.1182 0.0260 11.9633 0.5960

BE6453B 1.1774 0.0292 12.1544 0.5340
GOE492 1.0931 0.0293 12.5829 0.3811

GRANTX16 1.0468 0.0255 11.0466 0.3681
HN-1070 1.0482 0.0253 11.0657 0.3870
HN-998 1.1063 0.0282 10.7751 0.2909
HN-999 1.1124 0.0286 10.6772 0.2670

MA409(original) 1.1514 0.0279 11.6869 0.5126
MA409(smoothed) 1.1154 0.0288 11.8652 0.3885

Ritz2-30-5 1.0567 0.0248 12.0982 0.5518
Ritz2-30-6 1.0313 0.0252 10.4219 0.2857
Ritz3-30-5 1.0947 0.0257 11.5023 0.5130
SIMPLEX5 1.0529 0.0258 12.2410 0.4906
SIMPLEX6 1.0497 0.0278 10.4016 0.1486
STCYR-53 1.0315 0.0283 13.4464 0.4018

USA46 1.0677 0.0259 10.4566 0.3249

As shown in Table 1, the AG 14 airfoil has the highest score, 0.7286. Thus, it is the
best choice among the 767 airfoils. The geometry and aerodynamic performance of AG
14 airfoil at the model Reynolds number are shown in Figures 3 and 4, respectively. It is
worth noting that a different result may be obtained using other criteria, and it will be
studied in our future research.

Figure 3. The geometry of AG 14 airfoil.
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Figure 4. The aerodynamic performance of AG 14 airfoil at the model Reynolds number. (a) The lift
coefficient. (b) The drag coefficient.

4. Redesigning Blade Solution

4.1. WTSM

The rated thrust coefficient is usually taken as the optimization object of redesigning
the blade in the previous studies. However, it cannot promise the thrust performance of
the OFWT model matching the RWT blade under other working conditions. This will lead
to deviations in research related to unsteady inflow wind, wake and control strategy. To
solve this problem, a WTSM is proposed to design a wide TSR thrust-match blade in this
study. The WTSM reaches this goal by taking the thrust coefficients at multi-TSR as the
optimization object in the design process. The flowchart of WTSM is shown in Figure 5.
First is fitting the blade chord and twist of the RWT blade to a quaternary polynomial and
a quadratic polynomial, respectively. Second is clarifying the constraints of blade chord
and twist. Then, selecting an appropriate alternative airfoil through the XAM system (AG
14 airfoil in this study). Afterward, the blade chord and twist polynomial coefficients are
taken as the design variables to search for the result with a minimum target value. Finally,
the blade chord and twist are output.

In the WTSM, the constraints are mainly caused by the blade geometry. Firstly, the
chord and twist of every blade section should be positive. Secondly, the blade tip chord
should not be a large value, and the blade root twist should not be a large value. These
requirements on blade chord and twist can be described as follows:⎧⎪⎪⎨⎪⎪⎩

ctip/R < ε1
cr/R > 0
βroot < ε2

βr > 0

(10)

where c is the chord of blade section, β is the twist of blade section, the ε1 and ε2 are
constants (refer to the RWT, ε1 = 0.04, ε2 = 14 in this study), the subscript tip, r and root are
the tip of the blade, the position with distance r from the hub center and the root of the
blade, respectively.

In terms of the optimization object, due to the WTSM taking the thrust coefficients at
multi-TSR as the optimization object in the design process, it should be defined as follows:

F = min(
n

∑
1
(CTri(δ)− CTfi)) (11)

where n is the number of involved TSRs, δ is an 8-dimensional vector that represents all
design variables (the coefficients of blade chord polynomial and blade twist polynomial),
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CTri is the thrust coefficient of the redesigned blade in i-th TSR point, CTfi is the thrust
coefficient of the RWT blade in i-th TSR point

It is obvious that the number of considered TSRs is one of the critical factors affecting
the result. In this study, 22 TSR points are taken into consideration, and the corresponding
CT of the RWT blade can be obtained through OpenFAST.

Finally, the lower boundary (lb) and upper boundary (ub) of the search range are
shown in Table 2. [lb, ub] is the limited range of δ and is determined by experience.

Figure 5. The flow-chart of WTSM.
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Table 2. The optimization range.

lb −1.5 0 −2.5 −0.1 0 6 −30

ub 1 3 −0.5 1 0.5 15 −16

4.2. Some Modifications in GOA

GOA is chosen to complete the search process of WTSM for its superior global opti-
mization capacity [36]. It randomly generates the initial positions (the initial value) in the
given optimization range and then calculates their corresponding objective values. Then,
the current position (the current value) Xi in the d-th dimension of the variable are updated
for the next iteration by the following equation [37]:

Xd
i = C

⎛⎜⎜⎜⎜⎜⎝
N

∑
j = 1
j �= i

C
ubd − lbd

2
s
(∣∣∣xd

j − xd
i

∣∣∣) xj − xi

dij

⎞⎟⎟⎟⎟⎟⎠+ Td (12)

where N is the population, [lbd, ubd] is the limited range of the d-th variable, dij is the
distance from individual xi to xj, and Td is the target position (the best position so far). C
is a decreasing factor to balance the global search ability of GOA, and it can be defined
as follows:

C = Cmax − l
Cmax − Cmin

Tmax
(13)

where Cmax and Cmin are the boundaries of the variation interval of C, l is the present
iteration number, and Tmax is the iterative upper bound.

While s is a defined nonlinear action function used to adjust the social force, which is
formulated as follows:

s(d) = f e−
d
l − e−d (14)

where f and d are two constants affecting the intensities of attraction and attractive length
scale, respectively. Commonly, the value can be fixed as f = 1.5 and d = 0.5, respectively [36].

It is worth noting that there are some constraints in the redesigning blade process.
Thus, some modifications have been done to the generation rules of the initial points. When
a new initial value is generated, it should be verified to the constraints, if the constraints
are satisfied, the initial value is recorded, otherwise, it should be regenerated.

4.3. Results and Discussion

In this study, the population of GOA is set as 4000, and the iteration is set as 10. The
blade chord and twist results are compared with the RWT blade in Figure 6. It shows
that the redesigned blade has an increase in chord and a decrease in twist. The increased
blade chord can catch more wind power and slightly increase the Reynolds number. The
decreased twist will lead the airfoil, which has poor performance due to the RNE, to
operate at a better angle of attack. Similar findings can be found in other studies [21,24]. In
addition, the smoothness of the chord and twist curve also prove the advantage of using
the polynomial coefficients as the design variable.

The comparison of the thrust coefficient between the redesigned blade and the RWT
blade is shown in Figure 7a. The relative error is shown in Figure 7b. To show the
effectiveness of WTSM, a blade redesigned by Pattern Search (PS) in 1/50th with Du et al.’s
study is also present in Figure 7a and denoted as PS [25].

As shown in Figure 7a, the CT-TSR curve of the PS blade, which optimizes the blade
chord and twist in a single TSR by PS method, can only match the RWT blade at a special
TSR. In contrast, the CT-TSR curve of the redesigned blade is matched well with the RWT
blade from TSR = 3 to TSR = 11. Moreover, it can be found in Figure 7b that the relative
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errors of the redesigned blade to RWT blade are almost less than 5%, except for the two
points TSR = 3 (8%) and TSR = 5 (6%). This proves the redesigned blade based on WTSM
can reproduce the thrust performance of RWT at a wide range of TSR.

Figure 6. Comparison of the redesigned blade and the RWT blade. (a) Chord. (b) Twist.

Figure 7. (a) The thrust coefficient comparison of redesigned blade, RWT blade and PS blade. (b) The
relative error of redesigned blade to RWT blade.

4.4. Aerodynamic Analysis with Different Pitch Angle

To further study the capacity of the redesigned blade in researches related to control
strategy, some CT-TSR curves of the redesigned blade and RWT blade with different pitch
angles are obtained from OpenFAST and presented in Figure 8. It shows that the CT of the
RWT blade decrease with the increase of pitch angle, and this decrease is more obvious
with the increase of TSR. Similar trends can also be found on the CT-TSR curves of the
redesigned blade. In this scenario, though some deviations can be found between the
redesigned blade and the RWT blade except the 0 pitch angle, it still has a great potential in
serving for research related to control strategy.
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Figure 8. The CT-TSR curves with different pitch angles. (a) RWT blade. (b) Redesigned blade.

5. Conclusions

This paper proposes a XAM system to select the best airfoil for redesigning the blade
first. Then a WTSM based on GOA is put forward to optimize the blade chord and twist of
the redesigned blade. The main findings are summarized as follows:

(1) A XAM system is constructed to guide the airfoil selection. Based on the XAM system,
767 airfoils are compared with each other according to the preliminary screening
conditions and the dedicated score method. Finally, the AG 14 airfoil is selected out
as the best airfoil.

(2) A WTSM is proposed for a wide TSR thrust-match blade. Based on the WTSM, the
blade chord and twist of the redesigned blade with AG 14 airfoil is optimized for a
better thrust performance. The CT-TSR curve of the redesigned blade is compared
with the RWT blade. Moreover, most of the relative errors are less than 5%, ex-
cept for the working conditions that TSR = 3 (8%) and TSR = 5 (6%). It proves the
thrust performance of the redesigned blade matches that of the RWT blade well at a
0 pitch angle.

(3) The thrust coefficients of the proposed redesigned blade in other pitch angles are
calculated and compared to those of the RWT blade. Results show that the variations
are consistent with the RWT blade. It means that the redesigned blade has great
potential in the studies related to control strategy.

It is worth noting that though this paper takes as a reference the NREL 5MW wind
turbine, the proposed XAM system and WTSM are also valid for other references.
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Abstract: The results show that Wood Chips of Acacia Nilotica trees available in Sudan lands can
be successfully used in the gasification process and, on the same basis, as a bio-renewable energy
resource. Simulation models were used to characterize the air gasification process integrated with
a Regenerative Gas Turbine Unit. The results revealed that at a moisture content of 12%, gasification
temperature of 1500 K, pressure of 20 bar, and air-like gasification medium, the biomass gasifier’s
flow rate is higher at higher syngas rates. The results verified that there is an optimum ER for each
syngas rate, in which the slow growth of the ER revealed the maximum gasifier biomass flow rate.
For ER growth at lower levels, the specific fuel consumption (SFC) of the RGT Unit declines sharply
from the maximum value reached at 0.27 kg/kW·h at an ER of 5% to the minimum value reached
at 0.80 kg/kW·h at an ER of 25% for the lowest gasification temperature of 1000 K. Moreover, ER
growths at low levels have a significant effect on the RGT plant’s performance, leading to increased
RGT thermal efficiency. The increase in the biomass moisture content led to a sharp decrease in the
RGT thermal efficiency. The RGT thermal efficiency remains high at higher gasification pressure.
The results revealed that the syngas lower heating value remains high at lower produced syngas
rates. At the optimum ER, the H2 mole fraction depicted a value of 1.25%, 0.85% of CO, and 10.50%
of CH4 for a lower heating value of 38 MJ/kg syngas. It is shown that the gasification air entered into
the gasifier decreases amid the increase in the biomass moisture content. At different syngas rates
(3–10 kg/s) and optimum ER, the results predicted that the Wood Chip biomass flow rates decrease
when the gasifier efficiency increases. The simulation model revealed that ER growths at lower levels
have a significant effect on increasing the power of the RGT plant.

Keywords: Acacia Nilotica; air gasification; syngas; equivalence ratio; regenerative; gas turbine

1. Introduction

Agriculture is considered the driver force of income and livelihood in Sudan. This
sector occupies between 60% and 80% of the population and is regarded as the engine for
raising other economic zone, such as trade, industry, and transport [1,2].

In Sudan, biomass is a vital renewable energy source because the carbon in biomass is
observed as part of the biological carbon cycle widely produced on the land [3]. Biomass is
a biological substance that consists of forest, agricultural, and paper waste [4,5] and various
organic materials [6]. Because of the absence of a power supply in the rustic population,
the rural population principally relies on biomass as a wellspring of energy [1]. Just
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around 10% of the whole population uses fossil fuels, primarily in urban areas. Biomass
powers such as wood, cow waste, and agriculture garbage are primarily gathered from
the local regime and have turned into an exchanged ware as cooking fuel. Biomass (such
as wood, agricultural residue, and municipal waste) [7–10], with its sustainability and
overall accessibility, is relied upon by numerous individuals to assume a key part in future
energy scenarios.

The gasification process is usually accomplished in three steps [11]. Firstly, the gasifica-
tion of biomass particles [12,13] happens through the drying step, which is pursued by the
second process of the pyrolytic reactions [14,15], in a minimum oxygen environment, which
results in a DE volatilization and declining of the biomass particle [16]. The end process is
the formation of tar and char. The pyrolysis step occurs progressively from the surface and
moves towards the center of the biomass particles [11]. During the gasification reactions,
only a limited amount of air will be supplied to the gasifier to avoid any occurrence of the
combustion reactions. The air provided should not be exactly the measure of air utilized
for complete oxidation of the biomass. Through this process, the biomass will be converted
into valuable products, such as a combustible mixture of gases known as syngas, producer
gas, or wood gas [17–20]. This producer gas is also known as synthetic gas, which is
composed of carbon monoxide (CO), methane (CH4), along with carbon dioxide (CO2),
hydrogen (H2), and nitrogen (N2) [17,21]. Nitrogen is not an inflammable gas; thus, it is not
preferred as a component in the producer gas, as it dilutes the syngas and has no energy
value. The proportion of the thick biomass stage to the total reactor volume is an important
factor in classifying the biomass gasifiers. According to this procedure, the gasifier can be
categorized into (a) thick-phase gasifiers and (b) lean-phase gasifiers. In the lean-phase
gasifier, such as the fluidized bed, the volume occupied by the biomass is very limited
to about 0.05–0.20 m3. Most of the gasifiers used for heavy-duty utilization, particularly
in the progressing countries, are the dense-phase reactors, such as the fixed bed reactors,
with a dense factor of 0.30–0.08 m3. Other factors that affect the choice gasifier are the fuel,
reactor size, ash content, and moisture. The fixed bed gasifiers have reasonably limited
scope power age units and industrial heating applications [22].

There are four types of biomass gasifiers: co-current or downdraft gasifiers, counter or
updraft current gasifiers, fluidized bed gasifiers, and cross-draft gasifiers. Furthermore,
the gasification technique is chosen based on the accessible fuel value, capacity range,
and producer gas quality [23–27]. Downdraft gasifiers have a thermal capacity range of
1 kW to 1 MW, whereas updraft gasifiers have a thermal capacity range of 1.1 MW to
12 MW, fluidized-bed gasifiers have a thermal capacity range of 1100 KW to 50,000 KW,
and cross-draft gasifiers have a thermal capacity range of 10,000 KW to 200,000 KW [28].
A review [11,29] demonstrated that 2.5% were updraft type, 75% of the designs were
downdraft type, 20% were fluidized bed systems, and 2.5% were of different other designs
according to the gasifiers’ manufacturers in Canada, the United States, and Europe [29].

Due to the low initial cost and the stability of the electrical supply under different
circumstances, the use of Gas Turbine Units in electricity generation has gained more
opportunities. Another outstanding feature [30] of this equipment is its capability of quick
starting using a wide variety of fuels [31], from natural gas, syngas to residual oil or
powdered coal [32–36]. In addition, the availability of better materials for construction
and the use of adequate blade cooling systems [37,38] to counter the inlet gas tempera-
ture, which can often exceed 1200 ◦C [39], have improved the use of GT power supply
units. As a result, the overall thermal efficiency of a GT plant can be about 35%, which
is almost the same as that of a conventional steam power plant [35]. It is also becoming
more common in land vehicles, such as buses and trucks, trains, and ships. The GT is
frequently used to power auxiliaries, such as pumps, blowers, and compressors, in the
oil and gas industry [35,40]. Researchers have conducted research and utilized different
methods [41] to raise the thermal efficiency of reformative GT cycles [35,42]. One of which
is the reheating process used to raise the thermal efficiency of gas and steam turbine cycles.
Similarly, regeneration improves both the simple GT and the steam turbine cycles’ thermal
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efficiency. The combined cycle [43,44], which combines a gas turbine and a steam turbine
cycle, is a more-essential procedure for increasing the thermal efficiency of the power
plant cycle [35,45,46].

This work aims to reinforce the understanding of a regenerative RGT as a thermal
process utilizing the integration of the Biomass Gasification Unit at the combustor and
applying similar design parameters to Khartoum North Station (GT,187 MW) in Sudan.
The study pushes for establishing a qualified operational and conceptual design procedure
and reviews for the Integrated Biomass Gasification for Regenerative Gas Turbine Unit
“IBGRGT”. The work also presents a preliminary strategy to identify the performance and
evaluation criterion of the Gasification of Biomass Process utilizing the effect of various
operating conditions.

2. Materials and Methods

Acacia Nilotica Wood Chips, available in Sudan with an average size of 1 × 2 × 3 cm,
were used as a feedstock and experimentally characterized according to the standard
literature data [47–51]. The wood chip samples were processed for proximate analysis
to identify the moisture content, ash content, volatile, and fixed carbon using the ASTM
Standards mentioned in our previously published studies [19,21,26]. To identify the carbon,
hydrogen, nitrogen, and oxygen content, ultimate analysis was performed using a Perkin
Elemental Analyzer. The data from both analyses are shown in Table 1. As per the proximate
analysis, the sample showed higher moisture content and volatiles with low ash content.
The sample showed higher carbon and oxygen content. To reveal the heating value of the
sample, bomb calorimetry was used. The results include the measured higher heating value
of the Nilotica Biomass, which was a value of 19,094.94 kJ/kg, via a Calorimeter setup. Air
was used as a gasification agent. The gasification system considered in this study is the
cross-draft gasifier.

Table 1. Ultimate and proximate analysis of Acacia Nilotica Wood Chips.

Proximate Analysis
(wt%)

Ultimate Analysis
(wt%) Lower Value of

Heat (kJ/kg)
Water Ash Volatile

Fixed
Carbon

C H O N S

37.88 1.43 68.49 30.08 48 6 44 0.40 - 19,094.94

3. Modeling of Components

A schematic of a regenerative gas turbine and Biomass Integrated Unit (BIGT) [3]
with a syngas producer is shown in Figure 1. The system comprises a hot air-driven gas
turbine, compressor, combustor, and regenerator beside the Gassifier Unit. By using the
gasification of dry biomass, the gasifier produces syngas [3]. The biomass material will
be fed to the gasifier [52] at surrounding conditions described briefly in Figure 1. Since
air is the gasification medium, gasification occurs in compressed air and produces syngas
that enters the combustion chamber. A thermodynamic equilibrium method [7] based on
a stoichiometric approach according to the method of Jarungthammachote and Dutta [53]
was used for modeling the gasifier. The syngas composition is predicted using this model
at the gasifier’s operational temperature and pressure. The global reaction of gasification
can be written as [12,22,51]:

CHxOyNz + wH2O + m(O2 + 3.76N2) → x1H2 + x2CO + x3CO2 + x4H2O + x5CH4 + x6N2 (1)

All coefficients from x1 to x6 will be calculated using atomic balancing and equilibrium
constant equations. The following are the steps to take [3,42]:

x2 + x3 + x5 = 1 (2)
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2x1 + 2x4 + 4x5 = x + 2w (3)

x2 + 2x3 + x4 = y + w + 2m (4)

2x6 = z + 3.76 × 2m (5)

The secondary gas-phase reactions can be derived by examining the equilibrium
constant expression of the oxidation reactions [11] in the gasifier, which virtually approaches
an equilibrium state. These are the reactions:

C + 2H2 → CH4 (6)

CO + H2O → CO2 + H2 (7)

The reactions described above [3] are known as the methanation and the gas–water
shift reaction, and their equilibrium constants are as follows:

K1 =
PCH4

P2
H2

=
x5

x2
1

(8)

K2 =
PH2 PCO2

PCOPH2O
=

x3x1

x2x4
(9)

Finally, the energy balance is applied for the calculation of the gasification temperature
(Tgasif) as follows [54]:

h
o
f,Biomass+wh

o
f,H2O= x1

(
h

o
f,H2

+Δh
)
+ x2

(
h
◦
f,CO + Δh

)
+ x3

(
h
◦
f,CO2

+ Δh
)
+ x4

(
h
◦
f,H2O + Δh

)
+

x5

(
h
◦
f,CH4

+ Δh
)
+ x6

(
h
◦
f,N2

+ Δh
) (10)

which is the formation enthalpy in kJ/kmol, its value in the reference state is zero for
all chemical compositions, and the enthalpy difference between the given state and the
reference state [3]. The RGT power plants comprise four parts: compressor, combustion
chamber (CC), turbine, and generator. The integrated biomass regenerative combined cycle
arrangement considered in Figure 1 demonstrates how to utilize the hot turbine exhaust gas.
The fresh atmospheric air from the surroundings is filtered and drawn continuously into the
circuit; the energy is added by fuel combustion in the chamber unit [35]. The combustion
products are spread through the turbine [55] and consequently produce electrical work,
while the rest of the exhaust gases are discharged into the Biomass Gasifier and Regenerator
Units. The needed power output of the gasifier, Q (MWth), is an essential input parameter
set by the client [17]. Based on this, the designer calculates the amount of fuel to feed
into the gasifier and the amount of gasifying medium required. The volume flow rate of
the product gas, Vg (Nm3/s), is calculated by subtracting its lower heating value, LHVg
(MJ/Nm3), from its ideal higher heating value, LHVg (MJ/Nm3) [17].

Vgas =
Q

LHVgas

(
Nm3

sec

)
(11)

The lower heating value (LHV) or net heating value can be determined from gas
formation (yi), according to [17]:

LHVgas =
N

∑
i

yi × LHVi (12)

The net heating value or higher heating value (HHV) can be determined from gas
formation (yi), according to [17]:

HHVSyngas =
N

∑
i

yi × HHVi

(
kJ

kmol

)
(13)

284



Energies 2022, 15, 741

HHVSyngas =
HHVSyngas

MwSyngas

(
kJ
kg

)
(14)

To find the biomass feed rate, the following formula is used, in which Mf, the needed
power output, is divided by the LHV of the biomass (LHVbm) and by the gasifier efficiency
(ηgef) [17]:

Mf =
Q

LHVBiomass × ηgef
(15)

The following unified correlation for HHV is based on 15 existing correlations and
50 fuels, including liquid, coal, biomass, and gas, developed by Channiwala and Parikh [17].

Figure 1. The regenerative gas turbine cycle integrated with the Biomass Gasifier Unit.

The percentages of carbon, hydrogen, sulfur, oxygen, nitrogen, and ash, as determined
by a final analysis on a dry basis, are C, H, S, O, N, and ASH. A critical parameter is the
theoretical air demand for the entire combustion of a unit mass of fuel, mth, called the
stoichiometric air requirement. Equation (16) [15] shows how to calculate it:

Mth =

[
0.1153C + 0.3434

(
H − O

8

)
+ 0.0434S

] (
kg·air

kg· dry fuel

)
(16)

How to calculare the amount of air needed, Ma, is shown below [17]:

Ma = Mth·ER (17)

The gasification of a unit mass of biomass in an air-blown gasifier is calculated by
multiplying it by another parameter, ER.

The air requirement of the gasifier, Mfa, at a fuel feed rate of Mf is the amount of
actual air [17]:

Mfa = Mth·ER·Mf (18)

The equivalence ratio (ER) [17] is a crucial design parameter for gasifiers. The stoichio-
metric air–fuel ratio is the ratio of the actual air–fuel ratio to the stoichiometric air–fuel
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ratio. This word refers to conditions when there is a lack of oxygen, such as those seen in
a gasifier [17]:

ER(< 1.0)Gasification =
Actual Air

Stoichiometric Air
= EA(> 1.0)Combustion (19)

EA denotes the excess air coefficient [17]. Fuel is gasified rather than combusted when
the ER value is very below 1.0, which has a big impact on the quality of gas produced by
a gasifier. A gasifier’s oxygen requirements, an air supply, or air-separation equipment
that removes oxygen from the air can be used to fulfil this need. [17] Gasification efficiency
is measured in cold-gas efficiency or hot-gas efficiency [17]. The energy intake above the
potential energy output is known as cold-gas efficiency. With an LHV of Qg, the efficiency
of gasifying Mf kg of solid fuel to produce Mg kg of the product gas is given as [17]:

ηcg =
Qg·Mg

LHVBiomass·Mf
(20)

where LHVf is the solid fuel’s lower heating value (LHV). The hot-gas efficiency, abbrevi-
ated as ηhg, is defined as [17]:

ηhg =
Qg·Mg + Mg·CPg·(Tf − T0)

LHVBiomass·Mf
(21)

T0 is the fuel temperature entering the gasifier, and Tf is the gas temperature at the
gasifier egress or the burner’s access [17]. Accordingly, the intake pressure at the compressor
inlet was modeled with the following equation [16]:

P1 = PATM − ΔPintake (22)

where the intake pressure drop (ΔPintake) was taken to be 0.005 bar, and the intake tempera-
ture was modeled as the ambient temperature [56]. The process on the temperature-entropy
diagram [42] is represented in Figure 1. The compressor compression ratio (rP) can be
defined as [35,41]:

rP =
P2

P1
(23)

where P1 and P2 are the compressor’s inlet and outlet air pressure, respectively [18]. The
isentropic outlet temperature leaving the compressor is modeled by the equation [35,57,58]:

T1

T2s
=

(
P1

P2

)γa−1
γa

(24)

The specific heat ratio for air γa was taken as 1.4 and was predicted at γg = 1.3 for the
gas. The isentropic efficiency of the compressor and turbine was taken to be in the range of
85% to 90%. The isentropic compressor efficiency is expressed by the equation [59,60]:

ηc =
T2s − T1

T2 − T1
(25)

where T1 and T2 are the compressor inlet and outlet air temperatures, respectively,
and T2s is the compressor isentropic outlet temperature. The specific work required to run
the compressor work (WC) is modeled with the following equation [60]:

.
Wc =

.
maCPa(T2 − T1) =

.
maCPa T1

⎡⎣ rp
γa−1
γa − 1
ηc

⎤⎦ (26)
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Additionally, the specific heat of air is taken as CPair = 1.005 kJ
kgK . The specific heat of

flue gas (Cpg) is given by [60]:

Cpg = 1.8083 − 2.3127 × 10−3T + 4.045 × 10−6T2 − 1.7363 × 10−9T3 (27)

From the energy balance, the combustion chamber equation is as follows [18,51]:

.
maCPaTx +

.
mfLHV +

.
mfCPf Tf =

( .
ma +

.
mf
)
CPgTit (28)

where
.

mf is the fuel mass flow rate in (kg/s),
.

ma is the air mass flow rate (kg/s), LHV is
the fuel’s low heat value, Tit is the turbine inlet temperature, CPf is the specific heat of fuel,
and Tf is the temperature of the fuel. The specific heat of the flue gas was modeled with
CPg = 1.07 kJ/kg·K; efficiency was set at 95%, and a pressure drop of ΔPC,C = 0.4785 bar
was set in the combustor. Accordingly, the efficiency of the combustor is modeled as [35]:

ηC,C =

.
mgCPgTIT − .

maCPaTx
.

mfLHVg
(29)

The air–fuel ratio at the combustor was modeled according to the following equation [35]:

AFR =
A
F

=

.
ma

.
mf

(30)

where the total mass flow rate is given by [35]:

.
mg=

.
ma+

.
mf (31)

The discharge gas of the turbine is predicted according to the equation [35]:

T8

T4s
=

(
P8

P4

)γg−1
γg

(32)

where the actual outlet temperature leaving the turbine at isentropic conditions is modeled
according to [35]:

ηt =
T8 − T4

T8 − T4s
(33)

The regenerator effectiveness ε is modeled according to the equation [59]:

ε =
T3 − T2

T4 − T2
(34)

where T3 is the combustor inlet temperature. The shaft work produced from the turbine is
calculated by the equation [35]:

.
WRGT =

.
mgCPg(T4 − TIT) =

.
mgCPgTITηt

⎡⎢⎣1 − 1

rp

γg−1
γg

⎤⎥⎦ (35)

The network from the GT Unit is expressed by the equation [35,61]:

.
WRGT,Net =

.
WRGT − .

Wc =
.

mgCPgTITηt

⎡⎢⎣1 − 1

rp

γg−1
γg

⎤⎥⎦− .
maCPaT1

⎡⎣ rp
γa−1
γa − 1
ηc

⎤⎦ (36)
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The output power from the GT is expressed with the equation [35,60,61]:

PRGT =
[ .
WRGT − .

Wc

]
× ηMechηGen (37)

The mechanical (ηMech) and generator (ηGen) efficiencies were taken to be 92% and
95%, respectively.

The heat supplied is expressed with the equation [35]:

.
Qadd =

.
mgCPgTIT − .

maCPa T3 (38)

The heat supplied (per kg. air) to the combustor was modeled according to the
equation [35]:

.
Qadd =

.
mfLHVgηC,C

.
mair

=
LHVg ∗ ηC,C

AFR
(39)

The GT efficiency is determined by the equation [35]:

ηover,RGT =

.
WRGT,Net

.
Qadd

(40)

Accordingly, the heat rate (HR), which is defined as the spent heat to generate unit
energy of electricity, is determined by the equation [35,62]:

HR =
3600 × mf × LHVg

ηover,RGT
(41)

The specific fuel consumption (SFC) is determined by the equation [35]:

SFC =
3600 × .

mf
.

WRGT,Net
(42)

4. Results and Discussion

The gasification process was simulated using Acacia Nilotica Wood Chips biomass
available in Sudan. A detailed energy analysis was derived from investigating the optimal
design conditions of the system that integrates the Biomass Unit with the Regenerative
Gas Turbine Power Plant. The work was executed with the Thermodynamics Engineering
Equation Solver (EES) codes. The work investigated air as a gasification medium to produce
syngas fuel for Wood Chips (Acacia Nilotica). Figure 2 depicts the effect of the equivalence
ratio (ER) on the gasifier’s biomass mass flow rate at different syngas rates (5–20 kg/s).
As observed, at a moisture content of 12%, gasification temperature of 1500 K, pressure of
20 bar, and air-like gasification medium, the biomass gasifier’s flow rate is higher at a higher
syngas rate. The higher value of the biomass flow rate reached 35 kg/s of the wood chips at
a yielded syngas rate of 20 kg/s. The results verified that there is an optimum ER for each
syngas rate, in which the slow growth of the ER revealed the maximum gasifier’s biomass
mass flow rate. After that, the further increases in the ER showed a slow downtrend
due to increasing combustion products, changes of syngas constituents amid CO2, water
vapor, nitrogen, and a massive decrease in the lower heating value of the syngas. The
point of inflection can be regarded as the point of the optimal design of the system to
derive the required biomass rate for the necessary air gasification to produce the assigned
syngas rates. The produced syngas composition varies with the amount of supplied air to
the process.
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Figure 2. Variation of the equivalence ratio with gasifier’s biomass mass flow rate at different Wood
Chip syngas rates.

Important to note that increasing the biomass content leads to a sharp decrease in the
gasifier’s efficiency. The simulation results observed that an increase in the syngas rate
revealed an increase in the required biomass rate for gasification. However, the quality
of the produced gas depends mainly on the amount of qualified air to achieve the high
energy content of the gasification products [63]. Figure 3 displays the relationship between
biomass moisture content and the RGT thermal efficiency at different gasification pressures
(5–20 bar). As observed, the increase in the biomass moisture content leads to a sharp
decrease in the RGT thermal efficiency.

Figure 3. Variation of biomass moisture content with RGT thermal efficiency at different gasification pressures.

At 200 K and a gasification temperature of 1500 K, the RGT thermal efficiency revealed
a higher value of 62% at the lowest biomass moisture content of 10% and the lowest value
of 61% at higher rates of moistures. The RGT thermal efficiency remains high at higher
gasification pressure. Higher values of biomass moisture content led to the low energy
content of the syngas, which yielded low values of RGT thermal efficiency. As the amount
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of moisture content decreases, higher amounts of water have to be evaporated [64]. Since
the heat needed to vaporize this water is transferred from the syngas constituents at the
gasifier outlet, the temperature’s products decrease, thus lowering the energy content and
the syngas’ physical and chemical exergy [64].

Lowering the moisture content of the biomass entering the gasifier raises the efficien-
cies of both the RGT and the Gasifier Unit. Further removal of the moisture will increase the
chemical exergy of the product gas, and the physical exergy will be slightly increased [64].
The exergetic efficiency of the gasification process [17] decreases with the moisture con-
tent increase. In addition, with the increase in the moisture content, the CO2 and H2O
production rate increases [65]. The increase in the gasification pressure has influenced
the RGT thermal efficiency and the syngas LHV due to enhancement of the gasification
reactions and the growth of the major constituents of the syngas product. Figure 4 shows
the variation of the equivalence ratio (ER) with syngas lower heating value at different
wood chips syngas rates (5–25 kg/s), at gasification pressure of 20 bar, the temperature of
1500 K, and moisture content of 12%. The profile exhibited an increase in the syngas LHV
with the ER, till an optimum amount of the ER, subsequently the further increase in the ER
has led to slow down the syngas LHV.

Figure 4. Equivalence ratio versus syngas lower heating value at different Wood Chip syngas rates.

The results revealed that the syngas lower heating value remains high at lower pro-
duced syngas rates. This is attributed to the increase in the raw biomass materials, which
influences increasing the irreversibilities sharply inside the gasifier, which causes a re-
duction in the gasifier efficiency. The calorific value of the produced syngas depends on
the heating value of the consumed biomass [11]. The higher the biomass heating value,
the higher the calorific value of the produced syngas. Tar content in the gasification product
is always higher for fuel richer with ash [66]. The results observed that the amount of
consumed biomass plays a significant role in the final syngas energy content.

The gradual increase in the biomass should have a certain limit since a small amount
of the required air will result in incomplete gasification of the biomass and produce less
syngas energy content. The effect of the equivalence ratio (ER) on the RGT thermal
efficiency at different gasification temperatures is presented in Figure 5. As observed,
the simulation results revealed an optimum ER in which a higher RGT thermal efficiency
occurred; thereafter, the additional amount of ER led to a decline in the thermal efficiency
of the RGT Unit gradually. ER growths at low values have a significant effect on the
performance of the RGT and lead to an increase in the RGT thermal efficiency. The low,
moderate, and optimum ERs produce a high amount of the required syngas constituents,
which revealed high syngas energy content and improved efficiency.
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Figure 5. Effect of the equivalence ratio on the RGT thermal efficiency for different gasification temperatures.

To some extent, the reduction in the temperature promotes the growth of CO and H2
concentrations and the decrease in the CH4 concentration in the syngas [67]. The increase
in the temperature results in primary and secondary water–gas shift reactions, secondary
cracking, and reforming of heavy hydrocarbons activity. Thus this results in increasing the
concentration of the H2 in the syngas [54,68]. The activity of water gas shift reaction and
Boudouard reactions will significantly increase due to temperature growth.

Consequently, the carbon reacts with CO and H2O vapor produces a lot of CO. How-
ever, the further temperature growth promotes combustion reactions and thus decreases
of CH4 amount at the syngas [54,68] final products. Figure 6 presents the variation of the
equivalence ratio (ER) and the percentage mole fractions of the syngas at a gasification tem-
perature of 1500 K, pressure of 20 bar, regenerator effectiveness of 95%, gasifier efficiency
of 95%, moisture content of 12%, and a produced amount of 5 kg/s syngas. The influence
of the significant parameter, ER, is displayed and observed.

Additionally, the RGT thermal efficiency remains high at lower gasification tempera-
tures. The optimum ER can be regarded as the point of the optimal design of the system
to identify the amount of the required air to produce qualified syngas constituents and
achieve a higher RGT thermal efficiency. Many reasons promote the temperature de-
crease for the gasification process, such as the ash, moisture, and the conditions of the
gasification reactions.

The simulation results verified an increase in the syngas mole fractions amid increasing
the ER to an optimum ER amount. The trend predicted a slowdown among the further
increase if the ER. The moisture content of 12% is considered low and was reflected in the
composition of the final syngas product. Beyond the optimal point of the ER, a massive
decrease in the syngas energy content and the growth of the oxidative combustion reactions
are occurring. The N2 and H2O vapor formation increase with the increase in the ER, while
the formation of CO2, CH4, H2, and CO exhibited decreases upon increasing the ER. At
the optimum ER, the H2 mole fraction depicted a value of 1.25%, 0.85% of CO, and 10.50%
of CH4, for a lower heating value of 38 MJ/kg syngas. The highest value of the syngas
composition is depicted by N2 since air is the gasification medium. Although a higher
syngas energy content is observed, the amount of N2 in the produced gas could be reduced
by using steam or oxygen as oxidizing agents [11].
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Figure 6. Influence of rquivalence ratio on the composition of the syngas.

The influence of the biomass moisture content on the RGT actual gasification’s airflow
rate can be observed in Figure 7. It is shown that the gasification air entered into the gasifier
decreases amid the increase in the biomass moisture content. The biomass moisture content
affects the quality of the consumed biomass. At a constant ER and syngas rate, increases in
moisture content led to a decrease in the energy content of the syngas and an increase in
the amount and the demand of the biomass flow rates, thus influencing a lower demand
for the required air for the complete gasification process.

Figure 7. Effect of biomass moisture content on the gasifier’s airflow rate at different gasification temperatures.

Further reduction in the gasification’s air amid increasing the biomass moisture content
will diminish the gasification process and produce an unqualified syngas final product. In
addition, the results demonstrate that increasing the gasification temperature has slowed
down the amount of the actual air required for gasification. Literature data revealed that,
as the initial moisture content increases, the gasification temperature slows down due
to changes in the syngas composition and the effect of the water–gas shift, Boudouard,
and combustion reactions [69–71]. Moreover, the influence of the gasification pressure
resulted in an increase in the amount of the actual air required for gasification (see Figure 8)
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since the biomass flow rate is higher at a higher gasification pressure. With air used as
a gasification medium, it was observed that the increase in the gasification pressure led
to an acceleration of the reaction rate and the product’s conversion of the gasification
reactions. Figure 9 shows the influence of the gasifier efficiency on the biomass flow rate
for the gasification process. At different syngas rates (3–10 kg/s), an optimum ER of
35%, gasification temperature of 1500 K, pressure of 20 bar, and moisture content of 12%,
the results predicted that the Acacia Nilotica Wood Chip biomass flow rate required for
a complete gasification process decreases amid increases in gasifier efficiency. In addition,
the demand for a higher biomass flow rate is attained at higher Wood Chip syngas rates.
The irreversibilities of the gasifier are attributed to various factors during the gasification
process, such as the quantity of the biomass flow rate, friction losses, pressure drops,
releases of the high amount of gases, water corrosion, scale formation, the fusion of metals,
tar and char formations, etc. In addition, results show that there is an optimum gasifier
efficiency, in which the assigned biomass flow rate should be identified to minimize the
possible source of irreversibilities at the gasification process.

As plotted in Figure 10, at different gasification temperatures (1000–1600 K), pressure
of 20 bar, biomass moisture content of 12%, and syngas rate of 5 kg/s, the ER shows a
significant impact on the specific fuel consumption (SFC) of the RGT power plant. With
ER growth at lower levels, the specific fuel consumption (SFC) of the RGT Unit sharply
declines from the maximum value of 0.27 kg/kW·hr at an ER of 5% to the minimum value
of 0.80 kg/kW·hr at an ER of 25% for the lowest gasification temperature of 1000 K. The
results show that there is an optimum ER for each gasification temperature that ensures
minimizing the SFC of the RGT power plant. Beyond the optimum ER, the trends predicted
an inflection point, which exhibited an increase in the SFC. This is attributed to the excess
amount of air released, resulting in more combustion reactions, changing the syngas
composition, and slowing down the syngas’ lower heating value. The SFC of the RGT
power plant reached 0.30 kg/kW·h at the higher ER of 95%. In addition, the results show
that the SFC remains low at lower gasification temperatures. The influence of the ER on the
RGT power plant at different syngas rates is shown in Figure 11. The simulation model
revealed that ER growths at lower levels significantly affect the RGT power. The optimum
ER delivered the highest RGT power, after which the syngas composition and combustion
reaction will diminish the power due to a decrease in the LHV of the syngas fuel. At an ER
of 5%, maximum power of 400 MW is reached at Acacia Nilotica Wood Chips’ syngas rate
of 20 kg/s, whereas minimum power is reached at 50 MW for a syngas rate of 5 kg/s.

Figure 8. Variation of biomass moisture content with the gasifier’s airflow rate at different gasification pressures.
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Figure 9. Variation of gasifier efficiency with biomass flow rate at different Wood Chip syngas rates.

Figure 10. Variation of equivalence ratio with the specific fuel consumption at different gasification temperatures.

Figure 11. Effect of the rquivalence ratio on the RGT Power at different Wood Chip syngas rates.
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5. Conclusions

This work reviewed and investigated the integration of the Biomass Gasifier Unit
with a Regenerative Gas Turbine power plant, including the effect of various parameters.
Simulation models were used to characterize the gasification process of Acacia Nilotica
Wood Chip biomass in Sudan. This type of biomass (Acacia Nilotica Wood) is of great
interest due to its wide domestic uses and agricultural lands. A parametric analysis of
the released syngas composition, actual gasifier air, temperature, pressure, LHV, moisture
content, equivalence ratio, gasifier efficiency, thermal efficiency, power, and specific fuel
consumption of the regenerative gas turbine power plant was carefully investigated to
identify the optimal design points of the gasifier system and the working conditions of the
RGT power unit using this type of biomass. With an average syngas LHV of 30,000 MJ/kg,
the results revealed that such a type of biomass (Acacia Nilotica Wood Chips) could achieve
high thermal efficiency and a valuable energy-saving process with the Regenerative Gas
Turbine Unit.
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Nomenclature

T Temperature (K)
S Entropy (kJ/kg·K)
P Pressure (kPa)
rP Compression Ratio -
γ Specific Heat Ratio -
ηC Isentropic Compressor Efficiency -
ηgef Gasifier Efficiency -
TS Compressor Isentropic Temperature (K)

.
WC Specific Compressor Work (MW)
.

ma Air Mass (kgair)
.

mf Fuel Mass (kg·fuel)
.

mg Gas Mass (kg·gas)
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Mth Gasifier Stoichiometric Air Flow Rate (kg air/kg dry fuel)
CC Combustion Chamber -
ER Equivalence Ratio -
RGT Regenerative Gas Turbine -
IBG Integrated Biomass Gasification -
Mech Mechanical -
Gen Generator -
EES Engineering Equation Solver -
Tx Combustor Inlet Temperature (K)
ΔPC,C Combustor Pressure Drop (bar)
ηC,C Combustor Efficiency -
ε Regenerator Effectiveness -

.
WGT Turbine Shaft Work (MW)
ηT Turbine Efficiency -
yi Syngas Mole Fraction -
PGT GT Power (MW)
.

Qadd Heat Supplied (kW)
CPa Heat Capacity of Air (kJ/kg·K)
CPf Heat Capacity of Fuel (kJ/kg·K)
CPg Heat Capacity of Flue Gas (kJ/kg·K)
Mfa Gasifier Actual Air Flow Rate (kg air)
ATM Atmospheric -
HHV Higher Heating Value (kJ/kg)
LHV Lower HeatingValue (kJ/kg)
TIT Turbine Inlet Temperature (K)
ASH Ash Content (wt%)
HR Heat Rate (MW)
SFC Specific Fuel Consumption (kg/kW·hr)
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Abstract: Low carbon and renewable energy sources (RESs) are fast becoming a key sustainable
instrument in meeting the global growth of electricity demand while curbing carbon emissions. For
example, the gradual displacement of fossil-fuelled vehicles with electrically driven counterparts will
inevitably increase both the power grid baseload and peak demand. In many developed countries,
the electrification process of the transport sector has already started in tandem with the installation of
multi-GW renewable energy capacity, particularly wind and solar, huge investment in power storage
technology, and end-user energy demand management. The expansion of the Electric Vehicle (EV)
market presents a new opportunity to create a cleaner and transformative new energy carrier. For
instance, a managed EV battery charging and discharging profile in conjunction with the national grid,
known as the Vehicle-to-Grid system (V2G), is projected to be an important mechanism in reducing
the impact of renewable energy intermittency. This paper presents an extensive literature review of
the current status of EVs and allied interface technology with the power grid. The main findings
and statistical details are drawn from up-to-date publications highlighting the latest technological
advancements, limitations, and potential future market development. The authors believe that
electric vehicle technology will bring huge technological innovation to the energy market where the
vehicle will serve both as a means of transport and a dynamic energy vector interfacing with the grid
(V2G), buildings (V2B), and others (V2X).

Keywords: electric vehicle (EV); vehicle-to-grid (V2G); renewable energy source (RES); power grid;
battery electric vehicle (BEV); plug-in hybrid electric vehicle (PHEV); EV charging

1. Introduction

Reliable and affordable energy has been the main driver of global economic devel-
opment and, in turn, an enhanced standard of living. However, deriving most of this
energy from fossil fuel sources has severely impacted the Earth, with global warming
posing an existential threat. Current estimates indicate an ascending trajectory in global
energy consumption from the current level of about 583.9 EJ [1]. Similarly, according to the
International Energy Agency (IEA) under the stated policy scenarios in 2019, it is expected
that the electricity demand will increase to 37,000 TWh in 2040, which is nearly 3 times
higher than that of 2000 [2], as illustrated in Figure 1. The data presented in Figure 1 were
provided by International Energy Agency (IEA) [3].

Presently, fossil-based energy sources remain the most widely used form of energy
to meet the increasing energy demand. It is widely believed that this is unsustainable
as it contributes to the depletion of fossil fuel reserves and increased concentration of
greenhouse gases (GHG) in the atmosphere [1,4]. This has been identified as a direct
precursor of global warming and the ensuing extreme global weather conditions [5–7].

The energy challenge presented in Figure 1 is enormous as sustaining the projected
growth of electricity consumption competes with the need to decarbonise the energy
system as a whole. RESs, particularly wind and solar, are being implemented in large-
scale schemes as a direct replacement for fossil-fuelled power generation plants that will
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form the backbone of future power generation infrastructure [8]. In developed countries,
Renewable Energy (RE) generation capacity has been increasing rapidly over the last few
years. Figure 2 shows the increasing primary energy consumption from RESs between 1990
and 2019. The data presented in Figure 2 were provided by Our World in Data [9].

Figure 1. Projected global electricity demand between 2000 and 2040.

Figure 2. Global renewable energy consumption for primary energy.

For instance, in the last 5 years, the most dominant form of REs is solar and wind
energy, which have grown annually by 27% and 13%, respectively [9]. Despite the progress
made in many developed countries, renewables continue to account for a mere 5% of global
primary energy consumption [1]. Today, the deployment of renewables at scale remains
expensive and confined to countries with technical know-how and developed financial
markets. In addition, the intermittency of RESs results in power quality and power flow
problems, which require installation of fossil-fuelled spare power generation capacity,
Demand Side Management (DSM), and Energy Storage Technologies (ESTs) [8,10–13].

Another vital sector of the economy that has presented huge challenges for decar-
bonise is transportation. According to IEA, in 2020, carbon emissions from transportation
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accounted for 24% of global emissions [14]. Currently, this is being addressed through a
concerted research effort, investment in new manufacturing processes, and policy frame-
works to develop EV technology to cut carbon emissions of the transportation sector as
part of many developed countries commitments under successive climate change accords.
The development of EVs is gathering pace in many countries, with the total number of
light-duty EVs exceeding 10 million by the end of 2020 [15]. However, true decarbonisation
is only possible with a fully decarbonised electricity grid, as the two sectors present a
complementary synergy that can be developed into a holistic and effective decarbonisation
solution [16]. V2G technology is a promising innovation providing a way to use EVs to
store excess energy from RESs in the EV’s battery pack and release it back to the grid during
the peak hours of energy demand, maximising the efficiency of large-scale RE integra-
tion. Another future development, which is close to market commercialisation, is ancillary
services (ASs) such as management systems of frequency and voltage regulation of the
grid [17,18]. This is further strengthened by current data on usage of private cars, which
show the daily road mileage of most vehicles in the United Kingdom (UK) is approximately
20 m and that the vehicles are in the park mode for about 90% of the daily hours [19,20].

It is in this context that this paper attempts to provide an extended overview of
the current state of EVs’ technological developments and market trends. The paper also
examines the challenges to overcome, and the solutions being pursued by many world-
leading manufacturers of EVs.

2. Overview of Electric Vehicle (EV) Technology

At the core of an EV powered by an onboard battery pack is an efficient electric motor
and associated electrified powertrain. The powertrain consists of a traction inverter which
optimises the motor torque, a battery management system which monitors the state of
charge/discharge and health of the battery, and an onboard battery charger for recharging
the battery from an AC source when the vehicles are parked.

Currently, there are four main types of EVs, namely Battery Electric Vehicles (BEVs),
Plug-in Hybrid EVs (PHEVs), Hybrid EVs (HEVs), and Fuel Cell EVs (FCEVs). The
configuration of the electric drivetrains of each type of these EVs is shown in Figure 3.

Figure 3. Types of electric vehicles and configuration of the drivetrain.

BEVs are EVs that are entirely powered by electricity supplied by the onboard battery
packs. The first commercial EV, the Electrobat, was manufactured by Morris and Salom
in 1894 with a maximum speed of 32 km/h and a driving range of 40 km. However, the
advent of petrol and diesel engines provided superior traction power, travel range, and
lower running cost, confining EV to niche markets (e.g., golf carts, warehouse forklifts,
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and delivery vehicles) [21]. In addition, early EVs used lead-acid batteries, which are
cumbersome and have low energy density. The renaissance of EVs was practically driven
by the advances of solid-state power electronics (in the 1970s) and the introduction of
more powerful and lighter rechargeable lithium-ion (Li-ion) battery technology in the
1990s [21–23].

HEVs, by comparison, are powered by an internal combustion engine (ICE) and an
electric motor, which is driven by the energy stored in the battery. Unlike BEVs, the battery
of a HEV is charged through the mechanism of regenerative braking and by the ICE. The
history of HEVs dates back to 1897 when Darracq discovered regenerative braking, which
made it possible to increase the range of EVs and improve fuel efficiency. The first example
of manufactured HEVs was in Belgium and France in 1899. The first HEVs consisted of
an ICE, an electric motor, and a lead-acid battery. The vehicle was designed to charge the
batteries by the ICE when it was coasting or idling. The first commercial success of HEVs
was the introduction in 1997 of the Prius sedan car model by Toyota, followed by Honda’s
Insight and Civic Hybrid models [21].

Like HEVs, PHEVs have an ICE and an electric motor. PHEVs, however, are equipped
with a plug-in charger for battery recharging from an external power outlet. The first
invention of modern PHEVs is attributed to Prof. Dr Andy Frank in the 1990s. Since then,
due to huge investments in this technology, PHEVs are one of the most preferred EVs
today [24].

Finally, the fourth type of EVs is FCEVs, which use an onboard fuel cell that converts
hydrogen fuel directly into electrical power and stores it in a battery to drive the electric
motor and power other car ancillaries. In 1966, General Motors produced the first FCEV,
called the GMC Electrovan, with a maximum speed of 112 km/h and a range of 193 km.
However, this vehicle could not be put into mass production due to the requirement for
hydrogen generation and fuel cell stack costs [25].

The main advantages and drawbacks of the four types of EVs are summarised in
Table 1. The information presented in Table 1 is adapted from [26–29].

Table 1. Characteristics of different types of EVs.

EV
Type

BEVs PHEVs HEVs FCEVs

S
tr

e
n

g
th

No emission or
very low emission

Lower emission
than HEVs

Lower emission
than ICE vehicles

No emission or
very low emission

High energy
efficiency

High fuel
efficiency High fuel efficiency High efficiency

Independent from
oil/Low engine

noise

Fuel diversity/No
range anxiety

No charging station
problem

Independent from
electricity

W
e

a
k

n
e

ss

High purchase
and battery cost

Complex
technology

Complex
technology/Higher

cost
High fuel cell cost

Charging station
problems

Management of
the energy sources

Management of the
energy sources

Technical
challenge and cost

issue

Battery
replacement
requirement

Heavier/Tail-pipe
emissions

Dependence on
fossil fuel/Tail-pipe
emissions/Heavier

Problems of H2
generation

Today, it can be said that the age of the EV is upon us and is in essence being imposed
by the catastrophic effects of global warming. The first signs of a reduction in the carbon
emissions of the transport sector have started to emerge [30] and this trend should become
even clearer as the EV market continues to grow in the future.
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3. The EV Market Potential

The global EV market size has been growing rapidly in the last decade, with the total
number of light-duty and heavy-duty EVs reaching 10 million and 1 million, respectively
by the end of 2020 [15]. According to BloombergNEF (BNEF) [31], the market outlook is for
EVs to account for 58% of new car sales by 2040. It is also predicted that 8% of the total
global vehicle stock, which is approximately 116 million, will be made up of PHEVs and
BEVs by 2030. The UK National Grid [32] also estimates that the number of light-duty EVs
in the UK will reach 36 million by 2040. Similarly, the IEA [33] estimates that there were
3 million additional EVs registered around the world in 2020, of which the BEVs share was
about 66% greater than that of PHEVs [33]. The number of registered new BEVs was also
estimated to increase to 4 million by the end of 2021, which is nearly double the number of
registered EVs in 2020 [33,34]. Available data also support the assumption that the market
for PHEVs will shrink in favour of BEVs with the advancement of battery technology
and cost.

The world EV market is dominated by China, the United States (US), and Europe. The
Chinese market accounted for more than 50% of global sales (1.06 million EVs) followed by
Europe (561,000 EVs) and the US (327,000 EVs) in 2019 [35]. The European market, however,
is developing at the fastest rate; in 2020, the number of EVs sold in Europe increased to
1.4 million, compared to China (1.2 million EVs) and the US (295,000 EVs). In Europe, the
German EV market share is the biggest, with new registrations of 395,000, followed by
France (185,000 EVs) and the UK (176,000 EVs) [33]. A more detailed breakdown of the
world EV market is summarised in Figure 4. The data presented in Figure 4 were provided
by IEA [36]. It can be seen the share of EV sales in the European Union (EU) countries is
growing strongly, with countries such as Norway and the Netherlands representing 75%
and 25%, respectively, of new registered cars. This is likely to accelerate further as many
of these countries will be phasing out the sale of petrol and diesel cars and installing EV
battery charging infrastructure in the next decade [37,38].

More detailed information related to the global EV market is summarised in
Tables 2 and 3. The information presented in Tables 2 and 3 was adapted from IEA [36] and
from [33,39,40], respectively.

Table 2. EV market status of some countries.

Canada China France Germany Japan
United
States

EV Fleets
[units]

Total:
209,171
BEVs:
127,487
PHEVs:
81,588
FCEVs: 96

Total:
4,514,114
BEVs:
3,512,477
PHEVs:
996,191
FCEVs:
5446

Total:
416,585
BEVs:
281,603
PHEVs:
134,607
FCEVs:
375

Total:
634,236
BEVs:
330,780
PHEVs:
302,644
FCEVs:
812

Total:
297,181
BEVs:
136,700
PHEVs:
156,381
FCEVs:
4100

Total:
1,787,221
BEVs:
1,138,654
PHEVs:
639,432
FCEVs:
9135

EV Sales
Share

[%]

4.2% of the
new cars

5.7% of the
new cars

11.3% of
the new
cars

13.5% of
the new
cars

0.6% of the
new cars

2.0% of the
new cars

The expansion of the EV market also allows innovation in manufacturing with the
introduction of new models. To date, there are some 370 different EV models from a number
of traditional automotive companies and new entrants. In Europe, for example, the number
of new EV models in 2020 has doubled compared to the previous year [33]. Figure 5 shows
the available EV model types in the world in 2020. The data presented in Figure 5 were
provided by IEA [36]. As can be seen from the figure, the Chinese market has the highest
number of models (149 BEVs and 51 PHEVs), followed by the European market (42 BEVs
and 59 PHEVs), and the US market (18 BEVs and 31 PHEVs). It is also worth noting that,
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unlike the Chinese market, the number of available PHEV models in Europe and the US is
higher than that of BEVs. It can also be seen that SUV car models are more popular, with
new models accounting for 55% of the new models in the world in 2020 [33].

Figure 4. Global EV registration.

Figure 5. The number of available EV models by 2020.
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Table 3. EV incentives and regulations in some countries.

Canada China France Germany Japan United States

Targets to Ban ICE
Vehicle Sales

Not available in
all states - � � - Not available in

all states

Targets for Low
Carbon Transport

� � � � � �

Vehicle Purchase
Incentives

� � � � � �

Charger
Regulations

Not available in
all regions

Not available in
all regions � � No building

side regulation
Not available in

all states

Charger
Installation
Incentives

� � � � � Not available in
all states

Similarly, the market breakdown by EV manufacturer brands, presented in Figure 6,
shows that Tesla’s share of the market is the largest and is projected to maintain its current
strong growth. The data presented in Figure 6 were provided by Statista [41], which is
a statistic portal. The number of Tesla EVs produced in 2020 was 509,737 cars; however,
by the end of 2021, the production was projected to increase to over 627,350 units, of
which 228,882 units are of Tesla flagship Model 3/Y and 8941 units of Model S/X [42].
Additionally, in 2021, Tesla’s Model 3 and Model Y were ranked first and third, respectively,
in the number of cars sold, as shown in Figure 7. The data presented in Figure 7 were
provided by INSIDEEVs [43].

Figure 6. The global market share of the main EV brands in Q2 2021.

In Europe, Volkswagen Group, which owns Porsche, Bugatti, Skoda, Lamborghini,
and SEAT, is also a strong brand with the highest growth in the EV market. The group has
made a huge investment in EV manufacturing and, in 2021, increased its share of the world
market, ranking second behind Tesla [41]. The group also sold a total of 293,100 units of
BEV in Q3 of 2021, increasing its global BEV sales by 138% compared to 2020. The company
increased its PHEV sales by 133% and achieved 246,000 unit sales in Q3 2021 [44,45]. The
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company also has a stated target for half of all car sales to be of BEVs by 2030 and to switch
all manufacturing of cars to 100% zero-emission vehicles by 2040 [46,47].

Figure 7. The numbers of best-selling EVs worldwide by model between January and
September 2021.

In the US, General Motors (GM) group has a strong investment plan of USD 35 billion
for e-mobility, with the aim to introduce 30 new EV models by 2025 [47]. In the first half
of 2021, BEVs accounted for 221,000 units of GM’s EV sales. Furthermore, mini-size EVs
supplied by SGMW, a joint venture between GM, SAIC Motor Corporation Limited, and
Liuzhou Wuling Motors Co Limited, gained market share since its inception in 2002, with
total sales of 180,000 EVs in 2021 [34,48].

Nevertheless, the EV market is still in its infancy stage, with many new entrants
each year, which will stimulate competition and drive innovation that may lead to new
champions emerging in the future.

In the UK, according to the Department for Transport (DfT) [49], the number of licensed
EVs increased from 8919 in 2010 to 564,694 (295,584 BEV, 246,814 PHEV, and 22,296 others)
in Q2 of 2021. The main EV share of the car market is also growing, with all popular EV
models being available; the most-sold models are shown in Figure 8. The data presented
in Figure 8 were provided by DfT [49]. The EV market in the UK has a strong presence of
Japanese brands such as Mitsubishi and Nissan.

Figure 8. The most popular EVs in the UK in the second quarter of 2021.
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4. Potential EV Mass Market Challenges

The high standard of driving experience of current petrol and diesel cars is the ex-
pected benchmark for new EVs, including comfort, mileage range, safety, and affordability.
Deviation from this expectation may result in the EV market not reaching the planned
targets. Therefore, technical development of battery technology for energy density and
speed of recharging, refilling infrastructure, and affordable and reliable grid power are
some of the challenges to be overcome and to enhance the confidence of the EV market.

4.1. Charging Station Infrastructure

One of the major concerns attributed to EVs is range anxiety, particularly on long
journeys where recharging stations may be sparse. Therefore, the number of charging
stations must be developed in phase with the increase in EV usage. It is estimated that there
were 10.8 million charging stations in the world at the end of 2020, of which 9.5 million
were slow chargers installed in homes and workplaces. There is currently a concerted effort
in many developed countries to address this concern and make plug-in recharging stations
available in public car parks, filling stations, and workplaces [33]. For example, in the UK,
the number of public EV plug-in chargers has increased by almost 13 times since 2015, to
reach 25,927 charging points distributed throughout the country. In addition, at the end
of 2021, one-fifth of these charging installations were rapid-type chargers [50]. Figure 9
shows the increasing trend in the installation of public EV chargers and rapid chargers
in the UK over the last seven years. The data presented in Figure 9 were collected from
ZAP-MAP [51] by DfT [50].

Figure 9. The number of public EV chargers in the UK.

Furthermore, the EV charger status of some countries is summarised in Table 4. The
information presented in Table 4 was adapted from IEA [36].

Table 4. Number of chargers in some countries.

Canada China France Germany Japan
United
States

[Unit] [Unit] [Unit] [Unit] [Unit] [Unit]

Total: 13,194 Total: 807,000 Total: 46,045 Total: 44,669 Total: 29,855 Total: 103,021
1 F & R: 2258

F & R:
309,000 F & R: 4045 F & R: 7456 F & R: 7939 F & R: 16,718

Slow: 10,936 Slow: 498,000 Slow: 42,000 Slow: 37,213 Slow: 21,916 Slow: 82,263
1 In the table, F & R stands for fast and rapid chargers. In addition, the power of the referred F & R and slow
chargers are above 22 kW and up to 22 kW, respectively.
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Compared to the conventional car industry, where major manufacturers use standard-
ised components and parts such as a universal fuel nozzle, the EV industry is still in an
early stage of development, and there are currently many manufacturers vying for a share
of the market using their own manufacturing standards and component specifications.
Therefore, new industry policy frameworks may be sought to encourage collaboration and
standardisation of manufacturing processes to minimise component supply bottlenecks.
An obvious example is the many types of EV battery chargers (slow, fast, and rapid) and
plug-in connectors’ physical configurations that vary between manufacturers and countries.

Currently, there are four main types of plug-in chargers in the UK namely: slow, fast
and rapid chargers, in addition to Tesla’s supercharger. As shown in Table 5, the slow
charger has a power rating of 3 to 6 kW and is suitable for home or workplace plug-in.
The fast chargers are rated between 7 and 22 kW and are installed in public premises
such as supermarkets, car parks, and leisure centres. The rapid chargers have a power
rating higher than 43 kW and are mainly intended for use in dedicated petrol and service
stations for EVs equipped with the rapid charging standard. The chargers are also classified
according to the physical configuration of the connector, including a UK standard 3-pin
plug, type 1 and 2, Commando, CHAdeMO, and CCS connector depending on the charger
type. Although type 1 and type 2 connectors can be used for slow and fast charging, Type 2,
CHAdeMO, and CCS connectors are used for rapid charging. In addition, European-based
manufacturers such as Audi, BMW, Renault, Mercedes, Volkswagen, and Volvo generally
prefer to use type 2 and CCS connectors for the vehicle-side connectors, whereas Asian-
based manufacturers such as Nissan and Mitsubishi prefer to use type 1 and CHAdeMO
connectors. A different connector configuration is used for the DC rapid charger. As EV
manufacturers attempt to gain world market share by offering competitive prices, the
differences in charger technologies may start to narrow in a few standard types [52].

Table 5. EV charging parameters in the UK.

Charger
Type

Charge
Mode

Power Rating
Connector

Type
Charging

Time

Slow
Charger

- Mode 2 3–6 kW

3-Pin
Type 1 8–10 h
Type 2

Commando

Fast
Charger

- Mode 3 7 kW/11 kW/
22 kW

Type 1
Type 2 3–4 h

Commando

Rapid
Charger

AC Rapid Mode 3 43 kW Type 2 30–60 min

DC Rapid Mode 4 50 kW
CHAdeMO/

CCS

DC ultra-Rapid Mode 4 100–350 kW
CHAdeMO

CCS

Tesla Super-
charger

- Mode 4 Up to 250 kW

Tesla CCS
Type 2
CCS

CHAdeMO

It is also projected that future EV plug-in connectors will be equipped with communi-
cation capability to interface between the battery management system, the power grid, and
the charging site (home, workplace, etc.) to realise the full potential of V2G, V2B, and V2X
technology. In the UK market for fast EV chargers, CHAdeMO and CCS connectors are
emerging as the dominant type, due to consistently increasing their market share for the
last five years, as shown in Figure 10. The data presented in Figure 10 were provided by
Zap-Map [53], which is the EV and charging point platform.
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Figure 10. The number of public rapid charging connectors in the UK.

There are several international standards used to determine the power output of an
EV charger. Power parameters of plug and socket systems in the UK are fixed with the BS
1363-13 standard. Additionally, BS EN 61851 and BS EN 62196 are the two basic standards
used in the UK for charging electric vehicles. BS EN 62196 includes details about plugs and
sockets used in EVs, whereas the BS EN 61851 standard covers the parameters associated
with EV chargers. According to the BS EN 61851 standard, there are four different charging
modes in the UK, Modes 1, 2, 3, and 4 [54]. Because there is no residual current device in
Mode 1 charging, it is not allowed to be used in the UK [55].

The British Standards Institution (BSI) [56], the UK National Standards Body, has also
published two new standards, namely, PAS 1878 and PAS 1879, in order to support low
carbon emission systems in 2021. According to the BSI report, whereas PAS 1878 specifies
the criteria required for any energy appliance to work and be produced, such as an energy-
smart appliance, PAS 1879 defines the rules of the demand-side response service for
electricity consumers and supports the operation of smart energy devices. It is likely
that these two standards will be used in the application of smart EV charging stations in
the future.

4.2. Recharging Time

Compared to conventional vehicles where refuelling is a quick process, the best EV
battery charging technology is still slow. For example, the slow charger used in individual
homes or workplaces takes up to 10 h to fully charge an EV battery. The fast and rapid
chargers rated between 7 and 43 kW that are found at public sites, such as supermarkets,
car parks, and leisure areas, can achieve full charging in a time scale as short as one hour,
whereas rapid chargers having a power rating higher than 43 kW can fully recharge an
EV’s battery in less than 60 min. The rapid battery charger is becoming commonplace;
however, the technology remains expensive and is not suitable for all EVs or all sites.

A research study by Zhao et al. [57] found the utilisation of rapid charging, performed
by increasing the charging current and voltage, carries a higher risk of fire and the authors
suggested that the battery needs to be well insulated.

4.3. EVs Battery Development and Driving Rang

Another main challenge facing mass marketing of EVs is the limited driving range
of EVs, which is associated particularly with the low energy density of EV batteries.
Furthermore, the battery pack requires a sophisticated electronic management system
and constitutes a large part of the overall EV’s cost. Today, significant research programmes
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are being implemented by the industry and academics to develop new materials to increase
battery energy density and lower the cost.

In an effort to enhance energy storage density, three main battery technology candi-
dates are being used namely: Li-ion, lead-acid, and nickel-metal hydride (NiMH) batteries.
Today, Li-ion batteries, which entered the market in the early 1990s, have the largest market
share due to their high efficiency and energy density, fast charge capability, and long service
life. However, the drawback of Li-ion batteries is the high cost of Li ore, making long
term commercial prospects unsustainable [58,59]. This has led many researchers to con-
sider introducing novel designs, such as replacing graphite electrodes with a cheap silicon
material to increase Li-ion batteries’ energy density, decrease charging time, and reduce
degradation [60–62]. For example, Wang et al. [60] observed that replacing the anode of a
Li-ion battery with silicon can increase the energy density and lifespan of the battery.

In comparison, lead-acid batteries were introduced in the 1960s and achieved huge
success due to their simplicity, low cost, and recyclability. Today, they are preferred for
applications in HEVs and large-scale power storage schemes due to their high efficiency
(80–90%) and average service life of around 1500 cycles [63].

NiMH batteries are also relatively new (first commercialised in 1991). They have higher
energy density than lead-acid battery counterparts, but they are also more expensive [64].
They have been used in EVs by manufacturers such as General Motors, Honda, and Ford.

To understand the patterns of daily driving behaviour of road users, the Joint Re-
search Centre (JRC) conducted a survey study [65] in which about 1000 vehicle owners, in
28 European countries, participated. It was found that the duration of the most frequent
journeys of the participants was 39 min, whereas the average journey was 25 km (15.5 m)
per day. A similar study conducted in the US in 2016 by the National Renewable Energy
Laboratory (NREL) [66] found that, for an average American shopper, an EV having a
range of 300 m is appropriate. Furthermore, the UK DfT [20] recommended in 2019 that the
average annual mileage consumption of UK’s car owners is about 7400 m per vehicle, i.e.,
about 20 m per day per vehicle.

These studies demonstrate that current BEVs are capable of achieving a range of
over 200 m. A literature review shows that the average range of the BEV models has
increased [33]. Table 6 shows some BEVs with a high range. The data presented in Table 6
were provided by EV Database [67].

Table 6. Some BEVs having a range of 200+ m.

BEVs

Battery
Capacity

Specific Energy
Consumption

Range

[kWh] [Wh/mi] [mi]

Hyundai Kona Electric 64 0.26 245

Tesla Model 3 Long Range 70 0.245 285

Polestar 2 75 0.305 245

Tesla Model 3
Performance

76 0.265 285

Volkswagen ID.3 Pro S 77 0.275 280

Volkswagen ID.4 77 0.31 245

Mercedes EQC 400 80 0.345 230

Porsche Taycan 4S Plus 83.7 0.31 270

Porsche Taycan Turbo 83.7 0.34 245

Audi e-tron Sportback 86.5 0.375 230

Available data from current BEVs manufacturers also suggest that battery capacity
is appropriate for the average daily driving range. Additionally, the performance of EVs
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is increasing consistently with the ever-increasing range, as can be seen in Figure 11.
The data presented in Figure 11 were provided by IEA [36]. However, charging station
infrastructure and rapid charging issues still need to be addressed to eliminate long-distance
trip challenges.

Figure 11. Available global EV models and average range.

4.4. Cost and Affordability

The current cost of EVs is higher than equivalent petrol or diesel cars but, as the market
expands, the manufacturing cost will decrease through standardisation of processes and
rationalisation of components supply chains. However, a significant part of the reduction
in the cost of an EV will still depend on the availability of valuable metals used in battery
and other components manufacturing. These critical metals include misch metal alloys
used in NiMH batteries, lithium and cobalt in Li-ion batteries, platinum in the fuel cell, and
neodymium and dysprosium used in permanent magnet electric motors [68]. For instance,
a light vehicle with a battery capacity of 30–45 kWh requires up to 80 kg of lithium in
the manufacturing of the battery [69]. As a result of the increase in the share of Li-ion
batteries in the EV market, it is projected that world demand for lithium will increase from
65 kilotons (kt) in 2000 to 530 kt by 2025 [70]. It is also a fact that some of these critical
rare earth metals are mined unsustainably and from limited sites in unstable regions of the
world. Therefore, developing efficient recycling and recovery processes for these materials
may contribute to reducing EV costs.

4.5. Manufacturing and Recycling

Although the impact of EVs in reducing operational carbon emissions cannot be
ignored, it is necessary to examine the carbon emissions caused by their charging needs
and the life-cycle emissions of EVs to take a broader perspective.

It can be said that the source of electric energy that EVs use as fuel can change the
effect of EVs on the reduction in carbon emissions. Today, EVs generally use grid systems
for their charging needs if no external source is used. Because the energy sources used in
electricity generation vary, the carbon footprint of the grid system may differ according to
energy policies, geographical locations, and even time of the day. For example, in Estonia,
which uses a large amount of coal for electricity generation, the GHG emission rate from
electricity generation is 831 gCO2e/kWh in 2019, whereas this rate is only 19 gCO2e/kWh
in Norway because of their high-RES usage rate [71,72]. Therefore, the quantity of GHG
emissions released into the atmosphere to charge an EV in Estonia is much higher than
that in Norway. A study conducted by Hoehne and Chester [73] showed that late-night
EV charging causes more GHG emissions because energy sources used to meet peak time
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demands during the day in the US contain less CO2. Similarly, Lin and Wu [74] stated
that increasing EV demand in China may increase coal-based electricity generation and
therefore carbon emissions. However, the researchers added that 2348 million tons of
carbon emissions could be avoided by 2040 if low carbon scenarios with a high usage
share of RESs can be realized. As a result, considering the future EV predictions, it is vital
to meet the charging needs with low-carbon energy sources. On the contrary, e-mobility,
which increases with the aim of reducing emissions, may accidentally increase carbon rates
in the atmosphere.

In order to produce a vehicle in the automobile manufacturing industry, many pro-
cesses are carried out from the mining to the assembly of vehicle parts, and a large amount
of energy is used for these processes. Sato and Nakata [75] detailed all the materials used to
produce an ICE vehicle and calculated that 62 GJ of energy is required to produce a Honda
Accord. The research also showed that 28% of the electricity in the production phase is used
for alumina reduction processes. Similar to ICE vehicles, the EV manufacturing industry
includes high energy-consuming processes, such as mining and assembly processes for the
EVs and their components, such as batteries and motors. Although this situation varies
depending on the variety of energy sources used, under the global average electricity
production rates, EVs may cause higher manufacturing emissions than conventional ICE
vehicles due to high energy consumption in battery production processes [76,77]. Kur-
land [78], for instance, noted that the use of electrical energy is between 50 and 65 kWh
per kWh battery in a Li-ion battery cell production facility. However, in this study, the
electrical energy required for mining processes was not taken into account. In addition,
Cox et al. [77] showed that high-capacity batteries cause 40% more life cycle emissions
compared to low-capacity batteries. However, a study by Hall and Lutsey [79] emphasised
that this high emission in EV manufacturing can be reduced within 2 years compared to
operational emissions of ICE vehicles. To compare the energy used in the production of
EVs and ICE vehicles, and the GHG emissions generated, in another study, Bieker [80]
conducted a life-cycle assessment. The researcher claimed that producing a BEV battery
with a capacity of 45 kWh in Europe may result in 2.7 tCO2e of GHG emissions, and
the production of a Li-ion battery with an NMC811-graphite cathode would cause 20%
less GHG emissions by 2030. Another notable result of the study is that the life cycle
emissions of BEVs cause 63–69% less GHG emissions compared to petroleum vehicles. The
research would have been more interesting if a wider range of battery GHG emissions were
examined by exploring the recycling and reuse of batteries for other purposes.

Along with the increasing number of EVs, used batteries may become an environmen-
tal waste problem due to hazardous chemicals within them. According to the sustainable
development scenarios of the IEA [81], it is supposed that the Li-ion battery capacity spent
by EVs will reach 10.1 GWh in 2025 and 1089.6 GWh in 2040. Therefore, waste manage-
ment mechanisms, such as the recycling of end-of-life batteries, should be encouraged and
regulated. More importantly, if these battery wastes can be recycled and reused, they can
become an important opportunity due to the precious metals they contain, such as lithium
(Li), nickel (Ni), and cobalt (Co). It is known that the demand for Li-ion batteries is also
increasing with the increasing number of EVs. IHS Markit [82] declared that estimates
show that 9300 kt of Li, 9800 kt of Co and 55,000 kt of Ni metal will be needed to meet the
demand of Li-ion batteries between 2020 and 2050. Moreover, they claimed that if suitable
recycling mechanisms can be established, the required 48% of Li, 47% of Ni, and 60% of Co
metals may be able to be met by recycling. However, the current global raw material recy-
cling rate is just 1301 kt/year [82]. Many techniques, such as pyrometallurgical (smelting),
hydrometallurgical (leaching) and direct recycling approaches, have been introduced to re-
cycle Li-ion batteries; however, a comprehensive technique that can recycle all battery types
has not been discovered yet [83]. Although it is seen that battery recycling is a promising
opportunity to recover precious metals and, therefore, a reduction in GHG emissions, their
use remains limited due to some challenges. One of the biggest challenges of the recycling
industry is the problem of cost. A recycling facility involves high investment costs and can

312



Energies 2022, 15, 803

only be economical with high-capacity batteries or large quantities of batteries arriving at
the facility [84]. Gaines et al. [83] noted that it is not easy to remove batteries from vehicles,
and discussed the difficulties of collecting the spent EV batteries from EV owners. They
underlined that transportation of the collected batteries to the facility where the recycling
process will be carried out can cause serious costs. The researchers also emphasized that
there are possible flaming and fire risks due to the occurrence of chemical reactions during
the transportation of Li-ion batteries, which have high energy potential. Interestingly, the
study claimed that the legal regulations created to prevent these dangers may play a role
in increasing transportation costs. The study also indicated that metals and fluorides that
are harmful to health may be released during the melting of the batteries in the facility,
which makes the recycling processes dangerous. In summary, the recycling technology
of batteries is in an early stage and, therefore, further technical, economic, and logistical
studies are required to gain additional understanding about recovering precious metals
from EV batteries.

5. Impact of EVs Uptake on Power Grid Capacity

One of the key energy performance indicators of an EV is electrical energy consump-
tion per mile driven (mile/kWh). This efficiency indicator, coupled with the growing
number of EVs on the market, will have a significant impact on the power grid to satisfy the
additional load from EV demand. Globally, according to BNEF’s EV outlook of 2021 [31], a
fully decarbonised transport industry could add about 8500 TWh of electricity consumption
by 2050, which is 25% greater than the baseline case. Adding such a demand on the grid
without developing adequate energy management mechanisms can lead to overloading of
the grid and reduce the reliability and quality of the power supply.

To date, few studies have examined the implication of the increase in EV numbers
on the grid system [85–91]. A study conducted by Papadopoulos et al. [92] examined
how charging EVs may affect the grid power demand profile in the UK by 2030. The
study shows that, compared to the baseline scenario of no EVs, the high uptake of EVs
will double power demand from the grid at the evening peak demand, throughout the
year. A peak demand of up to 100 GW is expected in winter. However, if decarbonisation
of heat in domestic buildings progresses at planned using heat pumps, additional strain
will be placed on the national grid, with peak demand for heat also coinciding with the
evening peak demand for electricity. However, increasing the peak load is an undesirable
situation for the grid because it requires relatively high energy in a short time, and may
incur further costs due to loss of load and power quality [93]. Therefore, in order to deal
with this challenge, a flexible grid with a large and fast-response reserve capacity may
be required.

A study by Clement et al. [85] investigated the impact of controlled and uncontrolled
EV battery charging on the grid power quality and losses under different market uptake
levels. It was found that grid voltage supply may deviate by more than the maximum
accepted norm of 10%, and Distribution Network Operators (DNOs) may resort to increas-
ing electricity tariffs to compensate for any additional power loss. Two notable studies on
the impact of EVs on the UK grid showed that grid power demand will increase. One of
these studies was carried out by Mu et al. [88], who investigated large scale penetration of
EVs using a spatial-temporal model to assess the load of EVs on branches in a distribution
network under a 50% penetration scenario. The study found the use of an uncontrolled
charge and smart charge increases the peak load by 74% and 47%, respectively. The other
study was conducted by Qian et al. [89], who adopted a stochastic approach and found that
20% EV penetration would increase the grid peak load by 35.8% under the uncontrolled
charging scenario.

313



Energies 2022, 15, 803

6. Potential Solutions of EVs’ Uptake|Vehicle-to-Grid (V2G) Energy Carrier

6.1. V2G Concept

The energy management of additional power demand on national grids using EVs
presents another challenge in the decarbonisation agenda of the transport sector. A report
published by the UK National Grid company [94] in 2021 entitled ‘Future Energy Scenarios’
projected that energy consumption for transportation will decrease to 139 TWh by 2050 from
the 2020 level of 400 GWh. In addition, it estimates that a load of 38 GW can be managed
through peak shaving with the use of EVs and smart charging. This report demonstrates
that, as the number of EVs plugged into the grid increases, coupled with advancement
in battery technology and smart management systems, EVs will form an integral part of
future smart grids. The concept of using EVs to recharge when RE generation is high and
discharge when peak demand is high was proposed by Kempton and Letendre [17] in 1997.
A study by Toniato et al. [95] aimed to model the reduction in the peak load demand for
charging a fleet of 138 V2G-enabled e-busses at a depot. First, the daily use of the 138 diesel
buses was examined and, under the uncontrolled charging scenario, the optimization
algorithm showed the average peak load was 7959 kW and occurred between 7 and 8 p.m.,
whereas, by using V2G technology, the peak load can be reduced by as much as 83%. The
feasibility of V2G was also demonstrated by Fathabadi [96] using 15 EV chargers equipped
with V2G technology and fed during off-peak hours from wind-generated power and
discharged back to the grid during peak hours to balance supply and demand of electricity.

A basic schematic outline of this interaction of charging and discharging EVs with the
grid, otherwise known as V2G, is shown in Figure 12.

Figure 12. Schematic layout of V2G architecture.

Furthermore, V2G technology can be used for ancillary services such as energy arbi-
trage, peak load shaving, spinning reserve, regulation, and RE support, providing benefits
to grids, EV manufacturers, EV customers, energy suppliers, network operators etc.

6.2. Financial Revenue Incentives of V2G

The prospective dual usage of EVs for transportation and electrical power storage
services for the grid (V2G) makes the EV a potential source of income for the owner. Most
of the studies on the feasibility of V2G were conducted in the past two decades and focused
particularly on the US energy market. In assessing the potential monetary benefit of V2G,
Kempton and Tomic [97] suggested that the use of EVs for transportation needs accounts
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for only about 4% of the daytime, whereas the remaining 96% of the time could potentially
be used to earn income by providing a grid service. The authors developed a mathematical
model in which they considered parameters such as peak power demand, spinning reserve,
baseload power demand, and regulation services, and found that, under ideal scenario
conditions, EV owners could annually earn about USD 4900 using V2G in the United
States of America (USA). With a similar optimistic conclusion, Noori et al. [98] constructed
a model in which payments and regulation uncertainty and battery degradation were
among the considered parameters. The study found, with V2G services, annual gains of
approximately USD 2600 in the USA. Similarly, Ginigeme and Wang [99] developed a charge
control algorithm to integrate EVs with V2G into the grid using a real-time pricing model.
It was established that, with the proposed strategy, the annual revenue per vehicle from the
V2G was around USD 550. In a less optimistic study, Peterson et al. [100], found that the
annual revenue of EVs in three different regions of the USA from energy arbitrage with V2G
can be USD 140–250 (under best conditions) and a mere USD 6–72 under a more realistic
scenario. In another study, the authors developed an algorithm for charging/discharging
EVs equipped with V2G and showed that charging costs can be reduced by 13.6% for a
fleet of 5000 EVs [101].

The EV users’ willingness to adopt V2G under contract to provide grid services was
studied by Hidrue and Parsons [102] in a survey of 3029 participants. It was found that the
participants were concerned about range anxiety, freedom restrictions with V2G contract,
and battery replacement cost.

6.3. Effects of V2G on the EV Batteries’ Longivity

The number of charge/discharge cycles of a Li-ion battery ranges between 500 and
3000 cycles [103]. However, the lifespan of the batteries may not only be related to a
single phenomenon, as the life cycle of batteries can be affected by factors such as depth of
discharge (DoD) level, temperature, and charging power parameters [104,105]. It is often
noted that V2G rapidly reduces the EV battery life span, as it charges and discharges the
batteries many times during the day. Conversely, because EVs that provide a regulation
service, unlike deep charging/discharging, operate within a small fraction of the battery
capacity, the wear effect of the daily driving of the vehicles may be much higher than
the V2G effect [98]. Similarly, a broader perspective was adopted by Peterson et al. [106],
who argued that battery degradation caused by daily transportation may have double
the impact compared to V2G usage for load shifting in PHEVs. However, studies in the
literature also state that the degradation effect of V2G cannot be ignored. For example,
Bishop et al. [107], examining the corrosive effects of V2G on PHEV and BEV batteries,
observed that, even in the best scenarios, the V2G service may lead to multiple battery
changes over the lifetime of the vehicle. Although the study analysed the degradation by
considering different battery capacities, charge regimes, and DoD levels, and presented
remarkable findings, this research would have been more convincing if it had included the
cost analysis of the degradation.

Furthermore, some studies in the literature focus on the use of V2G with control
algorithms. Guo et al. [108] used various charging regimes and V2G technology to assess
battery degradation in EVs. In the study, which mainly focused on capacity losses in Li-ion
batteries, a charge management strategy was proposed to reduce degradation. Researchers
argued that using the proposed charging strategy can reduce degradation by 13.51% and
increase the battery life of EVs. With a similar result, Uddin et al. [109] developed a
comprehensive battery aging model using data from degradation experiments to assess
the degradation caused by energy arbitrage in EV batteries with V2G. As a result, the
researchers claimed that using V2G with the proposed strategy can reduce the capacity fade
in Li-ion batteries by 9.1% and power fade by 12.1%. However, the ambient temperature
value accepted as constant in the study will likely affect the results. This may be because
Zhou et al. [110] found that there is a causal relationship between ambient temperature,
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DoD, and battery degradation. They concluded that rising temperature and growing DoD
values can simultaneously increase the degradation effect on the EV batteries.

6.4. Effects of V2G on the Environment

According to the 2020 IEA Report, transportation accounted for 24% of the carbon
emissions created by burning fuel [14]. In the UK, transportation is responsible for 29.8%
of CO2 emissions occurring within the country [111]. Because EVs use electricity as a fuel,
unlike vehicles with ICE, it is predicted that they will play an effective role in reducing
CO2 emissions from transportation [30,73]. Additionally, EVs also seem to be capable of
preventing NOx and SOx gas emissions, which are harmful to the environment and human
body because they do not lead to exhaust gas emissions [112]. As previously noted, it
is possible that EVs, which will reach large numbers in the future, may cause significant
environmental problems when charging with high carbon emission networks. To avoid
this problem, the main principle should be that countries utilise more RESs in their energy
generation policies and that they encourage EV owners to use a controlled charging strategy
such as V2G.

Turton and Moura [113] examined the benefits of V2G technology until 2100 and
examined its effects under some energy scenarios. Although the researchers hypothesized
that V2G would have serious positive environmental impacts under a USD 135/tCO2−e
carbon tax scenario, they concluded that in 2100, even under existing scenarios, V2G could
reduce CO2 emissions by 6.5%. In addition, a recent study by Jiao et al. [114] found that
V2G contracts offered to EV owners in the future may also have a role in reducing carbon
emissions. This study effectively illustrates that V2G contracts may be important with
regard to environmental issues in the future. Therefore, further studies should be carried
out to establish more environmentally friendly V2G contracts.

Several attempts have been made to emphasize that the use of V2G system for various
purposes, such as regulation, reserves, and demand and supply balancing, can reduce
carbon emissions [115,116]. Zhao et al. [117] published a paper in which they analysed the
environmental effects of using V2G-capable electric trucks for the regulation service on the
grid. The researchers examined five independent system operator regions, and pointed
out that an electric truck serving the grid for this purpose can prevent CO2 emissions
of between 200 and 500 tCO2 over its lifetime (15 years). Similarly, regulation services
through light-duty V2G-capable EVs formed the central focus of a study by Noori et al. [98],
in which the author found that, in a region where the majority of vehicles on the roads
are expected to be EVs by 2030, regional emissions savings of up to 500,000 tCO2 per
year will be achieved. Another study by Sioshansi and Denholm [118] highlighted the
environmental effects of providing a spinning reserve service with PHEVs with V2G. Unlike
in other studies, the researchers analysed CO2 emissions and other harmful pollutants such
as SO2 and NOx. The results suggest that adjusting the charging times of vehicles according
to the availability of generators with high energy efficiency will result in a significant
reduction in emissions from energy generation. A remarkable finding of the study is
that replacing 1% of an EV fleet with EVs offering V2G service can reduce generator CO2
emissions by 25%. Furthermore, the authors reported that reductions in CO2 and NOx
emissions are less than those in SOx in the process of V2G usage for the spinning reserve
service because this service is usually provided with natural gas sources containing a small
amount of sulphur. Hoehne and Chester [73], who investigated the environmental effects
of providing a demand and supply balance in the grid by using the batteries of PHEVs with
V2G, revealed that the designed smart charging strategy has the potential to reduce carbon
emissions by 59% in V2G mode usage, and compared time-adjusted charging strategies
(charging in only certain hours). The most striking result to emerge from the study is that
the use of V2G may also increase CO2 emissions in the scenarios. The researchers observed
that carbon emissions were increased by 369 gCO2/mile when EVs were charged for V2G
use after 12 p.m. in the Midwest region of the USA. The result is linked to the electricity
generation profile of the region after 12 p.m. The finding clearly indicates the necessity of
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considering V2G technology and RESs together so that V2G does not become a technology
that increases CO2 emissions.

6.5. Integration of RESs via V2G

Recent developments in the field of RES have led to greater interest in the usage of
RESs in the grid system. Because the clean RE produced is highly valuable, it should
not be wasted. However, its use is restricted by the unpredictable power output of RESs,
particularly solar and wind energy. It is clear that the Duck Curve, which is shown in
Figure 13, is one of the best examples used to explain this phenomenon. The Duck Curve
is the pattern of California’s net energy demand curve. The demand data presented in
Figure 13 represent 1 January 2021, and were provided by California ISO (CAISO) [119].
The increase in the share of RESs in the California grid, which had a Camel Curve type
energy demand curve until 2012, similar to that of the UK, triggered significant ramping
problems in the power network. A downward ramp that occurs in energy demand due to
high amounts of sunshine at noon leads to the formation of a steep upward ramp that must
be covered quickly within three hours and increases the risk of overgeneration at noontime.
In this case, a phenomenon known as RE curtailment occurs and the TNOs (Transmission
Network Operators), who are responsible for network security, may have to ignore the
wastage of produced RE [120]. Today, the problem of RE curtailment may be faced by any
country that increases the share of solar PV energy in its grid system and does not limit the
usage of RESs.

Figure 13. California’s Duck Curve.

By comparison, the increasing installation of solar PV capacity will likely accelerate
the formation of downward and upward ramps, and therefore increase over-generation
and under-generation risks. Storage systems can play an important role in eliminating
these risks. However, it is clear that V2G technology has more advantages, not only in
the elimination of the risks without storage costs, but also in providing a solution to the
load peak problem by sending the excess stored energy back to the system during the peak
hours of energy consumption (i.e., the head of the duck).

During the last decade, the use of the link between EVs and RESs to provide a balance
between demand and supply has attracted a significant amount of attention [121–125].
Borba et al. [16] examined PHEVs that were fully charged with wind energy in order to
eliminate the imbalance between energy production and consumption, taking into account
the future wind energy capacity increase in a selected region in Brazil. The researchers
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asserted that the excess energy produced by wind turbines in the region in 2030 can be
completely consumed with the charge of 1.5 million PHEVs. A study by Schuller et al. [126]
focused on a similar type of charging strategy and emphasized that charging EVs with
RES can increase the RES usage by more than 100% compared to uncontrolled charging.
However, in both studies, it was assumed that the battery capacity of the vehicles is constant,
and V2G technology was not taken into account.

In the past two decades, there has been a surge of interest in studies that com-
pare different charging strategies, different EV penetration rates, and different levels
of RES integrations to maximize the interaction between EVs and RES [113,127–130].
Schetinger et al. [131], for example, presented an economic analysis of Toyota Prius PHEVs
on a university campus in Brazil, and critically examined three scenarios in which there
were no RES, EVs charging with RES (solar and wind), and EVs discharging with V2G.
The researcher contended that the lowest Net Present Value (NPV) and Levelized Cost
of Energy (LCOE) can be achieved with the combination of RES and V2G technology. In
another related study, Freire et al. [132], who claimed V2G may be a supportive innovation
for RE integration, concentrated on different vehicle charging schemas—uncontrolled, con-
trolled, and V2G—by considering that all vehicles on the roads of Portugal would be EVs.
Similarly, under the 100% EV penetration scenario, Colmenar-Santos et al. [19] developed
a control strategy regulating the charge and discharge of EVs to increase the percentage
of RESs in the grid. Additionally, taking a different approach by using heat pumps (HPs)
in addition to EVs to consume the electricity produced by solar PVs, Zhang et al. [133]
showed that the excess energy from installed PVs having 30 GWp can be reduced by up to
3 TWh (corresponding to 3% of the total electricity produced) with the use of one million
EVs and one million HPs. The method used in the paper was to capture the excess energy
from PVs using EVs and HPs, and then utilise EVs with V2G to avoid the need to increase
the installed power capacity and the additional upgrading costs. The results of an article
published by Claus Ekman [134] cast doubt on the researchers’ method. Ekman compared
the uncontrolled, night, smart charge, and V2G charging strategies of EVs, and concluded
that, although 500,000 EVs have the ability to reduce the excess energy from an 8 GW wind
farm by 800 MW, this EV fleet is also not enough to balance demand and supply in the grid
when the RE usage rate is over 50%, and added that V2G is not effective in reducing the
required installed power capacity. The difference between the results of the two papers
may be caused by dissimilar parameters, such as the size of the selected EV fleets, RE
generation capacities, and RES types and locations. A study by Hassan et al. [135] should
be mentioned here. The researchers discussed the use of batteries of EVs as storage devices
for RE, and demonstrated that wind power generation of 80 TWh in Great Britain under
a 70% EV penetration scenario does not cause excess energy generation. Furthermore,
when the amount of generated wind energy is increased to 180 TWh, the reference excess
energy amount of 59 TWh (under a no EVs scenario) can be decreased to 40.21 TWh (32%
reduction) using V2G technology.

7. Conclusions

The EV industry has made substantial progress in recent years. The introduction
of new policy frameworks to address climate change and implementation of substantial
financial incentives in many developed countries have provided the required confidence
for the automotive industry to make sweeping decisions, such as discontinuing production
of petrol and diesel engines and reshaping long-term strategies for the development of
EV technology for a sustainable mass market. As a result of the current transition to full
electrification of transport, some EV types, such as BEVs, PHEVs, HEVs, and FCEVs, are
being developed to instil confidence in the technology. At present, significant technical
development is required in the engineering of lighter and more powerful batteries, smart
management systems, and manufacturing processes to reduce cost.

This paper attempts to highlight some of the technological advancements, areas
of required further development, and future prospects of EVs as a means of sustainable
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transportation and as an interfacial energy carrier. The findings of this work are summarised
as follows:

• The number of EVs sold is consistently increasing in many major economies of the
world, thus displacing the process of ICE vehicles. To date, there are over 10 million
EVs globally, of which BEVs and PHEVs are the best-selling types.

• China is the largest market for EVs, accounting for over 50% of global sales. However,
Europe is emerging as the fastest-growing market with the most EV sales at the end
of 2020.

• All major automotive companies have committed to discontinuing the production
of ICE cars in the next decade or soon after. They have also embarked on large
investments, often supported by government grants, for research, development and
manufacturing, a sign that the EV market is gaining momentum; for example, the
number of available EV models increased by 40% at the end of 2020 compared to a
year earlier.

• However, the speed of market uptake will experience challenges, which could relate
to both technology and affordability. For example, the number of plug-in charging
installations is consistently increasing (currently at over 11 million chargers), but until
this reaches a critical threshold to overcome users concerns about recharging, hesitancy
will remain about switching to EVs. In addition, the development of rapid EV chargers
will reduce the charging time, enabling EVs to compete with ICE vehicles.

• Concerns regarding range anxiety among potential users of EVs still needs to be
addressed through the development of lighter and high energy density battery tech-
nology. However, any future technological advancement should consider the sustain-
ability of sourcing rare earth materials, waste, and recycling issues.

• The deployment of the EV market will add significant pressure on grid infrastructure
to increase both generation capacity and faster response times. However, EVs may
also play a major role, in addition to their primary purpose of transportation, as
an energy carrier supporting future smart power grids. V2G technology can, for
example, be deployed through smart controllers to store electrical power generated
from renewable sources at times of low demand, and discharge to the grid at times
of peak demand. However, this still requires further research and development to
address technical limitations, such as the impact on battery service life and users’
behaviour and acceptability.

• The mass market uptake of EVs will constitute a major global re-industrialisation, in
conjunction with the shift to renewable energy power generation. These technological
and social transformations will result in immense benefits, thus improving the quality
of life and the environment.
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Abstract: Wind energy is an alternative source of clean energy to address the growing energy
demand and provide pollution-free electricity. With the rapid development of urban areas, high wind
energy resources such as high-rise building rooftops are excellent locations for urban wind turbine
installation. One of the practical and simple urban wind turbines is the Savonius design. It has a
simple design, easy to maintain, and is very affordable. This work focuses on the design evaluation
of a Savonius wind turbine (SWT) by varying the rotor diameter, rotor height, and twist angle for
urban applications. A transient computational fluid dynamics (CFD) approach is applied to assess
the various design treatments using a space-filling design of experiments. To address the spaces
in the hypercube statistical design, a sphere packing design method was adopted which suited the
evaluation of computational simulations results such as that of the CFD. The Gaussian stochastic
process model was applied to establish the trend of the parametric performance of the optimized SWT
design through the model fitting. The results have shown that optimized SWT performs well with its
self-starting capability compared to the traditional Savonius design. In addition, the optimized SWT
has shown a better peak power coefficient compared with the results of previous works on the design
of SWT.

Keywords: computational fluid dynamics (CFD); space-filling design; Savonius wind turbine;
Gaussian stochastic process; urban wind turbines; sphere packing design

1. Introduction

The power generation industry has been one of the most important industries in
the world especially as the demand of world energy consumption continues to increase.
The IEA [1] projected the increase of energy demand by the year 2035 as twice that of
the 1990s. Thus, the need to construct different power generation plants increases as
well to meet the demand. However, most of these conventional power plants consume
non-renewable raw materials such as coal, petroleum, and other fossil fuels. Accordingly,
Calautit et al. [2] emphasized that the continuous consumption of fossil fuels would lead
to more generation of greenhouse gas emissions. These greenhouse gas emissions play a
significant role in worsening the global warming and climate change situation. To address
these global concerns, the industry continues to seek renewable power generation methods
that can sustainably generate the projected energy demand. Renewable energy sources for
power generation have provided an alternative means of power generation for the past
few decades. These vary between solar, hydroelectric, wind, and biomass, among others.
Among these alternative energy sources, wind energy has gained interest from engineers
and scientists to potentially generate energy through wind turbine design for the past
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20 years. According to the WWEA [3], the total energy generation from wind energy sources
skyrocketed as the awareness of the use of the renewable source for energy generation
was widely accepted. Traditional wind turbines are large windmill-like structures found
in flat-terrain areas which are the main source of wind energy [4]. However, due to the
size of each of these wind turbines, the creation of wind farms has become an issue due
to the requirement of a large area. Hence, a small-scale wind turbine for the urban areas
significantly gained traction. A wind turbine for urban areas requires further evaluation
since its performance characteristics are still under development [2]. Škvorc and Kozmar [5]
outlined the significance of urban wind turbines to the progress of smart and sustainable
cities due to their potential advantages. These advantages range from enhanced energy
efficiency, clean energy, and economic advancements [6]. In addition, Naderipour et al. [7]
highlighted that urban wind turbines aid in satisfying the power requirement of an area as
this remarkably reduces the power transmission losses from the power plants. Moreover,
urban wind turbines have the potential to limit greenhouse gas emissions [8]. However,
Tasneem et al. [9] have noted that the minimum emission of greenhouse gases from urban
wind turbines is attributed to their production process. Although urban wind turbines
consist of various advantages, they still pose different disadvantages. Chrysochoidis-
Antsos et al. [10] have recognized that urban wind turbines can be disturbing in terms of
their visual representation and loud noise. Thus, the development of various urban wind
turbines was geared towards the improvement of the turbine performance.

One of the known urban wind turbine designs is the Savonius wind turbine (SWT).
Kim and Cheong [11] have revealed that the most appropriate type of small-scale wind
turbine is the SWT owing to its multi-directional starting capability and its low noise.
Moreover, further research and development suggested other advantages such as its good
performance, simple design, and low cost in terms of production and maintenance [9]. Even
though the SWT has the potential to address the problems of urban wind turbines, its low
efficiency continues to pose a challenge for its use [12–14]. Various works were performed
to address this problem [15]. Previous studies in the enhancement of the performance of the
SWT are discussed as follows. Yahya et al. [16] investigated the effects of multi-bladed SWT
on its rotor performance. Their results have shown that the number of blades significantly
increased the performance of the SWT [16]. Saad et al. [17] evaluated the performance of
the rotor of the SWT where the effect of a multi-stage was assessed. Their results revealed
the multi-stage SWT self-starting capability and enhance torque oscillation [17]. Meanwhile,
the single-stage SWT generates a higher dynamic moment. Moreover, Irabu and Roy [18]
presented an SWT wind tunnel with the evaluation of the effect of a guide-box tunnel to
improve its performance. The area ratio of this guide box is 0.43 compared to the SWT.
In this study, it was found that the use of the guide-box tunnel increased its efficiency by
150% [18]. However, Dewan et al. [15] argued that the addition of this guide-box tunnel
further complicated the SWT system and limited the capability of the turbine to adapt from
the wind conditions.

Recent studies have performed parametric design improvements to enhance the
performance of the SWT. Aboujaoude et al. [14] proposed to include an axisymmetric
deflector to the SWT to elevate its aerodynamic performance. Tjahjana et al. [19] assessed
the influence of the slotted blades in an SWT that resulted in a 34% increase in the power
coefficient. Xu et al. [20] recently introduced the use of plasma excitation flow control to
the SWT that enabled a significant improvement in its output torque and efficiency. Al-
Ghriybah et al. [21] investigated the influence of the blade spacing in an SWT that resulted
in the improvement of its power coefficient by one third. To further increase the power
production of the SWT, Berhanu et al. [22] evaluated its use as an exhaust air energy recovery
in a central air-conditioning system. Their result has shown an overall improvement in the
system efficiency of about 87% [22]. To further enhance the aerodynamic performance of an
SWT, a computational approach was adopted such as the use of the ANSYS software [23].
Using the same method, Marinić-Kragić et al. [13] had multiple arc blades that enabled
the SWT to improve the performance by 50%. On the other hand, Marzec et al. [24]
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further explored the expansion of the computational approach by the development of
a fluid–structure interface (FSI) of an SWT. The FSI model was then validated with an
experimental result and found to influence the centrifugal forces in the turbine operation.
With the use of a computational fluid dynamic (CFD) approach, Marinić-Kragić et al. [25]
introduced a scoop-based design of an SWT that enabled a 10% to 39% improvement in its
power coefficient.

Various modelling techniques were developed to further enhance the performance
of urban wind turbines. An adaptive neuro-fuzzy inference system was developed by
Elsisi et al. [26] for the improved blade pitch control of urban wind turbines. A numerical
approach coupled with an experimental test was performed by Zalhaf et al. [27] to under-
stand the transient behavior of wind turbine blades that are hit by lightning. Recently, a
hybrid numerical approach was developed by Sayed et al. [28] to incorporate dust loaded
wire-duct precipitators in the computational domain of urban wind turbines. With the
transmission of electricity from the wind turbine, Abouelatta et al. [29] developed a numer-
ical method that integrated a full multigrid method to evaluate the fast corona discharge
with varying wind speeds.

These studies are significant in enhancing the performance of the SWT. However, the
design enhancement approach using the CFD method coupled with space-filling design
with the sphere packing method has not been explored in previous works. CFD is a
numerical approach that allows a design of an SWT to be evaluated computationally [30].
On the other hand, space-filling design is a type of statistical design of experiment tool that
addresses the non-uniformity of the inside experimental space [31]. The sphere packing
method is used in a hypercube which can be well represented by results of computational
approaches such as the CFD method [32]. Moreover, a Gaussian stochastic process (GaSP)
model was used to fit in a multivariate normal distribution the developed model results
from the space-filling design [33]. Based on the available literature, no studies have applied
CFD and space-filling design with the GaSP model to design an SWT. Hence, the novelty
of this work lies in the methodology to redesign the SWT using a CFD approach with
space-filling design of experiment and GaSP model. The designed SWT was evaluated
based on the maximum power coefficient and assessed the influences of the considered
design parameters.

2. Performance of the Savonius Wind Turbine

The performance of the SWT is best described by its power coefficients where the
moment coefficient and the power coefficient are given as Cm and Cp, respectively. These
coefficients were obtained from the ratios between the actual parameter over the theoretical
parameter. Two of the important parameters are the moment and the power coefficients [34].
The moment coefficient is quantified using Equation (1) while the power coefficient is
determined using Equation (2).

Cm =
M

Mw
=

M
(1/2)ρrAV2 (1)

CP =
Pw

(1/2)ρAV3 =
M

(1/2)ρAV2r
rω

V
(2)

where A provides the swept area of the turbine in m2, M represents the rotor moment in
N-mm, Pw indicates the extracted power in W, V depicts the air velocity in m/s, r shows the
radius of the rotor in m, ρ covers the density of air in kg/m3, and λ denotes the tip-speed
ratio. Barlow et al. [35] described the model frontal area of the turbine concerning the
cross-sectional area of the air domain as shown in Equation (3).

ε =

(
Model f rontal area

Cross − sectional area

)
=

A
C

(3)

where C indicates the cross-sectional area in m2 and ε represents the percent blockage ratio.
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To establish a deterministic model validation for the simulation results, the Gaussian
Stochastic process (GaSP) model was considered. The GaSP model consists of an n × 1
vector for its output response, y(x), which is given as N(μ1n, σ2R(X, θ). The parameter
R(X, θ) in the output response is a n × n correlation matrix and can take different forms
depending on the situation [36]. Equation (4) provides the correlation function of the
GaSP model while Equation (5) shows the fitted Gaussian prediction function. The GaSP
equations shown in both Equations (4) and (5) were adopted from Jones and Johnson [37].

(
Rij(X, θ)

)
= exp

(
−

P

∑
k=1

θk

(
xik − xjk

)2
)

(4)

ŷ(x) = μ̂ + r′ (x, θ̂) R−1 (x, θ̂) (y − μ̂1n) (5)

where R(X,θ) is a square correlation matrix wherein it is a function of the design space and
points as well as some unknown thetas, μ̂ provides the fitted mean, σ̂ indicates the variance,
and r(x, θ̂) represents the n × 1 vector with a condition if (θk ≥ 0).

3. Methodology

Different analytical and simulation software was used to perform the study. The
discussion on the methodology is divided into three portions such as the CFD model, the
design of experiments through the space-filling design of experiment, and the GaSP model.

3.1. Computational Fluid Dynamics

The CFD approach was performed using the commercial software ANSYS Fluent. The
K − ε turbulence model was used since this model provides accurate results with the SWT
with relatively lesser computational time. These numerical simulations were conducted to
obtain the various aerodynamic performance of each design treatment while determining
its respective power and moment coefficients.

3.1.1. Simulation Set-Up

The geometries of the developed model were constructed using the Design Modeler
of ANSYS. The geometry of the SWT rotor is shown in Figure 1 where the rotor diameter
(D) was evaluated to change from 0.29 m to 0.40 m, the rotor height (H) was varied from
0.16 m to 0.35 m, and the twist angle was changed from 15◦ to 65◦.

Cylindrical enclosure

Rotor model
H

D

Figure 1. An example of the geometric model of the SWT.
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In the development of the geometry, a 21.6% percent blockage ratio (ε) [38] was
considered as shown in Equation (3). Meanwhile, the upwind distance of the rotor used was
0.30 m while a downstream distance of the rotor utilized was 1.20 m. In the development
of the geometry of the SWT, two domains were identified, which are the stationary zone
and the rotational zone as shown in Figure 2. The stationary zone is the wind tunnel
domain which consists of a rectangular-shaped air domain; while the rotational zone
is a cylindrical-shaped domain, as shown in the figure, that allows rotation of the SWT
shaft axis.

Figure 2. The geometry simulation setup.

As shown in Figure 2, the inlet and the outlet zone were identified, while all the other
sides of the rectangular zone were set to a walled domain. An air inlet velocity of 6.5 m/s
was used together with an outlet pressure of 1 bar. A convergence criterion of 1 × 10−6 was
used with a maximum of 1000 iterations per simulation run. Figure 3 shows the separated
cell zone of the simulation in a section view.

Figure 3. The separated cell zone of the simulation.

3.1.2. Evaluation of the Simulation Mesh

The quality of the mesh of the geometries for the simulation is an important step to
consider to attain an accurate solution with low computational cost. The mesh setup of the
developed SWT model is shown in Figure 4. The top view of the rotor that showcase the
near wall mesh and the mesh surrounding the rotor is shown in Figure 5.
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Figure 4. Mesh of the simulation setup.

Figure 5. Top view of the rotor showing the mesh near the walls of the rotor.

The mesh of the developed SWT model was performed to evaluate the skewness value,
aspect ratio, and orthogonal quality. A tetrahedral grid shape was adopted as the mesh
shape as it was able to capture the complex curvature shape of the SWT. With these factors
of interest, a mesh independence test was performed by changing the mesh sizes of each
geometry from −100 to 100 as shown in Table 1. Figure 6 illustrates the mesh independent
test of the simulation setup in terms of skewness value and orthogonal quality.

Table 1. Summary table of the values of the mesh independent testing.

Mesh Sizing (Relevance
Center, Relevance)

Number of Nodes
Aspect
Ratio

Skewness Value
Orthogonal

Quality

Coarse (−100) 29,636 1.942 0.254 0.844
Coarse (0) 68,709 1.898 0.245 0.85

Medium (0) 77,040 1.895 0.243 0.851
Fine (0) 107,690 1.88 0.24 0.853

Fine (100) 313,822 1.836 0.221 0.862
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Figure 6. Mesh independence test in terms of orthogonal quality and skewness value.

The design of experiments was performed where each geometry model of the SWT
was developed. The developed SWT designs were evaluated into two types of simulations,
namely, the static condition and the dynamic condition. The static condition simulation
was done using the moving reference frame (MRF) while the dynamic condition simulation
was performed using the dynamic sliding mesh motion (SMM).

3.2. Design of Experiments

The JMP statistical analysis software was utilized to determine the simulation treat-
ments for the study. The sphere-packing design method under the space-filling design
is used to evaluate each design for the different parameters considered. The parametric
factors considered are shown in Table 2 where the values were adopted from Lee et al. [38]
which showed indicative promising results for the SWT.

Table 2. Summary of the parameters used in the sphere-packing design method adopted from
Lee et al. [38].

Factors Role Values

Rotor Diameter (m) Continuous 0.29 to 0.40
Rotor Height (m) Continuous 0.16 to 0.35

Twist Angle (degree) Continuous 15 to 65

From Table 2, the total number of simulation treatments obtained from the space-
filling design of the experiment is 30. Hence, 30 unique SWT geometries were prepared
and evaluated based on the moment coefficient and power coefficient performances.

3.3. Gaussian Stochastic Process (GaSP) Model

After the CFD simulation of the 30 treatments, the GaSP model was adopted to assess
the effects of the height and the diameter of the rotor as well as its twist angle with regards
to the moment coefficient and power coefficient performances. Afterward, model fitting
was performed using the GaSP model to derive the model equations of the input and
output factors. It was found that there were two responses to be obtained from this model,
namely, the model coefficients and power coefficients. For the GaSP model validation, the
model also considered the moment and the coefficient of moment as a factor on top of the
considered 3 parametric factors defined in Table 2. These 5 parameters were evaluated
based on the power coefficient response.
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4. Results and Discussion

The results of the study are elaborated in this section along with its discussion.

4.1. Gaussian Stochastic Process Results

The results of the model fitting of the 30 simulation treatment results to the GaSP
model are shown in Figure 7, which highlights the power coefficient prediction plot for the
design treatments.

 
Figure 7. Model fitting of the power coefficient using the GaSP model.

Based on this graph, the actual power coefficient is directly proportional to the pre-
dicted power coefficient. The 45◦ plot line shown in the figure signifies that the model
fitted the predicted model. Aside from this, the θ-value of each performance parameter is
presented in Table 3.

Table 3. Summary table of the θ-values of each parameter.

Parameters θ-Values

Rotor Diameter 0.93
Rotor Height 7.80 × 10−7

Twist Angle
Moment

0
0

Moment Coefficient (Cm) 0.63

The scale of the θ-values ranges from 0 to 1 which indicates the relative correlation
of each of the parameters. This means that the rotor height, the twist angle, and the
moment have a relatively higher correlation with the respect to the power coefficient, while
the rotor diameter and the moment coefficient have a relatively lower correlation to the
power coefficient. Moreover, Figure 8 shows the interaction plot of each of the considered
parameters concerning the power coefficient. It was found that there is no interaction
effect between the response and each performance parameters since the lines in the graphs
are all parallel. However, it is interesting to note how the range of values for each of the
performance parameters varies in terms of the change in the power coefficient. The gaps
between the red line and the blue line represent the difference of the power coefficient at
changing parameters. The larger the gap between the red and the blue lines indicates that
the power coefficient is sensitive to the changing values of the specific parameter. Hence,
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no gap between the red and the blue line signifies the insensitivity of the power coefficient
on the specified parameter.

Figure 8. The interaction plot of the power coefficient versus the performance parameters.

Subsequently, the profiler plots of each performance parameter in terms of the power
coefficient are shown in Figure 9a–e. It can be seen in these graphs that the height and the
diameter of the rotor are directly proportional to the power coefficient. It is to be noted
that the power coefficient increases as the vacuum pressure and the moment length of the
blade increases. Similarly, the power coefficient was found to be directly proportional to the
moment coefficient as well as the moment. This can be attributed to the direct relationship
of the moment or torque from the power calculation of the blades of the wind turbine.
Among the performance parameters considered, it is only the twist angle that causes the
power coefficient to decrease when the parameter increases. This is due to the decrease of
suction pressure and moment arm as the twist angle is increased.

The resulting fitted model for the performance parameters with respect to the power
coefficient is shown in Equation (6). The establishment of the coefficient is shown in the
fitted equation as shown below.

y = 0.296 +
n

∑
i=1

r′i e
−(0.93 (x1−Di)

2+0.78×10−6 (x2−Hi)
2+0.63 (x3−Cmi )

2) (6)

where y is the projected power coefficient, Di indicates the diameter, Hi shows the height,
Cmi denotes the moment coefficient, r′ is the stochastic process in a finite set of i. The values
of the fitted mean and the variance for the GaSP model fitting are shown in Table 4 while
the factor r’ values are shown in Table 5.
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(a(a) (b(b)

(c(c) (d(d)

(e(e)

Figure 9. The profiler plot regarding the power coefficient versus the (a) diameter, (b) height, (c) twist
angle, (d) moment, and (e) moment coefficient.

Table 4. The results of the GaSP model fit.

Fitted Mean (μ) Variance (σ2) Nugget

0.296 0.564 8.11 × 10−8
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Table 5. The r′ values.

No. R′

1 1866.17
2 −2635.16
3 −2803.35
4 1206.91
5 4019.12
6 −2056.81
7 3222.55
8 86.46
9 2043.26
10 1946.31
11 2394.82
12 −4339.64
13 −1982.76
14 2257.21
15 2195.78
16 183.21
17 945.57
18 1150.75
19 −1056.43
20 −1425.85
21 3564.55
22 −1442.13
23 −420.78
24 −2082.96
25 −64.14
26 −5626.42
27 −826.45
28 1014.12
29 −540.61
30 −793.3

4.2. Static Condition Analysis

The static condition of the simulation represents the starting position of the wind
turbine. The moment coefficients of the new SWT were analyzed and compared with the
traditional SWT with a semi-cylindrical shape SWT. The moment coefficients in the static
condition of both the new and the old are provided in Figures 10 and 11. It can be seen
in Figure 10 that the static moment coefficient of the new design remains positive. It is
also shown here that the maximum static moment coefficient can be observed at the angle
of attack values of 90◦ to 160◦ and 450◦ to 540◦. Meanwhile, Figure 11 shows that the
static moment coefficient of the traditional design crossed through the negative values.
Additionally, it can be recognized that the minimum values of static moment coefficients
are from 20◦ to 80◦ and 330◦ to 380◦, respectively. With this said, it was found that the
optimized design can start by itself since its moment coefficients remain positive while
the SWT with a semi-cylindrical shape has negative moment coefficients which hinder
its ability to self-start [39]. Therefore, the new SWT has a relatively superior self-starting
capability compared to the traditional SWT.

335



Wind 2022, 2

Figure 10. The relationship between the static moment coefficient of the new SWT versus its angle
of attack.

Figure 11. The relationship between the static moment coefficient of the traditional SWT wind turbine
with semi-cylindrical shape versus its angle of attack.

4.3. Dynamic Condition Analysis

The parameters that were tested for the dynamic condition include the power co-
efficient and the dynamic moment coefficient of the wind turbines. Figure 12 showed
the comparative study of the different SWT configurations with respect to the dynamic
moment coefficient, while Figure 13 provided the comparative study of the different SWT
configurations in terms of their power coefficients. It was recognized that the tip-speed ratio
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(TSR) also played a role in the performance of the SWT. The dynamic moment coefficient
of each wind turbine decreases as the TSR is increased. However, the decrease of the new
SWT is not as drastic compared to the other SWT configurations. A possible explanation
for this is that the new design consists of smaller curvatures that help in maintaining the
solution pressure and limit the wake-flow present at the rear of the rotor of the turbine.
On the contrary, the power coefficient of each wind turbine followed a bell-curve relative
to the TSR where the values increased then decreased until it reached a certain point that
indicated its corresponding maximum power coefficient. The maximum power coefficient
of the new design was observed at 0.2525 at a TSR of 0.80.

Figure 12. The behavior of the dynamic moment coefficient versus the TSR of the different SWT.

Figure 13. The behavior of the power coefficient versus the TSR of the various SWT.

4.4. Discussion on the Comparison of the Results with Other Studies

In the dynamic condition analysis of the new SWT, the performance of the new
design to the traditional SWT and other designs from past literature were compared. The
maximum power coefficient of this new design is relatively higher than the previous
designs presented by Wang and Zhan [40], the traditional semi-cylindrical SWT [40], the
model of Wekesa et al. [41], and the prototype of Larin et al. [42] by 13.28%, 8.16%, 2.32%,
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and 1.38%, respectively. Hence, this work highlights the improvement of the maximum
power coefficient compared with other studies.

5. Conclusions

A computational fluid dynamics (CFD) model was developed for a Savonius wind
turbine (SWT) that considered various geometric parameters based on a space-filling design
of experiments. The space-filling design considered the sphere packing method which
worked well with the results of computational simulations such as CFD. A Gaussian
stochastic process (GaSP) model was used to model fit the space-filling design results for
the dependent variables and the response. With the application of the space-filling design,
the study considered 30 distinct designs based on the combination of the parametric factors
such as the diameter and height of the rotor as well as its angle of twist. The results have
shown that the model fitted the GaSP model. The results revealed that the power coefficient
is directly proportional to the performance parameters of the moment, moment coefficient,
rotor height, and rotor diameter, while it was found that the power coefficient has shown
a slight decrease while the twist angle increases. It was found that the maximum power
coefficient of the optimized SWT design is 0.2525 at a tip speed ratio of 0.80. The maximum
power coefficient was found to be superior with the SWT design of previous works. In
addition, the results revealed that the optimized SWT design is capable of self-starting with
relatively better performance compared to the other designs of previous works. Future
work involves the simultaneous effects of the overlap ratio of the SWT and the influence of
the inlet air velocity.
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Abstract: To meet the increased demand of hydroelectric power generation, a novel drag-based
Savonius turbine with the characteristics of a simpler fabrication process and good starting character-
istics is designed, fabricated, and analyzed. The newly designed turbine is suitable to be installed in
rivers, irrigation channels, ocean currents, etc., for small-scale hydroelectric power generation. In the
present study, experiments are carried out to investigate the influence of the design parameters of
this turbine on its power performance in order to improve its efficiency, including blade arc angles
(180°, 135°), blade placement angles (0°, ±22.5°), and the number of blades (2, 3, 6, and 8). Further,
three-dimensional CFD simulations are performed with Re = 6.72 × 105, matching the experimental
conditions, in order to study the changes in the flow field and the rotation characteristics of the
turbine. The research results indicate that a six-bladed turbine with a blade arc angle of 135° and a
blade placement angle of 0° has higher torque and better power performance, which makes it the
most suitable design when also considering cost. Furthermore, it was found that an increase in the
number of turbine blades contributes to improving the performance of the turbine. The maximum
power coefficient is 0.099 at a tip speed ratio of 0.34.

Keywords: Savonius hydrokinetic turbine (SHT); power coefficient (Cp); moment coefficient (Cm);
towing tank; tip speed ratio (TSR); computational fluid dynamics (CFD)

1. Introduction

Due to global warming [1], the global environment has changed in various ways
since the industrial revolution because of damage to the environment and limitations in
the amount of available fossil fuels [2,3]. The dependence of humans on electricity has
become increasingly more serious with the growth of the population and economic results,
so countries have begun to pay attention to the development and utilization of green
energy, including biomass energy, geothermal energy, solar energy, hydropower, and wind
energy [4,5]. Because water accounts for more than 75% of the earth’s surface, compared
with other energy sources, hydropower is a cleaner and more predictable source, and
generates lower CO2 emissions [6,7]. Therefore, water resources that harvest hydrokinetic
energy from flowing rivers, tidal currents, ocean water currents, irrigation canals, or other
artificial waterways are considered to be viable energy sources.

There are two categories of turbines used to harvest energy from water flow: non-
turbine systems [8] and turbine systems. A turbine system includes the use of hydrostatic
energy (potential energy) and hydrokinetic energy turbines to generate electricity. Among
them, a hydrokinetic energy turbine uses the kinetic energy of natural water resources to
replace potential energy to generate electricity, without using a water storage structure
which leads to environmental damage.

According to the alignment of the axis of rotation relative to the direction of the water
flow, there are mainly two technologies applied to hydrokinetic turbines: horizontal-axis
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turbines [9] and vertical-axis turbines [10]. Horizontal-axis turbines have an advantage in
terms of tidal and wind energy, but for small-scale energy conversion they are not cost-
effective [11,12]. Vertical-axis turbines are mainly divided into two types [13]: drag-based
Savonius and lift-based Darrieus. The Savonius turbine was invented by a Finnish architect,
Sigurd J. Savonius, for wind applications in 1920 [14]. It is an energy conversion device that
uses the difference in resistance between concave blades and convex blades to convert energy.

Although Savonius turbines were originally used for wind power (SWT), water is
856 times denser than air, which has led researchers to study the potential of Savonius
hydrokinetic turbines (SHTs) [15].

Furthermore, the fluid dynamic characteristics in the flow field around turbines are
considerably different because of the fundamental difference between wind and water flow.
Wind flow is mainly controlled by pressure differences, while water flow is mainly affected
by gravity [16].

Although the power performance of the Savonius turbine 20% less that that of the
lift-based turbine [17], it has many advantages, including being suitable for low velocity
streams, a simple turbine structure, better self-starting characteristics, the ability to harness
water flow from different directions, and being less noisy, which reduces the vibration and
damage to the turbine structure [18]. In addition, maintenance costs are low because the
power equipment can be installed above the water.

In recent years, many researchers have proposed various numerical and experimental
methods to improve Savonius hydrokinetic turbine (SHT) technology. The aspect ratio, the
overlap ratio, the blade profile, the number of blades, and deflectors are the main factors
that directly affect the efficiency of SHTs.

Reviews on the early stages of research on vertical axis Savonius turbines all focused on
wind energy. Blackwell et al. [19] proposed that increasing the Reynolds number and aspect
ratio would improve performance. Sivasegaram et al. [20] investigated the performance
of different blade numbers, shapes, sizes, and positions. According to the literature, the
Reynolds number, the wake aspect ratio, the size of the end plate and the shaft diameter
all influence turbine performance. Kahn [21], Ushiyama, and Nagai et al. [22] studied the
effects of the aspect ratio of the rotor, the shape of the rotor, the overlap, and separation
gap between the rotor blades, the profile of the blade cross section, and the number of
blades on the performance characteristics. Fujisawa and Gotoh [23] tested the pressure
distribution on the blade surface under various rotor angles and tip speed ratios to research
the aerodynamic performance of the Savonius turbine. Sheldahl et al. [24] experimentally
tested the performance of two- and three-bladed SWTs. Their tests revealed that, compared
with the three-bladed turbine, the Cp value for the two-bladed turbine was approximately
1.5 times higher than that for the three-bladed turbine. Emmanuel et al. [25] demonstrated
that the performance of the six-bladed SWT is better than that of the two-bladed SWT.
According to the results of a CFD simulation, the power coefficient is expected to increase
from 0.25 to 0.3. (If a deflector was installed in the six-bladed SWT, this could be increased
to 0.5.) Mahmoud et al. [26] developed a two-bladed turbine that is more efficient than both
a three-bladed turbine and four-bladed turbine, where a rotor with end plates was found
to be more efficient than a rotor without end plates. Compared with a single-stage rotor, a
two-stage rotor had better performance. A rotor without an overlap ratio performed better
than a rotor with an overlap ratio in terms of operation. The results also showed that the
power factor increased with the aspect ratio. Wenehenubun et al. [27] found that, compared
with two-bladed and four-bladed wind turbines, three-bladed wind turbines have higher
rotational speeds and tip speed ratios. Compared with two-bladed or three-bladed wind
rotors, four-bladed wind turbine rotors had higher torque; four-bladed wind turbines had
good performance at lower tip speed ratios, but three-bladed wind turbines had the best
performance at higher tip speed ratios. Banerjee [28] and Alom [29] used experiments and
simulations to study elliptical blades. The results indicated that the flow characteristics
of the elliptical blade turbine were better than the traditional semicircular design. Khaled
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R.Abdelaziz et al. [30] studied the effect of adding curved and straight auxiliary blades at
the turbine blade on the performance of the Savonius turbine numerically.

In the past decade, research on Savonius hydrokinetic turbines (SHT) has made
great progress.

Faizal et al. [31] designed the five-bladed Savonius and studied how orbital motion in
waves affected the energy extracted by SHT. Increasing both wave height and frequency
amplifies the speed of the turbine, according to their results. As a result of this, the
performance of SHTs is determined by their design parameters and the surrounding fluid
behavior. Yaakob et al. [32] analyzed the performance of a two-bladed semicircular SHT
in two- and three-dimensional simulations with a constant current velocity of 0.56 m/s
and reported a Cpmax of 0.275 at a TSR = 0.7, which validated the experimental results.
In 2011, Kailash Golecha et al. [12] tested two stage and three stage modified Savonius
rotors for a hydrokinetic turbine to study the influence of the deflector plate at the optimal
position. Deflection plates for two-stage deflection plates for two-stage 0° phase shifts, 90°
phase shifts, and three-stage modified Savonius rotors have each seen significant increase
in power coefficient of 42%, 31%, and 17% respectively. In addition, this study investigated
whether by placing the deflector appropriately upstream of the river, the performance of the
Savonius rotor could be significantly improved. Sarma et al. [15] examined a three-bladed
turbine in an open channel at a water velocity of 0.3–0.9 m/s. The test revealed that a
Cpmax of 0.39 at TSR = 0.77. Compared with the conventional SWT under the same input
value, this was 61.32% higher. Khan et al. [33] studied the performance of single-stage,
two-stage and three-stage semicircular blade SHTs. The Cpmax value of the two-stage rotor
was approximately 0.5, which was approximately 4% better performance than that of single-
stage and three-stage rotors. However, these differences were small, which indicates that
the rotor should be selected based on the simplicity of the structure rather than the power
output. Golecha et al. [34] investigated whether a straight arc shape leads to a higher power
coefficient. The study also showed that the use of deflection plates on both the advancing
blade side and the returning blade side improved the performance of the Savonius rotor.The
impact of overlap ratios and aspect ratios on performance of Savonius turbines in an open
channel was studied by Patel et al. [35]. The results showed that the Cp value for an overlap
ratio was approximately 0.11 for Savonius turbines, where the maximum aspect ratios less
were than 0.6. Kumar and Saini [36] investigated the influence of twist angle and Reynolds
numbers on the hydrokinetic performance of a Savonius turbine. A numerical simulation
was carried out using ANSYS Fluent in their study. A Cpmax of 0.39 at a TSR = 0.9 was
obtained for a given water velocity of 2 m/s. Parag K et al. [37] studied the performance
of SHTs through experiments and CFD. The performance of two- and three-bladed SHT,
as well as elliptical blade and semi-circular blades, is compared. The results showed that
the performance of two-bladed and semi-circular blade SHT was better than that of other
alternatives. Mabrouk M et al. [38] investigated the performance of the Helical Savonius
in irrigation channels. An improved deflector system design was proposed in order to
enhance the performance of the studied water turbine. Fen G et al. [39] researched the
influence of a rear deflector on a Savonius turbine with a towing box experiment and a
two-dimensional simulation. Although deflector devices can improve the performance
of an SHT [12,34,39], the additional equipment also make the entire turbine system more
complicated.

1.1. Motivation

Wind and water are currently the two most common energy sources for Savonius
turbines; however the flow field performance of open channel water flow differs consider-
ably from wind. Water flow is controlled by gravity, while wind is mainly influenced by
pressure differences. In addition, researchers are interested in the higher power density
of water to study the potential of SHT. Therefore, this study is aimed toward modifying
the design parameters of SHTs to improve their performance. In previous literature on
SWTs, there have been different opinions on the optimal number of blades. Some stud-
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ies [24,26,37,40] have shown that two blades provide better performance efficiency than
three blades. However, some studies have suggested that more than two blades will lead
to better performance [25,27,29]. The above results were based on the findings related to
SWTs, but there are still few studies examining the effects of the number of blades on SHT
performance, thus, an evaluation of this parameter is necessary.

1.2. Present Objective

The literature on SWTs has discussed many different types of blades, but SHT studies
have mostly discussed only semi-circular blades. In this study, an attempt is made to
change the shape and angle of the blades to observe the efficiency of the turbine and verify
the results through experiments and simulations. In brief, the novelty of this research
lies in the experimental testing of the effects of the number of blades and blade shape on
SHTs. First, six-bladed SHTs with arc angles of 135° and 180° (semi-circular) are tested
to find the best blade shape based on the power coefficient. Subsequently, the six-bladed
SHT with a 135° arc angle is tested with different placement angles of 0° and ±22.5° in
the experiments. Further, SHTs with two, three, six, and eight blades were tested to find
the optimal blade shape and number. In order to obtain a deeper understanding of the
hydrodynamic performance and flow field changes of the SHT, CFD simulations using
ANSYS-CFX were carried out.

2. Turbine Design and Performance Parameters

The parameters that influence the performance of a vertical drag hydrokinetic turbine
include the aspect ratio, blade shapes, number of blades, and end plates. The aspect
ratio (AR) has an important influence on efficiency performance, application location,
structural capacity and power demand of the turbine, and it is typically expressed by the
following equation:

AR =
H
D

(1)

where H and D represent the turbine height and diameter, respectively. A lower aspect ratio
(AR < 1.5) cause the turbine to have a more stable structure and greater stability [37]. In this
study, the turbine is design with an AR = 1, for which the design parameters are shown in
Figure 1. A hydrokinetic turbine with blades having two different profiles is considered for
the analysis using blades with arc angles (ψ) of 180° and 135°, as shown in Figure 2. Each
blade includes a concave and convex profile and is divided into an advancing blade and
a returning blade according to the rotation. The pressure difference between the concave
and convex surfaces of the blades is used to drive the turbine to rotate. In order to reduce
the effect of the vortex inside the turbine and allow water to flow smoothly through the
turbine, the blade arc angle (ψ) is designed to be 135°. The turbine blades are 3.75 mm
thick. The height (H) and diameter (D) of the turbine are both 600 mm. In this study, the
blade placement angles were varied to investigate their influence on the performance of
the turbine. The dimensions of the blade placement angles (α) are −22.5°, 0°, and +22.5°, as
shown in Figure 3. In addition, several blades were developed with the same specifications
(ψ = 135°, α = 0°) to study the effect of the number of blades on the efficiency of a turbine,
as shown in Figure 4.
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Figure 1. Schematic diagram of a 6-bladed turbine.

Figure 2. The geometry of the turbine blades with different arc angles (ψ = 135° and 180°).

Figure 3. The geometry of the turbine blades at different placement angles (α = ±22.5°).
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Figure 4. The geometry of the turbine for different numbers of blades (α = 0°, ψ = 135°).

Data Reduction

To evaluate the performance of water turbines, dimensionless coefficients are typically
used. The most commonly used evaluation characteristic coefficients include the following:
For open channels, the Reynolds number based on the rotor diameter is given by:

Re =
ρVD

μ
(2)

where ρ is the density of water; V is the free stream velocity; D is the rotor diameter; and μ
is the viscosity of water.

The power coefficient of the turbine represents the ratio of the mechanical power
produced by the turbine to the actual water kinetic energy available in the same area
covered by the turbine [41], which is defined as follows:

Cp =
Tω

1
2 ρAV3

=
Poutput

Pavailable
(3)

where T is the torque produced by the turbine; ω is the angular velocity; and A is the
projected turbine area.

The tip speed ratio is given by the following expression:

TSR =
Rω

V
(4)

where R is the turbine radius.
The turbine moment coefficient is defined by the following equation:

Cm =
T

1
2 ρARV3

(5)

The blockage ratio is given by the expression below. When the blockage ratio is less
than 30%, the performance of the turbine is less affected by the boundary effect [42]. The
blockage rate in this study is 8%.

BR =
f rontal area o f the object

cross Section o f the tunnel
(6)

3. Experimental Methodology

The turbine material settings and experiment model were all made of stainless steel.
The turbine proposed in this study was considered to be able to actually operate and
generate electricity, so a large turbine (60 cm × 60 cm) was used in the scale. However,
due to the limitation of the site, it was difficult to conduct experiments. A towing tank
test platform [33,39,43] was set up to conduct the experiments. The width of the towing
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tank was approximately 5 m, and the turbine was fully immersed. The depth of water
in the towing tank was 0.9 m, and the distance from the water surface to the top of the
turbine was approximately 15 cm. In order to measure the torque and rotational speed
generated by the turbine, a torque sensor with an accuracy of ±1% and a tachometer with
an operating range of 10–29,999 RPM and accuracy of ±0.05% were mounted on the towing
tank experimental platform, as shown in Figures 5 and 6. The setup consisted of trailer,
a sliding rail, a braking pulley, and an acoustic Doppler velocimeter (ADV), which was
used to measure the velocity of the water flow. The trailer drove the turbine to move
forward and rotate at a fixed speed of 1 m/s by the slide rail and also drove the relative
movement of the turbine and the water flow, so it successfully simulated the impact of the
water flow on the turbine. Because the position of the turbine was driven by the trailer
moving forward, the turbine was not affected by the size of the tank or the backflow caused
by the water hitting the wall. The trailer was set to 1 m/s, corresponding to Re = 6.72 × 105.
The flow states were turbulent. Figure 7 shows the rotation of the turbine in the towing
tank. This paper is to study the performance of the Savonius-type hydrokinetic turbine.
The amount of hydrokinetic energy contained in flowing water current depends on the
water velocity. Therefore, it can be known from the definition of the power coefficient,
the actual water kinetic energy captured by the turbine is dominated by the free stream
velocity and the free flow cross-sectional area, not by the height of the effective head, as
shown in Equation (3). Moreover, the cross-sectional area of water passing through the
turbine is affected by the height of the upstream water surface rather than the downstream
water surface. Therefore, the water depth is determined when the turbine is stationary in
this study In the experimental setup, the depth of the water is ensured so that the entire
turbine is submerged in water during operation. The main purpose is to study and discuss
the operation and flow field changes of the turbine as a whole immersed in the water.

Figure 5. Schematic diagram of the towing tank.
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Figure 6. Towing tank experimental platform.

Figure 7. Rotation of the 6-bladed turbine in the tank.

4. Computational Methodology

Turbines will cause a vortex and wake region disturbance phenomenon when rotating,
so it is impossible to clearly observe the changes in the water flow experimentally. In
order to solve this problem, CFD is a very suitable tool. For an axisymmetric flow field,
two-dimensional modeling can be used to calculate the flow field changes simply and
quickly [43–46], or three-dimensional modeling can be used for more complex and real
calculations to improve accuracy. Many previous studies only discussed dynamic simula-
tions by giving the turbine a fixed angular velocity to facilitate rapid calculation [25,47], but
there was a lack of important data for the turbine startup phase. Therefore, in this study,
the passive rotation of the turbine for a three-dimensional CFD model under the impact of
water flow is examined in order to capture continuous changes in the flow field.

4.1. Governing Equations

In the present study, the CFX flow solver is used to solve the Navier–Stokes equations
and turbulence model with finite volume method discretization in order to deal with
viscous incompressible turbulent flow field problems, where the body force is considered.
Semi-Implicit Methods for Pressure-Linked Equation (SIMPLE) is used for the pressure-
velocity coupling with second order upwind scheme. Convergence criteria are set at 10−5

for RMS residuals equations of momentum, continuity and turbulence characteristics.The
details of the computational settings are shown in Table 1. The continuous equations and
momentum equations are as follows [48,49]:

∂(ρ)

∂t
+

∂(ρuj)

∂xj
= 0 (7)
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∂(ρui)

∂t
+

∂(ρuiuj)

∂xj
= −∂(p)

∂xi
+

∂

∂xi
[μ(

∂ui
∂xj

+
∂uj

∂xi

−2
3

δij
∂um

∂xm
)] +

∂

∂xj
(−ρu′

iu
′
j)

(8)

The Boussinesq’s gradient transport hypothesis is used to convert the Reynolds stress
term into the relationships among the average flow velocity gradient.

− ρu′
iu

′
j = μt(

∂ui
∂xj

+
∂uj

∂xi
)− 2

3
(ρk + μt

∂um

∂xm
) (9)

where μt is the turbulent viscosity, which is defined as:

μt = ρ
Cμk2

ε
(10)

where ρ is the density; k is the turbulent kinetic energy; ε is the Turbulent dissipation rate;
and Cμ is the constant of the standard k-ε turbulence model.

Table 1. Details of the computational settings.

Characteristic Value

Spatial discretization method Finite Volume Method (FVM)
Convergence criteria for residuals 10−5

Turbulence model Standard k-ε
Skewness 0.58

4.2. Turbulence Modelling

The flow field around the rotation of the turbine creates high levels of turbulence in
nature. In order to simulate actual flow field performance, the choice of turbulence is very
important, so a turbulent flow with a Reynolds number approximately 6.72 × 105 was used
in this study. Many previous studies have used the standard k-ε turbulence model for
simulations [15,50–52], so the standard k-ε, which contains two semi-empirical equations,
is used in this study. This two-equation semi-empirical model can be expressed as:

• Turbulent kinetic energy, k

∂(ρk)
∂t

+
∂(ρkμi)

∂xi
=

∂

∂xj
[(μ +

μt

σk
)

∂k
∂xj

] + Gk − Gb

−ρε − YM + Sk
(11)

• Turbulent dissipation rate, ε

∂(ρε)

∂t
+

∂(ρεμi)

∂xi
=

∂

∂xj
[(μ +

μt

σε
)

∂k
∂xj

] + C1ε
ε

k
(Gk

+G2εGb)− C2ερ
ε2

k
+ Sε

(12)

where σε is the turbulent Prandtl number for ε; σk is the turbulent Prandtl number
for k; Gk is the turbulent kinetic energy generation due to the mean velocity gradient;
YM is the effect of changes in dilatation of the compressible turbulence on the overall
dissipation rate; and Gb is the generation of turbulence kinetic energy due to buoyancy.
In the above equation, Cμ, C1ε, C2ε, σε, and σk are empirical coefficients, for which the
values are as follows: Cμ = 0.09, C1ε = 1.44, C2ε = 1.92, σε = 1.3, and σk = 1.0.
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4.3. Computational Domains and Boundary Settings

The overall three-dimensional computational domains were mainly divided into
rotating domain and stationary domain. The rotating domain contains turbines, and the
other domains were stationary domains. Since in the experiment, the trailer setting method
is used, the turbine will not be affected by the disturbed water flow generated after hitting
the wall and will thus not affect the efficiency performance. Therefore, in terms of the
simulation, for the basin, no-slip wall surfaces have been used. This design ensures that
the water flow hitting the wall surface will not bounce back to the turbine and affect its
rotation. After the water flow hits the wall surface, the velocity on the wall surface is 0, and
the water flow moves along the wall surface and away from the turbine, which is the same
as concept for the experimental setup. The computational domains are set to be the same
as those used in the experiment, for which the total length is 7.5 m, which is 12.5 times the
diameter of the turbine, and the domain width is 5 m, which is 8.3 times the diameter of
the turbine. A velocity of V = 1 m/s is set at the inlet, and a pressure outlet is set at the
downstream outlet, which ensures that the upstream and downstream pressures are the
same. The rest of the walls are all set to the boundary conditions of the stationary wall,
which are adiabatic boundaries and do not affect any condition of the fluid in the analysis,
as shown in Figure 8.

Figure 8. Dimensions of the flow field.

4.4. Grid Independence Test

The ideal grid design should consider the characteristics of the flow field and the
computer performance to select the appropriate grid size and perform partial mesh re-
finement processing in the rotating area. Because of the complex geometry of the turbine,
an unstructured tetrahedron mesh was used to create the mesh for the entire domain.
However, considering that the viscosity of the fluid near the solid boundary layer changes
significantly, for the surface of the turbine blade, a structured prism mesh was adopted.
The inflation layer of the blade surface boundary layer consisted of the prism mesh with
a first layer thickness of 0.5 mm and a maximum of 10 layers with a growth rate of 1.2,
as shown in Figure 9. In the CFD simulation, the independence of the mesh had to be
analyzed first. As shown in Table 2, a total of 7 sets of grid numbers ranging from 256,726
to 2,547,070 with average skewness of 0.58 which were generated to analyze the effect of
the mesh number on the performance of the turbine and the hydrodynamic characteristics
around the turbine. As the number of mesh elements increased from 256,726 to 1,093,773,
the value of Cp continued increased. However, when the number of mesh elements in-
creased from 1,093,773 to 2,547,070, the Cp value did not change to any significant degree.
Therefore, 1,093,773 has indicated the convergence had been reached. In order to reduce
the calculation costs, the total mesh number was set at 1,093,773 for the simulation.
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Figure 9. Computational domain mesh details (prism mesh).

Table 2. Variations in Cpmax relative to different amounts of elements.

Number of Elements in the
Rotating Zone

Number of Elements in the
Fixed Zone

Total Elements Cpmax

240,088 16,638 256,726 0.0731
364,272 23,106 387,387 0.0812
627,904 32,654 660,558 0.0872
836,707 40,905 877,612 0.0924

1,010,098 83,675 1,093,934 0.0979
1,465,038 160,895 1,625,934 0.0984
2,261,104 285,966 2,547,070 0.0978

5. Results and Discussion

5.1. Effect of Blade Arc Angles (ψ)

Many studies have pointed out that the shape of the blade has a great influence on
the output power of a turbine [53,54]. First, the difference in the measured efficiency of
the 6-bladed turbine (α = 0°) is discussed when the blade arc angles were 180° and 135°.
As shown in Figure 10, the moment coefficient and the power coefficient were calculated
to correspond to the TSR to evaluate the efficiency of the turbine. Without applying load,
the TSR for a blade arc angle of 135° was approximately 0.75, which was 0.4 greater than
that obtained for a blade arc angle of 180°, as shown in Figure 10a. Additionally, as the
mechanical load increased, the rotational speed of the turbine decreased and at the same
time, the torque generated by the turbine increased, so the Cm of the 135° blade arc angle
was greater than that for a blade arc angle of 180°. Furthermore, it can be seen that the
Cp value and TSR exhibited a quadratic curve. Figure 10b shows a Cpmax of 0.099 at a
TSR of 0.34 when the blade arc angle was 135°, and a Cpmax of 0.0249 at a TSR of 0.244
when the blade arc angle was 180°. It is obvious that the blade arc angle of 135° had better
efficiency performance because the increase in the vorticities decreased the hydrodynamic
performance of the turbine.
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(a) (b)

Figure 10. Variation in Cm and Cp with the TSR for the different blade arc angles (ψ). (a) Cm vs. TSR,
(b) Cp vs. TSR.

5.2. Effect of the Blade Placement Angles (α)

From the previous section, it is known that when the blade arc angle is 135°, the
efficiency of the turbine is better, so we further measured the performance differences for
different placement angles (α = −22.5°, 0°, and 22.5°) in the experiments. The experiments
were conducted on six-bladed turbine with a blade arc angle of 135°. Figure 11a shows
the variations in Cm with the TSR for the different blade placement angles. Obviously,
the torque and angular velocity generated by the forward and reverse placement design
are less than the 0° placement design. Furthermore, it can be seen in Figure 11b that the
efficiency of the forward rotation of 22.5° (Cp = 0.043, TSR = 0.309) is better than that of the
reversed rotation of 22.5° (Cp = 0.0294, TSR = 0.255). However, the efficiency is still less
than half that of the blade placement angles of 0°. The main reason for this phenomenon is
that the reverse placement of the blade makes the water flow unable to effectively impact
the concave surface of the forward blade to generate positive torque, and the turbine thus
cannot smoothly capture the energy provided by the water flow. On the other hand, the
design of the forward placement of the blades causes the distance between the blades and
the shaft to be shortened, so when the turbine is rotating, the chance of generating vortexes
on the concave surface of the blade increases.

(a) (b)

Figure 11. Variation in Cm and Cp with the TSR for the different blade placement angles (α). (a) Cm

vs. TSR, (b) Cp vs. TSR.
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5.3. Validation and Effect of the Number of Blades

To understand the dynamics of water flow, CFD simulations were carried out to capture
the variations in the water flow and rotation of the turbine. Because the number of turbine
blades affects the rotational speed and torque of the turbine, simulations were carried out
to investigate the effect of the number of blades. According to the results discussed in the
previous chapters, the power differences among two, three, six, and eight bladed turbines
with α = 0° and ψ = 135° were simulated in the study when the inlet velocity was 1 m/s, and
the results were compared with the experimental values, as shown in Figure 12. It can be
observed that the simulation results had the same trend as that of the experimental results but
with minor deviation and the overall characteristic curve obtain from simulations is a bit to
the right of the experimental results. In the experiments, frictional drag is generated when the
turbine rotates, so the angular velocity of the turbine is slower than that in the simulations.
Both the experimental and simulation results showed that a greater number of blades led to a
wider range of turbine speeds and greater power generation.

Figure 12. Effect of the number of blades on the power coefficient for different TSR values (experi-
mental and simulation results).

The performance of the six- and eight-bladed turbine was much better than that for
the two- and three-bladed turbines. The maximum Cp for the six-bladed turbine was 0.0979
at a TSR = 0.39, and for eight-bladed turbine, it was 0.102 at a TSR = 0.4. When the number
of blades was increased to six, the efficiency produced by the turbine appeared to reach
its limit.The greater the number of blades, the greater the torque load that the overall
turbine can withstand, and the turbine can also reach higher speeds. The Cm range for the
six-bladed turbine was below 0.55; the TSR range was within 0.75; the Cm range for the
eight-bladed was slightly less than 0.5; and the TSR range was within 0.9. As shown in
Figure 13, when the turbine speed was faster, the torque generated by the turbine was small.
The Cm and the TSR exhibited a linearly decreasing relationship. It can be seen that the
TSR and Cm values of the six-bladed turbine were very close to those for the eight-bladed
distribution, which means that the two can produce similar speed ranges and torques.

353



Energies 2022, 15, 1856

Figure 13. Effect of the number of blades on the moment coefficient for different TSR values (experi-
mental and simulation results).

5.4. Pressure Contours

Figure 14 shows the distribution of the pressure contours among the two, three, six,
and eight-bladed turbines at TSR values corresponding to the maximum power coefficient.
It was observed that a pressure drop through the turbine occurred from upstream to
downstream. The blades were driven to rotate because the concave surface pressure of
the forward blade was greater than that of the convex surface. The eight-bladed turbine
produced more positive torque due to a greater number of advancing blades, but at the
same time, there were also more returning blades that provided negative torque, so the
output power compared to the six-bladed reached convergence. However, its output
power was still much higher than that of the two- and three-bladed turbines, which was
determined by comparing the pressure difference between the upstream and downstream
of the turbine. It was also observed that the high pressure zone on the convex surface
of the returning blade decreased with increases in the number of blades, which reduced
the amount of negative torque generated, and also indicated the consistency between the
results for the simulation and the experiment. Based on the CFD simulation results, it was
observed that increasing the pressure area on the concave surface of the advancing blade
and reduced the pressure distribution on the convex surface of the returning blade affected
by the impact of the water flow, which was the key to improve the performance of the
turbine.

5.5. Velocity Contours

Figure 15 presents the distribution of the velocity contours among the two, three,
six, and eight-bladed turbines at a TSR corresponding to the maximum power coefficient.
The velocity of the water flow was constant before entering the turbine rotating domain.
When the turbine rotated, it was observed that there was a high-velocity area at the tip
of the advancing blade. On the other hand, a wake zone was generated downstream of
the turbine. It is worth noting that the advancing blade tip of the two-bladed turbine had
a more intense velocity flowing from the tip of the blade than was the case for the other
turbines with more blades. This phenomenon led to a negative impact on the blade–fluid
interactions, which deteriorated the efficiency of the turbine [15]. A higher velocity zone
was observed at the top and bottom side, as shown in side view near the end plate. It can be
observed that as the number of blades increased, this phenomenon decreased significantly,
in turn improving the efficiency performance. Moreover, the overlapping flow, which can
enhance the torque of the turbine, was observed to be strong on the concave surfaces of
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the returning blades in the case of the six- and eight-bladed turbines. However, for the
eight-bladed turbine, the overlapping flow increased the hydraulic resistance of the turbine
without sufficient hydrokinetic energy to impact the blades, so the performance of the six-
and eight-bladed turbines was about the same. On the other hand, it was observed that the
overlapping flow in the two- and three-bladed turbine left the turbine without impacting
the other blades and passed through the turbine downstream. This produced vortices on
the concave surfaces of the returning blade and caused a decline in the performance of the
turbine.

(a) (b)

(c) (d)

Figure 14. Comparison of the pressure distribution around the blades for (a) 2-bladed turbine,
(b) 3-bladed turbine, (c) 6-bladed turbine, and (d) 8-bladed turbine.
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(a) (b)

(c) (d)

Figure 15. Comparison of the velocity distribution around the blades for (a) 2-bladed turbine,
(b) 3-bladed turbine, (c) 6-bladed turbine, and (d) 8-bladed turbine.

6. Conclusions

The purpose of the current study was to investigate the influence of the blade arc
angles, blade placement angle, and the number of blades on the Savonius-type hydrokinetic
performance of a turbine. Considering various design parameters, the turbines were
investigated and tested in an open towing tank at V = 1 m/s. Further, three-dimensional
CFD simulations were performed to capture the variations in the flow field and the rotation
of the turbine, which were in good agreement with the experimental results. The measured
data was expressed as a dimensionless coefficient to evaluate the performance of the turbine.
Moreover, the study is considered as the calibration of the CFD model for further tests and
providing experiments that are difficult to be carried out. The main conclusions drawn
from this study are summarized below:

1. The six-bladed SHT with ψ = 135° and α = 0° produced the highest Cpmax of 0.099 at a
TSR of 0.34.
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2. The performance of the blade angle of 135° was approximately 2.96 times better than
the turbine of the blade angle of 180°.

3. Compared with the design of the blade placement position for the reverse rotation,
the forward rotation of the blade placement had less influence on the efficiency of
the turbine.

4. The Cp and the TSR showed a quadratic curve relationship, and the Cm and the TSR
showed a linearly decreasing relationship.

5. Based on the simulation results and the experimental results, it was found that the
range of the rotational speed of the turbine became wider by increasing the number
of blades due to the fact that they could harvest more hydrokinetic energy. However,
when the number of blades was increased to eight, the mechanical power of the
turbine reached its limit due to hydraulic resistance.

6. Compared with the other turbines with varying numbers of blades, the six-bladed
turbine had fewer high-speed vortices on advancing blades and more overlapping
flow collisions with the returning blades. Thus, the six-bladed turbine converted more
available hydro energy to the mechanical power.

In the present study, a turbine was tested at a fixed AR and water velocity in both
experiments and simulations. In order to improve the performance of a turbine, it is
necessary to investigate a variety of AR values, Reynolds numbers, and other design
parameters to find the optimum design. There are divergent opinions on the performance
of the number of SWTs in the previous literature, but in the case of the SHT, this study clearly
points out that the hydrokinetic performance of the SHT increases with an increase in the
number of blades, while the performance of the eight-bladed turbine reached convergence.
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Abstract: In response to the objective of fully attaining carbon neutrality by 2060, people from all
walks of life are pursuing low-carbon transformation. Due to the high water cut in the middle and
late phases of development, the oilfield’s energy consumption will be quite high, and the rise in
energy consumption will lead to an increase in carbon emission at the same time. As a result, the
traditional energy model is incapable of meeting the energy consumption requirement of high water
cut oilfields in their middle and later phases of development. The present wind hydrogen coupling
energy system was researched and coupled with the classic dispersed oilfield energy system to
produce energy for the oilfields in this study. This study compares four future energy system models
to existing ones, computes the energy cost and net present value of an oilfield in Northwest China,
and proposes a set of economic evaluation tools for oilfield energy systems. The study’s findings
indicate that scenario four provides the most economic and environmental benefits. This scenario
effectively addresses the issue of high energy consumption associated with aging oilfields at this
point, significantly reduces carbon emissions, absorbs renewable energy locally, and reduces the
burden on the power grid system. Finally, sensitivity analysis is utilized to determine the effect of
wind speed, electricity cost, and oilfield gas output on the system’s economic performance. The
results indicate that the system developed in this study can be applied to other oilfields.

Keywords: scenario-based comparative analysis; electricity and hydrogen storage; energy supply
system; techno-economic assessment

1. Introduction

1.1. Background

Currently, widespread usage of fossil fuels results in energy shortages, climate system
degradation, and global warming, all of which pose a threat to the earth’s biosphere [1].
Since the development of some Chinese oilfields has progressed to the point of high water
cut, oilfield energy consumption has increased, resulting in a huge quantity of carbon
emissions [2]. It is critical to improve the existing oilfield process, reduce carbon emissions,
and improve economic benefits and energy utilization to achieve the goal of carbon peak
and carbon neutralization [3] (i.e., strive to achieve the peak of domestic carbon dioxide
emissions by 2030 and achieve carbon neutrality by 2060 [4]).

Wind energy is gaining popularity as a result of its clean, carbon-free, and long-term
characteristics [1]. Wind energy resources are abundant in China, with huge and consistent
wind speeds ranging from 300 to 500 W/m2 [5]. They are mostly spread in the three
northeastern provinces, Xinjiang, and other fairly vast areas. Wind energy deployment on a
wide scale, however, is hampered by supply unpredictability and poor utilization. Because
wind is intrinsically variable, it is not appropriate for grid power delivery, resulting in
energy waste, as the stringent operating regulations of electricity markets have a big impact
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on wind turbines. Wind energy storage is a viable option for improving energy supply
stability. Traditional battery energy storage has a poor storage density and a high cost
of ownership, making it unsuitable for large-scale power storage in oilfields. Since the
last century, hydrogen energy has been proposed by some experts and scholars at home
and abroad as a medium for energy storage. Aziz. M [6] and A.T. Wijayanta [7] et al.
proposed a new hydrogen energy storage method by combining hydrogen energy with
NH3. Converting renewable energy to hydrogen storage is an efficient and clean energy
storage means, and developing hydrogen production from renewable energy is an ideal
way to convert wind energy into electricity and store it on a large scale [8].

Hydrogen is an excellent energy storage medium due to its low toxicity and high den-
sity. The hydrogen fuel cell technology used in vehicles produces no pollutants or carbon
dioxide, contributing to the mitigation of global energy scarcity and climate change [9].
At present, the major technical techniques for hydrogen preparation are thermochemical
hydrogen synthesis and water electrolysis hydrogen generation [10]. Two of the most
prevalent thermochemical hydrogen generation technologies are hydrogen synthesis from
fossil fuels and hydrogen production from chemical raw ingredients [11]. Due to the high
carbon emissions associated with hydrogen generation using fossil fuels, this research
focuses only on hydrogen production using renewable energy electrolytic water.

The transformation and optimization of energy systems for high water cut oilfields
is currently receiving a lot of attention. According to the foregoing study, there is an
urgent need for innovative energy systems suitable for high energy consumption oilfields
in the course of oilfield development and aging. To reduce carbon emissions, it must
produce enough electricity for the central processing facility and make full use of renewable
energy. Motivated by this aim, we offer a novel oilfield energy system with wind hydrogen
connection and attempt to tackle the three questions below:

(1) How can renewable energy be combined with oilfield energy systems to provide a
new set of viable, safe, and low-carbon oilfield distributed energy systems?

(2) How can we fully utilize and store renewable energy, enhance the energy efficiency,
and provide adequate and steady energy for oilfields?

(3) How can we establish an economic evaluation method suitable for most oilfield energy
systems and verify the economic and environmental benefits of the system described
in this paper?

1.2. Related Works

At present, China’s oilfield development has fallen into the stage of excessive en-
ergy consumption and reduced economic benefits. Renewable energy, as a sustainable
energy source that is different from fossil energy, can largely solve the problems of oilfield
development at this stage due to its cleanness and renewability. The use of renewable
energy in combination with the oilfield energy system is the main direction of the next
stage. However, in the development and utilization of renewable energy, how to rationally
use renewable energy is a big problem. Experts and scholars at home and abroad have
also carried out extensive research on this problem. For example, Li, Xu et al. [9] based
their research on the associated geothermal energy in the oilfield and proposed a poly-
generation energy system driven by the associated geothermal water during the high water
cut period of the oilfield. It solves the problem of high energy consumption in high water
cut oilfields. Wang, Yuan et al. [10] proposed a risk–opportunity assessment management
framework based on existing assets, data, technology, and geothermal energy obtained
from oil wells, and optimized the utilization of geothermal energy in different oilfields in
practice. Li, Liu et al. [12,13] studied the utilization of geothermal energy in high water cut
oilfields, developed a multi-power generation energy system driven by the relevant mixture
of petroleum and geothermal water, evaluated the technical and economic performance,
and used geothermal energy to solve the problem of high energy consumption of high water
cut oilfields. In addition to geothermal energy being applied to oilfield systems, other forms
of renewable energy have also been developed. For example, Spielman, Brey et al. [14]
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proposed a sustainable offshore wind farm energy system based on the abundant wind
energy resources in offshore oil and gas fields. It fills the blank of the energy system for
offshore oil and gas field development. Zou, Qiu et al. [15] proposed adding hydrogen
energy as storage energy based on the sustainable development plan of offshore oil and
gas fields, realizing the efficient utilization and storage of renewable energy.

Although there are many kinds of energy systems proposed by domestic and foreign
experts and scholars, given the current situation of high energy consumption, high water
content, and low income in the development of oilfields in China, there is a need for a
system that can not only realize large-scale energy storage but also meet the needs of
various oilfield energy sources. Oilfield energy systems that consume high amounts of
energy demand renewable solutions. At present, the means of storing renewable energy
mainly include electricity storage and thermal storage. For example, Huang, Gu et al. [16]
took Daqing and Shengli oilfields as examples to comprehensively evaluate oil and gas
resources, and converted part of the fossil energy in the oilfields into electricity for storage,
solving the problem of energy storage. The excessive consumption problem was addressed
by Hu Sun et al. [17], who proposed an energy system for coal mines that converts coal
energy into electrical energy storage. F. Monfaredi et al. [18] developed a hybrid power and
natural gas coupled energy system, converting natural gas into electrical energy storage
and applying it in oilfields. Amir et al. proposed a thermoelectric generator energy system
for recycling waste energy, which converts waste energy into thermal energy for storage
and utilization. Huang, Yu et al. [19] proposed a two-stage energy management system
of thermoelectric integration, which can store electrical energy and thermal energy at the
same time and convert the two forms of energy into each other. However, thermal storage
cannot meet the various forms of energy demand in oilfields, the electric storage model
cannot store energy on a large scale, and livestock batteries are expensive to manufacture.
Therefore, some experts and scholars have proposed hydrogen energy storage as a new
energy storage method. For example, L. Bartolucci et al. [20] proposed an energy system
based on hydrogen, which uses hydrogen as storage energy for the energy consumption of
residential buildings. Dong Wu et al. [21] proposed a hydrogen-based energy integration
system combining hydrogen and water storage. Using hydrogen as storage energy can
effectively improve storage efficiency. At the same time, it can also realize the mutual
conversion of hydrogen energy and other forms of energy through fuel cells and other
methods. Under the dual-carbon goal, hydrogen energy, as a clean energy source, can
effectively reduce carbon emissions and promote carbon neutrality. Therefore, drawing
on this energy system that uses hydrogen as a renewable energy storage method and
introducing it into oilfields, this paper proposes a new wind–hydrogen coupled oilfield
energy system and conducts economic and reliability analysis.

The system’s primary flow is depicted in Figure 1. The related gas and crude oil
generated by the oilfield can be used to provide heat and electricity for the oilfield system.
Simultaneously, when utilized in conjunction with a wind turbine, it can provide electric
energy for the oilfield, with the power grid serving as a backup system for the oilfield
system. Simultaneously, wind energy’s residual electricity is utilized to produce hydrogen,
which is used to store energy and can also be used to power the central processing facility
via a fuel cell or combustion [22,23]. This system has three major advantages.

1.3. Paper Organization

The structure for the remainder of this paper is organized as follows. Section 2 presents
the hybrid energy system that utilizes the wind farm’s electric power to electrolyze water to
produce hydrogen, which is then stored in a hydrogen storage tank. The oilfield’s associated
gas is burned to generate heat energy for the oilfield’s system. In Section 3, the mathematical
model of the system is given. In Section 4, a detailed description of the examples and the
results are provided. Section 5 gives the conclusions of the complete manuscript.
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Figure 1. Oilfield hybrid energy system.

(1) The system combines renewable energy with gas turbine power generation to meet the
electricity and heat requirements of the oilfields while assisting to achieve economic
benefits and dual-carbon targets.

(2) The system considers converting electric energy to hydrogen, which eliminates the
instabilities associated with wind power generation and the original system’s high
battery cost, as well as makes energy storage and peak shaving more feasible.

(3) The Energy Internet is established to improve system resilience and avoid production
and operation problems caused by energy shortages since the new fuel cell and
hydrogen storage tank can be used in place of the battery, and the stored hydrogen
can be sold to increase the economic benefits.

2. Problem Statement

As an oilfield enters the middle and late stages of development, its energy consumption
increases with the decline of production and the increase of water content. The classic
oilfield distributed energy system relies heavily on gas turbines and boilers to provide
electricity and heat energy. However, the system has poor energy efficiency and produces
significant amounts of carbon dioxide. Therefore, this study presents and compares five
novel energy systems based on improved distributed energy systems, as shown in Table 1.
Specifically, scenario one is a standard distributed energy system that is powered by a gas
turbine and a crude oil heater. On this basis, wind turbines are erected in scenario two, and
the generated electric energy is immediately linked to the grid to provide electricity for the
oilfield. In scenario three, the wind energy is not connected to the power grid but is directly
connected to the storage battery with peak shaving and valley filling function to meet the
electricity demand of the oilfield. Compared to scenario two, scenario three avoids the grid
connection of renewable energy, which can reduce the pressure on the power grid system
and eliminate other adverse effects. In scenario four, hydrogen generation from residual
power is an indirect energy storage method, and it can be powered by fuel cells in case of
need, which may bring greater economic benefits. Based on scenario four, scenario five
uses crude oil instead of natural gas to provide heat energy for the oilfield joint station.
These five schemes cover a variety of practical and feasible hydrogen storage and electricity
storage situations and are of practical significance.
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Table 1. Literature summary of the oilfield energy system.

Oilfield Energy System Author Input Energy Output Energy Document Number

Associated geothermal drive Li, Xu et al. Geothermal energy,
electric energy

Thermal energy,
electric energy 6

Oilfield geothermal
energy system Wang, Yuan et al. Geothermal energy,

electric energy
Thermal energy,
electric energy 7

The energy system of
abandoned oilfields

in North China
Guo, T. et al. Geothermal energy Thermal energy,

electric energy 9

Multipower generation
energy system in

high water cut oilfield
Li, Liu et al.

Fossil energy,
geothermal energy,

electric energy

Thermal energy,
electric energy 10

Sustainable offshore wind
farm energy system Spielman, Brey et al. Wind energy and

electric energy
Electric energy,

hydrogen energy 11

Sustainable development of
oilfield energy system Zou, Qiu et al. Renewable energy Thermal energy,

electric energy 12

Daqing Oilfield sustainable
energy system Huang gu et al. Electric energy Thermal energy,

electric energy 13

Sustainable offshore oil and
gas field

development system
Hu Sun et al. Wind energy and

electric energy

Thermal energy,
electric energy,

hydrogen energy
14

The energy flow of the five scenarios is introduced as follows:

(1) As the original power supply system of the oilfield, only the electricity purchased
from the grid can meet the electricity demand of the oilfield. This scenario is used as
a control group to compare the economics of the other four schemes. Figure 2 shows
the energy system framework of scenario one;

Figure 2. The oilfield energy system framework of scenario 1.

(2) In the case of grid power supply, wind turbines can be used to provide electricity
demand for oilfields. However, it is worth noting that wind power generation is
unstable and the grid needs to be used as a backup solution. This solution can
compare the economics and feasibility of directly using renewable energy as a means
of power supply. Figure 3 shows the energy system framework of scenario two;
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Figure 3. The oilfield energy system framework of scenario 2.

(3) When wind turbines are used to provide energy consumption for oilfields, the re-
maining electricity is used for hydrogen production. The obtained hydrogen can be
stored in a hydrogen storage tank. During the peak period of electricity consumption,
fuel cell combustion is used to generate electricity to achieve the purpose of energy
storage and peak shaving. The program introduces hydrogen based on renewable
energy power generation to explore the possibility of hydrogen used in oilfield energy
systems. Figure 4 shows the energy system framework of scenario three;

Figure 4. The oilfield energy system framework of scenario 3.

(4) In scenario four, the gas turbine also burns associated gas from the oilfield to generate
electricity to meet part of the power demand of the oilfield system. At the same time,
the electricity generated by the wind turbines is used in two parts: the first part is
used for part of the power needs of the oilfield system, and the second part is used to
supply the electrolyzer, which electrolyzes water to produce hydrogen. The produced
hydrogen will be stored in a high-pressure liquid hydrogen storage tank. When the
power supply of other systems in the oilfield is insufficient, the hydrogen in the output
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tank will be converted into hydrogen energy and electric energy through a hydrogen
fuel cell, thereby reaching the hydrogen energy level.

Secondly, the heat energy consumption of the oilfield comes from the high-temperature
steam generated by the gas turbine, and the high-temperature steam generates heat through
the heat exchanger (boiler, etc.) to provide heat consumption for the oilfield. Figure 5
shows the energy system framework for scenario four;

Figure 5. The oilfield energy system framework of scenario 4.

(5) Scenario five (Figure 6) and scenario four are control groups, and the energy system
of the oilfield is the same, but considering the non-environmental nature of the crude
oil heating furnace, we replaced it with a more environmentally friendly hydrogen
combustion furnace as the heating equipment in the oilfield. At the same time, all the
hydrogen produced in this scenario is only used for combustion to provide heat for
the oilfield, not for electricity generation.

Figure 6. The oilfield energy system framework of scenario 5.

366



Energies 2022, 15, 1957

The source of heat energy is not only the high-temperature gas produced by the gas
turbine but also the high-quality heat energy provided directly by natural gas combus-
tion. However, because the heat energy consumed to heat crude oil or household heat is
insignificant in an oilfield system, the heat generated by traditional gas turbines and heat
exchangers is sufficient to compensate for the oilfield’s heat loss.

Apart from being a green, clean, and carbon-free renewable energy source, hydrogen
may also help save energy, which is a significant advantage of the hybrid energy system.
Hydrogen can be transferred as a gas via pipelines or as a liquid via oil tankers, as well
as stored in hydrogen tanks. In terms of peak control, wind energy is favored to supply
power to the oilfield system in the event of excess wind energy. The residual energy can be
transformed to hydrogen in the electrolyzer via an electrochemical reaction. The hydrogen
produced can be retained in the hydrogen storage tank in case of an emergency, or it can be
sold commercially via other means such as pipelines. On the other hand, if wind energy
is insufficient to power the oilfield, hydrogen in the hydrogen storage tank will be used,
as would the proton exchange membrane fuel cell, and hydrogen will be used to generate
electricity to meet the oilfield’s power needs.

To determine the system’s practicality, the following work is required:

(1) Existing data indicate that energy, heat energy, economic benefits, and carbon emis-
sions can be reduced;

(2) A comprehensive evaluation model of the hybrid energy system’s technology and
economics is established, including the quantification of the project’s net present value
and investment recovery period;

(3) A sensitivity analysis was conducted to determine the effect of variables such as hydro-
gen, power price, and wind speed on the economic performance of all energy systems.

3. Methodology

This section introduces each component of the system to evaluate its technical and
economic performance. Section 3.1 discusses the operation costs, as well as the technical
details of electricity and hydrogen production technology. Section 3.2 describes the design
and operation costs, as well as the technical details of the gas turbine heating and power
supply system. Finally, Section 3.3 proposes a method for computing the NPV and LCOE
of the entire energy system based on its composition.

3.1. Electricity and Hydrogen Production Technology
3.1.1. Wind Turbine

The mechanical system, the electrical system, the control system, and the auxiliary
system all comprise the wind turbine system. Wind turbines are usually divided according
to their spin orientation into horizontal axis and vertical axis wind turbines. Wind energy
generation is a technique that converts the kinetic energy of the wind to mechanical energy,
which is subsequently turned into electric energy. Wind energy is generated by utilizing
the wind to drive the blades of a windmill to rotate, and then increasing the speed of the
blades via a speed-boosting mechanism to encourage the generator to create electricity. To
generate power, windmill technology requires a wind speed (degree of breeze) of around
three meters per second [24]. In this paper, wind turbines are mainly used in scenarios 2,
3, 4, and 5 to convert the wind resources of the oilfield into electrical energy. The formula
for calculating the annual wind energy of the oilfield and the cost of wind turbines is
as follows.

(1) Annual electricity production (AEP)

Wind resources are seasonal and unevenly distributed, which adds complexity to the
computation. Wind speed, on the other hand, follows a specific random distribution law.
According to statistical analysis, the probability density of the wind speed distribution
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(wind profile distribution) can be defined by the Weibull distribution function, which
provides a general mathematical description for the wind speed distribution [25]:

f (ν) =
k
c

(ν

c

)
exp

[
−
(ν

c

)k
]

, k > 0, ν > 0, c > 0 (1)

where, c is the proportional parameter (M/s); k is the shape parameter; v is the wind speed.
Weibull parameters k and c can be calculated according to the mean and variance of

local wind speed.
k = (σ/ν)−1.086, 1 ≤ k ≤ 10 (2)

c = ν/Γ
(

1 +
1
k

)
(3)

In this way, the theoretical power of wind power generation can be obtained. Then, the
correction coefficient CP is introduced. The maximum theoretical power of the turbine is:

PWT =
1
2

cp(λ, β)ρAv3 (4)

where, ρ is the air density; A is the swept area of the blade; v is the wind speed; CP is the
limit of Betz (59.3%).

The annual power generation (AEP) is calculated by combining the product of the
wind profile described by function with the power curve of the selected turbine [26]:

AEP =
Tmax

∑
T=1

PWT × (1 − μ)/1000 (5)

where, μ is the total generation loss.

(2) Cost of wind turbines

Among various cost models, the cost model developed by NREL is a detailed wind
turbine cost model widely used in the research community [27]. The total wind turbine
cost in the NREL wind turbine cost model is:

Cost = FCR × ICC + AOC (6)

where, Cost is the total cost of the wind turbine; ICC is the initial capital cost of the wind
turbine; FCR is the fixed charge rate; AOC is the annual operating cost of the wind turbine.

It should be clear that the wind turbine cost calculated here is the average cost over
the designed wind turbine’s life.

ICC = CWT
MS + CWT

ES + CWT
Control + CWT

AS + CWT
In (7)

where, ICC is the sum of the balance of wind turbine system cost and plant cost; the wind
turbine system is a complex system, including multiple subsystems, including mechanical
(CWT

MS ), electrical (CWT
ES ) and electronic control systems (CWT

Control) and some auxiliary systems
(CWT

AS ), as well as the cost of infrastructures, such as foundation, road, license, electrical
connection, installation, and transportation [28].

The initial capital cost of the steam turbine is shown in Table 2. The cost of each
component or infrastructure is a function of turbine rotor radius, turbine power rating, and
hub height.

AOE = OCLlC
t + OCLRC

t + OCO&M
t (8)
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Table 2. Scenarios for production, transportation, and storage of energy.

Equipment
Scenario I Scenario II Scenario III Scenario IV Scenario V

Grid-GT Grid-GT-WT WT-GT WT-GT-H2 WT-GT-Fur

Wind Turbine -
√ √ √ √

Electrolyzer - - -
√ √

Furnace (Crude oil)
√ √ √ √

-
France (H2) - - - -

√
Heat exchanger

√ √ √ √ √
Gas Turbine

√ √ √ √ √
H2 tank - - -

√ √
Fuel cell - - -

√ √
Battery - -

√ √ √
Power grid

√ √
- - -

The annual operation cost (AOE) of a steam turbine includes land lease fee (OCLlC
t ),

(USD); leveling operation and maintenance fee (OCLRC
t ) and leveling and resetting fee

(OCO&M
t ), (USD). These costs are incurred when the rated power of the turbine or the

annual energy of the turbine is constant. See Table 3 for details of each cost.

Table 3. The initial capital cost of the wind turbine [18,19].

Subsystem Components Cost Model (USD)

Mechanical system

Blade
(
0.4019R3 + 2.7445R2.5025 − 955.24

)
/0.72

Gearbox 16.45 × (0.001Pr)
1.249

Low-speed shaft 0.1 × (2R)2.887

Main bearings (0.64768R/75 − 0.01068672)× (2R)2.5

Mechanical brake 1.9894 × 10−3Pr − 0.1141

Electrical system
Generator 0.065Pr

Power converter 0.079Pr
Electrical connection 0.04Pr

Control system
Pitch system 0.480168 × (2R)2.6578

Yaw system 0.0678 × (2R)2.964

Control safety system 35,000

Auxiliary system

Hydraulic, cooling system 0.012Pr
Hub 2.0061666R2.53 + 24, 141.275

Nose cone 206.69R − 2899.185
Mainframe 11.9173875 × (2R)1.953

Nacelle cover 1.1537 × 10−2Pr + 3849.7
Tower 0.59595πR2H − 2121

Infrastructures

Foundation 303.24 × (
πR2H

)0.4037

Roads civil work 2.17 × 10−15P3
r − 1.45 × 10−8P2

r + 0.06954Pr
Interface connections 3.49 × 10−15P3

r − 2.21 × 10−8P2
r + 0.1097Pr

Engineering permits 9.94 × 10−10P2
r + 0.02031Pr

Transportation 1.581 × 10−14P3
r − 3.75 × 10−8P2

r + 0.0547Pr
Installation 1.965 × (2HR)1.1736

It is worth noting that the original capital cost is divided into five components: the
mechanical system, the electrical system, the control system, the auxiliary system, and the
infrastructures, as shown in Table 2. Here, is symbolized the rotor radius, (m), the wind
turbine’s rated power, (kW), and the hub height, (m). It is discovered that the cost model for
each component of the subsystem is characterized as a function of the wind turbine’s rotor
radius, rated power, and hub height. This implies that altering any physical parameter has
an effect on the system’s cost, and the effect can be quantified. The yearly running costs are
shown in Table 4, including the Levelized replacement cost, the land leasing cost, and the
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Levelized operations and maintenance cost. Table 4 also reflects the wind turbine’s yearly
energy output, which can be computed using Equation (4). Similarly, the cost model is
expressed as a function of the rotor radius of the turbine and its yearly energy output. The
overall cost of the wind turbine may be determined by multiplying the original capital cost
by the yearly running cost.

Table 4. Annual operating cost of a wind turbine [18,19].

Type Cost Model (USD)

Levelized replacement cost 0.00107Pr
Land lease costs 1.08 × 10−6 AEP

O&M 7 × 10−6 AEP

3.1.2. Electrolytic Water Technology

The electrolytic water hydrogen production technique has a long history and can be
classified into alkaline water electrolysis, proton exchange membrane water electrolysis,
and solid oxide water electrolysis hydrogen production. Among them, the most established
and commonly used technology is alkaline water electrolysis hydrogen generation [29,30].
Table 5 compares the three electrolytic water technologies. Electrolytic cells can be classified
into three types based on their electrolytes: alkaline electrolytic cells (AE) [31], proton
exchange membrane (PEM) electrolytic cells [32], and solid oxide (SOEC) electrolytic
cells [33]. The characteristics of several electrolytic cells are listed in Table 6. The electrolyzer
is used in scenarios four and five in the energy system, in which the surplus electricity
generated by the wind turbine is used to supply the electrolyzer to electrolyze water to
produce hydrogen, and the produced hydrogen is stored in the hydrogen storage tank
for storage.

Table 5. Comparison of three typical hydrogen production technologies from electrolytic water [34,35].

Project
Hydrogen Production from
Alkaline Electrolytic Water

Hydrogen Production by
Electrolysis of Water with

Proton Exchange Membrane

Hydrogen Production by
Electrolysis of Water with Solid

Oxide

Energy efficiency/% 60~75 70~90 85~95

Operating temperature/◦C 70~90 70~80 700~1000

Current density/(A·cm2) 0.2~0.4 1.0~2.0 1.0~10.0

Power consumption/(kWh·m3) 4.5~5.5 3.8~5.0 2.6~3.6

Response speed Faster Fast Low

Power quality requirements Steady point power supply Steady point or fluctuation Steady point power supply

System operation and
maintenance

Corrosive liquid, later stage
complex operation, and

maintenance and high cost

Complex operation and
maintenance and high cost

No corrosive liquid, simple
operation, and maintenance, low

cost, the project is still in the
laboratory stage, and the

operation and maintenance
demand is not clear for

the time being

Cell life/(h) 12,000 10,000 -

Equipment cost/(USD·kWh) 300 1200 -

Characteristic
The technology is mature and has

realized large-scale industrial
application with low cost

It has good renewable energy
adaptability, no pollution, high
cost at this stage, has not been
commercialized in China, high
PEM replacement cost, and the

catalyst is a precious metal

Some electric energy can be
replaced by thermal energy, with

high conversion efficiency,
difficult material selection under
high-temperature conditions, and

has not been commercialized
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Table 6. Characteristic parameters of electrolyzers [36,37].

Electrolyte Type
Current

Density/A·cm−2
Voltage
Range/V

Oxygen
Production/m3·h−1

Power
Consumption/(kW·h)·m−3

Operating
Temperature/◦C

Operating
Pressure/Mpa

Efficiency/%

Basylous Single-stage 0.1~0.2 2.0~2.4 ≤8 × 104 5.0 60~80 <3 75~90
Multistage 0.2~0.4 1.8~2.0 ≤2 × 105 4.3~4.6 60~80 <3 75~90

PME 0.6~2.0 1.8~2.2 ≤2.5 × 104 4.5 50~80 <20 80~90
High-temperature solid-state

oxidation 0.3~2.0 0.7~1.5 ≤2.5 × 104 3.9~4.0 650~1000 <2.5 80~90

A typical water electrolysis hydrogen generation process consists primarily of water
electrolytic cells, a gas–liquid separator, a gas scrubber, an electrolyte circulation pump, an
electrolyte filter, a pressure regulator, measuring and control equipment, and power supply
equipment. The electrolytic cell is the central component that completes the hydrogen
generation process by water electrolysis; the generated gas is then sent through a gas–liquid
separator and a gas scrubber to achieve pure hydrogen. Hydrogen synthesis via hydro
hydrolysis requires tight control of process parameters such as electrolytic current, voltage,
and electrolyte density.

The alkaline electrolyzer technique is the most developed and least expensive. It is
currently the most extensively used electrolyzer. It is well suited for large-scale hydrogen
generation systems based on wind energy. At the moment, the solid oxide electrolyzer
technology is in its infancy and has not been widely marketed. Due to its high current
density, battery efficiency, hydrogen purity, high working pressure, and adaptability, the
PEM electrolyzer has become the most widely used hydrogen generation technique via
water electrolysis. However, the cost of a PEM electrolyzer is prohibitively high, and wind
power variability reduces the electrolyzer’s service life [34]. As a result, this work does not
use a PEM electrolyzer but rather a more mature alkaline electrolyzer.

Alkaline electrolyzers operate at low temperatures (60–80 ◦C) and employ aqueous
potassium hydroxide or sodium hydroxide solutions as electrolytes with a concentration of
approximately 20–30% [38]. The septum of alkaline electrolyzers is made of asbestos, while
the electrodes are made of nickel materials. The created hydrogen is around 99 percent
pure, alkaline electrolyte’s maximum operating current density is less than 400 mA/cm2,
and the power consumption for H2 generation is approximately 4.5–5.5 k [39].

The efficiency is approximately 60%. To estimate the cost of an electrolytic cell, we
frequently utilize a cost per kilowatt-hour of hydrogen output based on a lower heating
value (LHV). The cost of the electrolytic cell is calculated as a function of the hydrogen
generation capacity and current density. The following equation provides an estimate of
the cost of an electrolytic cell [40]:

CWE = 29, 450 ×
(

Vhy

)α ×
(

Ahy

)β
(9)

where, α and β all are coefficients, α = 0.79, β = −0.32; CWE is the cost of water electrolier,
(USD); Vhy hydrogen generation capacity, (m3); Ahy is rating current density, (A·m3).

3.1.3. Hydrogen Storage Technology

There are numerous methods for storing hydrogen, which can be classified into phys-
ical and chemical hydrogen storage based on the storage principle. Physical hydrogen
storage mostly consists of liquefaction, high-pressure storage, and low-temperature com-
pression. Chemical hydrogen storage methods include metal hydride storage, activated car-
bon adsorption storage, carbon fiber and carbon nanotube storage, organic liquid hydride
storage, and inorganic hydrogen storage, among others. Due to the technical constraints
and current state of development, high-pressure hydrogen storage, liquefaction storage,
and transportation, as well as metal hydride hydrogen storage, are the most suitable modes
of hydrogen storage for oilfield energy storage. Table 7 provides an overview of the various
hydrogen storage modes.

371



Energies 2022, 15, 1957

Table 7. Comparison of several hydrogen storage methods [41].

Hydrogen Storage
Technologies

Hydrogen Storage
Capacity

Cost
Ease of

Operation
Security

Ease of
Transport

Technology
Maturity

Ooperating
Pressure/Mpa

Domestic
Applications

High-pressure
gaseous hydrogen

storage
Small Low Easy Poor Convenient Maturity 15.2~70.9 Extensive

Low-temperature
liquid hydrogen

storage
large Very high Difficult Poor Normal Immaturity 5~10 For aerospace

only

Metal hydride
hydrogen storage large High Easy Security Convenient General 1~6 Very little

Organic liquid
hydrogen storage large High Easy Security Convenient Immaturity 10~14.2 Very little

Liquefied hydrogen storage is a rather mature form of hydrogen storage. At normal
temperature and pressure, the density of liquid hydrogen is 845 times that of gaseous
hydrogen, and the volume energy density is several times that of compressed storage [42].
Compressing hydrogen and cooling it to temperatures below 21 k liquefies it into liquid
hydrogen, which is then stored in a special insulated vacuum container. The term “high-
pressure gaseous hydrogen storage” refers to the process of storing gaseous hydrogen at a
pressure greater than the hydrogen’s critical temperature. At the moment, it is a frequently
utilized method of hydrogen storage.

In general, the gas tank is employed as a container, which is convenient and straight-
forward. Its advantages include low energy consumption during storage, low cost (when
the pressure is not too high), rapid charging and venting, the ability to release hydrogen
at room temperature, and the ability to operate normally at temperatures tens of degrees
below zero. Additionally, the hydrogen release can be managed via the pressure-reducing
valve. Due to the advantages outlined above, high-pressure gaseous hydrogen storage has
developed into a more mature hydrogen storage technology.

Metal hydride hydrogen storage is a novel type of hydrogen storage that stores and
releases hydrogen using metal hydride hydrogen storage materials. It makes use of certain
metals or alloys to absorb hydrogen in the form of metal hydride after interacting with
hydrogen to create metal hydride. Following that, hydrogen is released. Metal hydride
hydrogen storage tanks have a hydrogen storage density of 1000 times that of hydrogen in
its standard state, which is comparable to or even greater than that of liquid hydrogen [43].
They can be used not only to collect and store hydrogen but also to provide hydrogen to
devices that require hydrogen. Metal hydride hydrogen storage tanks have a high hydrogen
storage mass density ratio, a high hydrogen storage volume ratio (more than high-pressure
compression and liquid hydrogen storage), a high level of safety, and a high level of
hydrogen purity [44]. In comparison to liquid hydrogen storage and gaseous high-pressure
hydrogen storage, hydrogen in metal hydride is a safer fuel. However, this technology is
still in its infancy and can be used exclusively in new cars and laboratory research.

High-pressure gaseous hydrogen storage is used in this system. The high-pressure
gaseous hydrogen storage tank in this paper is used in conjunction with the electrolyzer and
is applied in scenarios four and five. The capacity of the hydrogen storage tank is 5000 kg,
and the two hydrogen storage tanks can store 10 t of hydrogen from the electrolyzer.
The investment cost of a hydrogen storage tank generally depends on the volume of the
hydrogen tank and the quality of stored hydrogen. At the same time, another part of the
cost comes from the operation and maintenance cost of the storage tank:

Chyst = 45, 890 × Mstoretank
α (10)

Ohyst = UOMstore × Mstoretank
α (11)

where, Chyst represents the cost of a hydrogen storage tank, (USD); Mstoretank represents
the weight of storage tank, (kg); Ohyst represents operation and maintenance cost, (USD);
UOMstore is the unit capital and operation and maintenance cost of the tank, (USD/kg); α
is constant, α = 0.55.
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3.1.4. Fuel Cell

Hydrogen produced by electrolysis of water is mixed with oxygen in the fuel cell,
and the chemical energy of hydrogen and oxygen is converted into electrical energy under
the action of a catalyst, and the reaction product is only water, realizing the conversion of
energy. The fuel cell is mainly composed of motor, electrolyte diaphragm, and electrolyte,
which is mainly divided into the high-temperature fuel cell and low-temperature fuel
cell [45]. Among them, the high-temperature fuel cell is divided into solid oxide type
and molten carbonate type, and the low-temperature fuel cell is alkaline type proton
exchange membrane type and carbonic acid type. Due to its high cost, the fuel cell used
in this paper is only used as a hydrogen-to-electricity conversion tool in scenario four to
convert hydrogen energy into more useful electricity to provide electricity for oilfields. The
characteristic parameters of these five fuel cells are shown in Table 8.

Table 8. The characteristic parameters of these five fuel cells.

FC Type
Current
Density/
(A·cm−2)

End
Voltage/V

Power
Density/
(W·cm−2)

H2

Consumption/
(cm3·(min·A)−1)

O2

Consumption/
(cm3·(min·A)−1)

Pressure/
Mpa

Temperature/
◦C

Efficiency

Battery System

Proton Exchange
Membrane 0.1~0.9 0.6~0.8 0.35~0.70 7.0 3.5 0.1~0.2 30~100 50~70 30~50

Alkali 0.1~0.9 0.6~0.8 0.10~0.30 7.0 3.5 0.1 80 60~70 62
Phosphoric acid 0.1~0.9 0.6~0.8 0.12~0.14 7.0 3.5 0.1 150~200 55 40

Fused carbonates 0.1~0.9 0.6~0.8 0.10~0.12 7.0 3.5 0.1~1.0 600~700 55 47
Solid Oxide 0.1~0.9 0.6~0.8 0.15~0.70 7.0 3.5 0.1 850~1100 60~65 55~60

At present, an alkaline fuel cell has the fastest development, but it is mainly used in
the field of aerospace. The phosphoric acid battery has been put into commercial use, but
its efficiency is low. Solid oxide fuel cell has wide adaptability and high energy conversion
efficiency, so solid oxide fuel cell is used as an electric hydrogen conversion tool in this
system. The cost calculation of fuel cells is related to the cell capacity [46]:

Ccell = UCcell × Vcell + OCcell (12)

where, Ccell is the cost of fuel cell, (USD); UCcell is fuel cell capacity, (USD); UCcell is the
unit construction cost of the fuel cell, (USD/kWh); OCcell is the operating cost of the fuel
cell, (USD); Vcell is fuel cell capacity, (kWh);

3.2. Gas Turbine Heating and Power Supply System
3.2.1. Gas Turbine

A compressor is the primary component of a gas turbine. The combustion chamber
and gas turbine components of a gas turbine cycle are generally referred to as simple
cycles [47]. The majority of gas turbines operate on a basic cycle. Compressors function on
the premise of sucking air from the external atmospheric environment, pressurizing it after
multistage compression, and increasing the air temperature correspondingly. Compressed
air is drawn into the combustion chamber and combined with the injected fuel to produce
high-temperature, high-pressure gas. Following expansion, the high-temperature, high-
pressure gas performs external work, completing the process of chemical energy conversion
to electrical energy. As an important piece energy equipment in the traditional oilfield
energy system, the gas turbine also plays an indispensable role in the energy system of this
paper. Therefore, gas turbines are used in all scenarios, and the associated gas produced by
burning oilfields provides energy for the combined station. Simultaneously, the waste heat
gas is routed through a heat exchanger for heat exchange, and the resulting heat is sent to
the central processing facility.

For the cost of gas turbine, we use the cost of gas turbine per unit power to estimate
the cost of gas turbine:

CGT =
UGT × wGT

E fGT
(13)
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where, CGT is represent a cost of a gas turbine, (USD); UGT is represents unit capital cost,
(USD/kW); wGT is represent rated power, (kW); E fGT is represents the efficiency of a gas
turbine, E fGT = 0.45.

3.2.2. Heat Exchanger

A heat exchanger is a piece of energy-efficient equipment used to transfer heat between
two or more fluids of varying temperatures. Heat exchangers, as important pieces of energy
conversion equipment in traditional energy systems, are usually used in conjunction with
gas turbines to receive high-temperature and high-pressure steam from gas turbines to store
thermal energy through heat exchange media. They are used to transfer heat from a fluid
with a higher temperature to a fluid with a lower temperature for the fluid temperature to
reach the process-specified indications to fulfill process requirements. Simultaneously, a
heat exchanger is a critical piece of equipment for optimizing energy utilization exchange
because it is able to operate with a variety of media, operating circumstances, temperatures,
and pressures. Additionally, the structural kinds and exchange types of heat exchangers
vary, including interval heat exchangers, regenerative heat exchangers, and direct contact
heat exchangers.

The shell and tube (also known as tubular) heat exchanger is employed in this arrange-
ment, which is primarily formed of four components: the shells, the tube bundle, the tube
plate, and the head. The shell is generally circular and contains a parallel tube bundle or
spiral tube, with both ends of the tube bundle secured to the tube plate. In shell and tube
heat exchangers, two types of fluids are used for heat exchange. One runs within the tube,
and its stroke is referred to as tube side; the other flows externally to the tube. The heat
exchanger’s cost estimate is identical to that of the gas turbine:

CHE =
UHE × wHE

E fHE
(14)

where, the unit power cost of the heat exchanger is 1235 USD/kW; CHE represents cost of
a heat exchanger, (USD); UHE represents unit capital cost; wHE is represents rated power,
(kW); E fHE has represented the efficiency of a heat exchanger, E fHE = 0.33.

3.2.3. Oil Heating Furnace

The crude oil combustion furnace burns crude oil as fuel to generate heat energy. When
the gas turbine cannot provide a heat supply for the combined station system, burning
crude oil provides thermal energy for the combined station, which is applied in scenarios
one, two, three and four in this paper. Its main structure includes a furnace shell, heat
exchanger, flue pipe, flue, and combustion device. Cost calculation of crude oil combustion
furnace is as follows:

COHF = 24, 010 + UCOHF × wOHF (15)

OCOHF = UOOHF × wOHF (16)

where, COHF is the investment cost of crude oil combustion furnace, (USD); UCOHF is
the unit investment cost of crude oil combustion furnace, (USD/kW); OCOHF is the
operation and maintenance crude oil combustion furnace, (USD); OCOHF is the operation
and maintenance cost of crude oil combustion furnace; UOOHF is the unit operation and
maintenance cost, (USD/kW); wOHF is the power of combustion furnace, (kW).

3.2.4. Gas Burner

The gas combustion furnace burns combustible gas to generate high-temperature
flue gas, and the high-temperature flue gas is discharged from the furnace and out of
the furnace through the smoke exhaust system. Heat is exchanged in heat exchangers to
provide thermal energy for oilfield energy systems. The whole system includes a heating
furnace, heating system, smoke exhaust system, and cooling system. Since the combustion
products of different combustible gases are also different, to compare the environmental
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impacts, especially the carbon emissions, of the combustion of associated gas (mainly
combustion of CH4) and hydrogen (H2) in oilfields, this paper uses a gas-fired combustion
furnace for comparison in scenario 5. The economic and environmental benefits of burning
associated gas and hydrogen are compared. The cost of a gas burner is calculated as follows:

CHHF = 24, 410 + UCHHF × wHHF (17)

OCHHF = UOHHF × wHHF (18)

where, CHHF is the investment cost of hydrogen heating furnace, (USD); UCHHF is the
unit investment cost of hydrogen heating furnace, (USD/kW); OCHHF is the operation and
maintenance cost of hydrogen heating furnace, (USD); UOHHF is the unit operation and
maintenance cost, (USD/kW); wHHF is the power of hydrogen heating furnace, (kW).

3.2.5. Battery

The energy storage battery used in the system is a lead-acid battery. The lead-acid
battery has the following characteristics: it has a wide temperature range and can operate
normally under a temperature environment of −30~60 ◦C. The low-temperature perfor-
mance of the battery is good. It can be used even in areas with relatively low temperatures.
The capacity consistency is good, and the consistency is maintained in the series and
parallel use of the battery. In the unstable charging environment, it has stronger charging
acceptance ability, long service life, reduces repair and maintenance costs, and reduces
the overall investment of the system. The battery used in this paper can store 4500 kW of
power from wind turbines and fuel cells, but it is only used in scenarios three and four due
to its high cost.

CBT = UCBT × VBT (19)

OCBT = UOBT × VBT (20)

where, CBT is the cost of battery, (USD); UCBT is the unit capacity cost of battery, (USD/kWh);
VBT is the battery capacity, (kWh); OCBT is the maintenance operation cost of battery, (USD);
UOBT is the maintenance and operation cost per unit capacity of battery, (USD/kWh).

3.3. NPV and LCOE Model

After the introduction of equipment, it is necessary to evaluate the economic and
environmental performance of the whole oilfield energy system. The system uses payback
period, net present value (NPV) (an index indicating the difference between future cash
inflow and cash flow), and the Levelized cost of energy (LCOE) (a more accurate horizontal
power cost index for cost estimation) to describe the economic performance of the system.
It should be noted that LCOH refers to the Levelized cost of hydrogen:

PP =
IN
Cin

(21)

NPV =
n

∑
i=1

NCFi

(1 + r)i (22)

LCOE =
∑n

i=1
NCFi
(1+r)i

∑n
i=1

EDi
(1+r)i

(23)

LCOH =
∑n

i=1
Ci

(1+r)i

∑n
i=1

MH2,i

(1+r)i

(24)

Cin = NIi − NEi (25)
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where, PP represents the payback period, [a]; IN represents initial investment, (USD); Cin
represents cash inflows, (USD); NCFi represents net cash flow in year i, (USD); r represents
the discount rate, r = 0.12; EDi is MWh of electricity deposited on the grid in the year
i; MH2,i is the mass of hydrogen produced in year i, (kg); LCOE is the energy cost of
the system, (USD/MWh); Ci is the total annual cost of hydrogen, (USD); LCOH is unit
hydrogen cost, (USD/kg); NIi is net income in year i; NEi is net expenditure in year i.

In addition to measuring the economic benefits of the system, it is also necessary
to calculate the environmental benefits that the system can produce, which is measured
by reducing carbon dioxide emissions when fossil fuels are replaced by hydrogen with
equivalent calorific value:

EB =
CVH2 × Qa

CVf f
× EFf f (26)

where, EB is the environmental benefit of the system, kg carbon dioxide; CVH2 and CVf f
are the low calorific value of hydrogen fuel and fossil fuel, respectively; Qa is the annual
hydrogen output, kg; EFf f is the emission coefficient of fossil fuels.

4. Results and Discussions

4.1. Input Parameters

Taking an oilfield central processing facility located in Northwest China as an example,
Figure 7 shows the specific location of the central processing facility. The central processing
facility’s annual gas production is 1.1 × 107 m3. According to statistics, China’s oilfield
central processing facility production ranges from 0.56 × 107 m3~2.8 × 108 m3 [20]. As
previously stated, the system’s electric energy powers gas turbines and hydrogen synthesis
utilizing renewable energy. In addition, the yearly electricity generation is split into two
sections. The first is combustion-related gas power production using gas turbines. For
example, a 50 MW gas turbine can create 420 GWh of electricity each day from combustion-
related gases. Then, we need to figure out how much electricity the wind turbine generates
every year. Considering that the central processing facility is situated in Northwest China,
we collected wind speed data from the northwest wind tower between 1 January 2019 and
31 December 2019, as shown in Figure 8 below.

Figure 7. The geographic locations of an oilfield in China.
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(a) (b)

Figure 8. (a) Wind speed data and (b) output power production in one year.

4.1.1. Energy Demand

The power consumption of the central processing facility includes compressor, dehy-
dration pump, electric dehydrator, export pump, sewage pump unit, and domestic power.
The total annual power demand of the central processing facility in 2019 was 238 GWh,
and the proportion of electric energy consumption of each system is shown in Figure 9a.
The thermal energy consumption includes crude oil heating and dehydration, crude oil
export, and domestic heat. In 2019, the total thermal demand of the central processing
facility was 776 GWh, and the proportion of heat energy consumption of each system is
shown in Figure 9b.

(a) (b)

Figure 9. (a) Proportion of system electric energy consumption and (b) proportion of system heat
energy consumption.

4.1.2. Technical and Cost Information on Equipment

In this case study, since there is no economic and technical information on the facilities
recommended by the market or the government, the project parameters are estimated
based on field surveys, industry statistics, and academic literature, as shown in Table 9.
Specifically, the lifetime and the linear capacity-dependent cost and O&M cost are collected
from HOMER Pro’s website. The expenditure of each scheme is calculated in turn according
to the formula mentioned above through the collected data, and the income mainly comes
from the cost of energy produced by the system.
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Table 9. Parameter of some equipment.

Facility
Linear Capacity-Dependent
Cost (USD/kW, MWh, kg)

O&M
(USD/op.Hour, Year)

Lifetime (Year) Rated Power (%)

Wind Turbine 550 20 20 45
Electrolyzer 145 140 15 80

Furnace (Crude oil) 250 30 25 80
France (H2) 250 30 25 80

Heat exchanger 350 10 25 55
Gas Turbine 300 6 25 45

H2 tank 380 1800 25 80
Fuel cell 1000 120 18 80
Battery 210,000 1400 20 80

4.2. Economic Performance of Five Scenarios

The NPV of the five scenarios is positive, indicating that they are economically feasible
and can yield advantages over the system’s 20-year life, as shown in Figure 10. It is
worth mentioning that the NPV for the five scenarios varies according to the equipment
utilized in each scenario and the corresponding basic investment cost. We address solely
the power supply in this section. To begin, consider scenario one, with the lowest profit
margin, only gas turbines, and the power infrastructures employed to generate electricity.
In this scenario, the gas turbine is unable to meet the central processing facility’s power
consumption, and thus power must be purchased from the power grid. Although scenario
one requires less equipment and lower initial investment, the income generated by scenario
one is low due to the expense of power grid power purchase. In contrast, the profit of
scenario three with the highest profit is USD 46.21 million during its service life.

Figure 10. NPV and initial investment cost of five scenarios.

Since the design principles are the same, the advantages of the five scenarios are com-
parable when the central processing facility’s scale is known. We find that the economics of
the five scenarios are mostly determined by annual spending and equipment operation
and maintenance costs. Scenario three, which employs wind turbines and gas turbines for
power generation, eliminates the requirement for the central processing facility to purchase
electricity from the power grid, significantly decreasing the annual cost of power in com-
parison to the traditional technology. Second, unlike scenarios four and five, scenario three
delivers the entire amount of electricity created by the wind turbine generator to the battery.
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Due to the elimination of the electrolytic cell, hydrogen storage tank, fuel cell, and other
equipment in scenario three, the basic investment cost is relatively low, resulting in the
highest net present value. Scenarios four and five have hydrogen production and energy
conversion equipment with extremely high investment and operating costs, thus the net
present value is slightly less than in scenario three. However, hydrogen has the potential
to store energy on a large scale, and is more capable of shaving peaks and filling valleys
than batteries.

The terms LCOE and LCOH are developed to facilitate the analysis of the unit cost of
oilfield system capacity. As shown in Figure 11, the chart depicts the unit capacity costs for
five different situations. In scenarios four and five, where hydrogen and wind energy are
combined, LCOH is used to calculate the cost of hydrogen produced per unit mass by the
system. As can be seen, the system’s unit capacity cost is positively correlated with its net
present value. Scenario four has the lowest unit capacity cost, and the cost of producing
hydrogen per kilogram is USD 7.23, whereas it is USD 6.20 in scenario five. The reason for
this is that scenario four employs large-capacity energy storage batteries to store hydrogen
energy. Due to the exponential growth in the cost of energy storage batteries as capacity
increases, the unit hydrogen production cost in scenario four is high.

Figure 11. LCOE and LCOH of five scenarios.

4.3. Analysis of Associated Gas Production

The generation of associated gas in the oilfield has a direct effect on the heat and
power generated by gas turbines, which is a critical link in the oilfield’s operation. Due
to the central processing facility’s reliance on gas turbines, it is a significant component
impacting system economics. Therefore, sensitivity analysis of natural gas production to
system economic cost is carried out in this section.

As shown in Figure 12, the chart illustrates the NPV performance of five scenarios
in which the oil and gas field’s associated gas production ranges between 0.5 × 107 m3

and 1.0 × 107 m3. As can be observed, the oilfield’s associated gas production has a bigger
impact on scenarios one, two, and three, but has a lesser impact on scenarios four and five.
Because the entire oilfield system is solely reliant on gas turbines and the power grid for
power purchase in the first scenarios, the output of oilfield-associated gas has a significant
impact on the system’s economy. When associated gas production falls below 1.0 × 107 m3

the oilfield energy system that is solely based on the combustion and generation of as-
sociated gas can no longer provide economic benefits to the oilfield, indicating that the
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investment cost of the entire system, including the cost of power purchased from the power
grid, is significantly greater than the cost of the associated gas-produced power.

Figure 12. NPV of associated gas production under different scenarios.

In addition to depending on gas turbines for power generation, scenarios three, four,
and five combine wind and solar energy, resulting in a negligible impact on the net present
value of scenarios three, four, and five. As the oilfield development progresses to the later
stages, the annual output of the oilfield becomes more unstable, and the risk resistance
of the system to associated gas production increases, which has a beneficial effect on the
application of high water cut oilfields in the later stages of development, and which is also
one of the contributions of the scenarios proposed in this study to engineering practice.

4.4. Analysis of Electricity Price

Due to the project’s sole income stream being the sale of electricity and hydrogen, it
is vital to examine the influence of energy prices on the project’s NPV. Both scenarios one
and two introduce the power grid as a backup energy source for the oilfield. Due to the
oilfield’s lengthy water cut development phase, the energy consumption associated with
oilfield development is considerable. Thus, in both scenarios one and two, electricity must
be purchased from the power grid, and the cost of power purchase will climb in lockstep
with the increase in the cost of electricity. The electric energy generated by the five energy
systems is used to create money for the system. The influence of power prices ranging
from USD 0.05 to 0.64 cents per kilowatt-hour is examined. As illustrated in the Figure 13,
when electricity prices increase from USD 0.05 to 0.64 per kilowatt-hour, the NPV of the
five scenarios increases, and the increase in electricity price is linear with the increase in net
present value, but the increased range of net present value is different. In scenario one, for
every 0.01 cent increase in the price of electricity, the NPV of the system increases by USD
3560, while in scenarios three, four, and five, the NPV of the system increases, even more,
reaching USD 2 million.
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Figure 13. NPV of the model under different electricity prices.

In addition, we explore the factors that contribute to the disparate growth rates. The
first reason is that in scenarios one and two, power from the power grid is utilized. This
portion of power must be obtained from the power grid at market rates. While an increase
in electricity prices increases the oilfield’s revenue, it also raises the oilfield’s cost. As
a result, the low rate of rising net present value can be validated. In practice, China’s
electricity rates vary by region. Northwest, northeast, and other regions have cheaper
electricity prices, while Southeast and South China have higher electricity prices. As a
result, it is more profitable to establish scenarios four and five in Southeast China coastal
cities with higher electricity rates.

4.5. Analysis of Wind Speed

In scenarios two, three, four, and five, wind energy is introduced to the standard
oilfield energy system as a source of energy for the oilfield, and the electric energy generated
by the wind turbine is directly proportional to the wind speed in the region. Thus, based
on the NPV performance of the system at 50%, 70%, 90%, and 110% of the wind speed in
this region, as shown in Figure 14, wind speed is linear with the NPV, and increasing wind
speed can enhance the NPV of the system. Among these, the NPV of scenario three is the
most wind-speed-dependent. The analytical reasons might be attributed to three situations.
The system’s primary source of revenue is the electric energy provided by the wind turbine.
In comparison to scenarios four and five, wind energy is not converted to hydrogen for
storage, implying that the system’s peak shaving storage capacity will be relatively low.

China’s oilfields are primarily dispersed in the northwest, northeast, and southwest,
according to the current circumstances. The wind power density of the area where the
oilfields are located is 300 W/m2 in this article. In comparison to these data, average wind
power in the northeast, such as the Daqing Oilfield, is more than 200–300 W/m2, and
average wind power in coastal and island areas, such as Zhoushan and Huangdao, is more
than 500 W/m2. The available hours range from 7000 to 8000 h. As a result, when the
system proposed in this research is implemented in the oilfields in the above areas, the
economic gains could exceed USD 6 × 107 in scenarios three, four, and five presented in
this study.
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Figure 14. NPV of the model under different wind speed.

4.6. Analysis of Carbon Emissions

Along with examining the economics of five scenarios, it is critical to examine the
oilfield energy system’s carbon footprint. Natural gas, crude oil, and the electricity grid all
have emission factors of 0.19 kg/(kWh), 0.24 kg/(kWh), and 0.89 kg/(kWh). It is worth
noting that because grid power generation is treated as coal-fired generation in this article,
the carbon emission coefficient is high, and so the carbon emissions of the five scenarios
are calculated. As illustrated in the picture, scenario one’s typical oilfield energy model
generates the maximum carbon dioxide, 45,874 t/year. In the standard oilfield distributed
energy system, a considerable amount of crude oil and electricity from the power grid
are used to power the central processing facility, which results in a significant increase in
carbon emissions due to the vast area of power purchased from the power grid. This is not
consistent with national policy in this instance.

As shown in Figure 15, although wind turbines are used to generate electricity in
scenario two, the oilfield’s primary energy sources remain the power grid and natural
gas, resulting in slightly lower annual carbon emissions than scenario one, at 39,813 tons,
but still quite significant. Wind energy generation is the primary source of energy in
scenarios three, four, and five, and the only source of carbon emissions is the combustion
of oilfield-associated gas. Due to the clean renewable energy and the low carbon emissions
associated with natural gas combustion, the carbon dioxide emissions are much lower than
in scenarios one and two. Additionally, scenario four may produce 46,200 tons more carbon
dioxide than scenario one during 20 years, and the system improves the environment.

4.7. Discussion

Following the preceding discussion, it is evident that we may examine the five systems’
merits and disadvantages. To begin, scenario one features the shortcomings of a traditional
distributed energy system, including high carbon emissions, high energy consumption,
and a low rate of return. It is destined to be eliminated once oilfields are developed. While
renewable energy generation is combined in scenario two, the mechanical application
of renewable energy does not boost the system’s benefits. Simultaneously, because of
the unpredictability of wind resources, the system’s carbon emission performance is sub-
optimal in places with limited wind resources. The third, fourth, and fifth scenarios
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combine wind and hydrogen to generate electricity for the oilfield, which has a low carbon
footprint and economic benefits. Finally, it is determined that scenario four is the best,
taking into account its relevance to the oilfield, the difficulty of construction, and the
support of national policies. In comparison to the traditional method, it generates USD
46.21 million more revenue and cuts carbon emissions by 44,096 t/a. It applies to areas
with abundant wind resources and low electricity rates, such as South China’s coastal and
northwest regions, which are defined as the WGHN system.

Figure 15. Carbon emissions in five scenarios.

5. Conclusions

To address the fact that oilfield development has entered a period of high water scarcity,
energy consumption in the oilfield is increasing, and the oilfield system is losing money,
this paper discusses four different types of wind–hydrogen coupling energy systems based
on traditional distributed energy. The economics and dependability of the four scenarios
are examined using data from an oilfield in Northwest China. Finally, a new form of oilfield
energy system is developed that is suited for the majority of existing onshore oilfields. In
comparison to a conventional energy system, this concept can increase USD 46.21 million
throughout the system’s 20-year life, with a payback period of less than one year. It is a
low-risk, high-return investment strategy. The system is capable of utilizing renewable
energy successfully and reducing carbon emissions by 44,096 t/a. It not only provides
significant economic benefits but also significant environmental benefits. Wind speed,
power price, and oilfield-related gas output all affect the field economics. The following
conclusions are made:

(1) In comparison to other oilfield renewable energy systems, the system fully utilizes
excess power, which not only provides economic and environmental benefits but also
significantly alleviates the problem of wind waste;

(2) Through sensitivity analysis, it is found that the WGHN system is most sensitive to
wind speed. When the wind speed is increased by 10%, the net present value of the
system will increase by USD 1270,334. Secondly, the electricity price will also affect
the system revenue. Each increase in the unit price of electricity is 0.017 USD/kWh,
and system revenue increased by USD 877,500;

(3) Based on a comprehensive analysis of several regions in China, it is concluded that
China’s northeast oilfields (such as Daqing), North China coastal areas (such as
Huangdao Oilfield and Bohai offshore platform), northwest oilfields (such as Karamay
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and Tarim Oilfields), and southeast coastal areas (such as Zhoushan and Ningbo) can
all benefit from the WGHN system due to their abundant wind resources.

Overall, this study offers a trustworthy new oilfield energy system, which has complete
reference value for tackling the problems of excessive energy consumption, low energy
efficiency, and poor economy caused by the development of some old oilfields. At the
same time, amid today’s global warming and energy scarcity, limiting carbon emissions is
the key. To achieve a carbon peak in 2030 and carbon neutralization in 2060, the reform
of the oilfield energy system is significantly important. The wind energy detailed in this
study, as well as the connection between hydrogen and other renewable energy sources
and the oilfield energy system, will become the driving trend of future development. The
hydrogen produced from the residual power of wind energy suggested in this study is also
a major innovation; that is, it boosts the utilization rate of energy and locally consumes the
electric energy generated by renewable energy, which has substantial theoretical reference
significance in the later combination of renewable energy and hydrogen energy. At the
same time, scenario four of this article can examine a range of characteristics, including
oilfield location, yearly wind speed distribution, oilfield-related gas output, market demand,
hydrogen and power pricing. Through the technical and economic evaluation of the oilfield
wind–hydrogen linked power supply system, we can better grasp the investment value of
the system under various regions and scenarios.

However, the research in this article has certain flaws. First, where wind resources
are limited, the economic benefits of the system are minimal. Second, because hydro-
gen storage technology is still in its infancy, hydrogen storage is a challenge. Finally,
some infrastructure constraints need further study. Therefore, we propose the following
policy recommendations.

First, an examination of cost sensitivity shows that the main cost driver is energy prices,
and self-sufficiency in electricity contributes most of the revenue. Therefore, the focus
should be on reducing the cost of energy infrastructure, such as fuel cells. In addition, the
government should provide investors with incentives to reduce entry barriers for hydrogen
projects, thereby increasing the penetration rate of renewable energy across the country,
and helping the country achieve its carbon neutral goal as soon as possible. Secondly,
scenario four proposed in this article is more likely to bring significant economic benefits in
coastal areas rich in northwest wind resources. The main reason is that most of the project’s
revenue comes from wind energy. When the wind speed doubles, the output power of the
wind turbine will increase eight times. Therefore, the windy location may help to further
increase expected revenue. Finally, after renewable energy is connected to the grid, it is
vital to ensure the stability of the power market and grid system. Currently, many wind
farms are inefficiently connected to the grid. The government should formulate appropriate
rules and evaluation indicators to promote the private sector to enter the renewable energy
market, improve market competitiveness, stabilize energy costs, and solve the problem of
mismatch between supply and demand.
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Nomenclature

AEP Annual electricity production
ICC Initial capital cost
FCR Fixed charge rate
AOC Annual operating cost
WT Wind turbine
MS Mechanical system
ES Electronic system
AE Alkaline electrolytic
PEM Proton exchange membrane
SOEC Solid oxide electrologist cell
GT Gas turbine
HE Heat exchange
OHF Oil heating furnace
HHF Hydrogen heating furnace
BT Battery
PP Payback period
LCOE Levelized cost of energy
LCOH Levelized cost of hydrogen
FF Fossil fuel
NPV Net present value
IN Initial investment
ED Energy deposited
NI Net income
NE Net expenditure
WGHNl Wind–gas turbine–hydrogen nexus
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Abstract: A computational study on thermal stability was conducted the first time, combining the
modified quasi-chemical model, the Antoine equation, and the adiabatic flash evaporation calculation
principle to design a method to calculate the system pressure-temperature (P-T) phase diagram of bi-
nary chloride molten salts. The evaporation temperature of the molten salt obtained by analyzing the
P-T phase diagram of the eutectic molten salt clearly defined the upper limit of the optimal operating
temperature of the mixed molten salt. The results indicated that the upper-temperature limits of NaCl-
KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 are determined to be 1141 K, 1151 K,
1176 K, 1086 K, and 1068 K. The maximum working temperature was measured experimentally using
a thermogravimetric analysis (TGA), and the relative error between the calculation and experiment
was calculated. The maximum error between the calculated and experimental values of the maximum
operating temperature was 6.02%, while the minimum was 1.29%, demonstrating the method’s high
accuracy. Combined with the lowest eutectic temperature and the upper-temperature limits of binary
chloride molten salts, the stable operating temperature ranges of NaCl-KCl, NaCl-CaCl2, KCl-CaCl2,
NaCl-MgCl2, and KCl-MgCl2 are 891~1141 K, 750~1151 K, 874~1176 K, 732~1086 K, and 696~1086 K.

Keywords: thermal stability calculation; upper-temperature limit; P-T phase diagram; modified
quasi-chemical model; adiabatic flash calculation; binary chloride molten salts

1. Introduction

Human beings have been struggling with global warming exacerbating in the after-
math of increasing climate change and huge energy demand issues. Renewable clean
energy sources are being developed to reduce the dominance of traditional fossil energy
in global energy consumption [1,2]. For example, the scientific community has proposed
a cost-effective thermal energy storage (TES) strategy to be combined with concentrated
solar power (CSP) plants to ensure the continuity of electricity supply [3–5]. After concen-
trating the sun’s rays by mirrors, solar energy can be stored as thermal energy by the TES
system for later use [3,6]. Among TES materials, it is possible for molten salts to meet the
high-temperature use requirements of the CSP plant and the goal of TES, owing to their
advantages of high heat storage density and efficiency, wide operating temperature range
and low economic cost [7,8]. In commercial solar thermal power generation systems, Solar
Salt (NaNO3-KNO3, 60-40 wt.%) and Hitec Salt (NaNO3-KNO3-NaNO2, 7-53-40 wt.%)
are two of the most extensive and mature molten salts used as heat transfer and storage
media [9–11]. However, nitrates used in CSP plants operate only below 773 K, which is
severely limited due to poor thermal stability, which causes nitrates to decompose easily at
high temperatures [12–14]. Chloride molten salts have emerged as potential candidates
for the next generation of CSP in recent years. Because of their wide working temperature
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range and excellent high-temperature stability, chloride molten salts have been found to be
suitable for many advanced high-temperature power cycles.

Furthermore, chloride molten salts have been temporarily limited in commercial
applications due to the lack of data on thermophysical properties at high temperatures
even near the boiling zone, although they meet the heating temperature requirements of
high-temperature thermal utilization [15]. The determination of the maximum working
temperature of chloride molten salts as future work was strongly suggested in the latest
review article [16]. Currently, researchers frequently employ the thermogravimetric analysis
(TGA) technique to assess the thermal stability of a molten salt [17–19]. The maximum
working temperature of nitrate molten salts is limited by thermal decomposition at high
temperatures and is frequently determined by the temperature at which 3 wt.% mass
loss occurs [17–19]. Experimental research on the maximum operating temperature of
chloride molten salts has also been conducted by many researchers. A substantial mass loss
(~1 wt.%) in the 100~200 ◦C range owing to the vaporization of a minor amount of water
and other impurities was reported by conducting 10 separate TGA measurements, each
with fresh salts [20]. Since all 10 tests indicated that the mass loss is small enough to be
inappreciable in the 200~700 ◦C range for MgCl2-KCl (32-68 mol.%) molten salt, there was
a suggestion that the traditional TGA 3 wt.% mass loss method is inapplicable for chloride
molten salts, which needs to be improved with other factors. It is demonstrated that the
mass loss of chlorides is not caused by thermal decomposition as it is for nitrates, but rather
by salt or water vaporization and salt impurity reactions, as investigated using the DSC
equipment, TGA technique, X-ray Diffraction (XRD), and Mass Spectrometry (MS) [21,22].
Mass loss owing to the chemical decomposition of molten salt or the evaporation caused by
high vapor pressure was distinguished by measuring the mass loss of chloride molten salts
in three different atmospheres with DSC-TGA equipment [23]. If corrosion is not taken into
account, the maximum working temperature of chloride molten salts was proposed in the
above work to be determined by the salt vapor pressure and the gas atmosphere.

In summary, the maximum upper operating temperature of chloride molten salt is
not limited by thermal decomposition like nitrate, but by other factors, such as salt vapor
pressure or corrosivity regarding salt impurities [16]. It takes a long time to investigate
the maximum operating temperatures of chloride molten salts using experiments with
a large workload and a high level of uncertainty. Nonetheless, at the time of writing,
the upper limit of the operation temperature of molten salts had not yet been discovered
through modeling and computation research. In the past, a lot of experience has been
accumulated using phase diagram calculation methods to predict the composition and
lowest eutectic point of unknown multicomponent molten salt materials, which determined
the lower limit of the optimal working temperature of molten salts in service conditions.
Using the modified quasi-chemical model through the FactSage software, binary and
ternary phase diagrams of some alkali metal and rare earth metal chlorides were optimized,
which were then combined with experimental data to determine the best calculation model
parameters [24–26]. The phase diagrams of the fluoride and chloride molten salt system
with and without compound formation were calculated adopting the Regular Solution
Model, and the influence the interaction coefficients of the binary boundary system will
have on the isotherm of the ternary system was specifically analyzed [27]. It would be a
significant breakthrough if we could calculate the highest working temperature of chloride
molten salts using phase diagram computation, just as we can calculate the lowest eutectic
point using the solid-liquid phase diagram. The computational method has the advantage
of increasing the efficiency of the study on the maximum working temperature of chloride
molten salts and reducing the experimental workload by reporting a predicted value
in advance.

To implement molten salt materials in CSP, low vapor pressure is favorable, as vapor
pressure is a thermophysical parameter required to fully characterize molten salts [17]. Tak-
ing chloride molten salt evaporation as a consideration, this work studied the evaporation
temperature of five binary chloride molten salts. Based on the analysis of the vapor-liquid
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phase equilibrium thermodynamic model of common binary chloride molten salt systems,
this paper established a computation method of the P-T phase diagram of binary molten
chlorides expressed in equal molar mass proportions. The P-T phase diagrams of five binary
chloride salts—NaCl-KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2—were
calculated using the adiabatic flash evaporation calculation principle. For the first time,
the maximum working temperature of the binary chloride salts was determined through
computational calculation. The calculation results were relatively accurate and verified by
TGA, proving the feasibility of the method.

2. Materials and Methods

Considering the vapor pressure of chloride molten salt, the water in the salt or the salt
itself may evaporate at high temperatures, causing a mass loss under service. At this point,
the molten chloride system transitions from liquid to vapor, and vapor liquid equilibrium
calculations can be used to investigate the evaporation of chloride molten salts. For the
binary chloride molten salt with the lowest eutectic point and the corresponding optimal
components ratio and the relationship between system pressure and temperature can be
obtained by calculating the vapor liquid phase diagram of the salt under that ratio. By
analyzing the evaporation temperature obtained from the P-T phase diagram of the eutectic
molten salt, the upper optimal working temperature of molten chlorides can be clearly
defined. The temperature point at one atmospheric pressure on the pressure temperature
curve is the critical point of the vapor liquid two phases, where the temperature is the
molten salt’s evaporation temperature [28]. In the field of organics and alloys, the P-T
phase diagram exploration is more common. For instance, the P-T phase diagram of the
ferroelectric clathrate bisthiourea pyridine bromide was constructed through dielectric
spectroscopy, neutron and X-ray diffraction and nuclear magnetic resonance, and the effects
of temperature and pressure on their physical properties were studied in the meantime [29].
In another article, the P-T-x-y phase diagram of the Cd-Zn-Te system was constructed to
discuss the character of the sublimation of the Cd1−xZnxTe (CZT) solid solution [30].

Before calculating, based on necessary considerations, the four following assumptions
were made: (1) heat exchange could not occur with the outside world in the chloride
molten salt system; (2) the system is under high temperature and normal pressure when in
equilibrium; (3) ideal gas state equation is followed; and (4) the liquid phase is treated as a
nonideal solution.

2.1. Vapor Liquid Phase Equilibrium Thermodynamic Theory

The exchange of energy and matter occurs when the two vapor liquid phases are in
contact with each other. When the properties of each phase no longer change, the system is
said to be in vapor liquid equilibrium. The fugacity of each component in the vapor and
liquid phases is equal at this point, as shown in Equation (1) [31].

∧
f

V

i (T, P, yi) =
∧
f

L

i (T, P, xi) (1)

where
∧
f

V

i and
∧
f

L

i represent the fugacity of component i, respectively, in the vapor and
liquid phases. xi is the mole fraction of component i in the liquid phase, while yi is the
mole fraction of component i in the vapor phase; the system pressure is represented by P.

Since the system is under normal pressure without the heat exchange assumed in
this work, the activity coefficient method was used for the vapor liquid phase equilibrium
calculation. The fugacity coefficient and the activity coefficient are used to express the
fugacity of the vapor phase component and the liquid phase component, respectively.

∧
f

V

i (T, P, yi) =
∧

Φv
i Pyi (2)
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∧
f

L

i (T, P, xi) = rixi ps
i Φ∗

i exp
[
Vl

i (P − ps
i )/RT

]
(3)

where
∧

Φv
i represents the fugacity coefficient of component i in the vapor phase, and

Φ∗
i represents the fugacity coefficient of component i in the liquid phase. The activity

coefficient of component i in the liquid phase, the saturated vapor pressure of component i
at temperature T and the molar volume of pure component i can be expressed as ri, ps

i , Vl
i

correspondingly, while R represents the thermodynamic constant.
Based on Equations (1) and (2) [31], and (3) [31], the following Equation (4) [31] can

be obtained: ∧
Φv

i Pyi = Φ∗
i ps

i rixi exp
[
Vl

i (P − ps
i )/RT

]
(4)

2.2. Adiabatic Flash Calculation Theory

In this work, the adiabatic flash calculation theory was introduced to calculate the
pressure temperature (P-T) phase diagram, considering that molten chloride salt with high
vapor pressure will evaporate at high temperature. To obtain the P-T phase diagram of
molten chlorides, the activity coefficient, obtained using the modified quasi-chemical model,
and the saturated vapor pressure, calculated using the Antoine equation, were substituted
into the adiabatic flash calculation. The activity coefficient and the vapor pressure were
used as parameters in the adiabatic flash evaporation calculation process, and ultimately
served for the calculation of the relationship of system pressure and temperature.

For chloride molten salt system, there are three basic phase characteristics in its gas
and liquid two-phases: (a) bubble point state; (b) dew point state; (c) flash equilibrium state,
as shown in Figure 1. The bubble point is the point at which the liquid phase begins to
bubble and boil, and the dew point is the point at which the gas phase begins to condense
into dew-like droplets.

(a) (b) (c)

Figure 1. Basic phase characteristics of chloride molten salt system: (a) bubble point state; (b) dew
point state; and (c) flash equilibrium state.

2.2.1. Adiabatic Flash Calculation

Flash evaporation is a single equilibrium stage distillation process. The vapor phase is
enriched in volatile components, while the liquid phase is enriched in heavy components.
The basic equations of flash calculation are the mass balance equation, phase balance
equation, and energy balance equation, as shown below in Equations (5)–(7) [32],

zi = yiv + xi(1 − v) i = 1, 2, · · · , n (5)

Ki = riΦs
i ps

i (PF)i

/( ∧
Φv

i P
)

i = 1, 2, · · · , n (6)

HF + Q/F = vHv + (1 − v)Hl (7)
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where zi represents the total composition before operation of component i, while v is
the vaporization rate. Ki is the vapor-liquid equilibrium ratio of component i, which is
defined as the ratio of the molar fractions of the components in the two vapor liquid phases,
as shown in Equation (8) [32]. Φs

i represents the saturated liquid fugacity coefficient of
component i, respectively. The Poynting factor of component i is abbreviated as (PF)i. HF,
Hv, and Hl are the molar enthalpies of the mixture, vapor, and liquid phases, respectively,
while Q is the endothermic heat of the process. F is the total amount of the system, which
is a known quantity, and hence, can be regarded as a constant.

Ki = yi/xi (8)

Combining Equations (5) and (8), the two formulas for calculating the vapor phase
composition and the liquid phase composition can be obtained.

yi = ziKi/[1 + v(Ki − 1)] i = 1, 2, · · · , n (9)

xi = zi/[1 + v(Ki − 1)] i = 1, 2, · · · , n (10)

Since the system is under high temperature and normal pressure when in equilibrium,

the vapor phase can be treated as an ideal gas mixture,
∧

Φv
i = 1 and Φs

i (PF)i can be
approximated as 1. As a result, Equation (6) can be rewritten as follows:

Ki = ri ps
i /P i = 1, 2, · · · , n (11)

Barometric pressure 760 mmHg could be taken as the initial value of system pressure,
which afterwards calculated by the following Equation (12) [32]. Due to ∑

i
yi = 1, combing

Equations (8) and (11) and summing over all samples gives the following formation:

P = xiri ps
i + xjrj ps

j (12)

The activity coefficient ri can be calculated by the modified quasi-chemical model,
which will be described later in detail. As for the saturated vapor pressure ps

i , it is an
indispensable parameter in the adiabatic flash evaporation calculation process, as shown in
Figures 2–5. In the calculation flow, as the loop parameter T is iteratively calculated, the
corresponding ps

i is constantly recalculated.
The saturated vapor pressure ps

i of the pure component i can be calculated by applying
the Antoine equation [32], which can provide high-accuracy data,

lgps
i = −Bi/T + Ai (13)

or
lgps

i = −Bi/T − CiT + Ai (14)

where Ai, Bi, and Ci are Antoine constants of component i, which are published in the
general physical property data manual.

Considering the adiabatic conditions of the system, Q = 0, and the energy balance
Equation (7) can be written as follows:

HF = vHv + (1 − v)Hl (15)

where Hv, and Hl can be calculated as Equations (16) and (17) [32]:

Hl = (1 − v)∑ xiCpliT (16)

and
Hv = v∑ yiCpviT (17)
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where Cpli and Cpvi are the liquid specific heat capacity and vapor specific heat capacity
of component i, respectively.

Knowing that the temperature T is an unknown quantity, its initial value should be
assumed between the precalculated bubble point and dew point temperature, and then
the initial value of T should be iteratively calculated and adjusted until Equation (15) is
satisfied. In addition, the temperature value T is not sensitive to the vaporization rate
v for mixtures with a narrow boiling range. For calculation, in consequence, it is more
appropriate to use T as the internal iteration variable and v as the external iteration variable.
Accordingly, the initial value of v is calculated by interpolating the precalculated bubble
point and dew point temperature as in Equation (18) [32].

v = (Tb − T)/(Tb − Td) (18)

For the narrow boiling range system, as shown in Figure 2, the adiabatic flash evapo-
ration calculation process is a sequential algorithm, wherein the inner cycle parameter is
the temperature T and the outer cycle parameter is the vaporization rate v. Both T and v
are solved by the Newton iteration method, and the convergence accuracies for both are
0.001. The objective function and the Newton method iteration equation of T and v are
shown below [32].

HT = HF − H0 (19)

T = T − HT/dHT (20)

Fv = ∑ zi(Ki − 1)/[1 + v(Ki − 1)] (21)

v = v − Fv/dFv (22)

H0, HT, and dHT are the molar enthalpy of the system before operation, the enthalpy
change, and its derivative value during the working process of the system, respectively.

H0 = ∑ ziCpliT (23)

dHT = v·Cpv + (1 − v)·Cpl (24)

Since the sum of the vapor phase mole fraction and the liquid phase mole fraction are
both 1, the objective function of v can be obtained as Fv, and the derivative of Fv is dFv.

dFv = −∑ zi{(Ki − 1)/[1 + v(Ki − 1)]}2 (25)

The wide boiling range system in which the outer cycle parameter is T and the inner
cycle parameter is v, is opposite to the narrow boiling range system (Figure 3).

2.2.2. Bubble Point and Dew Point Temperature Calculation

The iterative calculation method is commonly used to calculate the bubble point and
dew point temperature, and the initial temperature value must be input at the start of
the iterative algorithm. Because the system pressure is not significantly different from the
saturated vapor pressure of the pure component, it can be used as a replacement in the
first trial calculation. Moreover, the saturated temperature of the pure component can be
inversely calculated by the Antoine equation as follows:

Ts
i = −Bi/(lgP − Ai) (26)

where Ts
i is the saturated temperature of the component i. In the case of Equation (14),

however, Ts
i needs to be solved by the dichotomy numerical calculation method.
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Figure 2. Flowchart for the calculation of adiabatic flash for narrow boiling range mixtures.

The initial temperature value can be calculated by linearly adding up the saturation
temperature of each component. For the bubble point temperature calculation, the initial
value of T is calculated as follows [32]:

T0 = ∑
i

xiTs
i (27)

After calculating ri using the modified quasi-chemical model and pi using the Antoine
equation, yi is calculated by combining Equations (8), (9) and (11).

The vapor pressure ratio [32] is introduced to calculate the saturated vapor pressure
of component j,

pjb = P∑
i
(yi/ri)

(
pj/pi

)
(28)

Once pjb is determined, the Antoine equation can be used to inversely calculate
the system temperature, as shown in Figure 4. After iteration, finally, the bubble point
temperature Tb is calculated.

394



Energies 2022, 15, 2516

Figure 3. Flowchart for the calculation of adiabatic flash for wide boiling range mixtures.

Similarly, for the dew point temperature calculation, the initial value of T is calculated
as follows [32]:

T0 = ∑
i

yiTs
i (29)

Figure 5 illustrates the flow chart of the dew point temperature calculation. After calculat-
ing pi using the Antoine equation, xi is calculated by combining Equations (8), (10) and (11).
Td is then calculated according to Equation (27). Subsequently, pjd is calculated accord-
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ing to the following equation [32] after obtaining rid according to the modified quasi-
chemical model.

pjd = P
/[

∑
i

xirid(pi/pj)

]
. (30)

Further, we calculate Td and pid in turn, using the Antoine equation with pid, and
obtain yid according to Equations (8), (9) and (11). After iteration, the dew point temperature
Td is calculated.

2.2.3. Modified Quasi-Chemical Model

Because the liquid phase of the molten salt system is treated as a nonideal solution
in the assumptions made in this article, the modified quasi-chemical model [33–35] was
applied to calculate the solution’s activity coefficient. Taking the binary system as an
example, the quasi-chemical theory only considers the interactions between the nearest
neighbor bonds. It is believed that there are three coordination forms when component 1
and component 2 are mixing, as shown below in Equation (31) [33].

[1 − 1] + [2 − 2] → 2[1 − 2] (31)

In the equation above, the coordination form [1 − 2] is derived from the coordination
form of [1 − 1] and [2 − 2]. Hence, the total excess Gibbs free energy (ΔGE) is calculated as
follows [34]:

ΔGE = RTZ(b1x1 + b2x2){Y1 ln(ξ − 1 + 2Y1)− Y1 ln[Y1(1 + ξ)] + Y2 ln(ξ − 1 + 2Y2)− Y2 ln[Y2(1 + ξ)]}/2 (32)

ξ =
√

1 + 4x1x2{exp[2(ω − Tη)/(zRT)]− 1} (33)

where R and z represent the thermodynamic constant and the coordination number in
quasi-lattice model, respectively.

The modified quasi-chemical model pays attention to the molar enthalpy change ω
and non-configurational entropy change η of the components to express the model more
clearly. On this basis, the equivalent fraction Yi is introduced [34].

ω = ω0 + ω1Y2 + ω2Y2
2 + ω3Y3

2 + · · · (34)

η = η0 + η1Y2 + η2Y2
2 + η3Y3

2 + · · · (35)

Y1 = b1x1/(b1x1 + b2x2) (36)

Y2 = b2x2/(b1x1 + b2x2) (37)

The selection of appropriate b1 and b2 would maximize components order of the
system, under which Y1 = Y2 = 1

2 [34]. In the meanwhile, b1, b2 can be calculated as
follows [34], where ε related to the composition of the system with maximum order.

b2z = −[ln ε + (1 − ε) ln(1 − ε)/ε]/ln 2 (38)

b1 = b2ε/(1 − ε) (39)

ε = b1/(b1 + b2) (40)

The relationship between the molar excess free energy and partial molar excess free
energy is as follows [33]:

GE
i = GE + (1 − xi)

(
∂GE/∂xi

)
T,P

(41)

Incorporating Equations (32)–(37) and (41), the partial molar excess free energy of
components 1 and 2 can be calculated [35].
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GE
1 = b1RTz ln{(ξ − 1 + 2Y1)/[Y1(1 + ξ)]}/2 − 2b1Y1Y2

2 [∂(ω − Tη)/∂Y2]/(1 + ξ) (42)

GE
2 = b2RTz ln{(ξ − 1 + 2Y2)/[Y2(1 + ξ)]}/2 + 2b2Y2Y2

1 [∂(ω − Tη)/∂Y2]/(1 + ξ) (43)

Figure 4. Flowchart for the calculation of bubble point temperature.
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Figure 5. Flowchart for the calculation of dew point temperature.
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The activity coefficient can be obtained [35] according to the following relationship
between itself and partial molar excess free energy, as shown in Figure 6.

GE
i = RT ln ri (44)

ln r1 = b1z ln{(ξ − 1 + 2Y1)/[Y1(1 + ξ)]}/2 − 2b1Y1Y2
2 [∂(ω − Tη)/∂Y2]/[RT(1 + ξ)] (45)

ln r2 = b2z ln{(ξ − 1 + 2Y2)/[Y2(1 + ξ)]}/2 + 2b2Y2Y2
1 [∂(ω − Tη)/∂Y2]/[RT(1 + ξ)] (46)

Figure 6. Flowchart for the calculation of activity coefficients.

2.3. Materials and Synthesis

After all the components were dried at 393 K in advance in an oven for 24 h, potassium
chloride and magnesium chloride (A.R., from Shanghai Aladdin Biochemical Technol-
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ogy Co. Ltd., Shanghai, China) and sodium chloride and calcium chloride (A.R., from
Guangzhou Chemical Reagent Technology Co. Ltd., Guangzhou, China) were combined in
pairs to prepare five binary chloride molten salts with a corresponding mole mass ratio
using the static melting method [36]. Further, five groups of two different salts were fully
and evenly mixed in five corundum crucibles after being ground and crushed, and were
heated using a muffle furnace from the ambient temperature (305 K) to a temperature
423 K higher than the lowest eutectic point at a heating rate of 5 K/min. The salts were
fused into a homogeneous mixture, held at that temperature for 10 h, and then cooled at
ambient temperature (305 K) before being ground into powder, sealed, and stored in a
vacuumed desiccator.

2.4. Measurements and Procedure

At present, researchers mostly use TGA to analyze the thermal stability of molten salt.
When the thermal weight loss curve is significantly reduced, the corresponding temperature
can be defined as the upper limit of the working temperature of the molten salt.

In this paper, the experimental value of the maximum operating temperature of five
chloride salts was obtained by a thermal gravimetric analyzer (PerkinElmer STA 8000). All
five chloride molten salts were heated to 1273 K at a rate of 20 K/min with a platinum
crucible in a highly purified nitrogen atmosphere at a flow rate of 100 mL/min.

3. Results and Discussion

3.1. Verification of the Modified Quasi-Chemical Model in Binary Chloride Molten Salts System

Through ω and η, the thermodynamic quantities of chloride molten salts can be
calculated using the modified quasi-chemical model. For the NaCl-KCl binary chloride
molten salt system, z = 6, ε = 1

2 , b1 = 0.3333, and b2 = 0.3333, and the multinomial
expressions of ω and η at 1083 K were obtained as follows, supported by literature data [37]:

ω = 0.036179 − 0.06599Y2 + 0.027465Y2
2 + 0.015558Y3

2 − 0.01569Y4
2 + 0.003203Y5

2 − 0.00443Y6
2 (J/mol) (47)

η = −39.1822 + 71.46415Y2 − 29.7441Y2
2 − 16.849Y3

2 + 16.99621Y4
2 − 3.46882Y5

2 + 4.799909Y6
2 (J/mol) (48)

The activity coefficients of the NaCl-KCl system at 1083 K were calculated by substi-
tuting Equations (47) and (48) into (45) and (46) as shown in Figure 7. The activities of the
NaCl-KCl system were calculated using the relationship between activity and the activity
coefficient illustrated in Equation (49), as shown in Table 1. Figure 8 depicts the comparison
results of calculated values and literature data.

ai = xiγi (49)

Table 1. Calculated activity values and literature data of the NaCl-KCl binary chloride system at
1083 K.

NaCl-KCl at 1083 K

xKCl aNaCl−lit aNaCl−cal aKCl−lit aKCl−cal

0.1 0.898 0.896 0.086 0.088
0.2 0.794 0.797 0.177 0.175
0.3 0.695 0.690 0.267 0.271
0.4 0.582 0.584 0.371 0.370
0.5 0.477 0.479 0.477 0.471
0.6 0.371 0.373 0.580 0.578
0.7 0.270 0.271 0.687 0.686
0.8 0.172 0.175 0.796 0.792
0.9 0.084 0.082 0.899 0.902
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Figure 7. Calculated activity coefficients of each element of the NaCl-KCl system (1083 K).

Figure 8. Comparison of the calculated activities and literature data of each element of the NaCl-KCl
system (1083 K).

The average relative deviation (ARD) S∗
i and standard deviation (SD) Si were intro-

duced to measure the approximation between the calculated values and the literature data,

S∗
i = ±(100/n)

n

∑
i=1

∣∣(ai,cal − ai,lit)/ai,lit
∣∣ (50)
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Si = ±
√√√√[

n

∑
i=1

(ai.cal − ai,lit)
2

]
/n (51)

where n is the number of literature data, ai,cal and ai,lit represent the calculated value and
literature data of activities of component i, respectively. The calculation results, at 1083 K,
showed that the SD and ARD of component NaCl were 0.00267 and 0.052%, while the SD
and ARD of KCl were 0.00318 and 0.056%.

For the NaCl-CaCl2 binary chloride molten salt system, z = 6, ε = 1
2 , b1 = 0.3333, and

b2 = 0.3333, and the multinomial expressions of ω and η at 998 K, supported by literature
data [38], were obtained as follows:

ω = 27.64323 − 99.7584Y2 + 149.3453Y2
2 − 120.03Y3

2 + 55.81855Y4
2 − 15.011Y5

2 + 2.180184Y6
2 − 0.1692Y7

2 (J/mol) (52)

η = −27587.9+ 99558.88Y2 − 149047Y2
2 + 119789.9Y3

2 − 55706.9Y4
2 + 14981.02Y5

2 − 2175.82Y6
2 + 168.865Y7

2 (J/mol) (53)

The activity coefficients of the NaCl-CaCl2 system at 998 K were calculated by substi-
tuting Equations (52) and (53) into (45) and (46), as shown in Figure 9. Table 2 shows the
calculated activities of the NaCl-CaCl2 system, and Figure 10 shows the comparison results
of calculated values and literature data. The SD and ARD of component NaCl were 0.01282
and 5.888%, respectively, whereas the SD and ARD of CaCl2 were 0.02815 and 0.71%.

Similarly, for the KCl-CaCl2 binary chloride molten salt system, z = 6, ε = 1
2 ,

b1 = 0.3333, and b2 = 0.3333, and the multinomial expressions of ω and η at 1058 K,
supported by literature data [39], were obtained as follows:

ω = −1.09632 + 3.493849Y2 − 4.33233Y2
2 + 2.639964Y3

2 − 0.87714Y4
2 + 0.191135Y5

2 − 0.0802Y6
2 (J/mol) (54)

η = 1159.908 − 3696.49Y2 + 4583.605Y2
2 − 2793.08Y3

2 + 928.0193Y4
2 − 202.221Y5

2 + 84.85492Y6
2 (J/mol) (55)

Figure 9. Calculated activity coefficients of each element of the NaCl-CaCl2 system (998 K).
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Figure 10. Comparison of the calculated activities and literature data of each element of the NaCl-
CaCl2 system (998 K).

Table 2. Calculated activity values and FactSage data of the NaCl-CaCl2 binary chloride system at
998 K.

NaCl-CaCl2 at 998 K

xCaCl2
aNaCl−fac aNaCl−cal aCaCl2−fac aCaCl2−cal

0.1 0.729 0.748 0.078 0.062
0.2 0.729 0.712 0.078 0.086
0.3 0.587 0.595 0.149 0.144
0.4 0.447 0.444 0.247 0.250
0.5 0.326 0.328 0.365 0.361
0.6 0.224 0.221 0.495 0.500
0.7 0.142 0.149 0.632 0.619
0.9 0.044 0.021 0.858 0.934

The activities coefficients of the KCl-CaCl2 system at 1058 K were calculated by
substituting Equations (54) and (55) into (45) and (46), respectively, as shown in Figure 11.
Table 3 shows the calculated activities of the KCl-CaCl2 system, and Figure 12 shows the
comparison results of calculated values and literature data. The SD and ARD of component
KCl were 0.00775 and 1.806%, respectively, while the SD and ARD of CaCl2 were 0.00727
and 5.75%, respectively.

For the NaCl-MgCl2 binary chloride molten salt system, z = 6, ε = 1
3 , b1 = 0.2294, and

b2 = 0.4594, and the multinomial expressions of ω and η at 1098 K, supported by literature
data [39], were obtained as follows:

ω = −0.99823 + 2.031157Y2 − 1.45713Y2
2 + 0.405384Y3

2 − 0.09392Y4
2 (J/mol) (56)

η = 1096.053 − 2230.21Y2 + 1599.928Y2
2 − 445.112Y3

2 + 103.1219Y4
2 (J/mol) (57)
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Figure 11. Calculated activity coefficients of each element of the KCl-CaCl2 system (1058 K).

Table 3. Calculated activity values and literature data of the KCl-CaCl2 binary chloride system at
1058 K.

KCl-CaCl2 at 1058 K

xCaCl2
aKCl−lit aKCl−cal aCaCl2−lit aCaCl2−cal

0.1 0.867 0.862 0.009 0.010
0.2 0.704 0.707 0.031 0.035
0.3 0.524 0.534 0.074 0.085
0.4 0.353 0.366 0.155 0.170
0.5 0.218 0.232 0.280 0.287
0.6 0.133 0.139 0.418 0.423
0.7 0.073 0.075 0.579 0.577
0.8 0.035 0.034 0.735 0.738
0.9 0.012 0.012 0.884 0.879

The activities coefficients of the NaCl-MgCl2 system at 1098 K were calculated by
substituting Equations (56) and (57) into (45) and (46), respectively, as shown in Figure 13.
Table 4 shows the calculated activities of the NaCl-MgCl2 system, and Figure 14 shows the
comparison results of calculated values and literature data. The SD and ARD of component
NaCl were 0.01642 and 2.884%, respectively, while the SD and ARD of component MgCl2
were 0.01696 and 6.604%, respectively.

For the KCl-MgCl2 binary chloride molten salt system, z = 6, ε = 1
3 , b1 = 0.2294, and

b2 = 0.4594, and the multinomial expressions of ω and η at 998 K were obtained, supported
by literature data [39], as follows:

ω = −0.17975 − 0.46824Y2 + 2.864088Y2
2 − 4.12313Y3

2 + 2.346907Y4
2 − 0.55023Y5

2 − 0.07127Y6
2 (J/mol) (58)

η = 179.3948 + 467.302Y2 − 2858.36Y2
2 + 4114.884Y3

2 − 2342.21Y4
2 + 549.1279Y5

2 + 71.12457Y6
2 (J/mol) (59)
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Figure 12. Comparison of the calculated activities and literature data of each element of the KCl-CaCl2
system (1058 K).

The activity coefficients of the KCl-MgCl2 system at 998 K were calculated by sub-
stituting Equations (58) and (59) into (45) and (46), respectively, as shown in Figure 15.
Table 5 shows the calculated activities of the KCl-MgCl2 system, and Figure 16 shows
the comparison results of calculated values and literature data. Furthermore, the SD and
ARD of component KCl and MgCl2 were 0.02200 and 8.014% and 0.008407 and 12.3865%,
respectively, which can be found in Table 6.

Figure 13. Calculated activity coefficients of each element of the NaCl-MgCl2 system (1098 K).
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Table 4. Calculated activity values and literature data of the NaCl-MgCl2 binary chloride system at
1098 K.

NaCl-MgCl2 at 1098 K

xMgCl2
aNaCl−lit aNaCl−cal aMgCl2−lit aMgCl2−cal

0.10 0.880 0.929 0.006 0.004
0.15 0.797 0.787 0.012 0.012
0.20 0.705 0.688 0.021 0.021
0.25 0.600 0.606 0.039 0.032
0.30 0.494 0.502 0.061 0.052
0.35 0.391 0.386 0.099 0.088
0.40 0.309 0.288 0.148 0.144
0.45 0.240 0.219 0.211 0.209
0.50 0.186 0.172 0.276 0.275
0.55 0.135 0.137 0.364 0.342
0.60 0.103 0.107 0.448 0.413
0.65 0.077 0.080 0.529 0.496
0.75 0.040 0.038 0.684 0.688
0.85 0.020 0.016 0.831 0.861
0.90 0.013 0.012 0.897 0.879

Figure 14. Comparison of the calculated activities and literature data of each element of the NaCl-
MgCl2 system (1098 K).

Combined with the above data, it can be shown that the modified quasi-chemical
model can fit the bond energy parameters ω and η of the components of the binary chloride
molten salts systems and calculate their activity coefficient. The modified quasi-chemical
model had a good calculation effect on the binary chloride molten salts system, which is in
good agreement with the data in the literature according to the error analysis of activity.
As a result, the modified quasi-chemical model’s calculated data were deemed reliable.
According to the bond energy parameters ω and η calculated above, the activity coefficients
of chloride salts can be obtained at any temperature.
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Figure 15. Calculated activity coefficients of each element of the KCl-MgCl2 system (998 K).

Figure 16. Comparison of calculated activities and literature data of each element of the KCl-MgCl2
system (998 K).
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Table 5. Calculated activity values and literature data of the KCl-MgCl2 binary chloride system at
998 K.

KCl-MgCl2 at 998 K

xMgCl2
aKCl−lit aKCl−cal aMgCl2−lit aMgCl2−cal

0.1 0.860 0.902 0.0004 0.0002
0.2 0.630 0.598 0.002 0.002
0.3 0.346 0.367 0.012 0.007
0.4 0.149 0.118 0.058 0.055
0.5 0.067 0.055 0.155 0.146
0.6 0.028 0.024 0.315 0.294
0.7 0.012 0.010 0.501 0.493
0.8 0.004 0.004 0.702 0.698
0.9 0.0012 0.0011 0.873 0.873

Table 6. Average relative deviation and standard deviation of the binary chloride systems.

i−j T/K ±Si−cal ±Sj−cal S∗i−cal (%) S∗j−cal (%)

NaCl-KCl 1083 0.00267 0.00318 0.052 0.056
NaCl-CaCl2 998 0.01282 0.02815 5.888 0.710
KCl-CaCl2 1058 0.00775 0.00727 1.806 5.750

NaCl-MgCl2 1098 0.01642 0.01696 2.884 6.604
KCl-MgCl2 998 0.02200 0.00841 8.014 12.387

3.2. Calculation of the P-T Phase Diagram

Binary chloride molten salts systems with small and big boiling point difference
between the components can be regarded as narrow boiling range systems and wide
boiling range systems, respectively. The boiling points and specific heat capacity of common
chlorides NaCl, KCl, CaCl2, and MgCl2 are shown in Table 7, obtained from the FactSage
software and databases. The NaCl-KCl, NaCl-MgCl2, and KCl-MgCl2 binary chloride
molten salt systems are narrow boiling range systems due to the relatively small boiling
point difference, whereas the NaCl-CaCl2 and KCl-CaCl2 binary chloride molten salt
systems are wide boiling range systems due to the relatively large temperature range. The
Antoine constants of NaCl, KCl, CaCl2, and MgCl2 are demonstrated in Table 8 [40,41].

Table 7. Physical parameters for the pure salts obtained from FactSage.

Component
Tb.p.

K
Cpl
J/(mol·K)

Cpv
J/(mol·K)

NaCl 1734
77.763824 − 7.5312 × 10−3T
(298–1500 K)
66.944 (1500–2000 K)

37.333832 + 7.36384*10−4T − 158573.6T−2

KCl 1693 73.59656 37.145552 + 9.49768*10−4T − 84098.4T−2

MgCl2 1685
193.40893 − 0.36201388T
−3788503.9T−2 + 3.19987074T2 (298–660 K)
92.048 (660–2500 K)

62.3647 − 695753.73T−2 + 67611239T−3

CaCl2 1873
81.479332 − 0.00254166793T
−2789.1275T−1 (298–700 K)
102.533 (700–3000 K)

62.382104 − 100.35854T−1 − 244513.85T−2
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Table 8. Antoine constants for the pure salts.

Component Antoine Constant A Antoine Constant B Antoine Constant C

NaCl 8.4459 9565 /
KCl 8.28 9032 /

CaCl2 8.4073 12622 /
MgCl2 23.15 11735 4.076

Combining the relevant thermodynamic data, the P-T phase diagrams of the molten
salts NaCl-KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 were calculated us-
ing the adiabatic flash calculation theory and modified quasi-chemical model detailed in the
previous section according to the flowchart of the wide and narrow boiling range mixtures.

For the P-T phase diagram, the system is in flash equilibrium only when the system
pressure is equal to one atmosphere, and the temperature corresponding to the standard
atmospheric pressure (760 mmHg) is the evaporation point of the substance. Based on this,
as demonstrated in Figures 17–21, the calculated evaporation temperature of NaCl-KCl,
NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2, corresponding to the standard
atmospheric pressure, were 1140.7 K, 1150.6 K, 1176.4 K, 1085.5 K, and 1067.9 K, at which
the molten salts are in flash equilibrium. Before these temperature points, the eutectic
chloride molten salts above are in liquid phase, while after these temperature points, the
chloride molten salts are expected to gradually evaporate as they transition from liquid to
vapor. When the evaporation process began, the weight of the chloride molten salts began
to fall sharply. When the weight of the chloride molten salts dropped to a certain extent in
the actual service conditions, the corresponding temperature at that time was identified
as the maximum working temperature of the molten salts, which also reflects the thermal
stability of the molten salts.

Figure 17. Calculated P-T phase diagram of the NaCl-KCl binary system.
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Figure 18. Calculated P-T phase diagram of the NaCl-CaCl2 binary system.

Figure 19. Calculated P-T phase diagram of the KCl-CaCl2 binary system.
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Figure 20. Calculated P-T phase diagram of the NaCl-MgCl2 binary system.

Figure 21. Calculated P-T phase diagram of the KCl-MgCl2 binary system.

3.3. Thermal Gravimetric Analysis of the Binary Chloride Salts

As shown in Table 9, the molar mass ratio corresponding to the lowest eutectic tem-
perature of NaCl-KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 chloride
molten salts was obtained, referring to the FactSage software. The five salts were prepared
according to the ratio and were then taken into the TGA.
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Table 9. Lowest eutectic temperature and molar mass ratio of the binary chloride salts from FactSage.

Species
Lowest Eutectic Temperature

K
Molar Mass Ratio

NaCl-KCl 841.14 0.47:0.53
NaCl-CaCl2 749.7 0.51:0.49
KCl-CaCl2 874.4 0.75:0.25

NaCl-MgCl2 732.16 0.57:0.43
KCl-MgCl2 695.69 0.7:0.3

The weight change of the five salts after certain thermal treatment, obtained by the
thermal gravimetric analyzer, were shown below. As shown in Figures 22–26, the weight of
the five types of chloride molten salts was similarly lost sharply above a certain temperature
point. As a result, these temperatures are thought to be the highest working temperatures
of chloride molten salts. Results show that the experimental values of the highest working
temperature of NaCl-KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 were
1126.2 K, 1117.9 K, 1124.1 K, 1023.9 K, and 1017.9 K, respectively. The mass loss of the
five salts at their respective maximum operating temperatures was 4.1%, 12.55%, 11.33%,
19.69%, and 8.5%. The error between the calculated values and experimental values after
comparison was 1.29%, 2.93%, 4.65%, 6.02%, and 4.91%, respectively, as shown in Table 10.

Figure 22. Weight change (wt.%) of the NaCl-KCl binary chloride salt.

Table 10. Calculated and experimental value of the upper-temperature limit of the binary chlo-
ride salts.

Species
Calculated Value of

Upper-Temperature Limit
K

Experimental Value of
Upper-Temperature Limit

K

Relative Error
%

NaCl-KCl 1140.7 1126.2 1.29
NaCl-CaCl2 1150.6 1117.9 2.93
KCl-CaCl2 1176.4 1124.1 4.65

NaCl-MgCl2 1085.5 1023.9 6.02
KCl-MgCl2 1067.9 1017.9 4.91
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Figure 23. Weight change (wt.%) of the NaCl-CaCl2 binary chloride salt.

Figure 24. Weight change (wt.%) of the KCl-CaCl2 binary chloride salt.

Because the maximum error between the calculated value and the experimental value
of the maximum operating temperature was 6.02%, while the minimum was 1.29%, which
is relatively small, we could consider that the calculation of the maximum operating
temperature in this work is relatively accurate.
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Figure 25. Weight change (wt.%) of the NaCl-MgCl2 binary chloride salt.

Figure 26. Weight change (wt.%) of the KCl-MgCl2 binary chloride salt.

4. Conclusions

In this paper, the thermodynamic values of different binary chloride molten salt
systems were calculated using the modified quasi-chemical model. The maximum SD
between the calculated activity and the literature activity was 0.02815, while the minimum
was 0.00267, demonstrating that the modified quasi-chemical model has a high degree of
accuracy. Combining the modified quasi-chemical model, the Antoine equation, and the
adiabatic flash evaporation calculation principle, the P-T phase diagram of binary chloride
molten salts were obtained and the evaporation temperatures of NaCl-KCl, NaCl-CaCl2,
KCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 were 1140.7 K, 1150.6 K, 1176.4 K, 1085.5 K, and
1067.9 K. The maximum operating temperatures measured experimentally were 1126.2 K,
1117.9 K, 1124.1 K, 1023.9 K, and 1017.9 K. Accordingly, the relative error between the
theoretically estimated and experimental values was 1.29%, 2.93%, 4.65%, 6.02%, and 4.91%
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for each system. As a result, the method is deemed extremely useful in determining the
upper limit of the working temperature of binary chloride salts.

Based on these results, the upper-temperature limits of NaCl-KCl, NaCl-CaCl2, KCl-
CaCl2, NaCl-MgCl2, and KCl-MgCl2 are determined to be 1141 K, 1151 K, 1176 K, 1086 K,
and 1068 K. Consequently, the upper limit of the working temperature of the wide boiling
range system for the alkali metal-alkaline earth metal binary chloride molten salt systems is
higher than that of the narrow boiling range system. Because NaCl and KCl belong to the
same main group and have similar properties, the upper limit of the operating temperature
of NaCl-KCl is also higher, although it has a narrow boiling range.

The lower limit of the working temperature should be about 50 K higher than the
lowest eutectic point, which was demonstrated in Table 9. Combined with the lowest
eutectic temperature and the upper-temperature limits of binary chloride molten salts, the
stable operating temperature ranges of NaCl-KCl, NaCl-CaCl2, KCl-CaCl2, NaCl-MgCl2,
and KCl-MgCl2 are 891~1141 K, 750~1151 K, 874~1176 K, 732~1086 K, and 696~1086 K,
and NaCl-CaCl2, NaCl-MgCl2, and KCl-MgCl2 binary molten chlorides have a wider
working temperature range. Therefore, in practical applications, the types of chloride
molten salts used in different temperature sections can be adjusted according to the optimal
working temperature range of different chloride molten salts. Furthermore, this article
provides an idea for accurately predicting the maximum operating temperature using
the computation method, which could hopefully promote the commercial application of
chloride molten salts.
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Nomenclature

Ai Antoine constants of component i
Bi Antoine constants of component i
Ci Antoine constants of component i
Cpli Liquid specific heat capacity of component i
Cpvi Vapor specific heat capacity of component i
F Total amount of the system
GE Molar excess free energy
GE

i Partial molar excess free energy of component i
HF Molar enthalpies of the mixture
Hl Molar enthalpies of the liquid
Hv Molar enthalpies of the vapor
HT Enthalpy change
H0 Molar enthalpy of the system before operation
Ki Vapor-liquid equilibrium ratio of component i
P System pressure (mmHg)
Q Endothermic heat of the process
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R Thermodynamic constant
Si Standard deviation (SD)
S∗

i Average relative deviation (ARD)
T Temperature (K)
Tb Bubble point temperature
Td Dew point temperature
Ts

i Saturated temperature of the component i
T0 Initial value of T
Vl

i Molar volume of pure component i
Yi Equivalent fraction
ai Activity of component i
ai,cal Calculated value of activities of component i
ai,lit Literature data of activities of component i
b1 Constant of equivalent fraction
b2 Constant of equivalent fraction
dHT Derivative of enthalpy change
∧
f

L

i Fugacity of component i in the liquid phase
∧
f

V

i Fugacity of component i in the vapor phase
n Number of literature data
pi Vapor pressure of component i
ps

i Saturated vapor pressure of component i
pid Saturated vapor pressure of component i in dew point temperature calculation
pjb Saturated vapor pressure of component j in bubble point temperature calculation
pjd Saturated vapor pressure of component j in dew point temperature calculation
ri Activity coefficient of component i in the liquid phase
rid Activity coefficient of component i in dew point temperature calculation
v Vaporization rate
xi Mole fraction of component i in the liquid phase
yi Mole fraction of component i in the vapor phase
yid Mole fraction of component i in the vapor phase in dew point temperature

calculation
z Coordination number
zi Total composition before operation of component i
Φ∗

i Fugacity coefficient of component i in the liquid phase
Φs

i Saturated liquid fugacity coefficient of component i
∧

Φv
i Fugacity coefficient of component i in the vapor phase

ε Composition of the system with maximum order
η Non-configurational entropy change
ω Molar enthalpy change
ΔGE Total excess Gibbs free energy
(PF)i Poynting factor of component i
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Abstract: Extensive research on the production of energy and valuable materials from plastic waste
using pyrolysis has been widely conducted during recent years. Succeeding in demonstrating the
sustainability of this technology economically and technologically at an industrial scale is a great chal-
lenge. In most cases, crude pyrolysis products cannot be used directly for several reasons, including
the presence of contaminants. This is confirmed by recent studies, using advanced characterization
techniques such as two-dimensional gas chromatography. Thus, to overcome these limitations, post-
treatment methods, such as dechlorination, distillation, catalytic upgrading and hydroprocessing, are
required. Moreover, the integration of pyrolysis units into conventional refineries is only possible if
the waste plastic is pre-treated, which involves sorting, washing and dehalogenation. The different
studies examined in this review showed that the distillation of plastic pyrolysis oil allows the control
of the carbon distribution of different fractions. The hydroprocessing of pyrolytic oil gives promising
results in terms of reducing contaminants, such as chlorine, by one order of magnitude. Recent
developments in plastic waste and pyrolysis product characterization methods are also reported in
this review. The application of pyrolysis for energy generation or added-value material production
determines the economic sustainability of the process.

Keywords: plastic pyrolysis; contamination; pre-treatment; products upgrading; pyrolysis applications

1. Introduction

Plastics have become an important part of modern life as they are ubiquitous. The
demand for plastics is increasing worldwide; 367 million tons of plastics were produced
in 2020 [1]. Plastic waste management is now a major concern in many countries. As an
example, Canada uses 4.6 million metric tons of plastic each year, only 9% of which is
recycled [2]; the rest ends up in landfills. Unfortunately, 79% of used plastic worldwide
goes to landfill sites or the natural environment [3] because mechanical recycling does
not tolerate mixed and contaminated plastics. Furthermore, mechanical recycling delays
final disposal rather than avoiding it [3]. To this day, polyethylene terephthalate (PET)
is considered the only polymer for which an efficient mechanical recycling scheme is
established [4]. The degradation of plastic takes many years, creating severe risks to
organisms and the environment. For instance, some animals, especially sea animals,
mistake plastic for food and die from entanglement [5]. Moreover, plastic exposed to
heat can decompose to greenhouse gases [6]. Plastic that ends up in oceans and rivers
decomposes, releasing toxic chemical compounds that can be transferred to the human
body via contaminated seafood [7].

During the COVID-19 pandemic, single-use plastic-product consumption and release
have increased remarkably. For instance, personal protection equipment, such as face
shields, isolation gowns, hair and shoe nets and safety glasses, comprise 72% polypropy-
lene (PP) [8]. In addition, studies revealed that if 1% of used masks are disposed of
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improperly, 40 tons of masks per month are dispersed into the environment [9]. Medical
devices are composed of 10% high-temperature plastics, 20% engineered plastics and 70%
commodity plastics (polyethylene [PE], polystyrene [PS], polyvinylchloride [PVC] and
PP) [9]. Therefore, hospital waste management is a growing concern. Still, plastic waste
comes from different sources, such as municipal solid waste (MSW), hospital waste (HW),
automobile shredder residue (ASR) and waste electrical and electronic equipment (WEEE),
as shown in Figure 1. PE, PP, PVC, PS and PET are the main plastics present in MSW;
more plastics with further additives such as acrylonitrile butadiene styrene (ABS) and
poly(methyl methacrylate) (PMMA) are present in WEEE and ASR, respectively.

Thermal destruction is one possible solution that has gained attention in recent years.
Because of their hydrocarbon-based nature, waste plastics can be transformed into valuable
products such as fuels. Specifically, pyrolysis is a thermochemical treatment that is consid-
ered a promising alternative for the energetic and material valorization of plastic waste.
Pyrolysis converts mixed and contaminated plastics into gas, liquid and solid streams using
heat in the absence of oxygen. Since plastic wastes are derived from fossil-fuel sources, their
composition is similar to petrochemical fuel, and they have high calorific value; thus, they
can be considered a valuable source of energy [10]. A techno-economic study by Al-salam
et al. [11] revealed that the calorific value of waste is amongst the most sensitive parameters
that affect the economic performance of thermal treatment processes. In addition, the
pyrolysis process is a flexible technology because the operating conditions can be optimized
to maximize the production of the targeted stream. Compared to gasification, pyrolysis
systems produce significantly more olefin products [12]. These unsaturated hydrocarbons
can be re-polymerized to produce new recycled plastics, thus closing the loop of a true
cyclic economy.

Nevertheless, the production of chemical materials and fuels from heterogeneous
mixtures of waste is a significant challenge. The process should consider the composition
of the feedstock, which is variable. For example, the heterogeneity of the feedstock was
the main reason for the failure of the Rwe-ConTherm plant (Hamm) [13]. The process was
affected by corrosion, resulting in the collapse of the chimney in 2009. In addition, the
pyrolysis of waste plastic produces a large spectrum of aliphatic and aromatic hydrocarbons
with different molecular weights, which in most cases, can not be used without further
post-treatment. Moreover, plastic waste contains various contaminants, such as halogens,
metals and additives, which can be present in pyrolysis products. These contaminants are
responsible for many problems, including corrosion, catalyst poisoning and clogging [14].
These challenges are why the production of high-value products through plastic waste
pyrolysis has not taken off industrially.

Consequently, many studies [14–16] emphasized the need to upgrade pyrolysis prod-
ucts to meet the specification standards of current precursors (e.g., steam cracking) or final
products (e.g., fuels). Pre-treatment, such as dehalogenation, is also required to produce
streams with low contaminant concentrations. Upgrades include the cracking of long-chain
molecules, reforming, separation operations and decontamination.

Several reviews have examined a variety of aspects of the pyrolysis of waste plastics.
Sharuddin et al. [17] reported the influence of process parameters and different plastics on
oil production and quality. They also reviewed the physical and chemical characteristics
of pyrolytic oils. Chen et al. [18] reported on technologies for MSW pyrolysis focusing on
reactors, products and measures to mitigate the environmental impact. In another study,
Miandad et al. [19] reviewed catalytic pyrolysis in terms of pyrolytic oil composition as
well as the influence of operating parameters such as temperature and retention time on
the pyrolysis process. Kinetic studies, along with the techno-economic evaluation, were
discussed by Kunwar et al. [20]. These studies summarized the state-of-the-art approaches
to waste plastic pyrolysis, especially in terms of pyrolytic oil production. However, the in-
formation on contamination and the need to upgrade pyrolysis products is rarely discussed
in the open literature. Another relevant, recent review by Kusenber et al. [14] described the
contaminant composition of post-consumer plastic waste pyrolysis oil and its implication
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for steam cracking. The study found that the contaminant level exceeded established limits
by one or more orders of magnitude, concluding that intermediate upgrading steps are
necessary to convert waste plastic into valuable chemicals through pyrolysis.

Figure 1. Sankey chart depicting the polymeric composition of different waste streams. Data were
gathered from [21–24], and this distribution varies from country to country. HIPS: High impact
polystyrene, PC: Polycarbonate, PBMA: Poly butyl methacrylate, EA: Ethyl acrylate, PA: Polyamide,
PBT: Butylene terephthalate.

This work reviews the solutions proposed in the literature to upgrade plastic waste
pyrolysis products. To the best of our knowledge, the information on these pre- and post-
treatment methods has not been discussed thoroughly in previous reviews. Moreover,
we discuss the effects of catalysts on pyrolysis products and contaminants. Finally, this
paper shows the value of the final application of the gaseous, liquid and solid products.
The intended uses of the products are key factors in determining whether the process is
economically sustainable in a commercial application.

2. Pyrolysis Products and Contaminants: The Need for Pre- and Post-Treatment

2.1. Thermal Pyrolysis

Thermal pyrolysis is a thermochemical treatment that can be conducted at a wide range
of temperatures (350–900 ◦C). Unlike combustion, which requires excess oxidizing agents
or gasification, which occurs under stoichiometric conditions, pyrolysis is conducted in
the absence of oxygen. Macromolecular polymers are decomposed into smaller molecules,
forming various hydrocarbons, and oxygenates from plastics that contain oxygen (i.e.,
PET). Pyrolysis can be carried out at different temperature levels: low (<400 ◦C), medium
(400–600 ◦C) and high (>600 ◦C). The temperature level and residence time define the type
of pyrolysis and the desired products, as illustrated in Table 1.

Table 1. Pyrolysis processes based on operating conditions and targeted products adapted from [8,25].

Process Heating Rate Residence Time Temperature (◦C) Major Products

Slow
carbonization Very low days 450–600 Charcoal

Slow pyrolysis <5 ◦C/s 10–60 min 450–600 Char, oil
Fast pyrolysis 10–200 ◦C/s 0.5–5 s 550–650 Oil

Flash pyrolysis 1000 ◦C/s <1 s 450–900 Oil, gas

Table 2 shows the main results of experimental investigations on the pyrolysis products
and their dependence on the plastic waste composition. The products were characterized
using advanced analytical techniques, such as two-dimensional gas chromatography [15,26].
The product compositions vary significantly depending on the plastic waste material and
type of pyrolysis (e.g., fast or slow). In slow pyrolysis, polyolefins produce large amounts
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of paraffins and olefins, whereas high concentrations of aromatics and gases are generated
during fast pyrolysis.

Table 2. Effect of plastic waste composition on the oil quality and the contaminants present in the oil.

Feedstock
Reactor and Operating

Conditions
Product Distribution

(wt%)
PIONA (wt%) Main Contaminants

Post-consumer plastic
waste (~88% PP, ~12%

PE) [15]

Continuous stirred tank
reactor (CSTR)

450 ◦C
Atmospheric pressure
Feeding rate: 1 kg/h

Liquid (wax): 87
Gas: 9

Solid: 3

Liquid oil
n-Parraffins:3.1
α-Olefins: 6

Diolefins: 19.5
Aromatics: 1

Isoparaffins: 4.7
Iso-olefins: 62.7
Naphthenes: 3

Gas: NR

Fe: 21 ppmw
Na: 114 ppmw

Pb: 6 ppmw
Si: 43 ppmw

Cl: 137 ppmw

Post-consumer plastic
waste (~46% PP, ~53%

PE and ~1% others)
[15]

Continuous stirred tank
reactor (CSTR)

450 ◦C
Atmospheric pressure
Feeding rate: 1 kg/h

Liquid (wax): 89
Gas: 7

Solid: 3

Liquid oil
n-Parraffins: 14
α-Olefins: 12.9
Diolefins: 7.6

Aromatics: 13.6
Isoparaffins: 5.8
Iso-olefins: 39

Naphthenes: 7.1
Gas: NR

Ca: 17 ppmw
Na: 82 ppmw
Pb: 5 ppmw
Si: 28 ppmw

Cl: 474 ppmw

Post-consumer plastic
waste (~1% PP, ~97%
PE and ~2% others)

[15]

Continuous stirred tank
reactor (CSTR)

450 ◦C
Atmospheric pressure
Feeding rate: 1 kg/h

Liquid (wax): 85
Gas: 10
Solid: 5

Liquid oil
n-Parraffins: 34.4
α-Olefins: 25.5
Diolefins: 4.3

Aromatics: 3.9
Isoparaffins: 6.5
Iso-olefins: 13.8

Naphthenes: 11.6
Gas: NR

Fe: 3 ppmw
Na: 82 ppmw
Pb: 4 ppmw
Si: 47 ppmw

O: 2100 ppmw
Cl: 143 ppmw

Plastic solid waste (PE,
PP, PS and PA) and

traces of food residuals
[26]

Fast pyrolysis, 430 ◦C,
Atmospheric pressure,
Vapour residence time:

1 s.

NR

Liquid oil
n-Parraffins: 5
α-Olefins: 12.3

Isoparaffins: 8.2
Aromatics: 67.1

Gas
n-Parraffins: 22.3
Isoparaffins: 27.6
Naphthenes: 21.0
Aromatics: 27.1

Nitrogen-containing
compounds: 6.4 wt%

Sulfur-containing
compounds 0.6 wt%
Oxygen-containing
compounds 2.5 wt%

NR: not reported. PIONA: paraffinic, iso-paraffinic, olefinic, naphthenic and aromatic content.

The type of plastic waste is critical when specific products are targeted. As an example,
PS decomposes at low temperatures with a high yield in oil that is rich in styrene [27]. How-
ever, PE decomposes to wax at low temperatures and gas and oil at high temperatures [17].
Compared to PE, PP produces more of its monomer. As shown in Table 2, a feedstock
rich in PP produces high amounts of iso-olefins and diolefins, whereas a feedstock rich in
PE produces liquids containing high concentrations of linear paraffins and olefins. This
is explained by the tertiary carbon present in PP, which makes the C–C bond less stable
and easy to degrade. PP and PE pyrolysis follow the random scission decomposition
mechanism. Therefore, a wide range of molecules, following a Gaussian distribution [10],
is produced. The fragmentation of the polymeric chains produces free radicals, which
can react in different ways. The most likely reaction is β-scission, producing a new free
radical and an unsaturated end. The radical can also capture a hydrogen atom, creating
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another radical and a saturated end, known as “intermolecular hydrogen transfer”. A
similar transfer can occur in the same radical, referred to as “intramolecular hydrogen
transfer”. This mechanism ends when two radicals meet [28]. This reaction mechanism
explains the high concentration of paraffins and olefins in PE and PP pyrolysis oils. Some
polymers, such as PMMA, decompose into their monomers as the polymeric chain un-
dergoes β-scission to produce methyl methacrylate [29]; the decomposition process is
known as unzipping. PS decomposes according to two mechanisms: random scission and
unzipping. The most common product is styrene, accompanied by small amounts of its
dimer and trimer [28]. The third decomposition mechanism is lateral-group scission, as in
the case of PVC. The degradation starts with the removal of HCl from the main polymer
chain. The resulting unsaturated chain turns into aromatics, such as benzene, toluene and
naphthalene [30]. This divergence in the pyrolysis products requires further upgrading to
make them suitable for chemical processing. For instance, when the feedstock is rich in PP,
the oil produced is rich in olefins and diolefins. As it is, this oil cannot be valorized as fuel
before hydrotreatment. However, if these unsaturated compounds can be removed, they
become a suitable feedstock for the petrochemical industry. Table 3 shows the difference in
hydrocarbon composition between plastic pyrolysis oil (PPO), vacuum gas oil (VGO), light
cycle oil (LCO) and steam cracker feedstock (presented here by naphtha fraction). PPO is
very rich in olefins (almost 60 wt%), which explains why it cannot be used directly as fuel
or as steam cracker feedstock for monomer recovery.

Table 3. Composition and contaminants present in pyrolytic oil, VGO, LCO and stream cracker feedstock.

Elements
Plastic Pyrolysis

Oil (PPO) [15]
Vacuum Gas

Oil (VGO) [31]
Light Cycle

Oil (LCO) [32]
Steam Cracker

Feedstock

Hydrocarbons (wt%)
Paraffins 19.8 8.49 22.3 41.7 1

Olefins 59.5 - - -
Naphthenes 7.1 29.16 15.9 46.2 1

Aromatics 13.6 62.34 61.8 12.1 1

Contaminants (wt%)
S 0.0046 1.17 0.1771 0.5 2

N 0.1143 0.23 0.1375 Light feedstock: 0.01 2,
heavy feedstock: 0.2

O <0.1 NR NR 0.1 2

Other contaminants (ppm)
Cl 474 NR NR 3 2

Si 28 NR NR 1 2

Na 82 NR NR 0.125 2

1 Values of naphtha composition from [33]. 2 Values from [14]. NR: not reported.

Plastic wastes from different sources contain various hazardous substances that end up
in the pyrolysis products. The presence of volatile chlorine and sulfur in the feedstock leads
to the formation of HCl and H2S in the gaseous stream and even the liquid products [18].
Kusenberg et al. [15] reported that pyrolysis processes yield a significant reduction in
the heteroatom and metal concentration in the resulting liquid phase. The majority of
the heteroatoms are found in the gaseous phase, while metals are concentrated in solid
carbonaceous products. Table 4 illustrates the elemental composition of solid waste (PP
~46% PP, ~53% PE and ~1% others) and its pyrolytic oil. This indicates that most of these
contaminants remain in the solid residue. However, the remaining fraction of contaminants
in PPO is still problematic. A recent study by Kusenberg et al. [34] confirmed the necessity
of decontaminating pyrolysis products prior to steam cracking. These researchers studied
the steam cracking of PPO blended with fossil naphtha. They compared the obtained
yields with those of pure naphtha steam cracking. Steam cracking of PPO/naphtha yielded
~23% of ethylene at 820 ◦C and ~28% at 850 ◦C, exceeding pure naphtha’s yields at both
conditions (~22 and ~27%, respectively). Nevertheless, high coke formation and heat
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exchanger fouling was observed with PPO/naphtha blend. This was attributed to the
presence of heteroatoms and metal contaminants in plastic waste.

Table 4. Elemental composition of solid waste and pyrolysis oil [15].

Element N S O Cl Al Ca Cu Fe K Mg Mn Na Si Zn

Units (wt%) (ppmw)
Solid waste 0.2 <0.1 0.3 3600 387.5 1599.7 22.3 120 158.1 139.0 0.3 254.5 80.8 33.3
Pyrolysis oil 0.1143 0.0046 <0.1 474 273.5 16.6 2.1 - 36.2 54.1 0.2 82.1 27.6 4.6

According to Table 3, sulfur and nitrogen are not problematic for PPO. Nevertheless,
amounts of oxygen, chlorine, iron, sodium and silicon in the pyrolysis oil exceed the
threshold values for industrial steam crackers [15]. These contaminants come from different
sources: residual paper, biomass and additives. Additionally, Table 2 shows that the
concentrations of these contaminants vary with the type of feedstock. More iron and
sodium (21 and 114 ppmw, respectively) are found in a PPO of rich PP feedstock, while the
highest concentration of oxygen (2100 ppmw) is in a feedstock rich in PE, which indicates
PET contamination. This shows that part of these contaminants comes from the polymeric
matrix and the contamination from products contained in plastic packaging (e.g., soap
or food). Therefore, the current sorting and washing steps do not remove such elements
completely. Toraman et al. [26] reported that the oxygenated compounds are in the form
of (ketones, phenols, aldehydes and esters, while nitrogen comes in various forms, such
as nitriles, pyridines, quinolines, indole and caprolactam, and sulfated compounds are in
forms of thiols/sulfides, thiophenes/disulfides, benzothiophenes and dibenzothiophenes.

The origin of these contaminants (O, Cl, Fe, Na, Si) and the problems they cause are
discussed in detail in a recently published review [14]. They are known to cause issues
such as corrosion, clogging and downstream catalytic poisoning [14]. If the pyrolysis oils
were used as fuels, these elements might trigger undesirable reactions and cause gum
formation [32].

2.2. Catalytic Pyrolysis: The Effect of Catalyst on Pyrolysis Products and Contaminats

Catalytic pyrolysis has been tested at different scales with various types of plastic
streams. The use of a catalyst in pyrolysis decreases the activation energy of the process,
thus accelerating the reaction rate. This saves energy as the operating temperature is
reduced. In catalytic pyrolysis, the C–C bonds of the polymers are broken on Brønsted
acidic sites of the catalyst. Moreover, the catalyst offers better selectivity toward specific
products and improves their quality [35]. Catalysts can be in contact with the plastic (in
situ catalytic pyrolysis) or in a two-step process (thermal pyrolysis followed by catalytic
cracking), also referred to as in-line pyrolysis or ex situ catalytic pyrolysis [36,37]. This last
configuration is more advantageous as the temperature of pyrolysis and catalytic upgrading
can be controlled independently [38]. In addition, the catalyst is more efficient, and its
deactivation is delayed [39] as the poisoning of acid sites by the inorganic contaminants and
asphaltenes/heavy waxes is reduced. Most inorganic contaminants contained in the plastic
waste are expected to stay in the char inside the pyrolysis reactor, which can be removed
occasionally [40]. Both homogeneous (i.e., one liquid phase) and heterogeneous (i.e., solid
phase) catalysts have been used in plastic pyrolysis. The most well-known homogeneous
catalysts are Lewis acids, such as AlCl3 [41]. However, heterogeneous catalysts are the most
commonly used for plastic pyrolysis because the catalyst can be separated from the products
and recovered. The most common heterogeneous catalysts are classified as nanocrystalline
zeolites; conventional solid acids, such as zeolites; fluid catalytic cracking (FCC) catalysts
silica-alumina; mesostructured catalysts, such as MCM-41; and metal supported on basic
oxides [17,20,42].

Zeolites are crystalline aluminosilicates, consisting of a sequence of SiO4 and AlO4
units; the ratio SiO2/Al2O3 determines the type of zeolite and its reactivity [43]. Zeolites
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have been widely studied in the catalytic pyrolysis of waste polymers as one of the most
effective solid catalysts for the cracking of plastic waste [44]. Generally, the use of zeolites
leads to an increased yield of volatiles [45]. Both the SiO2–Al2O3 ratio and the pore size
of zeolites have significant influences on pyrolysis products and catalyst deactivation.
Elordi et al. [46] reported that HZSM-5, having the smallest pores, was more selective
to C2–C4 olefins with a yield of 60 wt% (29% propene, 21% butenes and 10% ethane),
compared to HY-zeolite and Hβ-zeolite. Coke deposition on HZSM-5 was less than that
on the other zeolite catalysts because the growth of coke precursors in zeolites with larger
pores gave rise to polyaromatic structures that remain inside the pores, owing to hindered
counter-diffusion. Meanwhile, HZSM-5 micropores caused a steric hindrance that limited
bimolecular hydrogen transfer. Consequently, HZSM-5 deactivation was not significant
when compared to deactivations by Hβ-zeolite and HY-zeolite. This phenomenon was
confirmed by similar studies [47,48]. Moreover, Miskolzci et al. [49] indicated that HZSM-5
has the highest activity in double-bond isomerization in municipal plastic waste (MPW)
oil, as listed in Table 5. In their study, the HZSM-5 catalyst increased the concentration of
internally positioned double bonds from 17.7% to 66.9%. In addition, HZSM-5 showed
excellent efficiency in oil deoxygenation and aromatic hydrocarbon formation. Oxygenated
products are undesirable in PPO. They increase the oil viscosity and decrease its heating
value and stability while rendering the PPO corrosive [50]. When blending PP with PC, the
concentration of oxygenates in the presence of HZSM-5 was reduced from 72.3% to 2.9% [51].
By the effects of both Brønsted and Lewis acid sites, the alkenes and alkanes produced
from PP trigger aromatization reactions (cyclization, Diels–Alder, dehydrogenation and
hydrogen transfer reaction) [52]. These reactions provide hydrogen radicals, which are
contacted with oxygenates (phenols, ethers and furans) from PC. In addition, HZSM-5
promotes the direct hydrodeoxygenation of adsorbed phenols by dehydration [51,53]. In the
presence of enough light hydrocarbons, HZSM-5 can also promote Diels–Alder reactions of
benzofurans into aromatic hydrocarbons [54].

Table 5. Effect of catalyst on pyrolysis products and contaminants. Concentrations are as specified in
the respective reference.

Feedstock Catalyst/Sorbent
Reactor and Operating

Conditions
PIONA

Undesired
Elements/Compounds

in PPO (ppm)
Relevant Remarks

Municipal plastic
waste (MPW)
Miskolczi et al.

[50,55]

No catalyst

Batch reactor, 500 ◦C,
ratio of catalyst to MPW:

1/10

20% paraffins
23% olefins

S: 51
Cl: 618
Ca: 297
Zn: 124
Br: 253
Sb: 105

Presence of 926 ppm
of Cl and 520 ppm of

Br in the gas

Y-zeolite 11.5% paraffins
18% olefins

S: 34
Cl: 457
Ca: 282
Zn: 146
Br: 194
Sb: 99

Presence of 1355 ppm
of Cl and 594 ppm of

Br in the gas

β-zeolite 4.5% paraffins
9.8% olefins

S: 37
Cl: 399
Ca: 273
Zn: 128
Br: 201
Sb: 114

Presence of 1291 ppm
of Cl and 601 ppm of

Br in the gas

FCC NR

S: 44
Cl: 422
Ca: 291
Zn: 117
Br: 205
Sb: 128

Presence of 1166 ppm
of Cl and 552 ppm of

Br in the gas
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Table 5. Cont.

Feedstock Catalyst/Sorbent
Reactor and Operating

Conditions
PIONA

Undesired
Elements/Compounds

in PPO (ppm)
Relevant Remarks

MoO3
22.2% paraffins

25% olefins

S: 42
Cl: 451
Ca: 299
Zn: 140
Br: 185
Sb: 91

Presence of 1352 ppm
of Cl and 596 ppm of

Br in the gas

Ni-Mo-catalyst 15% paraffins
26.8% olefins

S: 39
Cl: 416
Ca: 281
Zn: 129
Br: 219
Sb: 113

Presence of 1403 ppm
of Cl and 591 ppm of

Br in the gas

HZSM-5 18.5% paraffins
23.7% olefins

S: 42
Cl: 487
Ca: 304
Zn: 132
Br: 266
Sb: 104

Presence of 1210 ppm
of Cl and 555 ppm of

Br in the gas

Al(OH)3
10% paraffins
15% olefins

S: 29
Cl: 372
Ca: 295
Zn: 127
Br: 201
Sb: 97

Presence of 594 ppm
of Cl and 407 ppm of

Br in the gas

PP/PE/PS/PVC/ABS-
Br (3/3/2/1/1)
Brebu et al. [56]

No catalyst

Single-step fixed-bed
reactor, 450 ◦C

High amounts of
aromatics

More than 50% of
PPO is benzene

derivatives (n-C8
n-C10)

Cl: 4972
Br: 1924
N: 1214

Bromine compounds:
bromomethane,
bromobutane,

bromophenol and
dibromophenol

α-FeOOH
Cl: 3370
Br: 170
N: 840

More effective in Br
removal

Fe-C
Cl: 1014
Br: 170
N: 981

Faster degradation
and highest amount

of oil (67 wt%)

Ca-C
Cl: 113
Br: 418
N: 1370

More effective in Cl
removal

CaCO3

Cl: 355
Br: 1161
N: 1078

More effective in Cl
removal

MPW
Lopez-

Urionabarrenechea
et al. [57]

No catalyst Semi-batch reactor,
440 ◦C NR

Cl in liquid: 0.2%
Cl in gas: 5.3%

Cl in solid: <0.1%

ZSM-5

Conventional catalytic
pyrolysis Semi-batch

reactor, 440 ◦C

95.1% aromatics
2.8% olefins

Cl in liquid: 1.2%
Cl in gas: 1%

Cl in solid: 0.4%

81.5% of C5–C9
compounds

Stepwise pyrolysis,
300 ◦C for 60 min then

440 ◦C

80.6% aromatic
4.8% olefins

Cl in liquid: 0.3%
Cl in gas: 3%

Cl in solid: 0.4%

74.4% of C5-C9
compounds
More >C13
compounds

Loss of catalyst
activity

Non-catalytic
dechlorination + catalytic

pyrolysis

94.2% aromatics
3.3% olefins

Cl in liquid: 0.3%
Cl in gas: 2.2%

Cl in solid: 0.4%

82.0% of C5–C9
compounds

PC/PP (1/3)
Sun et al. [51] HZSM-5 Two-staged tubular

furnace, 500 ◦C
95.8% aromatics
4.2% oxygenates

Phenols: 4.2%
Furans: 0%
Ethers: 0%

The aromatics yield
reached 98.1% at

700 ◦C
The presence of PP

improved the
deoxygenation effect

of oxygenate
compounds
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Table 5. Cont.

Feedstock Catalyst/Sorbent
Reactor and Operating

Conditions
PIONA

Undesired
Elements/Compounds

in PPO (ppm)
Relevant Remarks

MPW
Miskolczi and Ates

[45]

No catalyst

Stirred batch reactor,
500 ◦C

32.8% paraffins
49.5% olefins

9.7% aromatics
4.0% naphthenes
4.0% oxygenates

Cl: 1285
Br: 1533
P: 498
S: 71

Sb: 189

Oil density (at 20 ◦C):
0.848 g/cm3

Oil viscosity at 40 ◦C:
133 mPa·s

β-zeolite

31.8% paraffins
47.3% olefins

3.5% aromatics
4.3% naphthenes
3.1% oxygenates

Cl: 1273
Br: 1563
P: 574
S: 51

Sb: 179

Oil density (at 20 ◦C):
0.814 g/cm3

Oil viscosity at 40 ◦C:
113 mPa·s

High efficiency in
increasing volatile

yields

y-zeolite

32.0% paraffins
49.1% olefins

3.1% aromatics
4.5% naphthenes
3.0% oxygenates

Cl: 1322
Br: 1407
P: 663
S: 57

Sb: 173

Oil density, g/cm3 (at
20 ◦C): 0.822

Oil viscosity at 40 ◦C,
mPas: 119

Ni-Mo-catalysts

31.4% paraffins
49.0% olefins

2.8% aromatics
5.8% naphthenes
2.8% oxygenates

Cl: 1135
Br: 1522
P: 582
S: 65

Sb: 164

Oil density (at 20 ◦C):
0.828 g/cm3

Oil viscosity at 40 ◦C:
126 mPa·s

Increases H2
production

MPW + heavy oil
(1/3)

Miskolczi and Ates
[45]

No catalyst

Stirred batch reactor,
500 ◦C

34.9% paraffins
52.1% olefins

9.1% aromatics
1.8% naphthenes
2.1% oxygenates

Cl: 173
Br: 264
P: 115
S: 16

Sb: 47

Oil density (at 20 ◦C):
0.832 g/cm3

Oil viscosity at 40 ◦C:
216 mPa·s

β-zeolite

27.2% paraffins
47.4% olefins

9.8% aromatics
4.1% naphthenes
2.0% oxygenates

Cl: 210
Br: 385
P: 117
S: 14

Sb: 43

Oil density, g/cm3 (at
20 ◦C): 0.782

Oil viscosity at 40 ◦C:
168 mPa·s

y-zeolite

30.1% paraffins
46.7% olefins

11.5% aromatics
2.7% naphthenes
2.3% oxygenates

Cl: 214
Br: 326
P: 94
S: 15

Sb: 37

Oil density (at 20 ◦C):
0.787 g/cm3

Oil viscosity at 40 ◦C:
181 mPa·s

Ni-Mo-catalysts

34.6% paraffins
46.2% olefins

9.0% aromatics
4.0 naphthenes

2.4% oxygenates

Cl: 195
Br: 279
P: 102

S: 9
Sb: 51

Oil density (at 20 ◦C):
0.792 g/cm3

Oil viscosity at 40 ◦C,
mPas: 202

Regarding the contaminants, Table 5 shows that most of the elements (S, Cl, Ca, Zn, Br
and Sb) were found in the PPO when the gas phase had only S, Cl and Br contaminants,
which was caused by the dehalogenation reactions and the formation of HCl and HBr [58].
This shift in halogens was intensified during catalytic pyrolysis; catalysts decreased the
chlorine and bromine content in PPO and increased their respective amounts in the gas
phase. The catalytic pyrolysis also reduced the concentration of other contaminants (Ca,
Zn, Sb) compared to thermal pyrolysis, although no significant difference was observed
among the different catalysts in terms of decontamination efficiency. Owing to its alka-
linity, Al(OH)3 was the most efficient in removing acidic contaminants in PPO. Table 5
also shows that the Ca–C composite was more effective in chlorine removal with a 97%
reduction. Nonetheless, these results are from different studies with different reactors and
operating conditions.

Lopez-Urionabarrenechea’s study [57], described in Table 5, recommended the fol-
lowing configuration when the feedstock contains PVC: a low-temperature dechlorination
step complemented with alkaline additives to capture HCl, followed by a catalytic step at
higher temperatures to avoid the loss of catalyst activity during the dechlorination step. In
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another study [45], iron-based catalysts (α-FeOOH and Fe-C) tested on pyrolysis of a mix
of plastic containing ABS-Br were found to be effective in removing more than 90 wt% of
bromine from PPO. Nonetheless, these catalysts have small effects on the removal of or-
ganic nitrogen (20–30 wt%). Table 5 also shows that the co-pyrolysis of MPW and heavy oil
with a mass ratio of 1/3 could significantly decrease the concentration of contaminants in
the resulting PPO by one order of magnitude. These results show the potential of reducing
contamination by diluting plastic waste or its derived PPO in petroleum-based feedstock.

Fluid catalytic cracking (FCC) catalysts are composed mostly of Y-zeolite crystals,
activated alumina and kaolinite [59]. Their complex compositions make them suitable for
a variety of cracking reactions. FCC catalysts are mainly used in the petroleum industry
to upgrade the heavy fraction of crude oil into light fractions, such as gasoline. The FCC
catalyst that is used in plastic pyrolysis is often a spent catalyst, commonly referred to as
an equilibrated FCC catalyst [42]. Fortunately, this catalyst has no cost, and it is a waste
material from the petroleum industry. Studies show that an FCC catalyst still has cracking
ability despite the contamination from previous usage [60,61]. Due to the reduced acidity,
this catalyst generates a much lower coke yield compared to a fresh FCC catalyst. The
acidity is lowered because of the poisoning of active sites by metal contaminants [40].
Consequently, this catalyst is not effective in contaminant removal, as shown in Table 5.

The effect of catalytic pyrolysis on the product decomposition and distribution has been
extensively studied with different configurations [62,63], reactors [38,40], catalysts [55,56] and
operating conditions [64]. Nevertheless, the catalyst effect on contaminants has only been
investigated minimally, to the best of our knowledge. Therefore, more investigations are
required to study the behaviour of catalysts in real-world plastic waste. The effect of
different contaminants on the catalyst performance and the contribution of catalysts in the
decontamination process are also areas to explore.

2.3. Advances in Characterization of Waste Plastic and Pyrolysis Products

Plastic waste stream consists of a mixture of different polymers containing several
sources of contaminates such as paper, food residue and metals. Characterizing waste
stream is critical for waste management. Contaminates identification is important for
identifying the recycling route for waste plastic. There are several techniques to characterize
the plastic waste, including differential scanning calorimetry (DSC), Fourier transform
infrared (FTIR) spectroscopy and inductively coupled plasma optical emission spectroscopy
(ICP-OES) or mass spectroscopy (ICP-MS).

ICP-OES and ICP-MS are used to determine metal concentrations in the polymeric
waste. This method detects ultra-trace (ppb) of metal concentration [65]. Roosen et al. [66]
performed the ICP-OES analysis of different plastic packaging waste. They found that the
highest concentrations in Fe (270 ppm), Zn (45.6 ppm) and Mg (186 ppm) are attributed to
PP and PS packaging trays. For the determination of halogens and sulfur concentrations,
combustion ion chromatography (CIC) is used [67,68]. In this method, the sample is
firstly pyrolyzed in an oxidizing atmosphere; the resulting vapours are absorbed by an
adequate absorbent and then introduced to the IC system for separation and quantification.
This method is advantageous because it contains an automated sample preparation for
both solids and liquids. The C, H, N, S and O composition of waste plastic is usually
detected using an elemental analyzer [15]. Thermogravimetric analysis (TGA) is also
used to investigate the thermal behaviour of the plastic waste [68]. Nowadays, the use
of coupling techniques such as TG-MS, TG-FTIR [69,70] and TG-FTIR-MS [71] to analyze
the degradation of waste plastic through characterization of the resulting products, is
getting more popular. In this context, some researchers used Pyro-GC (Pyrolyzer-gas
chromatography) to investigate the fast pyrolysis of plastic waste by analyzing the quality
of the products [72]. Plastic waste is also analyzed by FTIR to identify functional groups,
organic, polymeric and inorganic materials [73].

One of the most used techniques for pyrolysis products analysis is gas chromatography
coupled with different detectors such as flame ionization detector (FID) for quantifying
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hydrocarbons; electron capture detection (ECD) for halogenated hydrocarbons; thermal
conductivity detector (TCD) for CO2, CO, H2, O2, Ar, N2 analysis; MS for functional group,
aromatics and double bond analysis.

Recently, a remarkable progress is achieved in identifying pyrolysis oil components
due to a powerful technique, which is two-dimensional gas chromatography (GC × GC).
This method provides more detailed information on the composition, compared to one-
dimensional GC. The GC × GC uses two columns of different stationary phases, connected
by a modulation tool. There are two types of modulation: thermal and flux modulator.
The effluent passes through both columns, which creates tow retention times for each
component. One detector is enough for the analysis, though several detectors can be
used to take profit from their advantages [74], as it is illustrated in Table 6. The two
columns are of different polarities, when the first one is nonpolar and the second is polar
the arrangement is called normal phase (NP), when it is the inverse it is called reverse
phase (RP).

Table 6. GC × GC coupled with different detectors, for the characterization of PPO.

2D-GC Technique Column Arrangement Columns Used Molecules Detected Reference

GC × GC-FID NP

Two plot columns:
PTMSP poly-(1-

trimethylsily-1-propyne)
GASPRO silica

Saturated and unsaturated
hydrocarbons from C3–C8 [75]

GC × GC-FID

NP

RTX-1 PONA (Dimethyl
polysiloxane)

BPX-50 (50% phenyl
polysilphenylene-siloxane)

Diolefins, iso-olefins,
mononaphthenes,

n-paraffins, iso-paraffins
and monoaromatics from

diesel fraction

[26,34,76,77]

RP

Stabilwax (polyethylene
glycol)

Rxi-5 ms (5% diphenyl 95%
dimethyl polysiloxane)

Diolefins, iso-olefins,
mononaphthenes,

n-paraffins, iso-paraffins
and monoaromatics from

diesel fraction

[77]

GC × GC-NCD
(nitrogen

chemiluminescence
detector)

NP

RTX-1 PONA (Dimethyl
polysiloxane)

BPX-50 (50% phenyl
polysilphenylene-siloxane)

Nitrogen compounds [15,26]

GC × GC-SCD (sulfur
chemiluminescence

detector)
NP

RTX-1 PONA (Dimethyl
polysiloxane)

BPX-50 (50% phenyl
polysilphenylene-siloxane)

Sulfur compounds [15,26]

GC × GC-ToF-MS
(time of flight MS) RP

RTX-1 PONA (Dimethyl
polysiloxane)

BPX-50 (50% phenyl
polysilphenylene-siloxane)

Oxygenated compounds [26]

3. Waste Plastic Pre-Treatment

3.1. Plastic Separation

Plastics such as PVC and PET, which are present in MPW, produce dangerous sub-
stances during pyrolysis. HCl and chlorinated hydrocarbons, such as chloroform (CHCl3)
and dichloromethane (CH2Cl2), are formed from PVC [78]. These organic and inorganic
chlorides can corrode the pyrolysis equipment, contaminate other products and cause air
pollution without appropriate gas-emission control modules [14,78]. Moreover, if these
chlorinated hydrocarbons are oxidized (burned), more harmful products, such as dioxins
and furans, can result [79]. PET thermal decomposition leads to the formation of carbonic
acids, such as benzoic and terephthalic acids, which are problematic to the pyrolysis facil-
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ity, causing corrosion and clogging in the piping [80] (terephthalic acid is solid at room
temperature). In addition, the pyrolysis of PET is less interesting than its mechanical or
chemical recycling (e.g., hydrolysis, methanolysis, glycolysis, ammonolysis and aminoly-
sis). Chemical recycling leads to the complete depolymerization of PET [81]. Consequently,
the separation of mixed plastics is required before pyrolysis.

The various methods of plastic separation include manual separation, gravity separa-
tion by flotation [79,82], centrifugal separation [83], triboelectrostatic separation [84] and
selective dissolution [85]. Manual separation is inefficient and labour-intensive; gravity
separation is limited by the similar specific gravities of plastics, such as PVC (1.3–1.4) and
PET (1.38–1.41) [84]. In triboelectrostatic separation, the tribo-charger imparts the charge on
the plastic particles, for example, in a fluidized bed. The particles are charged negatively or
positively depending on their work function (i.e., their relative affinity for electrons). Then,
the particles are separated in an electrostatic separator where they can be deflected towards
the appropriate counter electrode [84]. This method is more effective when the difference
in the work functions of plastics is significantly high. The selective dissolution method
consists of dissolving plastics in a solvent that targets only one polymer. The dissolved
plastic is recovered by the rapid evaporation of the solvent [86] or by the addition of an
appropriate “anti-solvent” to make the polymer precipitate [85]. As the solvents are toxic
and expensive, this method is rather inconvenient.

For MPW, the pyrolysis is preceded by drying to reduce the moisture content before
entering the reactor. The heat required by the dryer mainly comes from the combustion of
part of the pyrolysis products [87]. Pre-treatment also includes size reduction by crushing
and sieving the plastic, especially when working with fluidized bed reactors (FBRs).

3.2. Dehalogenation

The chlorine content in pyrolysis products is related to the presence of PVC, while
bromine comes mainly from brominated flame retardants in ABS and HIPS. WEEE plastics
are principally composed of HIPS, ABS, PVC and PC, as illustrated in Figure 1, which
makes them rich in halogens. As an example, the pyrolysis of ABS releases different
brominated products such as HBr, CH3Br, C2H5Br, C3H5Br, C3H7Br and C3H5BrO [88].
Some researchers also reported the presence of bromophenol and dibromophenol during
the pyrolysis of WEEE [89]. In order to obtain fuels or chemical products from WEEE,
dehalogenation treatment is required prior, during or after pyrolysis [23]. In the literature,
dehalogenation is focused on plastics rich in halogens, such as PVC and flame retardant
plastics [90]. However, some researchers [14,15] concluded that the dehalogenation treat-
ment of plastic waste, even polyolefin waste, is necessary for the PPO to meet current
specifications set for steam cracker feedstock. A high level of chlorine in PPO can come
from the PVC contamination of the plastic waste or from the adsorption of salt that was
in the packaged product [91]. Thus, we illustrate some examples of debromination and
dechlorination in the following paragraphs.

Cagnetta et al. [92] investigated the dehalogenation of PP containing the flame retar-
dant decabromodiphenyl ethane (DecaBDE) by means of mechanochemical pre-treatment.
The debromination of PP was carried out using Fe-SiO2 or CaO-SiO2 in a planetary ball
mill at room temperature. After eight hours of dry milling, 90% of the bromide was recov-
ered when using Fe-SiO2, and 80% was the recovery of bromine in the case of CaO-SiO2.
Organic bromine contained in PP was mineralized into soluble inorganic bromide. With
the high-energy milling and presence of SiO2, iron particles become smaller and activated.
These fine iron particles with high surface energy become electron donors [23]. The transfer
of electrons to the flame retardant occurs according to the following equation [92]:

F + C12Br10O → C12Br9O. + Br− + Fe+ (1)

This reaction continues until the debromination and carbonization of DecaBDE [93].
The polymeric chain also captures the electrons from iron particles, which causes cleavages.
This facilitates the next processing step of pyrolysis [92,93].
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Grause et al. [94] studied the removal of the same flame retardant from HIPS using
NaOH/ethylene glycol solution (NaOH(EG)) in both a stirred flask and a ball mill reactor
between 150 and 190 ◦C. The debromination reached 42% in the stirred flask at 190 ◦C and
about 98% in the ball mill reactor after 24 h. Therefore, ball milling had a more positive
effect on the debromination process. Analytical methods showed that debromination was
achieved by the substitution of bromine by hydroxyl groups (from NaOH) or hydrogen
(from DecaBDE) [95,96]. The reaction is controlled by diffusion in both the stirred flask and
ball mill reactor with an activation energy of 205 kJ mol−1. The polymer matrix did not
change; it was just cross-linked through the DecaBDE backbone.

As mentioned previously, when the feedstock contains PVC, a dechlorination process
is needed to reduce the chlorine content in the pyrolysis products. There are several
methods of dechlorination, such as stepwise pyrolysis (i.e., two-step pyrolysis), catalytic
pyrolysis or the addition of adsorbents in the feedstock. In stepwise pyrolysis, the plastic
is heated at a low temperature to decompose PVC and capture HCl; this step is called
dehydrochlorination. In the second stage, the remainder of the plastic is heated to a high
temperature. López et al. [97] performed the stepwise pyrolysis of a mixture of plastics
containing PVC at different temperature and time conditions, the addition of CaCO3
and the combination of both methods. They reported that 300 ◦C and 60 min were the
optimum conditions in the dechlorination step to reduce the liquid chlorine content by
50 wt%. However, the authors noticed that stepwise pyrolysis led to the formation of heavy
hydrocarbons and fewer aromatics. The addition of CaCO3 was efficient in capturing
HCl and reducing chlorine content in the gases significantly (to 0.9 wt%). Nevertheless,
the concentration of chlorine in the liquid (0.6 wt%) was higher compared to the result
of the stepwise pyrolysis (0.2 wt%). The combination of both methods led to lower HCl
generation, but the liquid chlorine content was the same as in stepwise pyrolysis. The
efficiency of stepwise pyrolysis for dechlorination was also reported by another study
where 90% of chlorine was recovered as HCl in the dechlorination step at 350 ◦C for
60 min [98].

Recent studies investigated the efficiency of hydrothermal treatment for the chlo-
rine removal of waste feedstock. The main advantage of this technology compared to
other dechlorination methods is the enhancement of heat and mass transfer due to the
homogeneous reaction. The supercritical or subcritical water present in the system works
simultaneously as a solvent and a catalyst for acid-catalyzed reactions [99]. Li et al. [100]
carried out the hydrothermal treatment of pure PVC in a batch reactor. The highest dechlo-
rination efficiency of 94.3 wt% was obtained at 240 ◦C with 1% NaOH. Wang et al. [101]
studied the effect of hydrothermal dechlorination pre-treatment on oil production through
the fast pyrolysis of mixed plastics. Results showed that the dechlorination efficiency
reached 99.9 wt%, and the total yield of oil and wax increased by 7.06 wt% after pyrolysis.
Furthermore, methane selectivity increased by 17.81%, owing to the possible weakening of
the C–C bond energy of the β-position during the hydrothermal pretreatment.

Nishibata et al. [102] investigated the effect of superheated steam with catalysts and
adsorbents on the simultaneous dechlorination and degradation of PVC. They have found
that the CaO caused more dechlorination and degradation than other metal oxides, in-
cluding Fe3O4, SiO2, Al2O, Ca(OH)2 and MgO, in the presence of superheated steam. The
temperature is increased by the exothermic reaction of CaO with steam, which promotes
PVC degradation. The newly formed HCl reacts with CaO and Ca(OH)2 to form calcium
chlorides such as CaCl2 and CaClOH. After degradation in the presence of CaO and steam,
91 wt% of chlorine present in the sample was found in the inorganic phase.

Most industrial applications use inexpensive alkaline additives, such as calcium
oxide and sodium carbonate, in the plastic feedstock to remove HCl [103]. They also
employ an alkaline solution to wash the gas in a scrubber to remove all acids from the
stream [104]. Agilyx [103], which uses stepwise pyrolysis, is the only current technology
capable of handling plastic waste containing up to 70% PVC. In the first step, the plastic
is heated under a vacuum inside a batch reactor, during which the moisture and HCl are
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separated from the feedstock [105]. Additionally, BASF in Germany pursues a two-step
technology [42]. The dehydrochlorination step is carried out at 250–380 ◦C. The system
handles feedstock with PVC content lower than 5%. The HCl produced is recycled for
PVC production.

4. Products Upgrading

4.1. Dittillation of Pyrolytic Oil

The oil obtained from the fast pyrolysis of waste plastic is usually a dark liquid com-
posed of various hydrocarbon compounds from C5 to C30. Although fractional distillation
is frequently used in the petroleum industry, information on pyrolytic oil distillation is
scarce. Some researchers used distillation to split pyrolytic oil into gasoline, diesel and
heavy oil fractions for fuel recovery. Others performed distillation to recover monomers
and close the loop toward new virgin plastic. For instance, Baena-González et al. [106]
carried out the distillation of PPO at atmospheric pressure up to 240 ◦C. This operation led
to a bitumen at the bottom of the column and a distilled fraction. The resulting bitumen
contained aromatics (55.05 wt%) and saturates (33.41 wt%). The detailed composition of the
bitumen indicated its potential to be added in asphalt or bituminous mixtures. The distilled
fraction was also rich in aromatics (54.72 wt%), with styrene as the principal compound,
followed by ethylbenzene and toluene. These results indicate that the feedstock contained
high amounts of PS and that the pyrolysis conditions favoured aromatization reactions.
The distilled fraction was subjected to a liquid–liquid extraction with sulfolane to separate
aromatic compounds from other components. Another fractional distillation was carried
out to separate the different aromatic compounds and recover styrene (73.26 wt%). This
study demonstrated the technical feasibility of producing different materials including
bitumen, olefins, toluene and styrene from the fractionalization of PPO.

Thahir et al. [107] studied the pyrolysis of waste PP in a pyrolysis reactor integrated
with a distillation bubble cap plate column (Figure 2) to optimize liquid products. Experi-
ments were conducted using 500 g of plastic waste. Vapours produced from pyrolysis of
waste plastic flow through the column. Ash residue and wax stays in the reactor, whereas
non-condensed vapour flows through the riser to reach the cap and eventually, forms liquid
bubble (mixture of vapour and condensate). The pyrolysis temperature affected the liquid
fuel characterization yielded on each tray of the column, as described in Table 7. The total
liquid oil yield at 500–560 ◦C reached 88 wt% with the highest yield of gasoline (67 wt%).
However, at 650 ◦C, the diesel yield reached 83 wt%. This study shows the possibility
of tuning the pyrolysis temperature to optimize the desired fuel. The physicochemical
characteristics of these fuels, such as density, viscosity, octane-cetane number, ash content
and calorific value, are similar to those of conventional fossil fuels. However, the chemical
composition was not reported.

Table 7. Distribution of fuel products along the column [107].

Temperature (◦C) Plate I Plate II Plate III Plate IV

500–560 Gasoline Gasoline - -
580–600 Kerosene Gasoline Gasoline -
620–650 Diesel-wax Kerosene Gasoline Gasoline
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Figure 2. Schematic diagram of thermal pyrolysis integrated with a distillation bubble cap column,
reproduced with permission [107].
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Another study that investigated the distillation of PPO was carried out by Lee
et al. [108]. The PPO came from a Korean pyrolysis kiln facility that treats ten tons/day
of mixed plastic waste at approximately 450 ◦C. The objective was to collect pyrolysis oil
fractions similar to petroleum diesel based on carbon number. First, atmospheric distillation
was performed to recover the specific fractions following the boiling points of different
petroleum fuels (~169 ◦C for gasoline, 138–278 ◦C for kerosene and 138–399 ◦C for diesel).
Then, vacuum distillation was conducted to reduce the heat duty. At 100 ◦C lower than
that for atmospheric distillation, similar carbon fractions were obtained in distillation at
vacuum conditions. The main yields of the different fractions are gathered in Figure 3.

Figure 3. Plastic waste pyrolysis process mass balance from Lee et al., reproduced with permis-
sion [108].

Most commercial pyrolysis plants continuously fractionate the liquid product to
control the carbon distribution of the different fractions [42].

Dao Thi et al. [77] performed a detailed group-type characterization of both naphtha
(C5–C11) and diesel fractions (C7–C23) originating from the distillation of PPO by means
of two-dimensional gas chromatography. Table 8 shows that both fractions were rich in
olefins and diolefins, which indicated that further processing would be required, such as
hydroprocessing, because, as mentioned before, high contents of unsaturated compounds
negatively affect the quality of the fuels, owing to the gum formation through secondary
reactions [109]. The original PPO contained high amounts of aromatics (67.1 wt%), while
the naphtha and diesel fractions had an aromatic content of 9 and 2 wt%, respectively.
Therefore, the aromatics present in PPO had a high carbon number, and they remained
at the bottom of the distillation column. The presence of heteroatoms (S, N, O) in both
fractions was reduced compared to PPO. The fractionalization led to low concentrations of
heteroatom-containing compounds in both light and heavy fractions.

Table 8. PIONA and elemental composition of naphtha, diesel and PPO determined by comprehen-
sive two-dimensional gas chromatography analysis [77].

Elements
Naphtha Diesel PPO a

PIONA (wt%)

Paraffins 15 28 5
Isoparaffins 2 4 8.2
α-olefins 35 36 12.3

Iso-olefins 9 9 -
Diolefins 4 4 -

Naphthenes 26 17 -
Aromatics 9 2 67.1

Elemental composition (wt%)
C 85.93 85.51 88
H 13.93 14.49 10.9
S 0.021 0.001 0.17
N 0.003 ND 1.06
O 0.14 0.01 0.35

ND: not detected. a the composition of PPO is taken from a previous study of the same research group [26].
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4.2. Pyrolysis Wax Treatment in FCC Units

The cracking of polyolefinic pyrolysis waxes in an FCC unit has been studied exten-
sively [110]. This cracking is adopted for recovering raw materials and obtaining fuels.
Studies have shown that the cracking of waxes leads to higher yields of gasoline compared
to the cracking of VGO [111]. Rodríguez et al. [31] investigated the FCC of HDPE pyrolysis
waxes in a riser simulator reactor under industrial conditions in order to produce fuels from
waxes coming from a pyrolysis plant. The waxes were obtained during a fast pyrolysis
of HDPE at 500 ◦C in a conical spouted bed reactor. The reaction of FCC was carried out
at temperatures from 500–560 ◦C, catalyst/oil mass ratios of C/O = 3–7 and a residence
time of 6 s, which are typical values used in the industry. Conversion values of HDPE
waxes varied from 36.7–5.1 wt%, increasing when the temperature and catalyst–oil ratio
increased. The yield, which grouped following the distribution used in refineries, at 530 ◦C
and C/O = 5 was the following: dry gas (4 wt%), liquefied petroleum gas (LPG) (14 wt%),
naphtha (28 wt%), light cracked products (LCO) (43 wt%), heavier cracked products (HCO)
(7 wt%), coke (4 wt%). Olefins were the most abundant hydrocarbons in the naphtha
fraction, followed by aromatics, isoparaffins, n-paraffins and naphthenes. The temperature
and C/O had substantial effects on the product distribution. High cracking temperatures
increased the paraffinic fraction and reduced the aromatics.

Some authors discussed the possibility of integrating pyrolysis plants with refiner-
ies [42,112]. Liquid wax derived from the pyrolysis of waste plastic can be fed, along with
oil products, into steam reforming, hydroprocessing, FCC and coking processes for fuel
production, as illustrated in Figure 4. Monomers and light hydrocarbons can be directed to
petrochemical plants for the production of new polymer resins [113]. This recycling config-
uration allows the valorization of all kinds of plastic waste and their pyrolysis products,
while minimizing the landfilled fraction.

 

Figure 4. Integration of a plastic waste pyrolysis plant with an oil refinery.

In this context, Rodríguez et al. [114] complemented their study of HDPE pyrolysis
waxes in an FCC unit, but this time they used a blend of HDPE waxes and VGO (1:4 mass
ratio). The reaction was carried out in a laboratory-scale reactor mimicking the behaviour
of an industrial FCC reactor. The results showed that the conversion values of the blend at
500 and 530 ◦C (40.6–47.6 and 49.3–55.5 wt%, respectively) were slightly lower than those
of pure VGO (41.4–47.3 and 51.1–55.5 wt%, respectively). Nevertheless, at 560 ◦C, the blend
showed a higher conversion (63.1–66.3 wt%) compared to the VGO (61.1–62.7 wt%) because
the cracking of the waxes was promoted at high temperatures. The yields of naphtha and
LPG increased with the blending, whereas that of dry gas decreased.
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4.3. Catalytic Upgrading of Pyrolysis Liquids

The use of a catalyst can improve the pyrolysis liquids by breaking the long hydrocar-
bon chains and increasing the selectivity of the desired products. A catalyst can be used
in the pyrolysis process, as explained in Section 2.2, or as a post-treatment for upgrading
the liquid phase. Lee et al. [115] studied the effects of zeolites on catalytic upgrading of
pyrolysis wax oil. This oil was obtained from the pyrolysis of MPW in a commercial rotary
kiln reactor. The catalytic experiments of wax upgrading were conducted in a continuous
fixed-bed reactor at 450 ◦C using three commercial zeolites: HZSM-5, HY-zeolite and
modernite (HM). The HZSM-5 zeolite gave the highest gas yield (51.04 wt%) compared to
the other zeolites, with a selectivity toward aromatic and cyclic components. HY showed
medium catalytic activity with high paraffinic content, and the carbon number of these was
between 5 and 6. The HM catalyst, having a one-dimensional pore structure, showed the
lowest catalytic activity.

Furthermore, Wang et al. [116] designed a practical laboratory pyrolysis oil catalytic
separator, which is a combination of distillation and catalytic cracking (Figure 5). The oil
was from an MPW pyrolysis company, and the catalysts used were zeolite 4A and Cu-
(MDC-7) and Ni-based catalysts. The temperature was kept between 320 and 380 ◦C, and
the products were separated into three categories: F1 (gasoline-like fraction), F2 (diesel-like
fraction) and F3 (wax). The results showed that the presence of catalysts decreased the mass
yield of F2, owing to the loss of some gases (e.g., CO, CO2, CH4) through decarboxylation,
decarbonylation and dehydration reactions. Compared to other catalysts, MDC-7 generated
the highest mass yield of F1 (15.8 wt%), whereas the highest yield of F2 (66.3 wt%) was
produced with Ni-based catalyst. The use of catalysts reduced the heavy carbon range
(>C23) from 22.1 wt% in the original oil to 0.1–1.6 wt% in F1 and 7.3–8.4 wt% in F2. Moreover,
F1 and F2 fractions from catalytic separation had lower total acid number (TAN) values
compared to those of thermal separation, suggesting that more deoxygenation reactions
took place in the presence of catalysts. The order of deoxygenation capacity was Ni-based
catalyst followed by MDC-7 and zeolite 4A. In terms of composition, MDC-7 exhibited
high aromatic and naphthenic contents, while the Ni-based catalyst showed the highest
content of olefins in F1 (54.49%) and F2 (36.16%). The authors suggested that the catalytic
reaction mechanisms of both catalysts were as follows:

 
Figure 5. Schematic diagram of a laboratory pyrolysis oil separation system, reproduced with
permission from [116].
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For the MDC-7 catalyst, long-chain paraffin, olefins, alcohols and ester were con-
verted into short-chain olefins and paraffins through catalytic cracking, decarboxylation,
decarbonylation and dehydration. Then, aromatics and naphthenes were formed via
aromatization and cyclization, respectively.

• With the Ni-based catalyst, long-chain alcohols were transferred into olefins via dehy-
dration and catalytic cracking, while benzoic acid and phenols were transferred into
aromatics through deoxygenation reactions. Some long-chain paraffins were cracked
into short-chain paraffins.

4.4. Pyrolysis Oil Hydroprocessing

As previously mentioned, the composition of the pyrolytic liquid can vary depending
on the feedstock and may contain undesirable compounds. Hydrotreating the liquids
can help reduce the olefins and aromatics and remove heteroatoms (N, S, Cl and O).
Hydrodenitrogenation occurs according to the following reaction [117]:

C5H5N + 5H2 → C5H12 + NH3 (2)

The hydrodechlorination of chlorobenzene as a prevalent chlorinated hydrocarbon is
shown in the reaction below [14]:

C6H5Cl + H2 ↔ C6H6 + HCl (3)

Hydrodeoxygenation of an oxygenated compound is schematically presented below [117]:

R − OH + H2 → R − H + H2O (4)

This operation is conducted in the presence of a hydrotreating catalyst at tempera-
tures ranging from 190–340 ◦C and pressures of 20–204 atm [104]. These conditions help
achieve the removal of heteroatoms while the cracking is minimized. Ding et al. [118]
used bifunctional (acidic/metallic functions) catalysts (NiO/HBeta, NiO/HSAPO-11 and
NiO/HMCM-41) for the hydrocracking of waxes obtained from the pyrolysis of polyolefins
at 300 ◦C in a stirred autoclave reactor, under 20 atm of hydrogen. With a mixture of
Ni/H-Beta and ZSM-5, the hydrocracking led to higher fractions of gases (30.2 wt%) and
diesel (23.5 wt%). A comparison of the catalysts showed that the ratio of acid-to-metal
function sites affects the mechanism of hydrocracking and hydroisomerization of waxes.
When the acid strength was high and the hydrogenation power of the catalysts was weak,
more isoparaffins and lighter hydrocarbons were produced, which decreased the oil pour
point. On the contrary, when the catalyst had a higher metal function, the hydrogenation
of olefins was the predominant reaction, which lowered the production of isoparaffins.
Therefore, the authors suggested a two-stage reactor system with the use of both catalysts
to have a medium composition.

Moreover, hydrocracking allows us to tailor the selectivity toward the desired fuel
by adjusting the temperature, as shown in Table 9. Higher temperatures favour the end-
chain cracking; thus, more light hydrocarbons are produced. The PPO nature is also an
important factor; for example, when PP pyrolysis oil, which is rich in olefins, goes through
complete hydrogenation, large amounts of saturated hydrocarbons are produced [119]. A
comparison of the physiochemical properties of this oil, the hydrogenated oil and diesel is
outlined in Table 10. Hydrogenation enhanced the density, viscosity, cetane index, flash
point, fire point and pour point. The properties of the hydrogenated oil matched the EN590
standards. This hydrogenated PP oil was blended with diesel, and promising results were
obtained during engine performance trials. This application will be presented in more
detail in Section 5.1.
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Table 9. Main results from hydrotreatment of different pyrolysis oil.

Feedstock Reactor Type
Pressure

(atm)
Catalyst

Temperature
(◦C)

Main Results

LDPE pyrolysis oil
(~47.7 wt% gasoline
(C5–C12), ~36.2 wt%

light diesel
(C13–C18),

~16.1 wt% heavy
diesel (C19–C40)

[120]

Stirred
autoclave

reactor
20 Pd/h-ZSM-5

250

Reduction of gasoline fraction
through oligomerization and

increasing the share of light and
heavy diesel up to 41.8 wt% and

20.3 wt%, respectively

310

Light diesel decreases to 26.2 wt%
High production of isoparaffins

(34.5 wt%) through
hydroisomerization

350

Cracking is dominant, producing
11.5 wt% of gases and 56.6 wt% of

gasoline
High production of aromatics

(24.2 wt%)

HDPE pyrolysis oil
(26.5 wt% naphtha,

33.1 wt% LCO,
40.4 wt% HCO) [121]

Stirred tank
reactor (STR) in

semi-batch
regime

80 NiW/HY

400
Product distribution: LCO (~28 wt%),

naphtha (~29 wt%) and gas
(~10.4 wt%)

420
Product distribution: LCO

(~23.3 wt%), naphtha (~35 wt%) and
gas (~30.3 wt%)

440

Product distribution: LCO
(~14.3 wt%), naphtha (~30.8 wt%)

and gas (45.9 wt%)
Naphta rich in isoparaffins and

one-ring aromatics

PP pyrolysis oil
(67 wt% alkanes,

20 wt% alkenes and
traces of aromatics)

[119]

Autoclave
reactor 70 Ni/ZSM-5 350

Complete conversion of alkenes to
alkanes, hydrogenated PP oil

contained 97% alkanes.
Alkanes distribution: 8.3 wt%

(C1–C10), 63 wt% (C10–C20), 25 wt%
(C20–C30)

LDPE pyrolysis oil
(48 wt% gasoline,
35 wt% diesel and

15 wt% heavy diesel)
[122]

Stirred
autoclave

reactor
20

Ni/h-ZSM-5,
Ni/h-Beta,

Ni/Al-MCM-41,
Ni/Al-SBA-15

310
Complete hydrogenation of alkenes
for all catalysts except Ni/h-ZSM-5,

due to its high cracking activity.

LDPE pyrolysis
products [123]

Stirred
autoclave

reactor
5–40 Ni/h-β 250–350

Higher temperatures promote
aromatization reactions

Higher pressures promote
hydrogenation of olefins and

Saturation of more than 80% of
olefins

Polyolefins pyrolysis
oil [124]

Stirred
autoclave

reactor
20 Ni/h-β 310

Saturation of more than 90% of
olefins

Amount of gasoline + light diesel was
within 80–85%

Regarding heteroatom removal, Miller et al. [125] reported that with 1 wt% HZSM-5,
the hydroprocessing reduced chlorine content from 50–70 ppm to 2–8 ppm. Similarly,
Lingaiah et al. [126] studied the dehydrochlorination of MPW-derived oil using different
catalysts: iron oxide, iron oxide-carbon composite, ZnO, MgO and red mud. The original oil
contained almost 600 ppm of chlorine. After hydrotreatment, the concentration of chlorine
was reduced to 32–140 ppm, with the iron oxide catalysts being the most effective and stable.
However, a study on catalytic poisoning in the presence of different halogenic and metallic
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contaminants is required. Metal removal techniques such as membrane filtration [127] may
be needed prior to hydroprocessing.

Table 10. Physicochemical properties of PPO, hydrogenated PPO and diesel [119].

Parameter PPO Hydrogenated PPO Diesel

Density (kg/m3) 771.4 851.5 837.5
Pour point (◦C) −30 −20 −15
Flash point (◦C) 20 65 72
Fire point (◦C) 30 72 82

Calculated cetane index (N/A) 60 62 52
Kinematic viscosity at 40 ◦C (mm2/s) 1.78 3.5 2.31

Gross calorific value (KJ/kg) 44,957 44,915 45,593
Ash content (%) 0.01 0.01 0.01

Conradson carbon residue (%) 0.10 0.10 0.18

4.5. Fuel Properties Enhancement

If the pyrolysis liquids are saturated with paraffinic compounds, a dewaxing step is
required. The presence of long-chain hydrocarbons in the fuel leads to high cloud and
pour points. Acidic catalysts such as zeolites have been used for catalytic dewaxing. These
catalysts have big pores, which can selectively isolate the long straight n-paraffins and
crack them [104]. Dewaxing reactions are usually performed in a semi-batch system at
around 450 ◦C and 4 atm [128].

Pyrolytic liquids are thermodynamically unstable and tend to go through polymeriza-
tion and oxidation, which is mainly caused by the presence of unsaturated components.
This process can lead to the formation of sediments, gums, dark colours and asphaltene
agglomeration, affecting the combustion performance of the fuel. Several additives can
be added to the fuel derived from waste plastic to overcome this problem and meet the
required standards. Amine-based antioxidants are commonly used to prevent diesel oxida-
tion and radical polymerization reactions [42]. The chemical compound 4-tert-butylcatechol
is also used as a polymerization inhibitor in pyrolytic oil [106]. Detergents and dispersants,
such as alkylphenols, are other additives that can keep oil-insoluble fractions suspended
and prevent agglomeration [42].

4.6. Char Upgrading

Char is a by-product of the plastic pyrolysis process. It is a porous carbon material
composed mainly of volatile matter and fixed carbon, but it can also contain mineral
matter initially present in the feedstock [17]. High temperatures promote the formation of
char [129]. During the pyrolysis of contaminated plastics, most of the contaminants stay in
the char, as discussed in Section 2.1. Consequently, char cannot be used as raw material,
and an upgrading process is necessary. This step can improve the process efficiency and
sustainability and avoid the addition of char to landfill waste.

Bernardo et al. [130] tested the effect of the dichloromethane (DCM) extraction of
char residue produced during the co-pyrolysis of a waste mixture composed of plastics
(i.e., PE and PS), pine biomass and used tires. The analysis showed that DCM extraction
removed organic contaminants of high to medium volatility, such as benzene, toluene,
ethyl benzene, xylene (BTEX) and alkyl phenol compounds, effectively. In contrast, non-
volatile organics and heavy metals (Cd, Pb, Zn, Cu, Hg and As) remained in the char
and were not extracted. Subsequently, the treated char was classified as a hazardous
and ecotoxic material. In a following study, Bernardo et al. [131] carried out a treatment
to upgrade crude chars produced from the co-pyrolysis of different mixtures of plastics,
biomass and tire waste. The chars were firstly treated by sequential organic solvent
extractions with organic solvents (i.e., hexane, hexane acetone and acetone); then, they
were subjected to an acidic demineralization with HCl. The results showed that the solvent
extraction treatment allowed the recovery of 63–81% of the pyrolytic oil trapped in the crude
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char. The demineralization procedure was efficient in the removal of 64–86% of inorganic
contaminants (Al, Mg, Pb, Cr, Na, Fe, K, Mn, Mo, Ca). The resulting chars were mainly
mesoporous and macroporous materials with adsorption capacities of 3.59–22.2 mg/g for
methylene blue dye.

5. Applications

Product applications indicate whether the process is profitable on an industrial scale.
One pyrolysis unit can have different applications to profit from all the products and
improve the process efficiency. The unit also improves the environmental sustainability of
the process by minimizing the waste that would have required disposal (char) and the use
of the gases to generate energy.

5.1. Liquid Oil Applications

Liquid oil from pyrolysis has exhibited great potential as a new energy resource. The
experimental calorific value of polyolefin-derived oil is higher than 40 MJ/kg [132], which
is considered more than enough for energy utilization. The physical properties of this oil
are also similar to those of commercial diesel and gasoline. However, the crude oil needs
several treatments before it can be used as fuel. When liquid oil is the desired product, the
optimum pyrolysis temperature ranges from 500–550 ◦C [133,134]. If a catalyst is used, this
temperature range is lower [17]. The use of a suitable catalyst may improve the oil yield
and its quality, except for PS, which yields a high liquid fraction without catalysts [135]. A
recent study [106], as mentioned in Section 4.4, demonstrated that the synthesis of PS as
possible using styrene recovered from PPO with a yield of 77.64% and a molecular weight
of more than 53,000 g/mol. Therefore, separating PS from other plastics is recommended
to recover styrene instead of extracting it from the pyrolysis oil. In this context, Zayoud
et al. [76] studied the pyrolysis of used PS in a pilot-scale reactor at different pressures (0.02,
0.5 and 1.0 bara) and temperatures (450, 500, 550 and 600 ◦C). The objective of the study
was to maximize styrene production. Authors found that 0.02 bara and 550 ◦C are the
optimum conditions for the production of styrene with 55.9% yield. The other compounds
of the liquid pyrolyzate consist of poly-aromatics that contain styrene dimers and trimers.

Some research has been conducted on the use of PPO in diesel engines. However, a
comparison of the literature results is difficult, as oils derived from different plastics do
not have the same composition. In most studies, blends of PPO and conventional diesel
were used to avoid modifying the engine. Mangesh et al. [136] performed an experimental
investigation to identify the type of plastic that gives the most suitable oil for diesel engine
fuel. HDPE, LDPE, PP and PS were pyrolyzed separately, and the oil produced for each
type of plastic was analyzed and compared with diesel. PP oil was selected because its
physicochemical properties (e.g., density, viscosity, cetane index) most closely matched
those of diesel. Engine tests were conducted on TurbochargedEicher E483 using various
blends of PP pyrolysis oil (5, 10, 15%). The blends showed an ignition delay and a decrease
in engine efficiency. Moreover, CO, NOx and HC emissions were significantly higher than
pure diesel. A similar study was conducted by Singh et al. [137] using different ratios of
non-treated mixed PPO (10, 20, 30, 40 and 50%). The results showed comparable engine
efficiencies with that of diesel fuel. However, the authors also reported that the use of
different blend ratios of PPO increased the exhaust emissions, owing to the presence of
oxygenated compounds.

These studies reveal that the physicochemical properties of the PPO are not the only
criteria for the oil to be used in the diesel engine. In the first study, PP pyrolysis oil was
rich in alkenes, which increased the combustion delay and lowered the engine efficiency.
The PPO used in the second study, showed better results in terms of engine efficiency,
resulted from the pyrolysis of a mixture of real waste (HDPE, LDPE, PP, PS, PET and
thermoset plastics). This oil was more varied in its composition in that it contained alkenes,
alkanes, aromatics and 17.54% oxygenated compounds. To enhance their results, Mangesh
et al. [119] performed catalytic hydrogenation on the PP oil. Details of this hydrogenation

440



Processes 2022, 10, 733

are described in Table 8. Hydrogenated PP oil was blended with diesel in ratios of 10,
20, 30 and 40 wt%. Blends of 10 and 20 wt% showed combustion, exhaust emission and
engine performance on par with pure diesel. The higher blend ratios (30 and 40 wt%)
decreased the efficiency of the engine slightly and increased the CO, CO2, NOx and
unburned hydrocarbon (UHC) emissions. The hydrocracking of PP pyrolysis oil yielded an
oil rich in alkanes and lower in carbon number, which improved the combustion results.
Nevertheless, the information regarding the economic viability of the process is lacking.

5.2. Solid Products
5.2.1. Carbon Nanotubes

Different studies have been conducted to explore the possibilities of using pyrolysis
products in different applications as materials rather than energy sources. One such applica-
tion is the production of nanocarbons, such as carbon nanotubes (CNTs) and nanofilaments
(CNFs), with the potential for hydrogen production [138]. These materials are higher-value
products that could render the pyrolysis process more efficient and techno-economically
and socio-politically sustainable. This technology mixes the appropriate catalyst with the
plastic waste in one reactor, or a two-stage reactor system, where the hydrocarbons pro-
duced in the first reactor interact with the catalyst in the second reactor. Of these options,
the two-step approach is recommended, which allows the regeneration of the catalyst.
CNTs are produced when the gases coming from the pyrolysis of waste plastic interact
with a catalyst at temperatures between 600 and 1200 ◦C in a chemical vapour deposition
(CVD) process [139]. In this process, the carbon contained in the hydrocarbons precipitates
as graphitic nanofilaments at the surface of the catalyst.

CNTs are used to reinforce polymer composites because of their mechanical and
electronic properties [140]. They are valuable in many applications where electrical con-
ductivity is critical, owing to sp2 hybridization in the carbon structure [141]. To maximize
the production of CNTs, the degradation of waste polymers should be promoted into light
hydrocarbons and aromatics, which are efficient precursors [142]. Azara et al. [143] com-
prehensively described the synthesis of filamentous carbon nanomaterial via the catalytic
conversion of waste plastic pyrolysis products.

Ni-based catalysts are known to have good activity for C–C and C–H cleavage, and
so they are widely used for catalytic reforming to produce CNTs. Zhang et al. [138] tested
the production of CNTs from waste tires using different catalysts: Co/Al2O3, Cu/Al2O3,
Fe/Al2O3 and Ni/Al2O3. The results indicated that Ni/Al2O3 had the highest performance
for the production of multi-walled CNTs, along with a high H2 yield. Some studies
suggested using a bimetallic catalyst to gain the synergic effect of the interaction between
two metals. Yao et al. [144] studied the effect of a Ni-Fe/Al2O3 catalyst on the production
of CNTs and H2 from waste plastic pyrolysis. The highest H2 yield of 8.47 gH2/gplastic and
the highest yield of carbon were obtained at a high loading of Fe. In contrast, at a high Ni
loading, the CNTs had narrow diameters and uniform distribution.

In another study, Yao et al. [145] investigated the synthesis of multi-walled CNTs from
waste plastics, using a combination of two metals, Fe and Ni, supported on four silica-
alumina materials: ZSM5, MCM41, NKF5 and H-Beta. Ni-Fe/MCM41, with the largest sur-
face area and pore size, produced the highest carbon (55.6 wt%) and H2 (38.1 mmolH2/gplastic)
yields. The Raman spectroscopy analysis showed that the CNTs produced from Ni-
Fe/MCM41 had a more graphitic nature and fewer defects than other catalysts. Hence, the
formation of Fe-Ni alloys catalyzed the growth of CNTs.

This technology has yet to be scaled up because of the challenges it faces [146]. The
yield and quality of CNTs depend on several parameters, such as the type of catalyst,
the reforming temperature and the shapes of the metallic particles. Moreover, some of
these parameters and process variables affect the production of CNTs in an interdependent
way. The heterogeneity of the feedstock and the presence of contaminants also make the
formation mechanism of CNTs hard to determine. Research has demonstrated that different
plastics produce different yields and qualities of CNTs [147]. Moreover, the separation of
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CNTs from the catalyst must be well-defined in continuous processes. Pilot-scale systems
should be developed to demonstrate the efficiency of transforming waste plastic into CNTs
and hydrogen.

The production of CNTs from waste plastic is a promising way to generate high-value
products, reduce their cost and promote this composite-filler technology. Furthermore,
a life cycle assessment study [148] has shown that integrating CNT production with the
pyrolysis process benefits the environment and decreases human toxicity and terrestrial
eco-toxicity potentials.

5.2.2. Char

Char can potentially be used as an adsorbent for different environmental applications.
Miandad et al. [149] synthesized carbon–metal double-layered oxide (C/MnCuAl-LDOs)
adsorbents to study Congo red adsorption. The char used for the preparation of this
adsorbent was a by-product of PS pyrolysis. The char was crushed and thermally activated
in a muffle furnace at 550 ◦C. Then, it was chemically activated with a solution of H2SO4
and HNO3. The final adsorbent was effective for Congo red removal, with an adsorption
capacity of 345.2 mg/g at pH = 4.0. Acosta et al. [150] prepared a KOH-activated carbon
from tire pyrolysis char. This adsorbent eliminated bisphenol A with a capacity of 123 mg/g.

Moreover, char can be utilized for heavy metal and metalloid adsorption. Singh
et al. [151] used non-modified char derived from pyrolysis of a mixture of PVC, PET and
PE for arsenic adsorption. The effect of the feedstock material on char adsorption was
studied. The highest-performing char for arsenic adsorption was produced from PVC and
PE, which had an efficiency of 99.4%.

Furthermore, char can be used as a filler material to produce epoxy-composite ma-
terials. Sogancioglu et al. [152] studied the behaviour of char-based epoxy-composite
material using PP pyrolyzed char. Chars were obtained from pyrolysis of PP at different
temperatures (300 to 700 ◦C). With the highest aromatic content, the pyrolyzed char at
700 ◦C improved the hardness of the epoxy composites. Increasing the amount of char
led to more epoxy-composite electrical conductivity for all chars tested. These composite
materials are used in the automobile, aircraft and microelectronics industries.

Char also has the potential to be used in energy applications. Jamradloedluk and
Lertsatitthanakorn [153] reported that char manufactured from HDPE has a calorific value
of 4500 cal/g. To increase its surface area, the char was crushed and thermally activated
at 900 ◦C for three hours. Then, it was extruded to produce kilogram briquettes. One
briquette was able to boil water from room temperature within 13 min.

5.3. Gas

Gases comprise the non-condensable fraction produced from plastic waste pyrolysis.
They are mainly composed of light hydrocarbons such as H2, CH4, C2H4, C2H6, C3H8 and
C3H6 [154]. The production of gases is favoured at high temperatures and short residence
times because unsaturated gases undergo secondary reactions to form aromatics [155,156].
The presence of a catalyst promotes the formation of gaseous products [19]. The gases
have high calorific values between 40 and 50 MJ/kg [129]. They can be used for energy
generation or in the pyrolysis system to produce energy for endothermic decomposition.
Moreover, light olefins, such as ethene and propylene, are high-value monomers that can
be used in the petrochemical industry after separation from other gases.

In a recent study, Eschenbacher et al. [40] tested different steam-treated industrial
FCC-type catalysts and HZSM-5 additives for the in-line catalytic upgrading of pyrolysis
vapours derived from PE and real (contaminated) mixed polyolefins. The purpose of the
study was to maximize the production of light olefins. The severe steaming pre-treatment
of the catalyst was carried out to limit the formation of coke by reducing the acidity.
The steam-treated HZSM-5 additive showed the highest selectivity toward C2–C4 olefins,
with a yield of 69 wt% (19% C2H4, 22% C3H6, 10% 1,3-C4H6 and 18% other C4 olefins),
obtained at high catalyst loading and temperature (700 ◦C). In addition, a high yield of
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C5–C10 aliphatics (up to 42 wt%) was produced using the FCC catalyst. The processing of
real mixed polyolefins with the HZSM-5 exhibited similar performance with even higher
polypropylene production (31 wt%). The coke loads per catalyst on the steamed and
unsteamed HZSM-5 were 40 and 60 μg/m2, respectively. This study showed success with
the tuning of different parameters (catalyst type, catalyst leading and temperature) to
maximize the production of high value–based chemicals. Moreover, this investigation
demonstrated the potential of a two-step process and a suitable catalyst to produce light
monomers instead of pyrolysis oil by employing steps for upgrading (hydrotreatment and
steam cracking).

To maximize the light olefin production, Santos et al. [157] designed an integrated
reactor/separation system (Figure 6), where only the light hydrocarbons could leave the
reactor. The pyrolysis experiments of HDPE were carried out at different temperatures (400,
450 and 500 ◦C) in both thermal and catalytic pyrolysis. The catalyst used was HZSM-5
with 1% (w/w) loading. Increasing the pyrolysis temperature led to an increase in the gas
yields for both thermal and catalytic pyrolysis and the product distribution were in the
range of C2–C8. At 500 ◦C with the catalyst, the gas yield reached almost 100%, with a
product distribution in the range of C2–C6. Furthermore, the overall O/P ratio in catalytic
pyrolysis was almost six times that in thermal pyrolysis. The gaseous yield could also be
increased by increasing the coolant temperature at the reactor outlet, also increasing the
average molecular weight of the products. This new simple design allows the conversion
of HDPE into valuable short olefins that can be used in the petrochemical industry.

Figure 6. Reactor/separator set-up scheme, reproduced with permission [157].

6. Conclusions

Pyrolysis is a way of recovering waste plastics that cannot be mechanically recycled
and will otherwise end up in the environment. The contaminants in plastic waste create
challenges for the success of this technology. The use of a catalyst in pyrolysis can tailor the
products for a specific application and reduce contaminants. Some alkali sorbents, such
as Al(OH)3, are also efficient for the removal of acidic contaminants. Pyrolysis products
need further treatments either to eliminate the undesirable materials, such as HCl, or to
enhance the properties of the products. Pyrolytic oil cannot be considered as a final product;
therefore, the following treatments are suggested: the integration of pyrolytic plants with
oil refineries, deployment of appropriate environmental safety devices and treatment of
pyrolytic liquids with hydrogen-based technologies. Moreover, to achieve good-quality
products, such as fuels and chemical precursors, the pretreatment of the feedstock is
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necessary because satisfactory products cannot be obtained from a heterogeneous mixture
of waste. Moreover, the presence of contaminants such as heteroatoms and metals lead to
operational problems.

The integration of pyrolytic plants with oil refineries to process pyrolytic oil in FCC,
hydrocracking and steam reforming units is necessary. This integration will lead to lower
contaminant levels by dilution. Moreover, the hydroprocessing of PPO gives promising
results in terms of deoxygenation and decontamination.

These additional steps increase both capital and running costs, which may lead to
economic challenges. To optimize efficiency, mass and energy balances should consider
all the steps involved starting from the pre-treatment of the feedstock and including all
the entropic heat losses. A plausible proof of self-sustainability should also be provided to
evaluate the net operational efficiency. Moreover, quality standards should be formulated
to match the specifications of the current refinery feedstock.

• Pyrolysis products can be used in several applications and this targeted application
determines the economic sustainability of the process:

• Upgraded pyrolytic oil can be used as fuel in diesel engines or fed to steam crackers
for the production of new monomers.

• CNTs with strong mechanical and electronic properties can be produced.
• Upgraded chars can be used as adsorbents.
• Gases with high calorific values can be used for energy generation or light olefin production.

Finally, reduce and re-use strategies need to take priority with the challenges facing
current recycling techniques. Governments should support pyrolysis technology to reduce
waste rather than make a profit.
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Abstract: Currently, most cotton textile waste is sent to landfill. However, due to the use of synthetic
additives and the chemical treatment of cotton fibers, cotton textile waste is difficult to biodegrade.
Cotton textile waste can also be subjected to material recycling, or to incineration/gasification to
produce energy. Here, we present the optimization of acid hydrolysis of cotton yarn fibers for
glucose efficiency. The cotton yarn hydrolysates showed great potential for replacing simple sugar
solutions in fermentation media. The highest glucose concentration was obtained in the hydrolysates
of cotton yarn hydrolyzed in a 2% solution of sulfuric acid or phosphoric acid at 140–160 ◦C for
2 h. After 2 h of hydrolysis at 140 ◦C with 2% H3PO4, the concentration of glucose in the cotton
yarn hydrolysate (13.19 g/L) increased fivefold compared with cotton yarn treated under the same
conditions with H2SO4 (2.65 g/L). The structural modifications in the solid residues after acid
hydrolysis were analyzed using a scanning electron microscope with energy dispersive spectroscopy
(SEM-EDS), attenuated total reflectance Fourier-transform infrared spectroscopy (FTIR-ATR), and
Raman spectroscopy. The SEM images, IR spectra, and Raman spectra revealed that the most
significant changes in the morphology of the fibers occurred when the process was carried out at
high temperatures (≥140 ◦C). Better growth of the yeast strains Saccharomyces cerevisiae Ethanol Red
and Saccharomyces cerevisiae Tokay ŁOCK0204 was observed in the medium containing phosphoric
acid hydrolysate. The maximum methane yield of 278 dm3/kgVS and the maximum hydrogen yield
of 42 dm/kgVS were reported for cotton yarn waste after pretreatment with H3PO4. This might have
been linked to the beneficial effect of phosphorus, which is a key nutrient for anaerobic digestion.
The proposed hydrolysis method does not generate fermentation inhibitors.

Keywords: cotton; acid hydrolysis of cotton; ethanol fermentation; biogas production

1. Introduction

Population growth, globalization, urbanization, and economic growth, as well as
purchasing habits, are driving the development of industries throughout the world. As
more and more material goods are produced, the production of waste is also increasing. By
2050, worldwide municipal solid waste generation is expected to rise by approximately
70% to 3.4 billion metric tons [1]. One of the largest and most rapidly developing industries
is the textile industry. The development of the textile industry also has a negative impact
on the environment, first, because textile production requires large quantities of water,
energy, and chemicals, and second, because of the sewage and textile waste produced.
Global production of textile materials in 2019 was estimated at approximately 100 Mt [2].
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Estimated textile production in 2025 will be approximately 121 Mt [3]. In 2019, the global
textile market increased to USD 1.053 trillion [4]. The global demand for textiles (clothes,
decorative and utility fabrics, specialty fabrics, etc.) [5,6] is growing, and that trend looks
set to continue.

Textile wastes can be divided into two main groups: pre-consumer (post-production)
textile wastes, which are wastes generated during the textile production processes, and
post-consumer textile waste, which is generated during use and disposal by consumers [7,8].
Post-consumer wastes cause problems related to their disposal. Currently, 63% of textiles
are made from petrochemical raw materials that cannot be processed by microorganisms [9].
The other 37% are made from natural fibers (cotton, wool, linen, etc.). Large amounts of
chemical substances are used to impart functional properties to natural fibers, such as
water repellence, fire resistance, and protection from UV radiation. Antibacterial agents,
fungicides, insecticides, and permanent pressing resins are also used [10–13]. Due to the use
of synthetic additives and the chemical treatment of natural fibers, textile waste is difficult
to biodegrade. Textiles, therefore, constitute a significant group of wastes. Currently, most
textile waste is either sent to landfill [14,15] or incinerated [7,16,17]. New solutions to the
problem of processing and disposing of textile waste are, therefore, being sought.

The main raw material used in all-natural fibers is cotton [18,19]. The annual world
production of cotton in the 2018/2019 season amounted to approximately 25 million metric
tons. The largest producers were India, the USA, and China [20]. In the UK, cotton
accounts for 54.7% of total post-consumer clothing [21]. As a natural and biodegradable
material, cotton may seem ecological; but its cultivation requires large areas of land and
processing into textiles demands large amounts of water, chemicals, and energy. Therefore,
there is great interest in the sustainable management of cotton waste [21–25]. Waste
garments are mainly collected, sorted depending on the color/fabric type, and converted
into regenerated/reclaimed fibers, which can be used in various yarns [26,27]. However,
the amount of recycled fiber used for spinning is not more than 30% [28].

After it has been reused or recycled into new products, cotton finally becomes un-
suitable for further textile processes. Such unusable waste includes cotton dust, post-
production yarn waste, woven and knitted fabrics, scraps after processing used clothes into
new clothing, and other products. In accordance with the principles of the circular economy
(3R—reuse, reduce, recycle), cotton waste should be exploited as much as possible, not
only by the textile industry. Various methods based on the destruction of the physical or
chemical structure of cotton waste have been investigated [29,30].

Cotton is a natural polymer containing mainly cellulose (88.0–96.5%). Other com-
ponents include pectins, proteins, waxes, fats, and minerals [31–33]. Cellulose is a linear
polymer composed of glucopyranose residues linked by 1,4-β-glycosidic bonds. The hete-
rocyclic rings found in cellulose contain one primary hydroxyl group (–CH2OH) and two
secondary hydroxyl groups (–OH) [34,35].

The chemical properties of cotton are determined by the properties of its basic com-
ponent, namely, cellulose. Cellulose is involved in addition and decomposition, with a
decrease in the degree of polymerization (various types of hydrolysis) and substitution or
oxidation (etherification, esterification). The most important reactions of cellulose fibers
are oxidative degradation, thermal and radiation modification, hydrolysis, substitution,
addition, cross-linking, dyeing, and interphase polycondensation [31]. Cotton hydrolysis is
the process of breaking the β-1,4-glycosidic bonds in cellulose and reducing its degree of
polymerization [36]. There are several methods that can be used for cotton fiber hydrolysis:
acid hydrolysis, alkaline hydrolysis, enzymatic hydrolysis, and thermal hydrolysis. Hy-
drolysis is influenced by various factors, such as the type of solvent, the heating source,
and the duration of the process. The hydrolysis process transforms cotton into glucose and
solid fiber residues. The glucose can be used for various purposes, including bioethanol
production [35,37–40].

An alternative method of processing textile waste containing cotton fibers is thermally
assisted acid hydrolysis. After appropriate supplementation, the hydrolysates can be
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used as fermentation substrates for bioenergy production (biogas, bioethanol) or other
bioproducts, such as lactic acid and gluconic acid. This study investigated the influence of
temperature, type of acid, and acid concentration on the hydrolysis of cotton waste. The
hydrolysates after supplementation were used as fermentation media in dark fermentation
processes and for ethanol fermentation.

2. Materials and Methods

2.1. Materials

Cotton yarn Z689 × 2 S 542 with a linear density of 58.73 ± 0.641 tex, fiber length
15–32 mm, specific strength 18.44 ± 1.089 cN/tex, breaking strength 1083 ± 64 cN, and
relative elongation at break 5.8 ± 0.3% was first cut in an MRC RJM30D ball mill. Cotton
yarn is a post-production waste. It was washed at 60 ◦C and rinsed three times to remove
spinning preparations. Images of the cotton yarn at various magnifications are presented
in Figure 1.

   
(a) (b) (c) 

Figure 1. (a) Macroscopic photo of the cotton yarn used in this study; (b) SEM image at
30× magnification of the cotton yarn; (c) SEM image at 500× magnification of the cotton yarn.

2.2. Acid Hydrolysis of Cotton

Aqueous glucose solutions were obtained from the cotton yarn via thermally assisted
acid hydrolysis. Cotton yarn hydrolysis was performed in pressure reactors with volumes
of 50 cm3 (Parr Instrument Company 4552 Series Mini Reactor, Moline, IL, USA), 1 L (Parr
Instrument Company 4577 Series Reactor, Moline, IL, USA), and 7.99 L (Parr Instrument
Company, 4551 Moveable Cart Stand Reactor with 4848 Controller, Moline, IL, USA). The
hydrolysis reactions were carried out at 80–200 ◦C for 1–8 h in a 50 cm3 reactor, using 1 g of
comminuted cotton yarn and 20 cm3 of an aqueous solution of sulfuric acid (H2SO4, 95%,
Stanlab, Lublin, Poland) at concentrations of 0.5–10%. To scale up the reaction, reactors
with a volume of 1 L and 7.99 L were used. The reactions were carried out under optimized
conditions (140 ◦C for 2 h, 2% sulfuric acid/phosphoric acid (H3PO4, 85%, Stanlab, Lublin,
Poland)), using 20 g or 150 g of crushed cotton yarn and 600 cm3 or 4500 cm3 of aqueous acid
solution. The reaction mixtures were cooled in the reactor to room temperature, neutralized
via the addition of NH4OH (25% NH4OH, POCh, Gliwice, Poland) to pH 7–7.5, and filtered
to remove solid yarn residues on a funnel with a sintered disc lined with a quality hard
filter (Filtrak, Ahlstrom-Munksjö Group, Helsinki, Finland). The glucose concentration in
the hydrolysates were determined using high-performance liquid chromatography (HPLC,
Sykam GmbH, Eresing, Germany, with an S1125 pump system, S 5300 autosampler, S
4115 column thermostat, and RI S 3585 detector). The sugars were separated on a SETREX
IEX-H+ column (300 × 8.0 mm ID) at 80 ◦C using 0.008 mol·dm−3 H2SO4 + 2% v/v ACN
(flow 0.8 cm3·min−1) as the mobile phase. Quantitative analysis of glucose was performed
on the basis of a calibration curve plotted for the concentration range of 0–10 g·dm−3 (the
curve in the analyzed range was linear y = 0.19733 x, R2 = 0.9998803).
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2.3. SEM-EDS

A scanning electron microscope (SEM S-4700, Hitachi, Tokyo, Japan) equipped with
energy dispersive spectroscopy (EDS) capability (Thermo-Noran Inc., Madison, WI, USA)
was used for SEM analysis of the hydrolysates. Samples were embedded in conductive
carbon pads and the excess loose powder was removed. To reduce electric charging, the
samples were sputter-coated with carbon (Cressington 208 HR system). Images were
acquired in back-scattered electron (BSE) mode. An accelerating voltage of 25 kV was used.
For the purposes of comparison, the same samples were analyzed using an FEI Quanta
650 SEM (FEI Company, Hillsboro, OR, USA) equipped with a Bruker Energy Dispersive
Spectroscopy (EDS) system (Bruker Corporation, Billerica, MA, USA). A 15 kV accelerating
voltage was used with a 3.5 μA electron beam current and a 10 mm working distance. The
compositions of each sample were measured at least three times at different locations that
were approximately 0.25 mm2 in size.

2.4. FTIR-ATR Spectroscopy

Infra-red (IR) analyses were made on a VERTEX 70 FTIR spectrometer (Bruker, Bremen,
Germany) with an ATR Golden Gate Diamond Accessory (Specac, Orpington, UK). Spectra
were obtained in absorption mode. The measuring range was from 600 cm−1 to 4000 cm−1.
The spectral resolution was one data point per 2 cm−1. In most cases, 64 scans were
acquired. The scans were Fourier-transformed and the values were averaged for each
sample. Spectra were registered using Bruker OPUS 6.5 software (Version 6.5, Bruker,
Kennewick, WA, USA), then processed with Microcal Origin 8.0 (Version 8.0, Originlab
Corporation, Northampton, MA, USA) software [41].

2.5. Raman Spectroscopy

A Renishaw InVia Reflex Raman-dispersive spectrometer (Renishaw, Wotton under
Edge, UK) with a Leica microscope (Leica, Wetzlar, Germany) was used. Spectra were
obtained in the range of 100–3300 cm−1 with a spectral resolution of 1 cm−1. An excitation
source with λ = 785 nm at 300 mW was applied. The laser power (from 1% to 5%) that
was used depended on the sample. The analysis was made in the closed microscope
chamber of the spectrometer. Samples were situated in the focus of the laser light using a
50× microscope objective and CCD Camera. The results were recorded in the Renishaw
WIRE 5.3 program (Version 5.3, Wotton under Edge, UK) [41] and then processed with
Microcal Origin 8.0 software (Version 8.0, Originlab Corporation, Northampton, MA, USA).

2.6. Yeast Cell Multiplication Using Cotton Hydrolysates as the Cultivation Medium

To prepare the fermentation medium, 40 cm3 of hydrolysate was collected, to which
0.4 g of yeast extract (ChemiLab, Tarnobrzeg, Poland) was added, together with 0.8 g of
K-peptone (BTL sp. Z o.o., Lodz, Poland). The hydrolysate supplemented with yeast extract
(1%) and K-peptone (2%) was sterilized at 121 ◦C for 15 min.

To describe the growth kinetics, tests in microtiter plates were carried out. The steril-
ized medium was transferred to a sterile microtiter 96-channel plate at 180 μL and inocu-
lated with 20 μL of an inoculum suspension of yeast cells (containing at least 108 yeast cells)
in MEB medium (Merck Millipore, Bedford, MA, USA). The yeast strains Saccharomyces
cerevisiae Ethanol Red (Fermentis Division S.I., Lesaffre, Marcq-en-Baroeul, France) and
Saccharomyces cerevisiae Tokay ŁOCK 0204 (ITFiM PŁ collection, Lodz, Poland) were
used. Cultivation was carried out at 25 ◦C for 72 h in a Thermo Scientific Multiskan GO
UV/VIS spectrophotometer equipped with a thermostat and mixing module (Thermo
Fisher Scientific, Waltham, MA, USA). The absorbance of the solutions was measured at a
wavelength of 620 nm. The increase in absorbance was proportional to the turbidity caused
by the proliferation of microorganisms in the solution.

Probe tests were carried out to assess the level of yeast multiplication. The medium
(supplemented hydrolysate) was transferred in 10 cm3 portions to glass probes and ster-
ilized. The medium was inoculated with 0.5 cm3 of yeast suspensions of Saccharomyces
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cerevisiae Ethanol Red (Fermentis Division S.I., Lesaffre, Marcq-en-Baroeul, France) and
Saccharomyces cerevisiae Tokay ŁOCK 0204 (ITFiM PŁ collection, Lodz, Poland) contain-
ing at least 108 yeast cells. Cultivation was carried out at 25 ◦C for 72 h. The number of
colony-forming units was estimated using the standard plate count method.

2.7. Cultivation of a Microorganism Consortium for Methane and Hydrogen Production

In anaerobic digestion and dark fermentation tests, a consortium of anaerobic mi-
croorganisms was used as the inoculum. The inoculum represented anaerobically digested
sewage sludge collected from the mesophilic anaerobic digestion tank of the Group Wastew-
ater Treatment Plant in Lodz (Poland), with a biomass concentration of 24.59 g DM·dm−3.
For the fermentation of methane and hydrogen, the cotton yarn hydrolysates were mixed
with the inoculum in the ratio of 1:2 on a volatile solids basis.

For methane production (AD) tests, the anaerobic sludge was mixed with the sub-
strate and adjusted to pH 7 with 20% NaOH (NaOH, Stanlab, Lublin, Poland), which is
optimal for methanogenic archaea. To obtain the most efficient hydrogen production in
dark fermentation experiments, it was necessary to eliminate hydrogen-consuming mi-
croorganisms, which were mainly methanogens. Therefore, the substrate and the inoculum
were adjusted to pH 5.5 with 20% H2SO4 and then thermostated at 80 ◦C for 1.5 h. Both
batch fermentations (DF and AD were carried out in glass reactors with capacities of 1 L
(working volume 0.7 L), which were tightly connected to the biogas collection tanks. Daily
biogas yield was measured on the basis of the amount of water displaced from the 1 L gas
tank. Prior to initiating the fermentation process, to create anaerobic conditions air from the
reactors was purged by flushing them with nitrogen gas for about 5 min. The glass reactors
were incubated in a thermostat under mesophilic conditions, keeping the temperature
constant at 35 ◦C. The reactors were mixed by hand twice a day. The fermentations were
continued for 30 days or stopped when there was only residual biogas production.

The biogas efficiency was monitored qualitatively and quantitatively on a daily basis.
The content of CH4 and H2 was measured with a Madur GA-21 plus portable gas analyzer
(Madur Polska sp. z o.o., Zgierz, Poland). The yields of methane and hydrogen were
converted into the amount of gas produced per kg of organic dry matter under normal
conditions so that it was possible to compare the results with the literature data.

3. Results and Discussion

Cotton fibers consist almost entirely of cellulose (94–100%). Cotton hydrolysis, there-
fore, leads to glucose as the main product. Acid hydrolysis of the cotton yarn was performed
in a Parr Instrument Company Series Mini Reactor 4592 with a volume of 50 cm3. Hydroly-
sis was carried out in the temperature range of 80–200 ◦C for 1–8 h with the use of a H2SO4
catalyst at concentrations of 0.5–10%. Prior to HPLC analysis, to determine the glucose
concentration samples of the hydrolysates were neutralized with NH4OH to pH 7.5. The
results are summarized in Figure 2, as the arithmetic means of the glucose concentrations
of the hydrolysates from the three hydrolysis processes.

The highest concentration of glucose was obtained in the hydrolysates of cotton
yarn hydrolyzed in a 2% solution of sulfuric acid in the temperature range of 140–160 ◦C
for 2 h. Our previous studies of cotton hydrolysates obtained via the action of sulfuric
acid revealed that only above the temperature of 160 ◦C, trace amounts of (4.970 min)
furfural and (8.558 min) 5-methyl-2-furanocarboxaldehyde were formed in the reaction
and a temperature increase led to the creation of other products, such as (7.885 min) 2(5H)-
furanone, 5-methyl- and (12.438 min) levulinic acid [42]. What is more, further increasing
the temperature of the process of cotton fiber hydrolysis to 200 ◦C reduced the glucose
concentration in the hydrolysates as a result of caramelization and Maillard reactions [43],
the products of which may be fermentation inhibitors.
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Figure 2. Glucose concentration in hydrolysates depending on the temperature of hydrolysis. Re-
action conditions: 2 h, 2% H2SO4. Glucose concentrations were the arithmetic mean of the results
obtained in the three hydrolysis processes with the standard deviations: 1.739 ± 0.157; 3.336 ± 0.167;
3.343 ± 0.137.

SEM images (Figure 3) of the solid residue after hydrolysis of the cotton fibers clearly
showed that the most significant changes in the morphology of the fibers occurred when
the process was carried out at high temperatures (≥160 ◦C). The sample hydrolyzed at
160 ◦C contained the highest concentration of glucose (3.34 g·dm−3). However, when
the temperature of hydrolysis was increased to 200 ◦C, glucose was not detected and the
only products of the reaction were the products of its further transformation. Although
no significant changes in the morphology of the cotton fibers were observed in the SEM
images after hydrolysis at 140 ◦C, the amounts of glucose released into the hydrolysate
were also very high (3.34 g·dm−3). To study the changes in the structure of cotton fibers, IR
and Raman spectroscopy techniques were used.

Both in the IR spectra (Figure 4, Table 1) and Raman spectra (Figure 5, Table 1), changes
in the cotton were observed at temperatures above 120 ◦C. However, the sample treated at
140 ◦C (Figure 4c) mainly showed changes in the IR band intensities. In the Raman spectra
(Figure 5c), these changes were more pronounced, as the bands of the ring in the region
300–600 cm−1 were more intense. Glycosidic COC ring breathing and stretching vibrations
(1101 cm−1, 1122 cm−1) decreased. In the region of 1200–1600 cm−1, new overlapping
bands appeared. The CH stretching band at 2900 cm−1 disappeared and new bands of the
decomposition products were visible at 1182 cm−1, 1278 cm−1, 1496 cm−1, 1590 cm−1, and
1707 cm−1. These changes were more evident in the Raman spectra for cotton treated at
160 ◦C (Figure 5d) and 200 ◦C (Figure 5e). The bands characteristic of cotton completely
disappeared. In the IR spectra, C-OH and COC ring bands, as well as CH bending bands,
became less visible when cotton was treated at 160 ◦C (Figure 4d) and finally disappeared
when the sample was treated at 200 ◦C (Figure 4e). At the same time, new bands with
maxima at 1701 cm−1 and 1608 cm−1 appeared and bands in the 2900–3600 cm−1 region
differed significantly in shape and intensity. Characteristic cotton IR bands in the region
900–1200 cm−1 completely disappeared and a group of new overlapping bands in the
region 1200–1500 cm−1 became more intense. These bands were derived from solid cellulose
decomposition products after the release of gases, mainly hydrocarbons [44].

Another important parameter influencing the amount of glucose obtained in cotton
hydrolysates is the concentration of H2SO4 used as the catalyst. Hydrolysis of glucose
samples was carried out at 120 ◦C for 2 h. Each time, a different concentration of sulfuric
acid was used in the range of 0.5–5%. Figure 6 presents the results of the HPLC analysis of
the sugar composition of the hydrolysates.
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(a) (b) 

  
(c) (d) 

Figure 3. SEM pictures of the solid residue after hydrolysis of cotton, depending on the temperature
of the process (2 h, 2% H2SO4): cotton treated at (a) 120 ◦C, (b) 140 ◦C, (c) 160 ◦C, and (d) 200 ◦C.

Figure 4. IR spectra of (a) washed cotton and cotton treated for 2 h with 2% H2SO4 at various
temperatures: (b) 120 ◦C; (c) 140 ◦C; (d) 160 ◦C; (e) 200 ◦C.
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Table 1. IR and Raman characteristic bands of cotton.

IR [cm−1] Description [44] Raman [cm−1] Description [45,46]

330, 383 CCC, CCO ring deformation
1029 C-OH alcohol stretching 437, 461 CCC ring deformation
1053 C-OH alcohol stretching 523 COC glycosidic linkage deformation
1106 COC in glycosodic linkage stretching 902, 1001 CH skeletal rotation
1160 CCC ring asymmetric stretching 1101 COC glycosidic ring breathing symmetric stretching
1314 CH bending 1122 COC glycosodic ring breathing asymmetric stretching
1426 CH bending 1344 CH2 vibration
1600 H2O adsorbed 1385 CH2 vibration
2916 CH stretching 1484 CH2 vibration
3333 OH stretching 2900 CH stretching

Figure 5. Raman spectra of (a) washed cotton and cotton treated for 2 h with 2% H2SO4 at various
temperatures: (b) 120 ◦C; (c) 140 ◦C; (d) 160 ◦C; (e) 200 ◦C.

High glucose concentrations were also noted in the hydrolysates when cotton yarn
hydrolysis was performed for 2 h in concentrated H2SO4 solutions (5 and 10% v/v) at
a temperature of 120 ◦C. The use of concentrated acid solutions in industrial reactors is
undesirable due to their high corrosivity, as well as the low-quality fermentation media
obtained. From the industrial point of view, it is therefore preferable that the hydrolysis
process is carried out at the highest possible temperatures, namely, 140–160 ◦C, with the
concentration of the acid catalyst as low as possible.

Figure 7 shows SEM images of the solid residue after hydrolysis. As can be seen,
changes in the morphology of the fibers occurred when the process was conducted at
120 ◦C for 2 h with concentrations of 5% and 10% sulfuric acid. High glucose concentra-
tions (5%—3.216 g·dm−3 and 10%—3.323 g·dm−3) were also recorded for both of these
samples. The morphologies of the fibers in the solid residues after hydrolysis with a low
concentration of sulfuric acid (0.5%) were not significantly altered. This was in agreement
with the glucose concentration in the hydrolysate, which was also very low (0.277 g·dm−3).
IR and Raman spectroscopy studies were additionally performed to confirm changes in the
fiber structure.
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Figure 6. Glucose concentration in hydrolysates, depending on the concentration of the acid used.
Reaction conditions 2 h, 120 ◦C. Glucose concentrations were the arithmetic means of the results
obtained in three hydrolysis processes with the standard deviations: 0.277 ± 0.055; 1.739 ± 0.157;
3.216 ± 0.154; 3.323 ± 0.263.

  
(a) (b) 

  
(c) (d) 

Figure 7. SEM photos of the solid residue after hydrolysis (120 ◦C, 2 h) of cotton with various
concentrations of H2SO4: (a) 0.5%; (b) 2%; (c) 5%; (d) 10%.

No significant changes were noted in the IR and Raman spectra of the samples exposed
to sulfuric acid at various concentrations (Figures 8 and 9). The IR spectrum of the sample
treated with 0.5% H2SO4 (Figure 8b) differs from the other spectra, but the changes concern
only the band intensity. The higher intensity of the OH band (region 3200–3500 cm−1)
indicates the influence of water. The Raman spectrum of cotton treated with 5% H2SO4
(Figure 9d) differed slightly from the others, but no new bands could be distinguished.
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Figure 8. IR spectra of (a) washed cotton and cotton treated at 120 ◦C for 2 h with various concentra-
tions of H2SO4: (b) 0.5%; (c) 2%; (d) 5%; (e) 10%.

Figure 9. Raman spectra of (a) washed cotton and cotton treated at 120 ◦C for 2 h with various
concentrations of H2SO4: (b) 0.5%; (c) 2%; (d) 5%; (e) 10%.
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Another important parameter that influences the amount of glucose in cotton hy-
drolysates is the time of the hydrolysis process. The data presented in Figure 10 show that
increasing the time of the hydrolysis process from 1 h to 8 h promoted the depolymerization
of cellulose and the formation of more glucose.

⋅

Figure 10. Glucose concentration in hydrolysates, depending on the time of the process. Reaction
conditions: 120 ◦C, 2% H2SO4. Glucose concentrations were the arithmetic means of the results
obtained in the three hydrolysis processes with the standard deviations: 1.43 ± 0.16; 1.739 ± 0.16;
1.85 ± 0.15; 2.74 ± 0.19; 2.91 ± 0.24; 3.52 ± 0.33.

Figure 11 shows SEM images of the solid residue after hydrolysis was performed for
various reaction times. As can be seen, there were no visible changes in the morphologies
of the fibers. To examine the changes in the cotton fibers depending on the hydrolysis time,
IR and Raman tests were performed.

   
(a) (b) (c) 

   

(d) (e) (f) 

Figure 11. SEM pictures of the solid residue after various hydrolysis times (120 ◦C, 2% H2SO4):
cotton treated for (a) 1 h, (b) 2 h, (c) 3 h, (d) 4 h, (e) 6 h, and (f) 8 h.
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Differences can be observed in the IR and Raman spectra of the cotton treated at 120 ◦C
with 2% H2SO4 depending on the duration of hydrolysis (Figures 12 and 13). In the IR
spectra for samples exposed for 6 h and 8 h to acid hydrolysis, bands for the cellulose ring
C−OH and COC bands decreased (Figure 12f,g). The same time bands for OH at 3333 cm−1

increased in intensity. In the Raman spectrum, a new band at 1707 cm−1 was observed
(Figure 13f,g). When cotton was exposed for 6 h to 2% H2SO4 at 120 ◦C (Figure 13f), bands
characteristic of cotton disappeared, but a broad band between 600 cm−1 and 1000 cm−1

appeared. After 8 h of decomposition (Figure 12), new bands formed derived from solid
cellulose decomposition products after the release of gases. The new bands were mainly
for hydrocarbons [40], similarly to those presented in Figure 5.

Figure 12. IR spectra of (a) washed cotton and cotton treated at 120 ◦C with 2% H2SO4 for various
reaction times: (b) 1 h; (c) 2 h; (d) 3 h; (e) 4 h; (f) 6 h; (g) 8 h.

Figure 13. Raman spectra of (a) washed cotton and cotton treated at 120 ◦C with 2% H2SO4 for
various reaction times: (b) 1 h; (c) 2 h; (d) 3 h; (e) 4 h; (f) 6 h; (g) 8 h.
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Based on the results of acid hydrolysis carried out in the microreactor (V = 50 cm3),
the cotton yarn was hydrolyzed at a larger scale under optimized conditions in a Parr
Instrument Company Reactor 4577, which is a pressure reactor with a working capacity of
1 L. Cotton hydrolysis with sulfuric acid and phosphorus acid at a concentration of 2% was
performed in the temperature range of 120–160 ◦C. The reactions were continued for 2 h.
Prior to the HPLC analysis to determine glucose concentration (Figures 14 and 15), samples
of the hydrolysates were neutralized with NH4OH to pH 7.5. Samples of the hydrolysates
were used for the preparation of fermentation media.

⋅

Figure 14. Glucose concentration in hydrolysates, depending on the type of acid used. Reaction
conditions: 2 h, 140 ◦C, 2% H2SO4 or 2% H3PO4. Glucose concentrations were the arithmetic means
of the results obtained in the three hydrolysis processes with the standard deviations: 2.694 ± 0.172;
13.19 ± 0.475.

  
(a) (b) 

Figure 15. SEM pictures of the solid residue after hydrolysis (140 ◦C; 2 h), depending on the type of
acid used: (a) cotton treated 2% H2SO4; (b) cotton treated 2% H3PO4.

The use of 2% phosphoric acid as a catalyst for hydrolysis of the β-1,4-glycosidic bonds
in cellulose present in cotton fibers had a positive effect on the amount of glucose formed.
By continuing the cotton yarn hydrolysis at 140 ◦C with 2% H3PO4 for 2 h, the concentration
of glucose in the hydrolysate was five times higher than that obtained under the same
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conditions with H2SO4. The use of phosphoric acid instead of sulfuric acid was also
beneficial from the point of view of using hydrolysates as components of the fermentation
medium because the ammonium phosphate formed as a result of neutralization was a
source of nutrients, which were necessary for the growth of microorganisms.

The structure of the cotton fibers in the solid residue after hydrolysis with sulfuric
acid showed much greater destruction compared to the structure of the solid residue after
hydrolysis catalyzed with phosphoric acid. However, higher glucose yields were obtained
after hydrolysis with phosphoric acid.

Hydrolysis was also carried out under optimized conditions in a Parr Instrument
Company Reactor 4551 with a volume of 7.99 L. The results were very similar. The
hydrolysates were used in biological materials as a nutrient.

3.1. Yeast Cultivation on Cotton Substrates

A series of biological tests were conducted, which confirmed that the obtained hy-
drolysates were suitable for biotechnological applications. Cotton yarn hydrolysates neu-
tralized with NH4OH to pH 6.5, mainly containing glucose, could be used as a carbon
source for the biosynthesis of yeast biomass. The nutritional components of the hydrolysates
were assimilated and metabolized, resulting in the multiplication of yeast cells. Both sup-
plemented hydrolysates obtained via the action of H2SO4 and H3PO4 at 140 ◦C constituted
suitable media for the cultivation of the selected yeast strains (Figures 16 and 17). Both
Saccharomyces cerevisiae Ethanol Red and Saccharomyces cerevisiae Tokay LOCK0204 showed
greater increases in yeast biomass when cotton hydrolysates obtained via the decomposition
of cotton yarn at 140 ◦C for 2 h with 2% H3PO4 were used as sugar nutrients. The highest
absorbance was recorded for the yeast Saccharomyces cerevisiae Ethanol Red (Figure 16) in a
fermentation medium containing hydrolysate from the process using phosphoric acid on
cotton yarn at 140 ◦C for 2 h.

(b)

(c)

(a) 

Figure 16. Yeast growth curves for Saccharomyces cerevisiae Ethanol Red strain in fermentation media:
(a) uninoculated medium–reference sample; (b) hydrolysate following treatment at 140 ◦C, 2 h, 2%
H2SO4; (c) hydrolysate following treatment at 140 ◦C, 2 h, 2% H3PO4. The curves show the mean
values obtained in three independent measurements.
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(a)

(b)

(c)

Figure 17. Yeast growth curves for the Saccharomyces cerevisiae Tokay LOCK0204 strain in fermentation
media: (a) uninoculated medium—reference sample; (b) hydrolysate following treatment at 140 ◦C,
2 h, 2% H2SO4; (c) hydrolysate following treatment at 140 ◦C, 2 h, 2% H3PO4. The curves show the
mean values obtained in three independent measurements.

Lower optical density values and a lower number of colony-forming units (Table 2)
were observed for the yeast strain Saccharomyces cerevisiae Tokay ŁOCK0204 than for Saccha-
romyces cerevisiae Ethanol Red, regardless of the hydrolysate used in the medium. Better
growth was observed in the medium containing phosphoric acid hydrolysate. However, in
all cases, the stationary phase of growth was not reached during the first 48 h, as happens in
model media. The environment of the tested hydrolysates may be conducive to extending
the growth time or the rate of utilization of nutrient compounds. This may be related to the
release of biologically active compounds during the hydrolysis processes. As reported in
previous research [47], this group does not include furfural and levulinic acid.

Table 2. Yeast cell multiplication.

Strain
Cultivation

Time

Medium

Hydrolysate following
Treatment at 140 ◦C, 2 h,

2% H2SO4

Hydrolysate following
Treatment at 140 ◦C, 2 h,

2% H3PO4

Colony forming units
[cfu/cm3]

Saccharomyces cerevisiae
Ethanol Red

0 h 1.8 · 106 1.7 · 106

48 h 6.8 · 107 8.6 · 107

72 h 9.2 · 107 1.0 · 108

Saccharomyces cerevisiae
Tokay ŁOCK0204

0 h 1.1 · 106 1.4 · 106

48 h 3.5 · 107 5.5 · 107

72 h 5.2 · 107 8.7 · 107

Our results showed that cotton yarn hydrolysate has great potential for replacing
simple sugar solutions in fermentation media. The developed processes did not generate
fermentation inhibitors. Regardless of the acid used, a systematic increase in yeast biomass
was observed. In future work, processes conducted in glass reactors on a laboratory
scale will enable full qualitative and quantitative analysis of fermentation products, with
particular emphasis on ethanol.
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3.2. Cultivation of a Consortium of Microorganisms for the Production of Methane and Hydrogen
on Substrates from Cotton Yarn Hydrolysates

Natural cotton fiber is composed of 88–95% cellulose, along with proteins (1.0–1.9%),
waxes (0.4–1.2%), pectins (0.4–1.2%), and inorganic compounds (0.7–1.6%). Its composition
suggests that it could be an appropriate substrate for methane and hydrogen produc-
tion [48]. However, the complexity of its structure inhibits the process of fermentation
and makes pretreatment necessary. Hydrolysis allows for the release of glucose, but also
slightly increases the amount of nitrogen and phosphorus available to microorganisms.
Among the numerous hydrolysis treatments available, dilute acid was shown to be the
most suitable method for industrial applications and is the most commonly applied for a
variety of lignocellulosic biomasses. Our previous research [49] also indicated that acid
hydrolysis would be the most appropriate form of pretreatment.

In the present study, to improve the anaerobic digestion (AD) and dark fermentation
(DF) efficiency, two acid pretreatment methods were used, with 2% H2SO4 (AD-1, AD-2,
DF-1, DF2) and 2% H3PO4 (AD-3, AD-4, DF-3, DF-4). We also investigated the influence of
pH adjustment using NaOH (AD-1, AD-3, DF-1, DF-3) and KOH (AD-2, AD-4, DF-2, DF-4)
on the fermentation in batch tests under mesophilic conditions. The AD process was carried
out at pH 7 under mesophilic conditions. The DF process was conducted at approximately
pH 5.5, followed by heating (1.5 h, 80 ◦C) to avoid methanation. The characteristics of the
applied inoculum and hydrolyzed cotton fibers are presented in Table 3. The inoculum
showed greater levels of nitrogen and phosphorous and very low levels of COD, as well
as total and volatile solids. Compared with the representative values of nitrogen and
phosphorous found in cotton hydrolysates, these concentrations were typically 200 times
higher or 300 times higher. The addition of anaerobic sludge not only inoculated the
substrate with microorganisms but also provided missing micro- and macroelements, as
well as dilution of toxic and inhibitory substances. The lack of elements such as nitrogen
or phosphorus significantly reduces the efficiency of the digestion process, even if the
substrate contains high amounts of sugars. This was confirmed by our recent study, in
which the addition of nitrogen and phosphate compounds was found to have a positive
effect on the process of fermentation [50].

Table 3. Characteristics of undiluted substrates used for batch tests.

Indicator Unit Inoculum
Cotton Hydrolysate

(H2SO4)
Cotton Hydrolysate

(H3PO4)

pH - 7.47 ± 0.12 5.51 ± 0.15 5.83 ± 0.09
Total solids g/kg 17.81 ± 0.68 29.04 ± 1.08 27.64 ± 1.21

Volatile solids g/kg 11.85 ± 0.39 26.48 ± 1.11 25.03 ± 1.36
COD gO2/kg 3.14 ± 0.04 7.18 ± 0.06 6.45 ± 0.02

Glucose g/dm3 - 2.48 ± 0.05 10.56 ± 0.02
TAN mgN/dm3 233.82 ± 0.12 2.13 ± 0.01 1.79 ± 0.02

P-PO4
3- mgP/dm3 308.25 ± 3.77 0.76 ± 0.01 4.89 ± 0.01

Iron mgFe/dm3 0.30 ± 0.01 0.28 ± 0.01 0.35 ± 0.01
± standard deviation.

Figure 18 shows the cumulative CH4 and H2 production from four different runs
(AD-1–AD-4, average pH = 7, without thermal treatment). Figure 19 shows the cumulative
production from four DF experimental runs (DF-1–DF-4, average pH 5.5, with thermal
pretreatment for 1.5 h at 80 ◦C). The final pH in the DF runs increased significantly from
approximately 5.50 to 7.25 (DF-1) (Table 3). After the end of the lag phase and with rising
pH, methane was also generated with the appearance of hydrogen. The process of dark
fermentation did not take place, despite the application of optimal conditions [51] for the
production of hydrogen. In the test with H3PO4 (DF-3), half the hydrogen production
compared to the yield obtained in the test with H2SO4 (DF-1) was noted. Adjusting the pH
with KOH was found to completely inhibit the production of hydrogen in contrast with
using NaOH. At high concentrations, potassium was found to be toxic to anaerobic bacte-
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ria. Searmsirimongkol et al. [52] reported that potassium concentrations in the range of
2500–4500 mg·dm−3 have a strong inhibitory influence on hydrogen production, with a tox-
icity level of 12000 mg·dm−3. According to Zou et al. [53], acid hydrolysis of cellulose pro-
duces not only glucose but also fructose (an isomer of glucose), 5-(hydroxylmethyl)furfural
(HMF, dehydration from fructose), and other carbohydrates. In particular, HMF has a
negative impact on the hydrogen formation pathway. At the highest concentration, the
inoculum was unable to remove the HMF, resulting in strong inhibition of the hydrogen
production. Interestingly, DF had a longer lag phase (approximately 6 days) than that
of AD (2 days). The lag phase of dark fermentation usually lasts only a few hours [49].
Muñoz-Páez et al. [54] suggested that lower HMF concentrations improve the production
of hydrogen. However, the higher HMF content affected the adaptation time and resulted
in a sixfold increase in the lag time compared with the control treatment. The HMF content
in our hydrolysates was probably too high and inhibited the process. Only after microbial
adaptation and partial degradation of HMF did the pH in the reactor rise and the process
shifted to AD, in which the methane production (120 dm3/kgVS) was much higher than
the hydrogen yield (5 dm3/kgVS) (DF-3, Table 4).

The highest methane and hydrogen production, at 278 dm3/kgVS and 42 dm3/kgVS,
respectively, was recorded in the AD trial (AD-3) with pH adjustment using NaOH. This
was possibly due to the pretreatment with H3PO4, which is a much weaker inhibitor than
sulfuric acid. Based on our previous research, the addition of phosphorous improves the
digestion process efficiency [50]. Biogas from the AD-3 run consisted of 27% CH4 and 6.5%
H2. The gas released in this experimental run was qualitatively worse than in the AD-1
and AD-2 runs (46% CH4, 5% H2) (Table 4). However, the highest cumulative biohydrogen
production was observed in the AF-3 run, with an increase of over 50% compared to
the other experimental runs. These results were better than those obtained by Yoruklu
et al. [55] from the fermentation of cotton straw. In their study, methane and hydrogen
production amounted to 83 dm3/kgVS and 33 dm3/kgVS, respectively (Table 4). The
lower efficiency was due to the slightly different structure of the biomass. First of all,
straw contains lignin, which makes hydrolysis more difficult. In the case of AD-1, AD-2,
and DF-2, an additional negative effect was caused by sulfate ions. The lowest methane
production (87 dm3/kgVS) was observed in AD-2 with overlapping inhibition (potassium
and sulfate ions). Moreover, hydrogen was not produced in DF-2 with the addition of
sulfuric acid and potassium hydroxide and in DF-4 with the addition of KOH. This showed
that the addition of potassium had a much stronger effect on the bacteria that produce
hydrogen at a lower pH (approx. 5.5). Several inhibition mechanisms were reported for
sulfate ions in the literature. At very high concentrations (1000 mg·dm−3), sulfate ions
were found to diffuse into the microbial cell [52].
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Figure 18. Daily average specific hydrogen and methane production from cotton hydrolyzed in AD
systems (mesophilic conditions) with (A) H2SO4 neutralized with NaOH, (B) H2SO4 neutralized
with KOH, (C) H3PO4 neutralized with NaOH, and (D) H3PO4 neutralized with KOH.
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Figure 19. Daily average specific hydrogen and methane production from cotton hydrolyzed in DF
systems (mesophilic conditions) with (A) H2SO4 neutralized with NaOH, (B) H2SO4 neutralized
with KOH, (C) H3PO4 neutralized with NaOH, and (D) H3PO4 neutralized with KOH.
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4. Conclusions

In this study, we investigated the possibility of using acid hydrolysates from cotton
waste as components in fermentation broths for the production of bioethanol and biogas.
Currently, most cotton textile waste is sent to landfill. Cotton textile waste may also be
subjected to material recycling, i.e., converted into useable yarn or non-woven fabrics. It can
also be used to produce energy via incineration/gasification. The cotton yarn hydrolysates
showed great potential for replacing simple sugar solutions in fermentation media. When
the cotton yarn was treated with 2% H3PO4 at 140 ◦C for 2 h, the concentration of glucose
in the hydrolysate (13.19 g·dm−3) increased fivefold compared to the same conditions
with H2SO4 (2.65 g·dm−3). The effectiveness of the process of cotton fiber hydrolysis was
confirmed by SEM-EDS, FTIR-ATR, and Raman spectroscopy. The acid hydrolysis of cotton
fibers led to the formation of glucose in the hydrolysate, which could therefore be a suitable
medium for microorganisms and a source of bio-based products, such as bioethanol or
biogas. The production of hydrogen-rich biogas is the most interesting approach. However,
a relatively high methane yield of nearly 280 dm3/kgVS can also be achieved by subjecting
cotton textile waste to acid hydrolysis followed by anaerobic digestion.

Most textile products contain a mixture of cotton and synthetic fibers, such as poly
(ethylene terephthalate) (PET) or polyamide (PA). Polymer additives and chemicals used
in the textile processes could act as fermentation inhibitors and impede the production
of biofuels. Therefore, future work will focus on processing cotton textiles with synthetic
fibers and textiles modified with various chemical agents. The process of biogas production
requires further optimization to increase the yield per unit weight of cotton waste. Biogas
could then become an additional product of the textile waste treatment process, adding
economic value while also contributing to energy sustainability. The presented solution for
using cotton waste to generate bio-energy is, therefore, a step forward in the creation of
systems for managing the large amounts of textile waste produced each year, in line with
the concept of a circular economy.

Author Contributions: Conceptualization, M.J.B., J.Z.M., M.C. and I.A.W.; methodology, M.J.B.,
J.Z.M., J.B., W.C.-W., M.C. and I.A.W.; formal analysis, M.J.B., J.Z.M., M.C. and I.A.W.; investigation,
M.J.B., J.Z.M., J.B., M.C., D.P., W.C.-W., S.B. and I.A.W.; writing—original draft preparation, M.J.B.,
J.Z.M., J.B., W.C.-W., M.C. and I.A.W.; writing—review and editing, M.J.B., J.Z.M., J.B., M.C. and
I.A.W.; visualization, M.J.B., J.Z.M., D.P. and W.C.-W.; supervision, I.A.W.; project administration,
I.A.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Science Center (Poland), grant number OPUS
2019/33/B/ST8/02005.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Acknowledgments: This article was completed while the second author was a doctoral candidate in
the Interdisciplinary Doctoral School at Lodz University of Technology, Poland.

Conflicts of Interest: The authors declare no conflict of interest.

471



Energies 2022, 15, 2856

Abbreviations

AD anaerobic digestion
BT batch test
COD chemical oxygen demand
DF dark fermentation
SGP specific gas production
SHP specific hydrogen production
SMP specific methane production
TAN total ammonium nitrogen
TS total solids
VFA volatile fatty acids
VS volatile solids
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41. Puchowicz, D.; Nejman, A.; Kamińska, I.; Cieślak, M. Effect of Reactive Dyeing on Fabrics Modification with Silver Nanowires

(AgNWs). ACS Omega 2021, 6, 26077–26085. [CrossRef]
42. Binczarski, M.J.; Malinowska, J.; Stanishevsky, A.; Severino, C.J.; Yager, R.; Cieslak, M.; Witonska, I.A. A Model Procedure for

Catalytic Conversion of Waste Cotton into Useful Chemicals. Materials 2021, 14, 1981. [CrossRef] [PubMed]
43. Woo, K.S.; Kim, H.Y.; Hwang, I.G.; Lee, S.H.; Jeong, H.S. Characteristics of the Thermal Degradation of Glucose and Maltose

Solutions. Prev Nutr Food Sci. 2015, 20, 102–109. [CrossRef] [PubMed]
44. Garside, P.; Wyeth, P. Identification of cellulosic fibres by FTIR spectroscopy: Differentiation of flax and hemp by polarized ATR

FTIR. Stud. Conserv. 2006, 51, 205–211. [CrossRef]
45. Kavkler, K.; Demšar, A. Examination of cellulose textile fibres in historical objects by micro-Raman spectroscopy. Spectrochim.

Acta—Part A Mol. Biomol. Spectrosc. 2011, 78, 740–746. [CrossRef]
46. Puchowicz, D.; Cieslak, M. Raman Spectroscopy in the Analysis of Textile Structures. In Recent Developments in Atomic Force

Microscopy and Raman Spectroscopy for Materials Characterization; IntechOpen: London, UK, 2022.
47. Modelska, M.; Berlowska, J.; Kregiel, D.; Cieciura, W.; Antolak, H.; Tomaszewska, J.; Binczarski, M.; Szubiakiewicz, E.; Witonska,

I.A. Concept for Recycling Waste Biomass from the Sugar Industry for Chemical and Biotechnological Purposes. Molecules 2017,
22, 1544. [CrossRef]

48. Wakelyn, P.J.; Bertoniere, N.R.; French, A.D.; Thibodeaux, D.P.; Triplett, B.A.; Rousselle, M.A.; Goynes, W.R., Jr.; Edwards, J.V.;
Hunter, L.; McAlister, D.D. Cotton Fiber Chemistry and Technology; CRC Press: Boca Raton, 2007; ISBN 9780429141263.

49. Cieciura-Włoch, W.; Binczarski, M.; Tomaszewska, J.; Borowski, S.; Domański, J.; Dziugan, P.; Witońska, I. The use of acid
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Abstract: Hydrogen production from surplus solar electricity as energy storage for export purposes
can push towards large-scale application of solar energy in the United Arab Emirates and the Middle
East region; this region’s properties of high solar irradiance and vast empty lands provide a good
fit for solar technologies such as concentrated solar power and photovoltaics. However, a thorough
comparison between the two solar technologies, as well as investigating the infrastructure of the
United Arab Emirates for a well-to-ship hydrogen pathway, is yet to be fully carried out. Therefore, in
this study we aim to provide a full model for solar hydrogen production and delivery by evaluating
the potential of concentrated solar power and photovoltaics in the UAE, then comparing two different
pathways for hydrogen delivery based on the location of hydrogen production sites. A Solid Oxide
Cell Electrolyzer (SOEC) is used for technical comparison, while the shortest routes for hydrogen
transport were analyzed using Geographical Information System (GIS). The results show that CSP
technology coupled with SOEC is the most favorable pathway for large-scale hydrogen from solar
energy production in the UAE for export purposes. Although PV has a slightly higher electricity
potential compared to CSP, around 42 GWh/km2 to 41.1 GWh/km2, respectively, CSP show the
highest productions rates of over 6 megatons of hydrogen when the electrolyzer is placed at the
same site as the CSP plant, while PV generates 5.15 megatons when hydrogen is produced at the
same site with PV plants; meanwhile, hydrogen from PV and CSP shows similar levels of 4.8 and
4.6 megatons of hydrogen, respectively, when electrolyzers are placed at port sites. Even considering
the constraints in the UAE’s infrastructure and suggesting new shorter electrical transmission lines
that could save up to 0.1 megatons of hydrogen in the second pathway, production at the same site
with CSP is still the most advantageous scenario.

Keywords: concentrated solar power; photovoltaics; GIS; hydrogen supply chain; renewable energy;
the Middle East region; United Arab Emirates

1. Introduction

The Middle East region, including the United Arab Emirates, is facing a growing
energy demand and a surge in CO2 emissions [1,2], leading the region into looking for new
sources of energy with low carbon footprint.

The region’s climatic advantages provide a suitable fit for solar energy [1–7], from
sunlight abundance to the vast open areas of deserts [8]. A few projects and plans to exploit
the UAE’s solar potential, such as concentrated solar power (CSP) and photovoltaics (PV),
are already afoot, but addressing its full capabilities is still a distant milestone. Only 2% of
the UAE’s electricity came from renewable resources by the year 2018 [6], and that comes
as a result of the large economic investment renewables require compared to the current
traditionally applied technologies [1].

Hydrogen’s ability to store surplus energy from renewable sources, such as solar
energy, makes it a key player in the future of renewables and global decarbonization efforts
by guaranteeing long term sustainability [9–12]. The global demand for hydrogen is on the
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rise, especially in the mobility sector [13]. Japan already has plans to integrate hydrogen
into their future energy mix [14], but as domestic supply of hydrogen fails to meet its targets
in CO2 emissions reduction, importing zero-carbon produced H2 from overseas seems
like a viable option [15–17]. For instance, to realize its goal of a hydrogen-based society,
Japan aims to establish an international hydrogen supply chain [18]. A deal to co-operate
on the development of such a supply chain has already been established between Japan
and the United Arab Emirates, as the UAE and other countries in the Middle East region
aspire to becoming major international suppliers of low-carbon hydrogen in the future [19].
The profits from exporting green hydrogen from excess energy in the UAE can provide an
incentive to decision makers to seek a higher renewable energy target.

Concentrated solar power plants are deemed as one of the favorable pathways for
large-scale hydrogen production from solar power [20]. Its compatibility with thermal
energy storages (TES) that can store energy in the form of heat can overcome the challenge
of fluctuating energy supply from solar technologies. It can also prevent the intermittent
functioning of water electrolyzers and provide more stable hydrogen production [20].
Another advantage of CSP and TES is that the electricity supply can be adapted to the
demand, providing more flexible hydrogen production for export, and abating the need for
H2 storage at production site.

Although the UAE’s potential for renewable energy and hydrogen production was
addressed in a few previous studies, none addresses the possible use of hydrogen as a means
for maximum solar energy potential fulfilment. While some studies consider a hydrogen
future for the UAE, the focus is only on official targets and cost analysis, or the use of energy
from photovoltaics and nuclear plants only for hydrogen production [21–23]. In addition,
hydrogen production and utilization are confronted with a spatial gap which infrastructure
can solve [9], but the United Arab Emirates’ infrastructure is yet to be analyzed with a full
plan for hydrogen delivery and transport. Thus, a clear gap between renewable energy
application and hydrogen supply chain is present in the case of the United Arab Emirates.

Therefore, this study aims to bridge this gap by using the excess energy from two dif-
ferent scenarios of large-scale solar energy application in the UAE for hydrogen production
for the purpose of export, by comparing electricity and hydrogen production from PV and
CSP and analyzing two different delivery pathways while examining the UAE’s current
infrastructure and highlighting the constraints. This will provide an adequate and detailed
model for hydrogen production from solar technologies in the UAE with a well-to-ship
supply chain for the delivery of hydrogen from plants to ports. The resultant predicted
income from hydrogen sales would make large-scale solar energy application feasible,
while keeping the UAE as a major energy exporter in the market. This paper also proposes
some solutions to the limitations in the UAE’s infrastructure capabilities to deliver the
produced hydrogen, and analyzes how this will affect the hydrogen supply chains.

2. Materials and Methods

This study investigates the technical potential of hydrogen production from excess
electricity of CSP and PV application in the UAE based on our previous study [24], where
the potential of solar energy in the United Arab Emirates was estimated by analyzing the
suitable areas for solar energy application, satisfying a solar irradiance of 5 kWh/m2/day
and higher and a slope lower than 3% based on the National Renewable Energy Labora-
tory’s (NREL) model for the estimation of rural utility-scale PV and CSP [25]. Depending
on the distance from roads, electrical grid, and water supply, these areas were then divided
into three different scenarios after the exclusion of populated and protected areas with 10,
25, and 40 km distances, as 40 km is the furthest distance for a buffer zone from main roads
and electrical grid before it crosses the UAE borders, and then this distance was divided
into three different scenarios for more simple representation. The results show that the two
scenarios with distances of 25 km and 40 km from the mentioned parameters can leave
extra electricity for hydrogen production, after satisfying the future electricity demand of
the UAE and the 27% green energy obligations for the year 2023 [6,26]. Figure 1 shows
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the GIS results of the areas of the UAE that are suitable for solar energy application in the
25 km and 40 km scenarios.

(a) (b) 

Figure 1. Areas with high solar potential in the UAE (a) 25 km and (b) 40 km from roads, electrical
grid, and water areas.

In Figure 2 we explain the flow of the study by using the areas suitable for solar energy
production in the UAE to calculate PV and CSP potentials to having the final amounts of
liquid hydrogen ready for export.

Figure 2. Study flow chart.

The equation used to evaluate the UAE’s technical potential of solar energy in MWh is
derived from the NREL’s technical report as follows [25]:

Available land [km2] × Power density [MW/km] × Region capacity factor [%] × 8760 [hours per year] (1)

The CSP system assumed in our study is a tower system with dry cooling, with salt as
a heat fluid, coupled with a 10-h thermal storage and a solar multiple of 2.4. The power
density of this system is 14.9 MW/km2 according to NREL’s module [27]. Following the as-
sessments of NREL, a region capacity factor of 31.5% is used for areas with 5 kWh/m2/day
irradiance or higher [25]. As for the PV system, a one-axis tracking collector with the axis of
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rotation aligned north-south with zero-degree tilt from horizon as per the NREL model for
utility-scale photovoltaics was assumed [25], power density of 30 MW/km2 is assumed [28],
and the UAE’s capacity factor of 16% is used as per Al Ali et al.’s analysis for PV application
in Abu Dhabi [29]. Table 1 presents the area and expected energy production results after
applying all assumptions of both systems in Equation (1).

Table 1. UAE’s results for solar energy applicable areas for 25 km and 40 km scenarios.

Scenario 25 km 40 km

Area km2 10,180 16,207

The hydrogen supply chain model is similar to those of Strachan et al. [30], Balta-
Ozkan et al. [31], Reuß et al. [9,32], and Tlili et al. [33], where different delivery pathways
are compared and travel distances to demand areas are assessed.

This study proposes two delivery pathways based on the location of H2 electrolyzers.
The first pathway allocates hydrogen plants at the same site as solar energy plants; six main
locations are chosen for the plants, covering all areas of the UAE suitable for solar energy
application, with direct access to the main road grid and electricity transmission lines in
the UAE. In this pathway, trucks are assumed to carry the produced hydrogen to the six
main seaports for export in the UAE [34]. Using Geographical Information System (GIS),
the shortest distances from plants to ports are analyzed to investigate the applicability of
this scenario (road network data from OpenStreetMap [35] is used).

In the second pathway we place hydrogen plants at the port sites, assuming that the
excess electricity from solar plants is transmitted through the electrical transmission lines
of the UAE towards export ports, and assuming that 3% of the electricity is lost in the grid
for every 1000 km traveled in the selected electricity grid lines of 220 kV and above of the
UAE [36]. To ensure the least loss of electricity possible in the network, GIS is used to
optimize the shortest routes that electricity can travel in this scenario. The second pathway
also uses the same CSP plants and ports assumed in the first pathway. The layout of the
pathway study methodology is shown in Figure 3.

Figure 3. Pathways’ layout.

The network analyst function of GIS is used to carry out the spatial analysis after
uploading the road network of the UAE and specifying the use of only main roads and
highways where hydrogen trailers are allowed to drive. Similarly, the data of the UAE’s
electric grid are inserted, and lines with 220 voltage and above are chosen for the analysis.
Then, the six plants and chosen ports are fixed on the map. Finding the closest facility
tool is then used to estimate the shortest routes between each plant and each port for
both pathways.

As for H2 production, solid oxide electrolyzers (SOECs) are used where the electrolyte
is a solid ceramic membrane. Although it is a less-mature technology than other electrolyz-
ers, such as alkaline and proton exchange membrane (PEM), and has higher investment
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cost, SOEC promises greater efficiencies [37]. This electrolyzer is assumed as a higher
heating value (HHV), as high-temperature electrolyzers use heat as part of their energy
demand [38], making it a perfect fit for thermal solar technologies such as CSP. SOEC
electrolyzers use high-temperature steam electrolysis (HTE) at temperatures in the range
of 700 ◦C to 800 ◦C [39]. This is why, when coupled to high-temperature heat sources
such as solar thermal plants, this type of steam electrolyzer offers great advantages in both
power requirements and heat provided, and the thermal energy storage integrated into the
CSP plants ensures that fast load variations over the electrolyzer could be avoided [40].
The biggest disadvantage of the SOEC electrolyzer is that it is still in the development
phase [41]. Chosen efficiencies for the electrolyzer are explained in Table 2. When coupled
with PV, a heater is required to increase the temperature of water entering the electrolyzer
to the needed levels, and an 11.5 kWh [41] extra energy consumption will be conducted
from the PV electricity production for each kg of hydrogen.

For the second pathway, where the hydrogen plants are located at the ports, the SOEC
would require extra energy to heat the water at the ports in the amount of 11.5 kWh/kg-
H2 [41]. Desalinated seawater using reverse osmosis (RO) desalination is assumed as the
water source for electrolysis in this scenario, and electrical expenses for water desalination
are added to the energy demand of electrolyzers. The energy needed can be determined by
multiplying the energy need per cubic meter with the amount of water that is necessary,
which is [42]:

m .
H2O

=

.
m

M × η
× MH2O (2)

where
.

m (kg/s) is the production rate of hydrogen, M is the molar mass of hydrogen, η is
the efficiency of water use, and MH2O is the molar mass of water.

We assume that hydrogen will be transported and exported in liquid form; liquification
will be conducted at solar energy sites in the first pathway, and then transported to ports to
be shipped overseas, while in the second pathway hydrogen is to be liquified at port sites
to then board the H2 carrier ships. Liquification is assumed to consume 6.78 kWh for each
kg of H2 [32] that is added to the electricity expenses of the electrolyzer. The Boil Off Gas
(BOG) during liquification is neglected in this study.

Table 2. Electrolyzer efficiencies [43].

Electrolyzer Efficiency Efficiency

SOEC 39.4 kWh/kg-H2 82%

3. Results and Discussions

3.1. CSP Technical Potential

In this study we estimate the potential of CSP application in the UAE. Table 3 repre-
sents the expected energy production results after applying all assumptions in Equation (1)
and the surplus energy that can be used for hydrogen production after deducting the year
2023 energy demand additions and 27% green energy target of the UAE. To simplify this
section, only the results of the 25 km energy scenario is shown. The numbers show that the
UAE has a high potential for CSP with a large amount of excess energy even after realizing
future energy targets.

Table 3. UAE’s results for CSP energy potential and excess energy in GWh/km2.

Scenario Energy Potential Excess Energy

25 km 41.115 28.3
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3.2. PV Technical Potential

Photovoltaics technical potential is calculated by applying the assumptions into Equation (1)
and, similarly to CSP surplus energy, is calculated as shown in Table 4.

Table 4. UAE’s results for PV energy potential and excess energy in GWh.

Scenario Energy Potential Excess Energy

25 km 42.048 29.223

Figure 4 presents a comparison between the amounts of electricity produced by PV and
CSP in the 25 km energy scenario in the UAE from all plants. The energy share produced
by PV in the areas suitable for solar energy production in the UAE is larger than that of
CSP due to the higher power density of PV technology.
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Figure 4. Comparison of the energy potential of PV and CSP in the UAE in the 25 km scenario.

3.3. Hydrogen Plants at the Same Site as Solar Plant Sites Pathway

In this pathway, we first calculate the liquid hydrogen production for all different
technologies after applying all assumptions. CSP has the largest amount of hydrogen
produced, as shown in Table 5, as the SOEC electrolyzer shows higher efficiencies when
directly coupled to a direct source of thermal energy such as the CSP plants. The produced
hydrogen quantities from each technology are compared in Figure 5.

Table 5. Produced H2 in the first pathway from PV and CSP in (kg × 106).

Energy Scenario PV CSP

25 km 5157.412 6236.081

Next, we carry a geospatial network analysis to define the shortest routes for the
hydrogen delivery from production sites to closest ports. Figure 6 illustrates the four closest
ports along with the shortest roads trucks can take to deliver the liquid hydrogen, where
two plants can deliver its production to Khalifa port, two to Jebel Ali port, one to port
Rashid, and one to the Fujairah port. The distances calculated are to be used for feasibility
studies in the future. Table 6 shows the estimated amounts of liquid hydrogen reaching
each port in this pathway.
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Figure 5. Hydrogen levels produced from PV and CSP comparison, in plants at the same location as
solar energy sites pathway.

Figure 6. First pathway GIS analysis results for closest ports and shortest routes.

Table 6. Amount of H2 reaching each port in the first pathway from PV and CSP in (kg × 106).

Port Name PV CSP

Khalifa 1719.137 2078.7
Jebel Ali 1719.137 2078.7

Port Rashid 859.568 1039.346
Fujairah 859.568 1039.346

3.4. Hydrogen Plants at Port Sites Pathway

GIS’s network analysis is used in this pathway to define the shortest distances of the
UAE’s electrical grid to deliver the surplus electricity from solar plants to port sites. In
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Figure 7 we can see the GIS results, where only port Khalifa and Fujairah are chosen as
the closest ports for electricity transmission, with five solar plants transmitting electricity
to the Khalifa port while only one solar plant is close enough to use the electrical grid to
deliver its electricity to Fujairah port.

Figure 7. Second pathway GIS analysis results for closest ports and shortest electrical grid routes for
electricity transmission from solar plants to port sites.

The sum of distances traveled in the electrical grid is 1031.24 km, which translates to
a 3.1% loss of total transmitted energy. The remaining energy is used to desalinate water,
provide the necessary energy for heating the water to needed levels before entering the HTE
solid oxide electrolyzer and then produce hydrogen at the two chosen ports; the electricity
consumption for desalinating the water needed for one kg of H2 from Equation (2) is
1.8 kWh, which is added to the electrolyzer’s consumption along with external steam
supply and liquification electricity needs. Table 7 displays the numbers for the amounts of
hydrogen produced in this pathway for the 25 km energy supply scenario.

Table 7. Produced H2 in the second pathway from PV and CSP in (kg × 106).

Energy Scenario PV CSP

25 km 4846.296 4691.573

In Figure 8, we compare these results to shows the differences between the amounts of
produced H2 from PV and CSP technologies. The hydrogen levels produced by CSP fall
slightly behind those of PV due to the extra energy expenses for providing high-temperature
steam to ports in this pathway. The estimated amounts of hydrogen to be produced at each
port in this pathway is explained in Table 8.

482



Energies 2022, 15, 4000

0

1000

2000

3000

4000

5000

6000

PV CSP

H
yd

ro
ge

n 
Pr

od
uc

tio
n 

kg
 ×

10
6

Figure 8. Comparison of hydrogen production in all technologies for 25 km energy scenario, in plants
at port sites pathway.

Table 8. Amount of H2 produced at each port in the second pathway from PV and CSP in (kg × 106).

Port Name PV CSP

Khalifa 4038.58 3909.644
Fujairah 807.716 781.928

3.5. Pathways Comparison

Here, we compare hydrogen produced for the 25 km energy scenario to have a better
understanding of the results, as shown in Figure 9. The second pathway shows lower levels
of H2 at port sites, as the losses in the electrical grid added to desalination and external
heater energy expenses leave less available electricity for hydrogen production than the
solar plant sites pathway.
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Figure 9. Hydrogen produced for all location scenarios in the 25 km scenario.

3.6. Proposed Shortest Routes

The current infrastructure of both road and electrical grids of the UAE is not ideal for
some of the suggested solar plant sites. A few new routes are proposed in both location
pathways to cut down the distance of hydrogen delivery for the first pathway, and electricity
transmission losses in the second one. In Figure 10, three new routes are built with GIS to
bring the distances of plants 4, 5, and 6 closer to ports. Figure 11 shows four suggested
electrical transmission lines: the first connects the second plant to the geographically closest
port, which is Dubai’s Jebel Ali, and three other lines for plants 4, 5 and 6 to port Khalifa.
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Figure 10. Proposed shortest routes from hydrogen plants to export ports analysis with GIS.

Figure 11. Proposed shortest electrical grid routes from hydrogen plants to export ports.

The new proposed routes for the first pathway will shorten the accumulated distances
between all solar plants and ports from 926 km to 781 km. This will reduce time consumed
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for delivery and the number of trucks used to transport the hydrogen. Table 9 displays
the quantities of H2 to reach UAE’s ports after using the proposed new roads in the
first pathway.

Table 9. Amount of H2 reaching each port using the proposed shortest routes in the first pathway
from PV and CSP in (kg × 106).

Port Name PV CSP

Khalifa 2578.706 3118.04
Jebel Ali 859.568 1039.347

Port Rashid 859.568 1039.346
Fujairah 859.568 1039.346

As for the proposed transmission lines, the shorter traveled distance from 1031.240 km
to 773.76 km will reduce the electricity loss in the grid to 2.3% based on a presumed 3%
loss for every 1000 km, thus leaving more surplus electricity for hydrogen production at
port sites.

Figure 12 shows the increases in hydrogen production if the proposed new electrical
grid line is applied compared to the current electrical grid of the UAE, while Table 10 lists
the new amounts of liquid hydrogen to be produced at each port in this pathway.
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Figure 12. Comparison between the produced H2 from the current and proposed electrical grid from
PV and CSP.

Table 10. Amount of H2 produced at each port using the proposed shortest electric grid in the second
pathway from PV and CSP in (kg × 106).

Port Name PV CSP

Khalifa 4071.046 3941.075
Jebel Ali 814.21 788.215
Fujairah 814.21 788.215

The proposed new roads and transmission lines aim to provide a clearer image on
which hydrogen production scenario is better for the case of the UAE. However, from a
technical point of view, the amount of produced hydrogen is the main parameter. Figure 13
compares the amounts of liquid H2 produced in each location pathway with the new
proposed routes for the 25 km energy scenario. While the new roads do not provide any
change in the amounts of hydrogen produced, the shorter transmission lines lead to an
increase of hydrogen production at the ports, as explained in the previous section.
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Figure 13. Comparison between the amounts of produced H2 in the two location pathways with new
proposed routes.

The suggested transmission lines close the gap between the amounts of hydrogen
produced in each location scenario, separately around 0.1 megatons of hydrogen, while the
SOEC electrolyzer still manages to provide higher levels of liquid H2 when coupled to the
CSP plants in the first pathway.

4. Conclusions

In this study we develop a model to evaluate solar power’s potential for hydrogen
production in the United Arab Emirates. We compare hydrogen output from PV and
CSP technologies using solid oxide electric cell water electrolyzer technology, and then
investigate the UAE’s infrastructure for a H2 supply chain from well to ship in two dif-
ferent pathways depending on the location of the electrolyzers by estimating the shortest
routes using Geographical Information System (GIS), while highlighting the constraints
in the UAE’s infrastructure and then proposing solutions for these limitations. Produced
hydrogen is to be exported as a means of profit to make the investment in large-scale solar
energy application in the UAE feasible and set the UAE to become a main green hydrogen
exporter in the future.

We have found that the integration of concentrated solar power plants coupled with
SOEC electrolyzers for hydrogen production at solar plant sites is the most favorable way
to utilize areas suitable for solar energy application in the UAE for large-scale solar hydro-
gen production. Although PV technology shows an advantage in energy potential, with
42 GWh/km2 compared to 41.1 GWh/km2 for CSP, the production of hydrogen from SOEC
coupled to CSP plants at the same sites brings about over 1.1 extra megatons of liquid
hydrogen to those produced from PV in the same pathway. The second pathway, with
electrolyzers positioned at port sites, shows lower levels of hydrogen from both PV and
CSP technologies due to the electricity lost in the UAE’s electrical grid and the extra energy
demands for water heating.

The results from the two delivery paths also show that four ports can be used for
export after delivering the liquid hydrogen by trucks from various solar plants in the
first one, providing more flexibility to delivery options. In the second pathway, only the
Khalifa and Fujairah ports are chosen as the efficient options for electricity transmission
and hydrogen production sites.

The proposed shorter routes made the gap of hydrogen produced in both pathways
smaller, to around 0.1 megatons of hydrogen. In addition, a third port is added as a
suitable option for hydrogen production in the electrolyzers-at-ports scenario. Even with
addressing the UAE’s infrastructure constraints, the first pathway is still more favorable
when it comes to hydrogen generation, while the second pathway addresses the water
shortage issue of the UAE and results in hydrogen production levels comparable to those
in the first pathway.
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A future cost analysis to estimate the levelized cost of energy and hydrogen in each
scenario and pathway, along with a life cycle assessment of the environmental impacts, is
needed to provide a wider perspective on which pathway and technology is a better fit for
the UAE and assures higher hydrogen export profits and the lowest harmful emissions.
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Abstract: In this paper we propose a modular multilevel converter for a linear generator for a wave
energy converter. The coils of this generator are individually controlled to improve energy harvesting
performance. This topology involves two stages. The first stage uses a full-bridge to control the
harvested current with a reference generated by means of an MPPT method. The second stage uses
a half-bridge to control the voltage of the DC-link and the output current. Furthermore, multilevel
modular converters allow the generation of a medium DC voltagethat reduces the losses in energy
transmission lines from offshore to a coupling common point on the shore.

Keywords: wave energy converter; linear generator; modular multilevel converter

1. Introduction

Concerns about global warming mitigation have increased the development of alter-
native renewable energy sources, such as solar (photovoltaic panels, PVs), wind (turbines),
and ocean energy (wave energy converters). During the last ten years (2011–2021), renew-
able energies have matured and currently represent 37% of the total operating installed
capacity of electrical energy, as shown in Figure 1. Wind power generation is continually
improving and increased its power capacity by 93 GW in 2020. Furthermore, PV energy is
the renewable energy with the most notable growth, for example, through new technologies
such as organic solar cells or polymer solar cells [1–5].

Hydropower

1,210,616 MW

16%

Wind

733,276 MW

10%

Solar

713,969 MW

9%

Bioenergy, 

Geothermal 

and Marine

141,232 MW

2%

Non-Renewable

4,858,092 MW

63%

Renewable

2,799,092 MW

37%

Figure 1. Estimated electricity installed capacity (MW). End 2020. The data were obtained from [6].

Despite the increase in renewable energy generation, some sectors have a low per-
centage of final energy demand. Therefore, other renewable energy sources are required
to meet the targets of gas emissions reductions, and for this purpose ocean energy is an
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excellent choice. This alternative energy has great potential due to its relatively high power
density, but it is the largest untapped energy source [7].

Regarding ocean energy, there are six distinct sources (ocean waves, tidal range, tidal
streams, ocean currents, temperature gradients, and salinity gradients), each with different
technologies for their conversion. The development of ocean energy technologies has
focused on tidal and wave energy, and the installed capacity of ocean energy rose to
approximately 527 MW in late 2020 [6–8], as shown in Figure 1.

Ocean waves are generated through the kinetic energy exchange between the wind
and the upper surface of the ocean into power. In this paper, we focus on an application
using ocean waves to harvest energy. This is a valuable option because the estimated total
wave power on the coastlines can reach up to 2TW, which has a great potential to generate
electrical energy [9].

Wave energy converters (WECs) are devices that capture wave energy mechanically
and convert it into electrical energy. The development of WECs is still more complex than
other types of renewable energies for two reasons. The first corresponds to the diversity
of the wave resources in offshore and nearshore locations, which means that the design
process involves difficulties in obtaining a high efficiency over the entire range of operations.
The other reason involves the instability of energy intensity when capturing maximum
energy [10–13].

There are plenty of WECs with different working principles and designs; point ab-
sorbers stand out among others because their size is smaller than the wavelengths of ocean
waves. These systems harvest energy from the motion of bodies, which are submerged or
floating on the surface wave [10,14].

Linear generators are a more efficient option to be used on a point absorber, for
example, the Islandberg Project (Sweden), Seacap (France), PowerPod, and PowerPod II
(UK), among others [15]. Furthermore, linear generator technology offers a simple and
robust structure. In addition, linear generator design presents different properties, such
as the use of a planar shape, reducing the detent force through its structure and tubular
shape, producing a high energy density [14,16].

A tubular permanent magnet linear generator (TPMLG) can be designed with different
topologies and shapes used for the permanent magnets (PMs) to obtain better flux linkage,
cogging force reduction, and higher efficiency in WECs [17–19]. The most common topolo-
gies are radial, axial, and Halbach configurations for the implementation of TPMLGs [18,20].
Furthermore, topologies have also been developed to avoid demagnetization by modifying
the air gap [21].

The development of high-voltage direct current (HVDC) systems based on the use of
a voltage source converter (VSC) has increased significantly with the introduction of new
semiconductor technologies. HVDC technologies are used in the long-line transmission of
high power, the interconnection of different AC systems, the integration of renewable energy
sources on a large scale, underground applications, and submarine applications [22,23].

MMC topologies use the same submodules to provide a step in a multilevel waveform
and are easily adaptable to high voltage levels. The topology of high-voltage DC/AC
conversion is based on the use of MMC converters on cascade submodules [23].

There are two basic submodules (SMs) in MMC topologies—the half-bridge, and the
full-bridge submodule. The half-bridge has a voltage output equal to its capacitor voltage
(+vC) or zero (0). The full-bridge has a voltage output equal to its positive voltage (+vC), its
negative voltage (−vC), or zero. The latter submodule has a higher cost because the number
of semiconductors is doubled; however, the full-bridge has the advantage of providing a
negative voltage level [24,25].

In this paper, we propose a TPMLG with a radial configuration with a single stator
and translator. Furthermore, we simulated this system with five individual coils which
harvest energy, each with a full-bridge submodule. Finally, the power converter uses a
full-bridge submodule to harvest energy and a half-bridge submodule at the output of
the MMC.
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2. System Model

A WEC system uses three energy conversion stages to feed the grid. The point
absorbers have the advantage of reducing the two first stages in a direct stage. This design
uses the action of the incident sea waves to move the translator of a linear generator without
additional mechanical systems [26]. This device has a buoy on the surface of the waves and
it is connected to an electrical generator system underwater, as shown in Figure 2. The last
stage is the interface between the WECs and a coupling common point through a static
transmission cable, and this provides a power signal to inject into the grid, as shown in
Figure 2. The focus of this paper is on the direct stage.

Undersea Power

Transmission Static Cable

Grid System

Coupling 

Common Point

Mooring System

Electric Generator System

Buoy

Modular Multilevel 

Converter

Permanent Magnet

Linear Generator

Figure 2. Complete system of a wave energy converter.

2.1. Wave–Buoy Interaction

The wave elevation defines the potential energy (Ep) and the water fluid motion
defines the kinetic energy (Ek). These energies are stored in the waves, as shown in
Equation (1) [27,28].

E = Ep + Ek = ρg
∫ ∞

0
S( f )d f =

ρgH2
s

16
(1)

where ρ is the fluid density (approximately 1025 kg
m3 ), g refers to the gravitational acceler-

ation (9.8 m
s2 ), E is total stored energy, and S( f ) is the spectrum distribution of the wave

energy of a given location as a wave frequency function (f ). The wave spectrum defines
the average height (Hs), as shown in Equation (2); this is used to determine the wave
power [27,29].

H2
s

16
=
∫ ∞

0
S( f )d f (2)

The integral of the time-average energy transport per unit time and unit area in the
direction of wave propagation (the x direction) is called the water-power level J or wave-
energy transport, and its expression is shown below in Equation (3) using vg = g/2ω for
irregular plane waves on deep water [27,28].

J = ρg
∫ ∞

0
S( f )vg( f )d f =

ρg2TJ H2
s

64π
(3)

where Tj is the energy period. For example, an irregular wave of a buoy located in
Valparaíso, Chile, where the depth is 4515 m, with energy period TJ = 10.3 s and significant
wave height Hs = 2.3 m, the energy transport is J = 26.6 kW/m.

2.2. WEC Equation of Motion

The total force acting on a buoy can be decomposed as shown in Figure 3. The
excitation force Fe is produced by incident waves and the radiation force Fr is produced by
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buoy oscillation. The buoyancy force has a part constant Fb when the buoy stands still on
the water surface zb = 0; this represents the weight of the buoy and translator, and it also
has a variable part Fh = ρgSzb related to the displacement of the buoy and the balanced
position. There is a gravity force Mb.g and a force line Fline. These forces are written in the
frequency domain, as shown in Equation (4).

− w2.Mb.zb(w) = Fe + Fb − Fr − Fh − Fline − Mb.g (4)
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Figure 3. Characteristics of waves. Figure modified to add nomenclature for the vertical reference
motion of the buoy and the translator.

The force of the translator is the gravity force Mt.g, the line force is Fline, and the end-
stop force is Fend. The latter force is generated when the translator hits the upper-end stop
spring or the rubber damper hits the generator bottom. The FPTO is the electromagnetic
damping force from the power take-off.

− w2.Mt.zt(w) = Fline − Fend − FPTO − Mt.g (5)

2.3. Power Take-Off

The PTO uses a linear generator with a tubular shape, divided into two structures.
The translator has ring-shaped PMs or PMs arrays with a similar shape, which have an
axial configuration (north orientation to outer radial); furthermore, PMs arrays are attached
to the PMs’ support and a mobile vertical shaft, as shown in Figure 4. The stator has a
tubular shape and supports five coils arranged around it.

The magnetic circuit can be analyzed by means of a lumped parameter method related
to an electric circuit because they have the same behavior in a stable state [14]. The magnetic
circuit is expressed in Equation (6), and it has a net reluctance (Rxx) given by the path of
magnetic flux shown in Figure 4, the magnetomotive force (Fm) produced by the PMs, and
where Φ indicates the magnetic flux.

Fm = ΦRn (6)

The reluctance (Rxx) is defined by the flux path length (lx), vacuum permeability (μo),
the relative permeability of each material (μrx), and the cross area (Ax), [30], as follows:

Rxx =
lx

μoμrx Ax
(7)
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Flux path

PM
CoilStator tooth Translator

Mobile axis
PM supportCoil support

Stator

Figure 4. Schematic design of the linear generator. Figure based on [31].

The partial reluctance of the structure describes the net reluctance, using Kirchhoff’s
circuit laws [32], as shown below.

Rn =RPM +RoPMs +Rgap +Rcs +Rc +Rl (8)

+ Rst +Rcs2 +Rgap2 +RlPMs +RiPMs

Equation (9) defines the magnetomotive force (Fm) generated by PMs. This is the
relation between the product of the remanent magnetization of the PM (Br) with the width
of the PM (wpm) and the product of the relative permeability of the PM μrpm with the
vacuum permeability (μo).

Fm =
Br wpm
μoμrpm

(9)

The flux linkage is considered a sinusoidal function of the vertical displacement (z) to
define the magnetic flux for each coil, as shown below.

φ = Φmax sin
(

π

4 τm
z
)
=

Br wm

μoμrmRn
sin
(

π

4 τm
z
)

(10)

Equation (10) is used to describe the electromotive force (ε) in a coil with many turns
(N) [33]; thus,

ε = −N
dφ

dh
dz
dt

= − N
Br wm

μoμrmRn

π

4 τm
cos

(
π

4τm
z
)

dz
dt

(11)

3. MMC Description

An MMC topology was used to harvest energy from each coil of the TPMLG, to
control the current harvesting process and generate a medium voltage for transmission.
Therefore, each coil was connected to a power converter submodule, and the power
converter submodule outputs were connected in series to generate a medium voltage, as
shown in Figure 5.

Each submodule was composed of two parts interconnected with a coupled capacitor,
as illustrated in Figure 5: an AC-DC converter from a generator coil and a DC-DC converter
connected in series to other converters. In the first stage, a full-bridge submodule was used

493



Energies 2022, 15, 6346

to control the current harvesting with reference to the MPPT, which changed the direction of
the torque drive. In the second stage, a half-bridge submodule was used because two states
were required to control the capacitor voltage. The MMC connection could require a filter
inductor if the transmission line inductance is insufficient to filter the switching harmonics.
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Figure 5. Modular inverter schematic with grid connections.

For the converters shown in Figure 6, we used a controlled decoupled design. The
DC-MMC part used a half-bridge submodule to control the voltage of the capacitor.
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Figure 6. Control scheme and electronic circuit of an MMC submodule.

Through this configuration, one could add the submodules needed as coils have the
generator. At the same time, this decreases the frequencies generated by power.

Previous studies on PV systems have presented the same topology to interconnect
low-voltage systems (PV systems) to medium- or high-voltage DC systems through one
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or two voltage transformer steps. These works show the viability of implementing this
topology to large-scale connected grids [34].

4. Control Strategy

The control strategy proposed here involves two decoupled control stages, one for
an AC-DC converter with the MPPT and one for a DC-DC converter that assembles the
MMC, as shown in Figure 6. The first control stage uses the result of the MPPT method as a
reference to control the harvesting current of a coil of the generator. The second control
stage aims to control each DC-link voltage and the current through all the submodules of
the MMC.

Figure 7 shows the simulated voltage of a TPMLG with five coils to show its behavior.
Furthermore, the TPMLG has five PM arrays, which are moving at 0.1 Hz.
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Figure 7. Voltage generated at the terminals’ coils.

4.1. Harvesting Control

The MPPT algorithm determines the current reference for the AC-DC stage to maxi-
mize the power of each coil. In this paper, we present an algorithm for the MPPT based
on the nature of the frequency of the waves and the electrical system measurements. A PI
regulator controls the error generated by the MPPT reference and the generated current.
Equation (12) shows the transfer function used to design the PI for the modulation index of
the full-bridge submodule.

igk

mk
= − vck

Re + sLe
(12)

where igk is the input current (coil current), mk is he modulation index for the converter,
Re is the coil resistance, and Le is coil inductance. vck is the capacitor voltage and it is
considered a constant parameter with a value of 100 V for the simulation. This control
scheme is shown in Figure 6.

Figure 8 shows the input signal and output signal of the PI regulator from the first
submodule. It shows the switching signals at the PMW modulator’s bipolar output used to
control each semiconductor.

The ideal MPPT reference would be the exact behavior of the vertical position of the
buoy in relation to the wave, but an absolute reference is estimated to have the follow-
ing expression:

mtot
dv
dt

+ ksz = 0 (13)

βg = βw (14)

where mtot is a sum of the floater mass and the added mass, ks is the spring constant point
absorber, βg is the damping coefficient provided by the generator, and βw hydrodynamic
damping coefficient of the point absorber.
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4.2. DC-Link Voltage Control

This control scheme allows one to control the DC-link voltage. The submodules
operate at different power levels due to the differing translator positions, and each uses
a PI regulator. The PI is designed with the transfer function shown in Equation (15) to
generate a modulation index for the half-bridge submodule.

vck
m′

k
= − io

sc
(15)

where vck is the DC-link voltage, m′
k is the modulation index for the converter, and C is the

capacitance of the DC-link. io is the output current and is considered a constant parameter.
The capacitor current ic is considered a disturbance of the system, so it does not appear in
the control law.

Figure 9 shows the input signal and output signal of the PI regulator to the first
submodule. It shows the switching signals at the output of the modulation stage used to
control two semiconductors.
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4.3. Current Control

Loop current control injects a current into the DC output. The topology shown in
Figure 10 represents a simplified model of the power circuit. The total current iT flows
through the MMC submodules connected in series, and the total converter voltage vo is the
sum of all submodule voltages, as shown in Figure 5.

i
o

R
T

L
T

v
o

v
T

Figure 10. The simplified power circuit model with the grid.

vo =
N

∑
k=1

vk (16)

Equation (16) shows the output voltage of module k (vk) and the total number of DC
submodules (N) in the converter (N=5 in this case). The following equation uses Kirchhoff’s
voltage law in the topology equivalent of Figure 11.

vT = vo + ioRT + LT
dio
dt

(17)

where vT represent the voltage grid, io is the output current, and Rs, Ls are the line pa-
rameters. Therefore, an analysis of the power and the sum of all the individual DC-link
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voltages involves the use of the transfer function to design a PI control to generate the
average modulation index and control the grid current, as shown below.

i2o
mik

=
NVck

LL
2 + RL

(18)

where vck is the DC-link average of the submodules, N is the number of submodules, and
mi is the modulation index average.
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Figure 11. Control scheme for MMC submodules.

5. Conclusions

Wave energy is an under-exploited resource with great potential. Direct absorbers with
linear generators present better results because they do not have mechanical connections;
they also have the advantage of being placed offshore, avoiding visual contamination and
problems with inhabitants near the coast.

In this study, we proposed to improve the energy harvesting performance of WECs
by means of a modular multilevel converter to drive a linear generator with independent
coils by controlling the magnetic flux and torque depending on the translator position
and increasing the efficiency of power transmission. The connection of the windings in
series can be undertaken to generate a higher voltage and increase the efficiency of the
transmission of power to the coast.
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Abstract: The tension legs are the essential parts of the tension legs platform-type (TLP-type) floating
offshore wind turbine (FOWT) against the extra buoyancy of FOWT. Therefore, the TLP-type FOWT
will face the risk of tension leg failure. However, there are seldom analyses on the hydrodynamic
response and tension leg failure performance of FOWT with inclined tension legs. In this paper, a
hydrodynamic model was established using three-dimensional hydrodynamic theory and applied
in the motion response and tension analyses of FOWT with conventional and new tension leg
arrangements on Moses. The influence of draft and tension leg arrangement on the performance of
FOWT with inclined tension legs were studied. The optimum draft was the height of the column and
lower tensions were obtained for the new tension leg arrangement. Moreover, the tension leg failure
performance of FOWT with inclined tension legs was evaluated under different failure conditions.
The results illustrated that the FOWT with the new tension leg arrangement can still operate safely
after one tension leg fails.

Keywords: tension legs platform; floating offshore wind turbine; inclined tension leg; hydrodynamic
model; tension analyses; failure performance

1. Introduction

With the rapid economic development and growth, the demand for energy is in-
creasing. Due to the depletion of fossil fuel, renewable energy is gaining more and more
attention. Wind energy is an alternative because of its environmentally friendly, and it has
developed rapidly in recent years [1]. The wind energy is also one of the most efficient
renewable energies due to its low operation cost and the availability of a large amount of
wind power [2]. Due to visual pollution from shore, routes of coastal ships, etc., the offshore
wind farms will inevitably expand from shallow water to deep water. In deep seawater, the
construction and installation costs of the fixed foundation for the wind turbine, commonly
used in shallow seawater, will sharply increase. Therefore, the floating foundation is an
alternative to apply in deep seawater.

The floating foundations mainly include the spar, tension legs platform (TLP), barge,
and semi-submersible types. Among them, the TLP-type floating offshore wind turbine
is generally composed of an upper wind turbine tower, central column, side column [3,4],
side pontoons [5,6] or side spokes [7], supporting components, and a mooring system. The
upper wind turbine tower can be assembled on land or in a shipyard to avoid the risk of
offshore assembling and installed on the supporting components and central column. Then,
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the mooring system will be connected to the supporting components and central column.
Due to the high stiffness of mooring cables, the natural frequency of TLP-type FOWT is
much higher than the wave frequency. Therefore, the TLP-type FOWT should have good
hydrodynamic performance [8]. Due to the large buoyancy from the central column, the
extra buoyancy needs to be balanced using mooring cables as tension legs [9]. Thus, the
mooring system becomes particularly essential for TLP-type FOWT. The failure of certain
tension legs may lead to the overturning and sinking of the TLP-type FOWT.

TLP-type structures have been extensively studied and used over the past 40 years
as support facility platforms for oil and gas extraction from deep and ultra-deep subsea
reservoirs. After serious damages to the floating multi-well units and production platforms
in the Gulf of Mexico by hurricanes Katrina and Rita [3], a serious failure with tendons
occurred with the A-Typhoon TLP in the Gulf of Mexico during the passage of hurricane
Rita [10]. This failure resulted in the capsizing of the platform and led to lessons learned
regarding the connection of tendon connectors with subsea support. Many researchers have
conducted many numerical simulations and experimental studies for the motion response
and the mooring system failure of TLP. Yang and Kim [11] developed a time-domain,
nonlinear, global-motion analysis program for floating hulls coupled with risers/mooring
line and investigated the transient effects of tendon disconnection on the global performance
of TLP during harsh environmental conditions. Jameel et al. [12] and Oyejobi et al. [13,14]
studied the hydrodynamic responses of TLP with intact tendons or one tendon missing
under moderate and extreme sea conditions. Tabeshpour et al. [15] investigated the effect
of damaged tendons on the performance and tension of TLP in the wave frequency range.
Yu et al. [16] studied the coupled hydrodynamic response of TLP after the failure of one
or multiple tendons under extreme sea conditions. Wu et al. [17] studied the transient
effect of one tendon failure on the motion response of Windstar TLP using the FAST
software. Cheng et al. [18] analyzed the complex motion of TLP after the mooring system
was partially damaged. In conclusion, it is recommended to conduct hydrodynamic
analysis of the TLP platform under the combined action of wave, current, and wind loads.
These researchers showed that the malfunction of any tendon would cause an increase in
the motion response and a surge of the tension response. A study on the tendon failure
performance of TLP under complex loads was conducted [19]. Some suggestions were put
forward to reduce the risk of tendon failure. Chung et al. [20] proposed a new algorithm for
real-time monitoring of the tension and bending moment of tendons. Real-time structural
health monitoring can prevent tension legs’ failure.

Many scholars studied the hydrodynamic performance and mooring system failure
of FOWT in complex marine environments [21–24]. Bae et al. [25] conducted numerical
simulation of semi-submersible FOWT with a broken mooring line using CHARM3D and
FAST. Li et al. [26] developed a coupled aero-hydro-elastic numerical model to study the
transient response and mooring line failure of Spar FOWT. It was found that the drift of
semi-submersible FOWT with a broken mooring line was very obvious. This may lead to
continuous failure of wind turbines. Le et al. [27] studied the hydrodynamic response of
full-submersible FOWT under the action of turbulence and irregular waves using FAST.
The results showed that full-submersible FOWT with one mooring line failure maintains
good performance. Yang et al. [28] analyzed and predicted the transient behavior and
mooring failure of barge FOWT under normal and extreme sea conditions using FAST and
AQWA(F2A). Ahmed et al. [29] investigated the hydrodynamic response of Spar FOWT
when one or more mooring lines were damaged. Yang et al. [30] analyzed and predicted
the hydrodynamic response of a floating offshore wind turbine under different tendon
failure scenarios. Sakaris et al. [31] and Sakaris et al. [32] investigated the structural health
monitoring on the tendons of FOWT and the tendon damage diagnosis of FOWT, and the
results showed that the damage detection can identify the tendon damage.

Wang et al. [33] used AWQA to analyze the “aero-hydro” coupling hydrodynamic re-
sponse of the TLP-type FOWT. More attention should be paid to the pitch and surge motion
of TLP-type FOWT. However, there are seldom studies on the hydrodynamic response and
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the tension leg failure performance of FOWT with inclined tension legs [34,35]. Therefore,
based on the three-dimensional potential flow theory, a hydrodynamic model in deep sea-
water was established and applied in the hydrodynamic analyses of FOWT with inclined
tension legs. The effects of draft and tension leg arrangement on the hydrodynamic and
tension responses of FOWT with inclined tension legs are studied. The tension legs’ failure
performance analyses of FOWT with different tension leg arrangements are also analyzed.

2. Hydrodynamic Theory of Floating Body

The hydrodynamic response of the floating body in deep seawater was decomposed
into two parts, as shown in Figure 1. One was the diffraction response and the other was
the radiation response. The diffraction velocity potential was generated by the fixed body
under the action of an incident wave. The radiation velocity potential was generated by
the forced oscillation under still water. The hydrodynamic response was established in 3D
Cartesian coordinates, as shown in Figure 1. In Figure 1a,b, the x-y plane is the hydrostatic
surface, and the z-axis is vertically upward. In Figure 1c, the six degrees of freedom of
FOWT with inclined tension legs are: surge, sway, heave, roll, pitch, and yaw.

Figure 1. The hydrodynamic response of floating body in waves. (a) Diffraction response, (b) radia-
tion response, and (c) hydrodynamic response.

2.1. Assumptions

The assumptions are listed as follows:

(1) The fluid is uniform, incompressible, and inviscid.
(2) The water flow is irrotational.
(3) The free surface wave is a linear, small-amplitude wave.
(4) The floating body moves in a small-amplitude and simple harmonic motion.

2.2. Load Calculation

The wind load, Fw, can be defined by Equation (1):

Fw = q
n

∑
1

CzCs An (1)

where, q is the basic wind pressure, Cz is the height coefficient of the windward structure, Cs
is the structure shape coefficient, and An is the windward area of the windward component.

The basic wind pressure, q, can be expressed as Equation (2):

q = 0.5ρaU2
T,Z (2)

where, ρa is the air density, and UT,Z is the average wind speed corresponding to the height,
Z, at the average time of T.
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The current load, Fc, is calculated by Equation (3):

Fc = K
ρ

2
U2

c A (3)

where, Uc is the current speed, A is the projected area of the floating body component in
the plane perpendicular to the current direction, ρ is the mass density of seawater, and K is
the coefficient of the current load.

3. Hydrodynamic Modeling of FOWT with Inclined Tension Legs

3.1. Hydrodynamic Model

The hydrodynamic model of FOWT with inclined tension legs in deep seawater was
established under a random wave. The random wave was input using the Joint North Sea
Wave Project (JONSWAP) spectrum, which is the most systematic observational data of
North Sea waves from 1968 to 1969 obtained by the United Kingdom, the Netherlands,
the United States, and the Federal Republic of Germany. The JONSWAP spectrum was
proposed with the consideration of wind speed and fetch, as Equation (4) [36]:

S(ω) =
αg2

ω5 exp
(
−1.25

(ωp

ω

)4
)

γ
exp (− (ω−ωp)2

2(σωp)2
)

(4)

where, α is a dimensionless constant, ωp is the peak angular frequency of the wave, which

can be calculated using ωp = 22
( g

U
)( gx

U2

)−0.33
, U (m/s2) is the wind speed, x (km) is the

wind range, γ is the peak enhancement factor, and σ is the peak shape parameter. Here,
σ = 0.07 when ω ≤ ωp and σ = 0.09 when ω > ωp.

In this model, the FOWT with inclined tension legs was subjected to current, wind,
and wave. The random wave component was described by the three-parameter JONSWAP
spectrum, that included a significant wave height of 1.5 m, a spectrum peak period of 6.67 s,
and a peak enhancement factor (γ) of 2.5. The environmental conditions are as shown in
Table 1.

Table 1. Environmental conditions.

Wind Current Wave

Speed Heading Speed Heading Significant Wave Height Heading Spectrum Peak Period

15 m/s 90 degrees 1 m/s 90 degrees 1.5 m 90 degrees 6.67 s

3.2. Numerical Model of FOWT with Inclined Tension Legs

The physical model of FOWT with inclined tension legs is shown in Figure 2. The wind
turbine tower was installed on the central column and fixed by six hollow steel tubes. The
tension legs were connected to the column and the seabed. The numerical model of FOWT
with inclined tension legs (shown in Figure 3) was established through the hydrodynamic
simulation software Moses [37]. The parameters and material properties of the FOWT
foundation with inclined tension legs are presented in Tables 2 and 3.

3.3. RAOs and Motion Responses of FOWT with Inclined Tension Legs
3.3.1. RAOs

By conducting the hydrodynamic analyses of FOWT with inclined tension legs in
frequency, the response amplitude operator (RAO) and motion response in each degree
of freedom were obtained under the incident wave at 0, 45, 90, 135, and 180 degrees for a
FOWT foundation of 15 m (shown in Figure 4).
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Figure 2. Physical model of FOWT with inclined tension legs.

Figure 3. Numerical model of FOWT with four tension legs.

Table 2. Main parameters of FOWT with inclined tension legs.

Parameter (Unit) Value

Model weight (ton) 2700
Seawater depth (m) 50

Draft (m) 15
Roll Gyradius (m) 35.9
Pitch Gyradius (m) 35.9
Yaw Gyradius (m) 20.1

Column diameter (m) 28
Column height (m) 8

Tension leg outer diameter (m) 0.6
Tension leg length (m) 35.53

Tower diameter (m) 4 m (bottom) to 2 m (top)
Tower length (m) 72

Hollow steel tube diameter (m) 1
Hollow steel tube length (m) 20

Blade length (m) 40
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Table 3. Material properties of FOWT with inclined tension legs.

Material Property (Unit) Value

Yield stress of steel used for FOWT (MPa) 248.04
Coefficient of thermal expansion of steel (°C) 3.6111 × 10−6

Poisson’s ratio of steel 0.3
Steel density (g/cm3) 7.8492

Modulus of elasticity of steel (MPa) 1.9981 × 105

Tension leg weight in water (kg/m) 7884
Tension leg axial stiffness (kN) 3.6 × 107

Figure 4. RAO for each degree of freedom: (a) Sway RAO, (b) Surge RAO, (c) Roll RAO, (d) Pitch
RAO, and (e) Yaw RAO.

As in Figure 4a−d, the trendlines of RAOs of four degrees of freedom were basically
the same under different angles of incident wave. The RAOs of sway, surge, roll, and pitch
were large in 6 to 20 s of the wave period, but the RAO of yaw had the largest response in
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15 to 20 s of the wave period. Therefore, it is not recommended to operate in greater than
20 s of the wave period.

3.3.2. Motion Responses

In the time domain, a total of 300 s was simulated, the environmental conditions’
input parameters were the same as in Table 1, and the parameters and material properties
were the same as in Tables 2 and 3. The simulation results of 100−300 s were selected
for analysis, as shown in Figure 5a, and the motion response of sway was greater than
that of surge. The maximum value of the motion response of surge was 0.27 m, which
occurred at 229 s, and the minimum value was −0.3 m, which occurred at 269 s. The
maximum value of the motion response of sway was 0.67 m, which occurred at 208 s, and
the minimum value was −1.06 m, which occurred at 212 s. As shown in Figure 5b, the
motion response of roll was greater than that of pitch and yaw. The maximum value of the
motion response of roll occurred at 208 s, which was 0.47 degrees, and the minimum value
occurred at 212 s, which was −0.75 degrees. The maximum value of the motion response of
pitch occurred at 268 s, which was 0.21 degrees, and the minimum value occurred at 229 s,
which was −0.19 degrees. The maximum value of the motion response of yaw occurred at
277 s, which was 0.17 degrees, and the minimum value occurred a total of 5 times, where
the first minimum value occurred at 220 s, which was −0.19 degrees. Since the angle of
the incident wave is the same as the direction of roll and sway, these phenomena that
the motion responses of roll and sway are larger than those of other degrees of freedom
are correct.

Figure 5. Motion response of each degree of freedom of 4 tension legs: (a) surge and sway motion
response, and (b) roll, pitch, and yaw motion response.
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3.4. Parametric Study of FOWT with Inclined Tension Legs

To investigate the effects of draft and tension leg arrangement, a parametric study
of FOWT with inclined tension legs was conducted. Four tension legs were used for
conventional tension leg arrangement, as shown in Figure 3, while eight tension legs were
used for the new tension leg arrangement. One more tension leg was added between the
two adjacent tension legs of the conventional tension leg arrangement. The angle between
the two tension legs is 45 degrees for the eight tension legs condition. The numerical model
for TLP-type FOWT with the new tension leg arrangement is shown in Figure 6.

Figure 6. Numerical model with eight tension legs.

3.4.1. Effect of Draft

In this section, the input parameters were the same as in Section 3.3.2 except for the
draft. Varying the draft, the maximum value of the motion response of the 5 degrees
of freedom in the 300 s time-domain analysis, i.e., the motion amplitude, was selected.
Similarly, since the tensions of the four tension legs were not the same, the maximum value
of them was selected and the average value was calculated. As shown in Figure 7a, the
motion amplitudes of surge and sway gradually decreased when the column draft was
between 5.5 and 8 m. When the draft was 8 m, the motion amplitudes of surge and sway
reached the minimum value, which was close to 0 m. When the column was below the
water surface, the motion amplitudes of surge and sway first increased, then gradually
decreased. When the draft was 10 m, the motion amplitudes of surge and sway reached
the maximum values, which were 0.64 and 2.7 m, respectively. Moreover, the motion
amplitude of surge obtained another minimum value at 12 m of draft. The trendline
of Figure 8a is the same as Figure 7a, but the motion amplitude is smaller as the draft
increased. As shown in Figure 7b, when the column was above the water surface, the
motion amplitudes of roll, pitch, and yaw gradually decreased with the draft. When the
draft was 8 m, the motion amplitude reached the minimum values, with roll of 0.93 degrees,
pitch of 0 degrees, and yaw of 0.01 degrees, respectively. When the column was below the
water surface, the motion amplitude of roll first gradually increased, reached the maximum
value of 1.66 degrees at 10 m draft, and then gradually decreased. The motion amplitudes
of pitch and yaw increased to the maximum value with pitch of 0.42 degrees and yaw
of 0.44 degrees at 10 m draft, then gradually decreased to the minimum value at 12 m
draft. However, the motion amplitude of Figure 8b is also smaller than Figure 7b, as the
draft increased.
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Figure 7. Effect of draft on motion amplitude and tension on four tension legs: (a) surge and sway,
(b) draft on roll, pitch, and yaw, and (c) maximum and average tension of tension leg.

Figure 8. Effect of draft on motion amplitude and tension on eight tension legs: (a) surge and sway,
(b) draft on roll, pitch, and yaw, and (c) maximum and average tension of tension leg.

In conclusion, a draft of 8 m, which is the same as the height of the central column, is
recommended. At this condition, when the central column is just submerged in seawater,
the motion response of each degree of freedom is the minimum. The column with a draft of
10 m, about 1.25 times the column height, should be avoided because the motion response
of each degree of freedom is the maximum. Moreover, the hydrodynamic performance of
TLP-type FOWT with the new tension leg arrangement was better.

As shown in Figure 7c, when the column was above the water surface, the maximum
and average tension gradually increased. With a draft of 8 m, the Moses command was
used to extract all the tension of the four tension legs in the 300 s time-domain analysis,
where the maximum tension was 1.488 × 104 kN and the average value was 4.26 × 103 kN.
When the column was under water, the maximum and average tension increased first
then decreased. When the draft was 10 m, the tension reached the maximum values,
with the maximum tension of 2.513 × 104 kN and average tension of 5.46 × 103 kN at
10 m draft. As the draft increased, although the maximum tensions in Figure 8c were
smaller than those in Figure 7c, the average tensions were all larger than those in Figure 7c.
Therefore, the recommended breaking force of the tension leg material should be greater
than 2.6 × 104 kN.

3.4.2. Effect of Tension Leg Arrangement

The draft used for the analyses of different tension leg arrangements was 15 m. As
shown in Figure 9, the roll of the floating body under 4 and 8 tension legs conditions
was the same. As shown in Figure 10, the tension fluctuation of the p2 tension leg under
different tension leg arrangements was similar. However, the tension under the 8 tension
legs condition was smaller than that under the 4 tension legs condition. This indicated that
the tension leg performance of TLP-type FOWT with the new tension leg arrangement was
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better. The stability of FOWT with inclined tension legs should also be better for the new
tension leg arrangement.

Figure 9. Roll under different tension leg arrangements.

Figure 10. Tension of p2 tension leg under different tension leg arrangements.

4. Failure Performance of Tension Legs

4.1. Failure Conditions of Tension Legs

As the performance and stability under 8 tension legs were better than for 4 tension
legs, the TLP-type FOWT with a new tension leg arrangement was proposed. Then, the
failure performance of tension legs for the TLP-type FOWT with the new tension leg
arrangement was analyzed. The numerical models and input parameters were the same
as those of Tables 1–3 in the previous section. The tension of a selected tension leg was
monitored throughout the time-domain analysis using the Moses “sensor” command, and
as the simulation progressed, the tension leg “action deactivate” command ran when the
tension of the monitored tension leg exceeded the set allowable value of 1 × 104 kN, i.e., the
tension legs’ broken force, and when the tension leg was broken, there was no force.

Figure 11a shows the 8 tension legs arrangement under well operation. Figure 11b,c
show the states of FOWT with inclined tension legs after one or two tension legs failed.
Under these conditions, the FOWT with inclined tension legs can still maintain well
operation. Figure 11d shows the state of FOWT with inclined tension legs after p1, p6,
and p3 tension legs failed. Under this condition, the FOWT collapsed. Therefore, the new
tension legs arrangement has good failure performance.
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Figure 11. Failure analysis of tension legs under the 8 tension legs condition: (a) normal, (b) failure
of p1, (c) failure of p1 and p6, and (d) failure of p1, p6, and p3 (collapse).

Figure 12 shows the roll of FOWT with 8 tension legs under different failure modes.
The roll after the failure of the p1 tension leg or p1 and p6 tension legs was almost the
same as that under the well condition. Therefore, the failure of two tension legs has little
effect on the operation of FOWT with inclined tension legs. From Figure 13, an increase of
tension for the p2 tension leg was obtained under different failure modes. From Figure 14, a
two-times increase of tension for the p3 tension leg was observed after the failure of p1 and
p6 tension legs. Then, the more the tension legs failed, the greater the increase of tension
for the adjacent tension legs was. Therefore, the operation of FOWT with inclined tension
legs is risky after two tension legs fail under this environment condition. However, the
FOWT with inclined tension legs still does not collapse.
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Figure 12. Roll under different failure conditions.

Figure 13. p2 tension time–history curve.

Figure 14. p3 tension time–history curve.

As a comparison, the failure performance of the 4 tension legs arrangement under
well operation was conducted. Figure 15b shows that the FOWT with inclined tension
legs collapsed after the p1 tension leg failed. Therefore, the FOWT with the conventional
tension leg arrangement cannot work well with any failure of tension legs when the wave
incidence angle is 90 degrees.
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Figure 15. Failure analysis of tension leg under the 4 tension legs condition: (a) normal and (b) p1
failure (collapse).

4.2. Envelope Diagram of Tensions of New Tension Leg Arrangement

Figures 16 and 17 summarize the maximum and average tensions of the 8 tension legs
under different failure conditions. Without tension leg failure, the maximum tensions of the
8 tension legs were close. The maximum tension of p7 was the largest, 1.70542 × 104 kN,
and that of p4 was the smallest, 1.54101 × 104 kN. In terms of the average tension, the ten-
sion of p8 was the largest, 5.0646 × 103 kN, and that of p2 was the smallest, 3.6426 × 103 kN.

Figure 16. Maximum tension of each tension leg (unit: 104 kN).

When p1 failed, the maximum tension of p5 and p6 increased, which were nearest to
p1. The maximum tension of p5 increased by 1.1958 × 103 kN, an increment of 7.4%. That
of p6 increased by 1.2362 × 103 kN, an increment of 7.3%. At the same time, the maximum
tensions of p4, p7, and p8 decreased. The maximum tension of p4, which is opposite to p1,
reduced by 3.9%. When p1 and p6 tension legs failed, the maximum tensions of p3 and p5,
nearest to p1 and p6, largely increased, by 3.9935 × 103 and 3.8448 × 103 kN, respectively.
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The maximum tensions of p4 and p8, opposite to p1 and p6, decreased. A similar trend can
be observed for the average tension of tension legs under different failure modes. When p1
and p6 failed, the adjacent tension legs achieved large average tensions.

Figure 17. Average tension of each tension leg (unit: 104 kN).

When one tension leg failed, the maximum and average tension did not change too
much. The FOWT with the new tension leg arrangement can still remain in good operation.
When two adjacent tension legs failed, the maximum and average tension of adjacent
tension legs greatly increased. However, the FOWT can still operate. There is a risk of
collapsing, and therefore some improvement methods need to be performed in time. In
conclusion, the FOWT with the new tension leg arrangement has good failure performance
and the ability to withstand environmental loads.

5. Conclusions

A hydrodynamic model was applied to analyze the hydrodynamic response of FOWT
with inclined tension legs. Failure performance of tension legs was conducted under
conventional and new tension leg arrangements. The specific conclusions of this paper can
be summarized as follows:

(1) The effects of draft and tension leg arrangement were analyzed. The draft of 8 m,
which is the same as the height of the column, is proposed due to the optimum perfor-
mance of FOWT with inclined tension legs. Compared with the conventional tension leg
arrangement, the new tension leg arrangement was subjected to lower tensions. Therefore,
the performance of FOWT with the new tension leg arrangement was better.

(2) Based on the tension analyses of FOWT with inclined tension legs under different
drafts, it is recommended that the breaking force of the tension leg material should be
greater than 2.6 × 104 kN.

(3) The stability of FOWT with the new tension leg arrangement after single or double
tension leg failure was largely improved. The FOWT with the new tension leg arrangement
had good failure performance and the ability to withstand environmental loads.

(4) Although the FOWT with inclined tension legs could still operate after two tension
legs failed, there is a risk of collapsing. Therefore, some improvement methods need to be
performed in time.
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Abstract: The development of electric vehicles plays an important role in the field of energy conserva-
tion and emission reduction. It is necessary to improve the thermal performance of battery modules
in electric vehicles and reduce the power consumption of the battery thermal management system
(BTMS). In this study, the heat transfer and flow resistance performance of liquid cold plates with
serpentine channels were numerically investigated and optimized. Flow rate (

.
m), inlet temperature

(Tin), and average heat generation (Q) were selected as key operating parameters, while average
temperature (Tave), maximum temperature difference (ΔTmax), and pressure drop (ΔP) were chosen
as objective functions. The Response Surface Methodology (RSM) with a face-centered central com-
posite design (CCD) was used to construct regression models. Combined with the multi-objective
non-dominated sorting genetic algorithm (NSGA-II), the Pareto-optimal solution was obtained to
optimize the operation parameters. The results show that the maximum temperature differences of
the cold plate can be controlled within 0.29~3.90 ◦C, 1.11~15.66 ◦C, 2.17~31.39 ◦C, and 3.43~50.92 ◦C
for the discharging rates at 1.0 C, 2.0 C, 3.0 C, and 4.0 C, respectively. The average temperature and
maximum temperature difference can be simultaneously optimized by maintaining the pressure drop
below 1000 Pa. It is expected that the proposed methods and results can provide theoretical guidance
for developing an operational strategy for the BTMS.

Keywords: battery thermal management system; response surface methodology; genetic algorithm;
multi-objective optimization; serpentine cold plate

1. Introduction

With the rapid development of global industry, energy shortages and environmental
pollution are becoming increasingly serious. The development of a traditional automobile
using fossil fuels as a power source is facing huge challenges. On the one hand, the annual
oil consumption of traditional fuel vehicles accounts for about 50% of the total global oil
consumption [1]. On the other hand, pollution gases and particles such as CO, CO2, HC,
and NOx in fuel vehicle exhaust are causing global warming and haze [2]. Most countries
in the world have formulated strict exhaust emission standards for conventional fuel
vehicles. New energy vehicles are being vigorously developed and popularized to reduce
the consumption of fossil fuels to achieve energy conservation and emission reduction. In
particular, new energy vehicles (electric vehicles), which take electric energy as the main
or only power source, have the significant advantages of low energy consumption, low
emissions, and near-zero emissions. If renewable energy sources such as solar or wind
power are used to provide electricity, greenhouse gas emissions can be reduced by nearly
40% by using new energy vehicles [3]. Therefore, vigorously developing electric vehicles
has become one of the most effective ways to achieve energy conservation and emission
reduction in the automobile industry.
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As the power source of electric vehicles, the battery power pack is one of the core
components affecting the overall performance of electric vehicles. Its operating temper-
ature directly affects the charging and discharging efficiency, cycle life, and safety of the
battery power pack [4–8]. When the operating temperature is lower than 10 ◦C, the ionic
conductivity and increase in charge transfer resistance, charging and discharging efficiency,
output power, and available capacity of lithium batteries are reduced [9]. As a result,
the overall performance of electric vehicles will be influenced. In practice, the operating
temperature of a lithium battery is not only related to the heat produced by the battery
itself but also depends on the performance of the battery thermal management system
(BTMS). To rapidly emit the heat generated by the battery pack so that the battery is within
the appropriate temperature range and improve the performance of the whole vehicle, a
BTMS is indispensable [10–13].

In recent years, commonly used battery thermal management methods in the mar-
ket include air thermal management technology, liquid thermal management technology,
and thermal management technology, combining active and passive methods [14–16].
Saechan et al. [17] conducted numerical research on the air-cooling and heat-management
system to optimize the cooling performance during the discharge process. A three-
dimensional transient heat transfer model of a cylindrical lithium-ion battery pack was
established to study the influence rate of inlet speed, discharge, and other factors on the
heat transfer process and the influence of the battery arrangement structure on the cooling
performance. The results of the performance optimization show that the maximum temper-
ature and temperature uniformity of the battery are reduced. Liang et al. [18] proposed a
cell BTM solution using a new distributed water-cooled component. The multi-physical
field model of a BTM system was established, and the influence of three important system
parameters (Ver, Ncc, and Tin) on the system performance was studied. The results show
that in order to balance the cooling performance, the power consumption and light weight
of the system need to be moderately determined. Lyu et al. [19] used experimental methods
to develop a new thermal management system for electric vehicle batteries: a combination
of thermoelectric cooling, forced air cooling, and liquid cooling. The liquid coolant comes
into indirect contact with the battery and acts as a medium to remove the heat generated
by the battery during operation. The experimental results show that the system has a good
cooling effect under reasonable power consumption.

Due to the limited cooling capacity, Air-BTMS is widely used to solve the heat dissipa-
tion problem of low-power and small-capacity lithium battery packs [20–23]. A coupled
BTMS based on heat pipes or phase change materials (PCM) usually increases the initial
investment and complexity of the system [24–26]. In contrast, a Liquid-BTMS based on a
cold plate has the advantages of compact structure and high reliability, which satisfy the
requirements of heat dissipation in the limited space [27–30]. Therefore, a Liquid-BTMS has
become the main development direction of power battery module thermal management
technology. For the cylindrical lithium-ion battery pack, Zhao et al. [31] designed a new
type of liquid-cooled cylinder (LCC). The effects of the channel number and the mass flow
rate of cooling water on the thermal characteristics of the battery pack were analyzed. It
was found that the LCC liquid cooling structure had an excellent cooling performance.
Further, the maximum temperature of the battery pack could be controlled under 40 ◦C
when the battery was discharged at 5 C. Gao et al. [32] proposed a novel BTMS design
based on flow direction gradient channels and applied it to cylindrical lithium-ion battery
modules. Compared with the uniform flow channel design, the gradient flow channel
design obviously changes the basic feature of the monotonic rise in temperature along the
flow direction. Basu et al. [33], Du et al. [34], and Wang et al. [35] all designed an indi-
rect contact BTMS using a curved, wavy aluminum flat tube combined with a cylindrical
lithium battery pack. When the battery pack was charged and discharged at a high rate, the
influence of the contact angle between the cooling channel and the battery, channel number,
and cooling water flow rate on the maximum temperature and temperature uniformity of
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the battery was compared and analyzed. It was found that the contact angle had the most
significant influence on cooling performance, and its optimal value was 70◦.

Although the liquid BTMS has been extensively studied to satisfy the heat dissipation
requirements of large-capacity lithium battery packs through the optimization of the liquid
cooling structure and the assembly method with battery packs, research on liquid cooling
technology for high-energy-density lithium battery modules is still necessary. In the optimal
design of liquid-cooled plates, experiments and numerical simulations are mostly used to
optimize the flow form and operating conditions of liquid-cooled plates in a characteristic
form, which often leads to a huge workload and the insufficient universality of the research.
It is difficult to accurately obtain the functional relationship between cold plate performance
and operating parameters. To perform the parametric study, the multi-factor analysis-based
numerical simulation is necessary and profitable.

A response surface method (RSM) is an approach to obtain the functional relationship
between fitting factors and response values by using reasonable experimental design
methods [36–39]. The main advantages of an RSM are as follows: (1) It is possible to
construct specific functional relations to reflect the complex nonlinear relationship between
structural parameters and the performance of liquid cold plates [38,39]; (2) It is convenient
to study the interaction of different factors on the performance of a cold plate, and to explore
the significance of the influence of each factor [40]; (3) A high precision regression equation
can be obtained to guide the design of the structural parameters for a cold plate [41];
(4) Simulation times and complicated calculations can be greatly reduced, and the design
cycle can be shortened [42].

The average temperature of lithium-ion batteries at different battery discharging rates,
the temperature difference between individual batteries, and the temperature difference of
individual batteries themselves all need to be controlled in a practical application. Especially
at high discharge rates, it is necessary to further adjust the operating conditions of the cold
plate to meet the battery cooling requirements. Referring to the authors’ previous work [43],
the cold plates constructed with serpentine channels provide better cooling performance
compared to those with straight channels. On the basis of the obtained optimal cold plate
structure, it is important to study the influence of the cold plate operating parameters on
the performance of lithium-ion batteries under different discharging rates.

According to existing studies, a large number of experiments and simulations are
usually necessary for the optimal design, which is time-consuming and lacks universality.
The analysis of the interaction factor effects based on an elaborate heat transfer analysis
and a reliable mathematical method are also required to clarify the significance of the
influences. For the operation of the cold plate, a universal optimization method covering a
wide range of different operating parameters is essentially needed. Considering the average
temperature of the cold plate and the uniformity of the temperature distribution, a design
system for operating parameters should be constructed to meet the rapid optimization of
cold plate operating parameters under different battery discharging rates and ensure the
efficient operation of a lithium-ion battery pack.

Therefore, this paper intends to adopt the RSM to establish a regression model. The
flow rate and inlet temperature of the coolant and the average heat generation of the
batteries are chosen as independent variables. The heat transfer and flow resistance charac-
teristics are set as objective functions. Based on the response surface analysis, the interaction
effects of the operating strategies on the cold plate performance are clarified. The excellent
operating conditions of the cold plate are also obtained. Taking the maximum temperature
difference and the average temperature of the liquid cold plate surface as constraints,
the multi-objective optimization of the operating parameters is carried out using a non-
dominated sorting genetic algorithm (NSGA-II). The findings are expected to provide a
theoretical basis for the control strategy of battery pack thermal management systems and
the optimization of liquid cold plate performance.
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2. Numerical Investigation

2.1. Configuration of Liquid Cooling System

As a key component of an indirect liquid cooling system for battery thermal manage-
ment, the liquid cold plate is responsible for removing the heat generated by the lithium-ion
battery during the charging or discharging process. The cooling capability of a liquid cold
plate remarkably affects the thermal characteristics of the lithium-ion battery, which has
been extensively proven to have a critical relationship with battery charging and discharg-
ing performance. Therefore, the development of a liquid cold plate with high efficiency
plays an important role for the BTMS in maintaining the battery temperature within a
proper and safe range. It should also be noted that both the flow rate and inlet temperature
of liquid coolant affect the cooling performance, including the maximum temperature and
the temperature difference on the battery module. The required pumping power highly
depends on the flow rate and structure of the liquid cold plate. It can be concluded that
the optimization study of the liquid cold plate is necessary to obtain the proper operating
conditions for the high-efficiency cooling of lithium-ion batteries.

For the reasons stated above, a three-dimensional model was first established using
SOLIDWORKS software to explore the effects of the flow rate and the inlet temperature of
the coolant on the cooling performance of the liquid cold plate for the lithium-ion battery
module. To simplify the model, the heat generation of lithium-ion batteries under different
discharging rates was treated as a surface heat source. The average temperature and
the maximum temperature difference on the liquid cold plate were used to evaluate the
thermal condition of the lithium-ion battery module and were taken as the objectives of the
optimization study. The capacity of the battery model is 37.0 A·h, and its dimensions are
148 mm (x) × 26.5 mm (y) × 94 mm (z). As shown in Figure 1, the battery module consists
of sixteen cells, two of which are connected in parallel and eight in series. The cold plate is
arranged on the side surface of the battery module, as displayed in Figure 2. The length,
width, and thickness of the cold plate are 212.0 mm, 110.5 mm, and 15 mm, respectively.

 

Figure 1. Schematic diagram of lithium-ion battery module.

Figure 2. The layout of liquid cold plates for battery module cooling.

As shown in the authors’ previous work, the cold plates constructed with serpentine
channels provide better cooling performance compared to those with straight channels [43].
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Furthermore, the configuration of serpentine channels was optimized considering simulta-
neously the thermal behavior of the battery module and the pumping power required. The
liquid cold plate, consisting of 6 serpentine flow paths with each path including 4 parallel
channels, was proven to have better performance, as shown in Figure 3. Each channel
was 2.5 mm in width and 9.0 mm in height, while the thickness of each fin was 1.5 mm.
The thickness of the substrate and cover plate of the cold plate was 3 mm each. The total
thickness of the cold plate was 15 mm. In the present study, the effects of the flow rate and
inlet temperature on the thermal characteristics of the BTMS were numerically investigated
based on the liquid cold plate described above, and the optimization was carried out
involving the pumping power.

 
(a) 

 
(b) 

Figure 3. Schematic diagram of liquid cold plates with serpentine flow paths: (a) 3D model; (b) 2D
model of flow paths.
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Heat generation from the lithium-ion battery is strongly dependent on the battery
charging or discharging rate. In the present study, the discharging rates of 1.0 C, 2.0 C, 3.0 C,
and 4.0 C were selected as typical working conditions to represent different heat dissipation
demands. In references [44–46], the heat generation rates of a single lithium-ion battery
under the various discharging rates were investigated in experiments and electrochemistry
simulations based on the pseudo-two-dimensional model. Under the discharging rates of
1.0 C, 2.0 C, 3.0 C, and 4.0 C, the average heat generation rates of a single battery were 5 W,
20 W, 40 W, and 65 W, respectively. The surface heat flux applied on the cold plate was
determined accordingly.

2.2. Governing Equations and Boundary Conditions

The material of the liquid cold plate was aluminum, while water was used as the liquid
coolant. The following assumptions were made before performing the numerical study:

(1) The total flow rate of the coolant and the heat flux on the cold plate keep constant
during the cooling process. Therefore, the flow and heat transfer in the liquid cold plate is
incompressible and steady;

(2) Since the temperature variation range of water is less than 10 ◦C in most cases, the
thermal properties of water are considered to be constant;

(3) According to the sizes of the studied liquid cold plate, the effects of gravity and
viscous dissipation can be neglected.

The governing equations for the flow and heat transfer in the cold plate can be
written as:

div(ρUφ) = div
(
Γφgradφ

)
+ Sφ (1)

where ρ is the density of the coolant, kg·m−3, U is the velocity vector, and φ is the unknown
to be solved. The left side of the equation is the convective item, whereas the items on the
right side are the diffusive item and source item, respectively.

Flow and heat transfer in the cold plates constructed with serpentine channels were
numerically investigated by adopting the k-ω turbulent model, and the results were vali-
dated using the experiments in Ref [47]. The governing equations to be solved included
the continuous equation (φ = 1), the momentum equations (φ = Ux, Uy, and Uz), the energy
equation (φ = T), the turbulent kinetic energy equation (φ = k), and the specific dissipation
rate equation (φ = ω).

Uniform velocity and temperature were set as the boundary conditions at the inlet of
the cold plate, whereas zero pressure was set at the outlet. Uniform heat flux was applied
to the two large surfaces of the cold plate, and adiabatic condition was set for the other
surfaces. No-slip boundary condition was set for the contact surfaces between fluid and
solid. As stated earlier, the present study aimed to optimize the inlet temperature and flow
rate of the coolant of lithium-ion batteries under different discharging rates. Therefore, the
inlet temperature and flow rate of coolant and the heat flux were the independent variables
in the numerical investigation. The mathematical descriptions of the above boundary
conditions are as follows.

The flow and thermal conditions at the Inlet of the liquid cold plate are:

ux = 0, uy = uin, uz = 0, T = Tin (2)

The pressure at the outlet of the liquid cold plate is constant and set as:

P = 0 (3)

The no-slip condition for convective surfaces can be expressed as:

ux = 0, uy = 0, uz = 0, T = Ts,−λ
dT
dn

|f = −λ
dT
dn

|s (4)
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The bottom and top walls of the liquid cold plate are heated with uniform heat flux:

− λ
dT
dn

|s = qconstant (5)

where u is velocity, T is temperature, P is pressure, λ is thermal conductivity, n indicates
the normal direction of the convective surface, and the subscripts f and s refer to fluid and
solid, respectively.

2.3. Numerical Scheme

As shown in Figure 4, the calculated domain, including the fluid and solid zones, was
discretized with the hexahedral grids using ICEM. The SIMPLE algorithm was used to
solve the pressure-velocity coupled term, and the second-order upwind finite scheme was
used to solve the momentum and energy equations. The solving process was completed
by employing CFD software ANSYS 15.0. The convergence criteria for all the governing
equations were set at 10−6. The critical parameters, including flow pressure drop, maximum
temperature, and temperature difference, were monitored during the solving process.

(a) 

 
(b) 

Figure 4. Schematic of grids for the computational domain: (a) 3D structure; (b) sectional grids at 1
2 2

height plane.
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To reduce the effects of grid number on the flow and heat transfer results, the grid
independence for the present study was carefully examined by solving the governing
equations for the computational domain discretized using different meshing strategies.
As shown in Figure 5, the variations of the pressure drop and the maximum temperature
difference were less than 0.1 K with the increase in grid number, and the change in the
pressure drop became weak. The pressure drop increased by only 0.38% when the number
of grids increased from 5,367,900 to 7,047,300. To reduce computational load and ensure
solving precision, the meshing, including 5,367,900 grids, was used to solve the flow and
heat transfer in the cold plates.

  
(a) (b) 

Figure 5. The effects of grid number on the numerically solved results: (a) Maximum temperature
difference; (b) Pressure drop.

3. Optimization Method

It is necessary to change the operating parameters of the liquid cold plate to meet the
thermal management demands of the power battery under different discharging rates. The
performance of the liquid cold plate changes nonlinearly with the change of key operating
parameters, including the flow rate, average heat generation, and inlet temperature. There
will be a huge workload when using the variable-controlling approach or orthogonal experi-
ment method. In addition, the improvement of heat transfer and flow resistance is mutually
incompatible in practice. The increase in flow pressure drop may happen with the cooling
performance enhancement of the liquid cold plate. Therefore, it is difficult to achieve the
optimal value for heat transfer and flow resistance at the same time. Compromise solutions
considering different design objectives for the liquid cold plates are required.

The RSM is utilized to construct a specific functional relation to reflect the nonlinear
relationship between the input parameters and the responses. It can greatly reduce the
simulation times and shorten the design cycle. The NSGA -II is invoked to solve complex
nonlinear problems and optimize multiple objective functions simultaneously. The optimal
solution to multi-objective optimization problems can be visually displayed through the
Pareto front.

3.1. Response Surface Methodology

The RSM is a combination of mathematical and statistical methods for modeling and
analyzing results, which can effectively show the relationships between the design variables
and output responses. The RSM is applied to arrange the experimental design to obtain
the relevant experimental data, and then the multiple regression equation is obtained to
fit the functional relationship between the variables and the response. The model used to
establish the function can be expressed as follows:

y = f (X1, X2, · · · , Xk) + ε (6)
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where y represents the objective function, Xk and f represent the independent design
variables and the approximate response function, respectively, and ε is the residual error.

RSM models are empirical models based on observed data from processes or systems.
Therefore, it was necessary to determine the design sample for operating parameters in
the process of optimal design. A design of experiment (DOE) based on a popular design
method called face-centered central composite design (CCD) was adopted in the design.
The numerical simulations were performed according to the set points, including factorial
points and center points augmented by axial points in CCD.

As discussed previously, the average temperature and maximum temperature differ-
ence in the liquid cold plate and the flow pressure drop of the coolant were selected as
the optimization goals. The range of the flow rate was 0.0019–0.0249 kg·s−1, while the
inlet temperature was considered within the range of 20–30 ◦C. The design variables and
their levels are summarized in Table 1. Three levels, “−1”, “0”, and “1”, represent the
low, middle, and high levels, respectively. The software Design-Expert was utilized to
generate the design plans. The DOE and corresponding results are depicted in Table 2. The
regression model was fitted according to the sample points obtained using the numerical
simulations and the response values.

Table 1. Design variables and levels of the condition.

S/No. Design Variables
Level

−1 0 1

1 Flow rate, kg·s−1 0.0019 0.0134 0.0249
2 Average heat generation rate, W 5 35 65
3 Inlet temperature, ◦C 20 25 30

Table 2. Simulation design and corresponding results.

Variables (Code) Variables (Actual Value) Response

No.
.

m Q Tin
.

m, kg·s−1 Q, W Tin, ◦C Tave, ◦C ΔTmax, ◦C ΔP, Pa

case1 −1 −1 −1 0.0019 5 20 23.89 3.89 30.45
case2 1 −1 −1 0.0249 5 20 20.31 0.38 1377.06
case3 −1 1 −1 0.0019 65 20 70.53 50.52 30.45
case4 1 1 −1 0.0249 65 20 23.98 4.95 1377.06
case5 −1 −1 1 0.0019 5 30 33.83 3.86 25.09
case6 1 −1 1 0.0249 5 30 30.3 0.38 1344.95
case7 −1 1 1 0.0019 65 30 80.46 50.88 25.09
case8 1 1 1 0.0249 65 30 33.93 4.98 1344.93
case9 −1 0 0 0.0019 35 25 52.17 27.29 27.77

case10 1 0 0 0.0249 35 25 27.13 2.67 1360.47
case11 0 −1 0 0.0134 5 25 25.52 0.69 448.10
case12 0 1 0 0.0134 65 25 31.83 9.05 448.10
case13 0 0 −1 0.0134 35 20 23.72 4.88 461.87
case14 0 0 1 0.0134 35 30 33.65 4.87 434.67
case15 0 0 0 0.0134 35 25 28.67 4.87 448.10

3.2. NSGA-II Algorithm

In recent years, various intelligent optimization algorithms have been proposed,
such as Multiple Objective Particle Swarm Optimization (MOPSO), Driving Training-
Based Optimization (DTBO), and Grey Wolf Optimizer (GWO), which have already been
proven to be sufficient for solving specific problems. Compared to them, the genetic
algorithm is a simple and mature analysis method. The computation is simple, and its
precision was enough for the optimization in the present study. In this study, the multi-
objective optimization was executed using a non-dominated sorting genetic algorithm II
(NSGA-II), which had the advantages of a fast running speed and good convergence of the
solution set [48]. The NSGA -II was performed to acquire the Pareto front and the optimal
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operating conditions. Compared with the weighting method, a uniformly distributed
Pareto-optimal front was obtained to avoid aggregation of solutions in a small interval as
well as local convergence.

The flowchart of the optimization procedure is shown in Figure 6. The initial combina-
tions of operating parameters were generated randomly. The objective functions obtained
by the RSM were employed in the optimization algorithm to determine the fitness functions
in the NSGA-II. Then, the genetic operators, including selection, crossover, and mutation,
were used to generate a new population. The non-dominated sorting was conducted to
rank the population members and put them into different fronts according to the values of
the fitness functions. The crowding distance was used to measure how close an individual
was to its neighbors, which was designed to avoid the accumulation of population members
over a limited distance. Large crowding distances would result in better diversity in the
population. The optimal combinations of operating parameters and the corresponding
Pareto optimal solution based on the typical discharging rates could be output when the
evolutionary iteration reached the set value. The decision maker could select the appro-
priate Pareto optimal solution in the optimization domain according to the requirements.

Figure 6. The flowchart of the optimization procedure.

It was necessary to obtain the optimal combinations of operating parameters at typical
discharging rates. Therefore, multi-objective optimization of the liquid cold plate was
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required to obtain Pareto optimal solution at different discharging rates. The multi-objective
optimization problem of the cold plate can be described as the following equations:

Minimize

⎧⎨⎩
Tave = f1

( .
m, Tin

)
ΔTmax = f2(

.
m, Tin) 0.0249 ≤ .

m ≤ 0.0498
ΔP = f3

( .
m, Tin

)
.... 20 ≤ Tin ≤ 30

(7)

where f 1, f 2, and f 3 are the objective functions of the average temperature (Tave), the
maximum temperature difference (ΔTmax), and the pressure drop (ΔP) at a specific dis-
charging rate, respectively,

.
m represents the flow rate of the working medium, and Tin is

the inlet temperature.
The GAMULTIOBJ function from MATLAB global optimization toolbox, which is

a variant of NSGA-II, was utilized. It can effectively solve the problem of premature
convergence and avoid falling into local optimum. The tuning parameters used are shown
in Table 3.

Table 3. GAMULTIOBJ function parameters.

Parameters Values

PopulationSize 1000
ParetoFraction 0.3

MaxGenerations 200
MaxStallGenerations 200

FunctionTolerance 10−10

Number of variables 2

4. Results and Discussion

4.1. Numerical Analysis

Figure 7 shows the temperature contours of the heated surface of the liquid cold plate
under various flow rates when Q = 35 W and Tin = 25 ◦C. It can be seen that the heat
transfer performance and temperature uniformity were improved with the increase in flow
rate. The maximum temperature difference and average temperature decreased by 49.57%
and 45.05%, respectively, when the flow rate increased from 0.0019 kg·s−1 to 0.0134 kg·s−1.
However, it is noted that the decreasing trend in the maximum temperature difference
slowed down with a further increase in the flow rate. It can be speculated that a further
increase in the flow rate had little effect on improving the temperature uniformity when
the flow rate exceeded a certain value. Meanwhile, it can be seen from Figure 8 that the
flow resistance of the coolant rose significantly with the increase in the flow rate. It is
clear that the further increase in flow rate accelerated the rising rate of flow pressure drop.
The pressure drop increased by 420.33 Pa when the flow rate varied from 0.0019 kg·s−1 to
0.0134 kg·s−1, whereas the rise in pressure drop is up to 912.37 Pa as the flow rate increased
from 0.0019 kg·s−1 to 0.0249 kg·s−1. Therefore, it is essential to choose the appropriate flow
rate in the working medium for the BTMS to achieve the best cooling performance and
relatively low flow resistance.

The temperature distributions for the liquid cold plate under different inlet tempera-
tures are shown in Figure 9. It is noted that the maximum temperature difference remained
around 4.9 ◦C and the average temperature increased by 41.86% when the inlet temperature
increased from 20 to 30 ◦C. This indicates that the change of inlet temperature mainly af-
fected the maximum and the average temperatures and had little effect on the temperature
uniformity of the cold plate.
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(a)

(b)

(c)

Figure 7. Temperature distribution of the liquid cold plate under different flow rates when Q = 35 W
and Tin = 25 ◦C: (a)

.
m = 0.0019 kg·s−1 (b)

.
m = 0.0134 kg·s−1 (c)

.
m = 0.0249 kg·s−1.

Figure 8. The variation in pressure drop with mass flow rate.
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(a) 

 
(b) 

 
(c) 

Figure 9. Temperature distribution in the liquid cold plate under different inlet temperatures when
Q = 35 W and

.
m = 0.0134 kg·s−1: (a) Tin = 20 ◦C (b) Tin = 25 ◦C (c) Tin = 30 ◦C.

4.2. Response Surface Equations and Validations

This section establishes the regression models to obtain the fitting functions for various
optimization objectives. The analysis of variance (ANOVA) aims to examine the signifi-
cance of each term of the regression models for the prediction of optimization objectives.
According to the principle of statistics, F-value is calculated as the ratio of the source’s
mean square to the residual mean square, while the p-value is the probability of seeing the
observed F-value if there are no factor effects. The significance of one item in the regression
model can be reflected by a p-value. In the present study, one item was considered to
have had a significant impact on the response once its p-value was less than 0.05; in other
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words, the terms with a p-value greater than 0.05 were considered insignificant and could
be eliminated from the models.

Based on the experimental points (obtained by simulation results) and the response val-
ues in Table 2, the ANOVA results of the responses for the average temperature, maximum
temperature difference, and pressure drop are summarized in Tables 4–6. For the average
and maximum temperature differences, the influences of all factors and their interaction
terms were significant. The flow rate of the working medium had the most significant
effect, while the effect of the square term of average heat generation was relatively small.
For the flow resistance, the flow rate and the inlet temperature had significant effects, and
the average heat generation almost did not affect the pressure drop. The term

.
m had the

maximum F-value and the minimum p-value, demonstrating that the flow rate was the
most significant factor affecting the flow resistance of the cold plate. The ANOVA results of
the three models, after excluding insignificant terms, are presented in Tables A1–A3.

Table 4. The ANOVA for the average temperature (before elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Model 4626.93 12 385.58 3.452 × 109 <0.0001
.

m 1568.31 1 1568.31 1.404 × 1010 <0.0001
Q 19.87 1 19.87 1.779 × 108 <0.0001

Tin 49.51 1 49.51 4.433 × 108 <0.0001
.

m· Q 923.81 1 923.81 8.271 × 109 <0.0001
.

m· Tin 0.0006 1 0.0006 5484.01 <0.0001
Q·Tin 0.0002 1 0.0002 1790.70 <0.0001

.
m· .

m 331.45 1 331.45 2.968 × 109 <0.0001
Q·Q 5.682 × 10−7 1 5.682 × 10−7 5.09 0.0587

Tin·Tin 5.682 × 10−9 1 5.682 × 10−9 0.0509 0.8280
.

m· Q·Tin 0.0002 1 0.0002 1450.47 <0.0001
.

m2· Q 141.99 1 141.99 1.271 × 109 <0.0001
.

m2·Tin 8.100 × 10−6 1 8.100 × 10−6 72.52 <0.0001
.

m· Q·Q 1.000 × 10−7 1 1.000 × 10−7 0.8800 0.3844
Residual 7.818 × 10−7 8 1.117 × 10−7

Lack of fit 7.818 × 10−7 3 3.909 × 10−7

Pure error 0.0000 5 0.0000
Cor total 4626.93 19

Table 5. The ANOVA for the maximum temperature difference (before elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Model 4273.94 13 328.76 5.904 × 109 <0.0001
.

m 302.85 1 302.85 5.439 × 109 <0.0001
Q 34.94 1 34.94 6.276 × 108 <0.0001

Tin 0.0000 1 0.0000 323.27 <0.0001
.

m· Q 892.30 1 892.30 1.602 × 1010 <0.0001
.

m·Tin 0.0122 1 0.0122 2.199 × 105 <0.0001
Q·Tin 0.0215 1 0.0215 3.866 × 105 <0.0001

.
m· .

m 280.85 1 280.85 5.044 × 109 <0.0001
Q·Q 2.784 × 10−7 1 2.784 × 10−7 5.00 0.0667

Tin·Tin 2.784 × 10−7 1 2.784 × 10−7 5.00 0.0667
.

m·Q·Tin 0.0174 1 0.0174 3.123 × 105 <0.0001
.

m2·Q 120.35 1 120.35 2.161 × 109 <0.0001
.

m2·Tin 0.0038 1 0.0038 68,640.45 <0.0001
.

m·Q·Q 6.250 × 10−7 1 6.250 × 10−7 11.22 0.0154
Residual 3.341 × 10−7 6 5.568 × 10−8

Lack of fit 3.341 × 10−7 1 3.341 × 10−7

Pure error 0.0000 5 0.0000
Cor total 4273.94 19
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Table 6. The ANOVA for the pressure drop (before elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Model 4.748 × 106 9 5.275 × 105 1.833 × 105 <0.0001
.

m 4.443 × 106 1 4.443 × 106 1.544 × 106 <0.0001
Q 0.0001 1 0.0001 0.0000 0.9955

Tin 1043.63 1 1043.63 362.74 <0.0001
.

m·Q 0.0001 1 0.0001 0.0000 0.9950
.

m·Tin 357.98 1 357.98 124.43 <0.0001
.

m· .
m 1.665 × 105 1 1.665 × 105 57,870.36 <0.0001

Q·Q 0.0028 1 0.0028 0.0010 0.9756
Tin·Tin 0.1196 1 0.1196 0.0416 0.8425

Residual 28.77 10 2.88
Lack of fit 28.77 5 5.75
Pure error 0.0000 5 0.0000
Cor total 4.748 × 106 19

Through the backward elimination process, the ultimate forms of regression equa-
tions of average temperature, maximum temperature difference, and pressure drop are
expressed as:

Tave = 0.12313 − 0.1399
.

m + 0.9503Q + 0.9936Tin−94.9058
.

m · Q+

0.1523
.

m · Tin + 1.6680 × 10−6Q · Tin−177.3068
.

m2
+ 4.8611 × 10−7Q2−

0.0026
.

m · Q · Tin + 2379.7945
.

m2 · Q+3.4104
.

m2 · Tin

(8)

ΔTmax = 0.0451 + 46.8433
.

m + 0.9258Q − 0.0036Tin − 88.6916
.

m · Q−
1.7198

.
m · Tin + 0.0007Q · Tin − 1947.0156

.
m2

+ 1.1638 × 10−6Q2 + 0.000013Tin
2

−0.0271
.

m · Q · Tin + 2190.9304
.

m2 · Q + 74.0804
.

m2 · Tin − 0.00006
.

m · Q2
(9)

ΔP = 17.6338 + 10927.0303
.

m − 0.4822Tin − 116.4686
.

m · Tin + 1865850
.

m2 (10)

where Q represents the average heat generation.
The goodness of fit of the regression models is judged by the coefficient of deter-

mination R2, namely, the ratio of the explained variance to the total variance. The C.V
(Coefficient of Variation) is calculated by dividing the standard deviation by the mean. The
R2, Radj

2, and the C.V of the regression model for the average temperature of the liquid cold
plate are 100%, 100%, and 0.0001%, respectively. The R2, Radj

2, and the C.V of the regression
model for the maximum temperature difference are 100%, 100%, and 0.0024%, respectively.
Furthermore, those of the regression models for the pressure drop are 100%, 100%, and
0.2969%, which guarantees the accuracy of the regression models established by the RSM.

Figure 10 exhibits the 3D surface plots of the interaction effects on the average tem-
perature. As can be seen from the three plots, the mass flow rate has the most significant
effect on the average temperature. The minimum average temperature corresponds to the
smallest average heat generation, the lowest inlet temperature, and the largest flow rate.

The 3D surface plots of interaction effects on the maximum temperature difference are
shown in Figure 11. It is seen that the mass flow rate, average heat generation rate, and
inlet temperature all had significant influences on the maximum temperature difference.
The maximum temperature difference increased with the increase in the average heat
generation rate at a low flow rate. With the increase in flow rate, the increase in maximum
temperature difference gradually became smaller. The results imply that better temperature
uniformity could be achieved with a larger flow rate and lower average heat generation
rate.
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(a)

(b)

(c)

Figure 10. 3D surface plots of the combined effects on the average temperature: (a) Q· .
m; (b) Tin· .

m
(c) Q·Tin.
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(a) 

 
(b) 

 
(c) 

Figure 11. 3D surface plots of the combined effects on the maximum temperature difference: (a) Q· .
m;

(b) Tin· .
m (c) Q·Tin.

Figure 12 shows the combined effects of mass flow rate and inlet temperature on
pressure drop. It can be observed that a smaller flow rate reduced the pressure drop. The
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difference in inlet temperature would lead to a difference in liquid viscosity, resulting in a
slight difference in the pressure drop.

 
Figure 12. 3D surface plot of the combined effects of inlet temperature and flow rate on the pressure drop.

4.3. Optimization Results

Based on the regression models established in Section 4.2, efforts were made to op-
timize the operating conditions of the liquid cold plate for the best cooling performance
and the lowest flow resistance. It should be noted that there does not exist an operation
condition that can simultaneously minimize the maximum temperature and flow resis-
tance. The Pareto optimal solution is essentially a non-inferior solution for multi-objective
optimization that can be used to solve the above problem. As shown in Figure 13, the
Pareto optimal solutions for the maximum temperature difference, average temperature,
and pressure drop of the cold plate were obtained by NSGA-II for different discharging
rates of a lithium battery. For any specific required maximum temperature difference and
the average temperature, the generated Pareto optimal solution can provide optimal values
for the operating parameters that lead to the smallest pressure drop. It can be observed
from the figure that the pressure drop presents a downward trend with the increase in
the maximum temperature difference and average temperature, which confirms that the
improvement of cooling performance of the liquid cold plate is at the expense of an in-
creased flow pressure drop. The operating condition with low inlet temperature and flow
rate leads to a large maximum temperature difference and average temperature. Therefore,
larger pressure drops need to be overcome when a lower temperature is required for a
given liquid cold plate.

Table 7 shows the comparison of two sets of Pareto optimal solutions and the sim-
ulation results under different discharging rates. The average temperature and pressure
drop in the predicted results obtained based on the RSM and NSGA-II demonstrate a good
agreement with CFD results, with relative deviations of less than 11%. Although the values
of the maximum temperature differences are small (less than 5 ◦C), the absolute value of
the error is less than 16%.
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(a) (b)

(c) (d)

Figure 13. The Pareto solutions for average temperature and pressure drop under different discharg-
ing rates: (a) 1.0 C (b) 2.0 C (c) 3.0 C (d) 4.0 C.

Table 7. Accuracy verification of Pareto optimal solution.

Discharging
Rate

Q
kg·s−1

Tin◦C

Predicted/CFD
Results of
Tave, ◦C

Predicted/CFD
Results of
ΔTmax, ◦C

Predicted/
CFD Results

of ΔP, Pa

Error of
Tave

%

Error of
ΔTmax %

Error of
ΔP
%

1.0 C
0.0156 26.86 27.09/

27.31 0.51/0.58 579.82/
582.91 −0.81 −12.07 −0.53

0.0057 28.29 30.68/
29.68 2.46/2.49 108.95/

105.79 3.37 −1.20 2.99

2.0 C
0.0163 25.33 26.03/

27.07 2.14/2.32 629.69/
628.76 −3.84 −7.88 0.15

0.0118 28.00 31.18/
29.85 3.36/3.12 356.27/

356.58 4.46 7.63 −0.09

3.0 C
0.0174 21.13 21.9/

24.44 3.86/4.37 718.26/
722.97 −10.39 −11.67 −0.65

0.0158 25.54 27.34/
29.14 4.05/4.79 593.37/

593.15 −6.18 −15.50 0.04

4.0 C
0.0199 20.00 24.08/

24.72 3.58/3.97 919.68/
920.81 −2.59 −9.82 −0.12

0.0203 20.23 23.60/
23.25 3.42/3.87 743.05/

743.85 1.51 −11.63 −0.11

Table 8 shows the variation range of the optimized objectives based on the Pareto
optimal solution. It can be seen that the pressure drop is significantly optimized, and the
maximum pressure drops under different discharging rates are less than 1000 Pa, which
means that the efficiency of the cold plate is essentially improved. The maximum average
temperature of the liquid cold plate increases with the discharging rate. The range of
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the maximum temperature change also expands. Under the same flow rate and inlet
temperature, the increased average heat generation results in an upward trend in the cold
plate temperature. Furthermore, it reveals that the Pareto optimal solution obtained by
multi-objective optimization based on NSGA-II is a solution set that weighs heat transfer
performance and flow resistance, which can be used to determine the operating parameters
according to the thermal design criteria.

Table 8. The variation range of objectives based on Pareto optimal solution.

Discharging Rate ΔTmax, ◦C Tave, ◦C ΔP, Pa

1.0 C 0.29~3.90 20.03~33.82 24.39~966.91
2.0 C 1.11~15.66 20.07~45.40 24.44~941.94
3.0 C 2.17~31.39 20.14~60.72 24.56~940.21
4.0 C 3.43~50.92 20.22~80.22 24.53~936.84

5. Conclusions

To ensure the safety and efficiency of electric vehicles, it is necessary to improve the
thermal performance of the liquid cold plate in the battery thermal management system.
This work presented a method based on the RSM and NSGA-II to achieve the optimization
of the operating parameters with relatively low flow resistance. The proposed methods can
be used to quickly obtain the optimized operating parameters to balance the maximum
temperature, average temperature, and pressure drop of the cold plate in the BTMS. The
results can guide the design of the operating strategy for battery thermal management. The
main findings are summarized below.

(1) When the flow rate changes from 0.0019 to 0.0249 kg·s−1, the pressure drop in-
creases from 27.77 Pa to 1360.47 Pa. The average temperature increases by 9.93 ◦C when
the inlet temperature increases from 20 to 30 ◦C. Although increasing the flow rate and
decreasing the inlet temperature can improve the cooling performance of the liquid cold
plate, a flow rate greater than 0.0249 kg·s−1 has no significant effect on the temperature
uniformity of the liquid cold plate. Optimization of the BTMS operating parameters is
crucial to achieving a better overall performance for the liquid cold plate.

(2) Based on the RSM design, the regression models for the average temperature, max-
imum temperature difference, and pressure drop are obtained with coefficients of variation
(C.V) smaller than 0.3%, which guarantees the accuracy of the regression models. The
deviations in the average temperature and pressure drop between the model predictions
and CFD simulations are less than 11%.

(3) The Pareto optimal solutions were obtained by NSGA-II for the discharging rates
at 1.0 C, 2.0 C, 3.0 C, and 4.0 C. The maximum temperature differences in the cold plate
can be controlled within 0.29~3.90 ◦C, 1.11~15.66 ◦C, 2.17~31.39 ◦C, and 3.43~50.92 ◦C,
respectively. Additionally, the maximum average temperatures are within 20.03~33.82 ◦C,
20.07~45.40 ◦C, 20.14~60.72 ◦C, and 20.22~80.22 ◦C, respectively. The pressure drop is
optimized to less than 1000 Pa under various discharging rates. The proposed methods
can be used to optimize the operating parameters of the liquid cold plate according to the
thermal design criteria.
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Nomenclature

f Response function
.

m Mass flow rate (kg·s−1)
n Normal direction
P Pressure (Pa)
ΔP Pressure drop (Pa)
Q Average heat generation (W)
R2 Dimensionless distance
Radj

2 Thermal resistance (K·W−1)
T Temperature (◦C)
Tave Average temperature (◦C)
Tin Inlet temperature (◦C)
Tmax Maximum temperature (◦C)
ΔTmax Maximum temperature difference (◦C)
U velocity vector (m·s−1)
u velocity (m·s−1)
Xk Design variable
x x-coordinate
y y-coordinate
z z-coordinate
Greek:

λ Thermal conductivity (W·m−1K−1)
ρ Density (kg·m−3)
ε Residual error
Subscripts:

k Number of design variables
in Inlet fluid
f Fluid
s Solid
out Outlet fluid
x x direction
y y direction
z z direction

Appendix A

Table A1. The ANOVA for the average temperature (after backward elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value Prob. > F

Model 4626.93 11 420.63 4.273 × 109 <0.0001
.

m 1568.31 1 1568.31 1.593 × 1010 <0.0001
Q 19.87 1 19.87 2.019 × 108 <0.0001

Tin 49.51 1 49.51 5.030 × 108 <0.0001
.

m·Q 923.81 1 923.81 9.385 × 109 <0.0001
.

m·Tin 0.0006 1 0.0006 6222.22 <0.0001
Q·Tin 0.0002 1 0.0002 2031.75 <0.0001

.
m· .

m 385.68 1 385.68 3.918 × 109 <0.0001
Q·Q 6.125 × 10−7 1 6.125 × 10−7 6.22 0.0373

.
m·Q·Tin 0.0002 1 0.0002 1645.71 <0.0001

.
m2·Q 141.99 1 141.99 1.442 × 109 <0.0001
.

m2·Tin 8.100 × 10−6 1 8.100 × 10−6 82.29 <0.0001
Residual 7.875 × 10−7 8 9.844 × 10−8

Lack of fit 7.875 × 10−7 3 2.625 × 10−7

Pure error 0.0000 5 0.0000
total 4626.93 19
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Table A2. The ANOVA for the maximum temperature difference (after backward elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value p-Value

Model 4273.94 13 328.76 5.904 × 109 <0.0001
.

m 302.85 1 302.85 5.439 × 109 <0.0001
Q 34.94 1 34.94 6.276 × 108 <0.0001

Tin 0.0000 1 0.0000 323.27 <0.0001
.

m·Q 892.30 1 892.30 1.602 × 1010 <0.0001
.

m·Tin 0.0122 1 0.0122 2.199 × 105 <0.0001
Q·Tin 0.0215 1 0.0215 3.866 × 105 <0.0001

.
m· .

m 280.85 1 280.85 5.044 × 109 <0.0001
Q·Q 2.784 × 10−7 1 2.784 × 10−7 5.00 0.0667

Tin·Tin 2.784 × 10−7 1 2.784 × 10−7 5.00 0.0667
.

m·Q·Tin 0.0174 1 0.0174 3.123 × 105 <0.0001
.

m2·Q 120.35 1 120.35 2.161 × 109 <0.0001
.

m2·Tin 0.0038 1 0.0038 68,640.45 <0.0001
.

m·Q·Q 6.250 × 10−7 1 6.250 × 10−7 11.22 0.0154
Residual 3.341 × 10−7 6 5.568 × 10−8

Lack of fit 3.341 × 10−7 1 3.341 × 10−7

Pure error 0.0000 5 0.0000
Cor total 4273.94 19

Table A3. The ANOVA for the pressure drop (after backward elimination).

Source Sum of Squares Degrees of Freedom Mean Square F-Value Prob. > F

Model 4.748 × 106 4 1.187 × 106 6.154 × 105 <0.0001
.

m 4.443 × 106 1 4.443 × 106 2.304 × 106 <0.0001
Tin 1043.63 1 1043.63 541.13 <0.0001

.
m·Tin 357.98 1 357.98 185.62 <0.0001

.
m· .

m 3.031 × 105 1 3.031 × 105 1.571 × 105 <0.0001
Residual 28.93 15 1.93

Lack of fit 28.93 10 2.89
Pure error 0.0000 5 0.0000

total 4.748 × 106 19
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Abstract: In order to improve the endurance of underwater vehicles and make it possible for the
underwater vehicle to inspect long-distance water tunnels, a sliding mode control method based
on event triggering is proposed for the depth control of underwater vehicles from the perspective
of energy saving. Firstly, the kinematics and dynamics models of underwater vehicle dive surface
are established. Secondly, an event-triggered sliding mode controller is designed. According to the
Lyapunov function, the stability of the designed controller is proved by theoretical analysis, and
Zeno phenomena will not appear in the closed-loop control system. Compared with other controllers,
the simulation results show that this controller can effectively realize the depth control of AUV, has
strong adaptability and robustness to unmodeled nonlinear dynamics and bounded disturbances,
and has the effect of saving computing resources.

Keywords: AUV; depth control; event-triggered; energy saving

1. Introduction

With the wider and wider range of deep-sea research and development activities, vari-
ous types of underwater vehicles have become essential tools for scientists and engineers
to carry out marine exploration and underwater missions [1–7]. Among many vehicles
of this kind, autonomous underwater vehicles (AUVs) have the advantages of flexibility,
personnel safety, low cost and so on, and have become important equipment for marine
exploration and development. AUVs play an important role in hydrological environment
surveys, submarine topography surveys, submarine pipeline detection, submarine search
and rescue and salvage. For high-quality data collection and long-term tasks, AUVs are
expected to be able to possess both satisfactory control ability and low-speed energy-saving
cruising [8–14], and so the constant depth navigation of AUVs is essential.

Being equipped for deep-sea travel, remote distances and highly intelligent operation
are the development trends for AUVs. Limited onboard energy is one of the key factors
that affect the long-term exploration, cruise and operation of AUVs, which restricts the
long-distance development of AUVs. If the energy is insufficient during the mission, the
AUV needs to return in time and recycle it for charging, which will cause the discontinuity
of the mission and destroy the concealment of the mission. Reducing the charging times
can effectively improve the operation efficiency and reduce the time cost. Therefore, it
is urgent to improve the endurance of AUVs. It is one of the bottlenecks of energy AUV
technology development, one which greatly limits the development of AUV endurance.
To improve the endurance of AUVs, we usually start with increasing the carrying energy,
improving the energy utilization rate and utilizing natural energy such as ocean energy
and solar energy. To use natural energy, AUVs need to add additional energy conversion
devices, change the existing structure, and generate energy efficiency. This scheme is costly
for AUVs. However, the existing batteries have low specific energy, so more energy can
only be obtained by increasing the number and volume of batteries. It is relatively costly to

J. Mar. Sci. Eng. 2022, 10, 1888. https://doi.org/10.3390/jmse10121888 https://www.mdpi.com/journal/jmse
540



J. Mar. Sci. Eng. 2022, 10, 1888

improve endurance by increasing the amount of energy carried. Under the existing battery
technology, reducing system energy consumption and improving energy utilization rate
have more practical application values. To reduce energy consumption, we usually start
with the shape of the AUV and energy-saving controls. However, for an existing AUV,
changing the shape costs a lot. Therefore, starting from the control level, it is an important
research direction of long voyages to study energy-saving strategies in order to improve
energy utilization and reduce energy consumption, especially for the detection of long
water conveyance tunnels, which is very necessary and meaningful.

2. Research Status

There are several ways to reduce energy consumption of AUVs, such as reducing
sailing resistance, installing a variable buoyancy system (VBS) and adopting appropriate
control methods. Ren Yitao et al. [15] designed a double-layer flexible skin structure on
the surface of underwater vehicles to reduce the resistance of underwater vehicles. Yang
Zhuo et al. [16] used a V-shaped microstructure in AUV models, which effectively reduced
the resistance and energy consumption. Wang Chao et al. [17] applied drag reduction
technology, based on aeration cavitation, to underwater vehicles and verified drag reduction
efficiency by performing water tunnel tests. These surface drag reduction technologies
are still in the exploratory stage, and the use cost is high. Generally, VBS systems are
mounted on submersibles that need large depth changes. Tethy underwater vehicles,
developed by the Monterey Bay Institute of Oceanography (MBARI), can last for weeks
or even months. Because of their propellers, their speed range is 0.5–1.2 m/s, and they
have been successfully used in the investigation and research work in Monterey Bay [18].
However, most AUVs are not equipped with VBS systems. They are usually amongst the
most effective means to save energy for AUVs in order to reduce the energy consumption
of the system from the point of view of control strategy. This is done to improve the
endurance of underwater vehicles. Sarkar et al. [19] designed a suitable switching surface
based on sliding mode control, and proposed a suboptimal robust controller based on
the Euler–Lagrange optimization algorithm to minimize the total energy and ensure the
accuracy of the controller. Feng Yao et al. [20] constructed a cost function based on an
AUV state space model, designed an improved predictive control to reduce the energy
consumption of the system, and verified the feasibility of the algorithm through depth
tracking control simulation. Petar et al. put forward an adaptive oscillator which can
learn the frequency, amplitude and phase of external disturbance online, and used this
oscillator to process the input signal in order to ignore unnecessary disturbance and achieve
the purpose of saving control output energy consumption [21]. Xu Y et al. established a
dynamic resistance mathematical model to describe the relationship between the resistance
and speed of AUVs, and used the terminal sliding mode control method to reduce the pitch
angle and steering amplitude of AUVs. The simulation results show that the pitch angle
and steering amplitude are effectively reduced, that the variance of pitch angle is reduced
by 90.91%, and that the resistance caused by pitching and the energy consumed by steering
are reduced [22]. Niu Xiaoli studied the vertical movement of AUVs near the water surface,
analyzed the influence of waves of different depths on the carrier, and used LQR control to
control the AUVs’ vertical movement posture and energy consumption, which reduced the
energy consumption during navigation [23]. However, there was a lack of analysis of and
research on calculating resource energy consumption, and the reduction in resource energy
consumption could further save energy for AUV control. Ji Zehui, Liu Zhenchuan, Wang
Zhenyu et al. [24] of the China Ocean University have developed a submarine pipeline
inspection robot to inspect pipeline corrosion. The simulation experiment and underwater
experiment, conducted from pool to lake to offshore conditions, have verified the accuracy
of the path tracking control system. However, under the complicated environmental
conditions of the water conveyance tunnel, the path tracking technology for the outer wall
of the submarine pipeline is not applicable. The water conveyance tunnel is usually tens of
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kilometers long, and so it is necessary and meaningful to increase the endurance of AUVs
through energy-saving controls to realize continuous inspection.

In order to achieve AUV depth control, firstly, it is first necessary to establish the
AUV diving plane kinematics model and dynamics model. From the AUVs’ working
environments and their own movement characteristics, their precise mathematical models
are hard to establish; even if researchers can design a sufficiently accurate mathematical
model, this model is often too complex to be suitable for control system design. Therefore,
the model needs to be simplified. The diving behavior of AUVs is often simplified as a
multivariable linear system, in which the dynamics characteristics of underwater robot
made two major assumptions. First, we assume that the pitch angle of the AUV is very
small, and then we assume that the motion dynamics of the pitch angle can be expressed as
a linear equation. Based on the above assumptions, the vertical motion model of the AUVs
can be linearized [24–27].

Sliding mode control has the advantages of robustness to model inaccuracy and
external disturbances. It is very suitable for the control of underwater robots. It has been
successfully applied to the dynamic positioning of underwater vehicles. A control algorithm
for AUV navigation depth is proposed, which combines the adaptability of adaptive
control algorithms and the robustness of sliding mode controllers. The effectiveness of
the control algorithm is verified by simulation [28,29]. A high-order sliding mode control
(HOSMC) is proposed for deep control of underwater vehicles. The simulation results
show that the controller has a good control performance [30,31]. An integrator sliding
mode controller is proposed for the depth control of AUVs with positive buoyancy. The
simulation results show that the controller has a good control performance [32]. Through
the development of depth control systems of ROVs. Adaptive fuzzy algorithms based
on sliding mode control are used for uncertainty and disturbance compensation. Two
theorems (Lyapunov stability theory and Barbalat lemma) are used to analyze and prove
the stability and convergence of the closed-loop system. Numerical results show that the
control system has good performance [33]. A model-free high-order sliding mode controller
is proposed, and a reasonable transient process is designed, so that the controller has a
good performance under any initial error conditions. In a two-degree-of-freedom nonlinear
underwater vehicle model, real-time experiments verify the performance of the proposed
controller [34].

By designing a reasonable transition process, a model-free high-order sliding mode
controller is proposed, which gives the controller have a good performance under any
initial error condition. In the verification underwater vehicle model, the performance of
the proposed controller is verified by numerical simulation and real-time experiments.

The above-mentioned research uses a sliding mode controller to complete the depth
control of an underwater vehicle, and it has achieved good results from the simulation
experiment, which proves that the sliding mode controller can be used for the depth
control of an underwater vehicle. However, the traditional sliding mode controller has a
chattering problem. Frequent changes of the controller increase the energy consumption of
the underwater vehicle and reduce its operating time. At the same time, affected by the
complex underwater environment, communication may be blocked.

Event-triggered control is a resource-aware sampling strategy that updates control
only when a driver condition is met [35]. A state-feedback approach to event-based
control method is proposed to complete the control task of the closed-loop system [36].
The event-based control problem of nonlinear stochastic systems is studied, an event-
based control method is proposed, and the effectiveness of the method is verified by
simulation experiments [37]. The triggering of events can save energy at the control
level. When dealing with microprocessors with limited resources and networks with
limited bandwidth, the research of event-triggering technology becomes more and more
important. The problem of output feedback control based on event-driven observers
for linear systems is studied, and the effectiveness and superiority of the event-driven
controller are demonstrated through simulation experiments [38].
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Event triggering can reduce the energy consumption and communication requirements
of underwater vehicles. This article introduces the event-triggered mechanism into the
depth control of AUVs. The trigger function and sliding mode control law are designed.
Only requiring the AUV to update the control rate at the time of the event trigger, energy-
saving control of the AUV depth is realized. It is expected that this method will be applied to
the detection of unmanned underwater robots in long-distance water conveyance tunnels.

3. Problem Statements

As shown in Figure 1, in order to establish the motion model of underwater vehicle, it
is usually necessary to establish a fixed coordinate system E− ξηζ and a satellite coordinate
system O − xyz.

Figure 1. Fixed coordinate system and satellite coordinate system.

The origin of the fixed coordinate system E − ξηζ can be any point in space, and
it represents the inertial reference system which allows robots to move in space. The
coordinate system satisfies the right-hand rule, and its axis Eζ points to the center of the
earth in a positive direction. The Eξ axis and the Eη axis are perpendicular to each other
and at the same time in the horizontal Eζ plane. Usually, the positive direction of the Eξ
axis points to the north of the earth and the positive direction of the Eη axis points to the
east of the earth.

The satellite coordinate system O − xyz is fixed on the robot and the origin is usually
taken at the center of gravity of the robot. The coordinate system satisfies the right-hand
rule, with the longitudinal axis Ox pointing to the bow parallel to the hull baseline, the
horizontal axis Oy pointing to the starboard parallel to the base plane, and the vertical axis
Oz pointing to the bottom.

Motion parameters and coordinate components are shown in Table 1:

Table 1. Parameters of Kinematic Model of Underwater Vehicle.

Variable X Axis Y Axis Z Axis

Fixed coordinate system displacement ξ η ζ
angle φ θ ψ

Satellite coordinate system

speed u v w
angular velocity p q r

force X Y Z
moment K M N
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In this paper, the positive directions of roll angle, pitch angle and yaw angle are all de-
termined from the fixed coordinate system according to the right-hand rule, and only three
rotations are needed from the fixed coordinate system for the moving coordinate system.

The first rotation is ψ around the Eζ axis, Eξ → Bx1, Eη → By1 then⎡⎣ξ
η
ζ

⎤⎦ =

⎡⎣cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

⎤⎦⎡⎣x1
y1
ζ

⎤⎦ (1)

The second rotation is θ around the By1 axis, Bx1 → Bx, Eζ → Bz1 then⎡⎣x1
y1
ζ

⎤⎦ =

⎡⎣ cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

⎤⎦⎡⎣ x
y1
z1

⎤⎦ (2)

The third rotation is ϕ around the Bx axis, By1 → By, Bz1 → Bz then⎡⎣ x
y1
z1

⎤⎦ =

⎡⎣1 0 0
0 cos ϕ − sin ϕ
0 sin ϕ cos ϕ

⎤⎦⎡⎣x
y
z

⎤⎦ (3)

These values can be obtained by combining Equations (1)–(3),⎡⎣ξ
η
ζ

⎤⎦ =

⎡⎣cos ψ cos θ cos ψ sin θ sin]ϕ − sin ψ cos ϕ cos ψ sin θ cos ϕ + sin ψ sin ϕ
sin ψ cos θ sin ψ sin θ sin ϕ + cos ψ cos ϕ sin ψ sin θ cos ϕ − cos ψ sin ϕ
− sin θ cos θ sin ϕ cos θ cos ϕ

⎤⎦⎡⎣x
y
z

⎤⎦ (4)

In order to complete AUV depth control, the AUV diving plane kinematics model is
first established. Suppose the surge velocity u is a known constant, and the depth d, pitch
angle θ, heave velocity w and pitch angle velocity q are variables of motion state in the
diving plane. The vertical kinematics equation of AUV can be expressed as:{ .

θ = q
.
z = w cos θ − u sin θ

(5)

The dynamic equation can be expressed as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
m[

.
w − uq − xG

.
q − zG] = Z .

q
.
q + Z .

w
.

w + Zuquq + Zuwuw + Zw|w|w
∣∣∣w∣∣∣+Zq|q|q

∣∣∣q∣∣∣+(W − B) cos θ + τ1

Iyy
.
q + m[xG(uq − .

w) + zGwq] = M .
qq + M .

w
.

w + Muquq + Muwuw + Mw|w|w
∣∣∣w∣∣∣

+Mq|q|q
∣∣∣q∣∣∣−(xGW − xBB) cos θ − (zGW − zBB) sin θ + τ2

(6)

The hydrodynamic coefficient is the value of the partial derivative of the hydrody-
namic component to AUV motion parameters at the expansion point. For example, Z .

q is the
influence coefficient of the angular acceleration

.
q rotating around the Y axis, which causes

the force Z on the Z axis. Then, Mw|w| is the second derivative of the influence of w (Z-axis
speed) on moment M. The hydrodynamic coefficient is usually obtained by performing
an experiment. Iyy is the moment of inertia of AUV about the Y axis. xG, zG represent the
center of gravity coordinates, and xB, xB represent the center of gravity coordinates. W is
AUV gravity and B is AUV buoyancy. τ1, τ2 are control laws. In this paper, they represent
force and moment.

Assuming that its second-order viscous damping coefficient is relatively small, it can
be regarded as a small external disturbance. Both the center of gravity and the center of
floating are at the origin of the coordinate system, (xG, yG, zG) = (xB, yB, zB) = 0. The pitch
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angle is a small amount. Combining Equations (5) and (6), the linearized equations can be
obtained as:⎡⎢⎢⎢⎣

m − Z .
w −Z .

q 0 0
−M .

w Iyy − M .
q 0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎣

.
w
.
q
.
θ
.
z

⎤⎥⎥⎦ =

⎡⎢⎢⎣
Zuwu Zuqu + mu 0 0
Muwu Muqu 0 0

0 1 0 0
1 0 −u 0

⎤⎥⎥⎦
⎡⎢⎢⎣

w
q
θ
z

⎤⎥⎥⎦+

⎡⎢⎢⎣
τ1
τ2
0
0

⎤⎥⎥⎦+ d′ (7)

where d′ represents unmodeled dynamics, external interference and parameter uncertainty.
For the convenience of presentation:

M =

⎡⎢⎢⎢⎣
m − Z .

w −Z .
q 0 0

−M .
w Iyy − M .

q 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦, A =

⎡⎢⎢⎣
Zuwu Zuqu + mu 0 0
Muwu Muqu 0 0

0 1 0 0
1 0 −u 0

⎤⎥⎥⎦ (8)

Assuming that the expected heave speed wd, expected pitch speed qd, expected pitch
angle θd, and expected depth zd are all constants, namely

.
wd =

.
qd =

.
θd =

.
zd = 0.

Definition: surge velocity error we = w − wd, pitch velocity error qe = q − qd, pitch angle
error θe = θ − θd, depth error ze = z − zd, x =

[
w q θ z

]T , u(t) =
[
τ1 τ2 0 0

]T ,
A = M−1 A′, B = M−1, d = M−1d′, Equation (7) can be displayed as

.
x(t) = Ax(t) + Bu(t) + d(t) (9)

4. Design of Sliding Mode Control Triggered by Events

The conventional sliding variable for the Equation (9) is defined as

s(t) = Cx(t) (10)

The control law u(t) is designed to reach the s(t) = 0 manifold in a finite time, while
always keeping the trajectory on s(t). As shown in the Figure 2.

Figure 2. Event-triggered control loop.

Differentiating Equation (10), we can get:

.
s(t) = C(A x(t) + Bu(t) + d(t)

)
(11)

Assume that CB is nonsingular, after that the control law is designed as follows

u(t) = −(CB)−1{CAx(t) + Ksign[s(t)]} (12)

In this paper, the control law adopts a sampling state, and the subsequent update is
triggered by events. The control law (12) is given as

u(t) = −(CB)−1{CAx(ti) + Ksign[s(ti)]}, ∀t ∈ [ti, ti+1) (13)
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s(t) = Cx(ti) denotes the sliding variable at ti. At the time instant ti+1, the control law
is updated and keeps a constant until the next trigger is reached.

The measurement error of th sampling state exists in the system, and it can be defined
as e(t). e(t) is given by the following formula:

e(t) = x(ti)− x(t), ∀t ∈ [ti, ti+1) (14)

In order to achieve stability and accuracy of control, it is necessary to fully consider
the control error e(t) and its related problems. For t = ti, e(t) = x(ti)− x(t) = 0, since the
control is only updated at this moment in the process, the sliding mode will occur at this
moment. Similarly, the deviation from sliding manifold can be obtaind for any t ∈ [ti, ti+1),
e(t) �= 0 and consequently s(t).

In this paper, it is necessary to discuss the problem of robust stabilization of mea-
surement error e(t) by sliding mode control. Simple events can be executed to ensure
the stability of the system. In this case, it is critical to consider whether there are Zeno
phenomena i.e., in a limited execution time t ∈ [ti, ti+1], that is, whether there is the accu-
mulation of execution time between controls. In the paper, we proved that there are no
Zeno phenomena, i.e., next, the situation of joining the system (5) is emphatically analyzed,
and the results and assumption are as follows

Assumption 1: Firstly, α ∈ (0, ∞) is determined, and then it is introduced into system
(5) and sliding variable (7). Then, the frequency band of the sliding mode near s(t) = 0 is
defined by the control law (12) as follows{

x(t) ∈ Rn : |s(ti)| ≤ α‖A‖−1
}

(15)

When the system also meets the following conditions

‖CAe(t)‖ < α (16)

Additionally, K also satisfies such conditions

K > sup
t≥0

‖Cd(t)‖+ η + α (17)

where η > 0.

Proof: We prove the existence and correctness of the sliding mode by considering Lyapunov
function at t ∈ [ti, ti+1].

V =
1
2
‖s(t)‖2 (18)

Bring (9) into and differentiate V with respect to time to obtain the following formula

.
V = s(t){C[Ax(t) + Bu(t) + d(t)]} (19)

Sometimes, the control law cannot be updated continuously. The reason for this may
be the limitation of the digital processor, and so the above Equation (13) should be used as
the control law.

.
V = s(t){CAx(t)− CAx(ti)− Ksign[s(ti)] + d(t)}

= −s(t){CAe(t) + Ksign[s(ti)]− d(t)} (20)

It is obvious that, for the Lyapunov function V < 0 at t = ti. For t ∈ (ti, ti+1), under
the conditions (16) and (17), we get

.
V < −s(t){Ksign[s(ti)]− d(t)− αsign[s(t)]} < −ηs(t)sign[s(ti)]

= −η|s(ti)|+ ηCe(t)sign[s(ti)] < −η|s(ti)|+ ηα‖A‖−1 (21)
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So, the sliding mode will occur in the vicinity of s(t) = 0 with a band, as given in (15).
The control law is updated whenever

σ ∈ [0, 1] ‖C‖‖A‖‖e(t)‖ = σα (22)

So, ‖C‖‖A‖‖e(t)‖ ≤ σα is met and condition (16) would not be broken.
The triggering instant can be defined as

ti+1 = inf{t ∈ [ti,+∞] : ‖C‖‖A‖‖e(t)‖ = σα} (23)

In order to avoid event-driven Zeno phenomena, assumption 2 is given. �

Assumption 2: Consider the system (9). Let the control law (13) brings the sliding
mode in the system by executing the event (22) for all t > ti for the increasing time sequence.
If ti+1 is the triggering instant, then the inter execution time ti+1 − ti = Ti > 0 satisfies.

Firstly, the Equation (9) is introduced as a precondition, and the control law (13)
executes events (22) through all tt in increasing time series, and the control law makes
the system form a sliding mode. When ti+1 is the time when the execution event triggers,
ti+1 − ti = Ti > 0, as the execution interval, should meet the following conditions

Ti ≥ 1
‖A‖ ln(1 + ‖CA‖−1σα

‖A‖
ρ(‖x(ti)‖) + β

) (24)

where ρ(‖x(ti)‖) and β are given as

ρ(‖x(ti)‖) = ‖A − B(CB)−1CA‖‖x(ti)‖, β = ‖B(CB)−1K‖+ dmax (25)

Proof: Consider the set Γ = {t : ‖C‖‖A‖‖e(t)‖ = 0}. Then, for time t ∈ [ti, ti+1)\ti(i = 1,2, · · · , n),
we can get

d
dt
‖e(t)‖ ≤ ‖ .

e(t)‖ = ‖ .
x(t)‖ = ‖Ax(t)− B(CB)−1CAx(ti)−B(CB)−1Ksign[s(ti)] + d(t)‖ (26)

We substitute x(t) = x(ti) − e(t) into (26), and then the solution of (26) with the
condition e(ti) = x(ti)− x(ti) = 0 can be given as

‖e(t)‖ ≤ ρ(‖x(ti)‖) + β

‖A‖ (e‖A‖(t−ti) − 1) (27)

σα ≤ ‖CA‖ρ(‖x(ti)‖) + β

‖A‖ (e‖A‖Ti − 1) (28)

Solve Ti according to Equation (28), and Assumption 2 is proved. �

In order to control the depth faster and better, it is also necessary to observe the heave
velocity, pitch angular velocity and surge velocity in time, so it is necessary to establish an
observer to improve the control accuracy. Surge velocity in the water conveyance tunnel is
regular and fixed, so it can be obtained and input into the system only by prior knowledge
and simple acquisition. Therefore, an observer is established for heave velocity and pitch
angular velocity. { .

x(t) = Ax(t) + Bu(t) + d(t)
s(t) = Cx(t)

(29)
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The basic idea of designing a Luenberger observer is to artificially build a system with
the same parameters and inputs as the original system.{ ·

x̂(t) = Ax̂(t) + Bu(t) + d(t)
ŝ(t) = Cx̂(t)

(30)

The observation error at this time can be defined as

x̃ = x − x̂ (31)

The error differential is ·
x̃ = A(x − x̂) (32)

As can be seen from the above equation, without introducing feedback, the dynamics
of the observed error are completely determined by system matrix A. If the characteristic
roots of A are all on the left side of the complex plane, the observed error will approach zero
with the passage of time. However, when the system itself is unstable, its zero pole needs
to be configured by introducing feedback, and so the design of the Luenberger observer
can be expressed as { ·

x̂(t) = Ax̂(t) + Bu(t) + L[s (t)− ŝ(t)] + d(t)
ŝ(t) = Cx̂(t)

(33)

At this time, the dynamics of the observer error can be expressed as

·
x̃ = (A − LC)x̂ (34)

Then, by selecting L, the characteristic root of the above formula is a proper value,
thus ensuring that the error can be attenuated to zero and kept, and it is independent of
the control input u(t) and the initial state x(0) of the system. In order to understand the
Luenberger observer more vividly, we give its system block diagram. As shown in the
Figure 3.

Figure 3. Luenberger observer.

The Luenberger observer controls the observed measurement x(t) by introducing
linear feedback. The essence of its control is to make it possible to track x(t).
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5. Numerical Studies

REMUS AUVs are used as models for simulation tests. The parameters of the dive
plane model of a REMUS are shown in the Appendix A. Choose the expected heave
speed wd = 0, expected pitch speed qd= 0, expected pitch angle θd = 0, and expected
depth zd = 0 m. Suppose the surge velocity u = 2 m/s, the initial state w0 = 0.02 m/s,
q0 = 0.04 rad/s, θ0 = 0.1 rad, z0 = 10 m.

Select switch function C = diag[0 .51 − 0.50 − 0.73 0 .50], K = 0.65, α = 0.5, σ = 0.85,
d= [0 .5 sin (10 t) 0.5 sin (10 t) 0 0]T . The following simulation results are obtained
(Figures 4–8):

Figure 4. The heave velocity.

 
Figure 5. Pitch angle velocity.
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Figure 6. Pitch angle.

Figure 7. The event-triggered interval.

  

Figure 8. The simulation experiment control law (τ1 and τ2).

According to the tracking curve in Figures 4–6 during the simulation process, it can be
seen that the event-triggered sliding mode controller in the case of interference works stably
and has good robustness. These characteristics mean the control task of AUV sailing depth
can be completed. The observer coincides with the actual speed in a short time (within 5 s),
which can feed the data back to the controller in time. Figure 8 shows the control input
curve of the AUV system. It shown that the frequency of the change in control rate can be
effectively reduced based on the action of event triggering. The event-triggered interval
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is shown in Figure 7. In the adjustment stage (0–10 s), due to a large system error, the
event-triggered interval is short, while in the stability stage (10–20 s), the event-triggered
interval is long, which can effectively reduce the energy loss caused by the change in
control law.

Taking a REMUS AUV as the research object, depth simulation experiments of various
control methods are carried out, and the depth control effect of the sliding mode controller,
based on event triggering, is compared and verified. As shown in the Figure 9.

 
Figure 9. Comparison diagram of three control algorithms.

In the 20 s simulation, there are 513 controls, of which 26 are triggered by events,
accounting for about 5% of the total, which can achieve 5.07% energy saving. It can save
5.07% of computing resources. This is shown in the Table 2 below.

Table 2. Event trigger times in simulation.

Step Number Percentage

Basic control step number 487 94.93%
Event step number 26 5.07%

Total number of steps 513 100%

In the process of simulation, it can be seen that the PID controller can realize AUV
depth control, but there is overshoot. It is stable for about 20 s, but it has a steady-state
error of about −0.2 m.

In the simulation process, it can be seen that the event trigger controller can realize
AUV depth control, and that it is stable for about 41 s. Although it can reduce the amount
of calculation, it takes a long time to stabilize.

It can be seen from the comparison diagram that the sliding mode control based on
event trigger can reach the desired depth faster, more accurately and more stably, and can
achieve a 5% energy saving in calculation steps.

6. Outfield Experiment

In order to test the feasibility of the control law and ensure the safety of AUVs, the test
site was selected in a water area of Shanghai. As shown in the Figure 10.

551



J. Mar. Sci. Eng. 2022, 10, 1888

Figure 10. Experimental site.

The expected depth is set at 0.8 m and 1 m, and the depth variation curve is shown in
the following figure. As shown in the Figures 11 and 12 and Table 3.

Figure 11. Depth variation curve of fixed-depth experiment.

Figure 12. The outfield experiment control law (τ1 and τ2).

Table 3. Event trigger times in outfield experiment.

Step Number Percentage

Basic control step number 9352 97.28%
Event step number 261 2.72%

Total number of steps 9613 100%
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The outfield experiment proves that the controller can realize the expected depth
control of AUV. It can save 2.72% of computing resources.

7. Conclusions

Aiming at the problem of improving the endurance of AUV in the inspection of long
water conveyance tunnels, an energy-saving control method is proposed to realize the
depth control of AUV, and an event-triggered sliding mode controller is designed. The
controller only needs to send instructions to the next module (thrust distribution module)
when some discrete events trigger, which can effectively reduce the energy consumption of
the controller and achieve the purpose of AUV energy saving. The controller can effectively
suppress the interference, realize the convergence of the state control error to a small
invariant set containing the origin, and ensure that the whole system will not have Zeno
phenomena. Compared with numerical simulation of PID and event-triggered control, this
controller has the following advantages:

1. Faster. It can reach the desired depth in a short time (10 s), while other methods can
reach a better level in 15–35 s.

2. More accurate. Too much or too little steady-state error will not occur when the
desired depth is reached.

3. More stable. There will be no overshoot when the desired depth is reached.
4. Save computing resources. By transmitting only when some discrete events are

triggered, the computing resources are saved. The simulation shows that the energy
saving effect is 5.07%, and the field experiment shows that the energy saving effect
is 2.72%.

The simulation results show that the sliding film controller based on event triggering is
faster, more accurate, more stable and energy saving, and the field test proves the feasibility
of the controller.

The development of a suitable experimental prototype can directly participate in the
inspection of long water conveyance tunnels, save manpower, material resources and
energy, and create direct economic value. It can also be used for other tasks, such as
underwater terrain scanning and detection, water quality and environmental monitoring,
etc. It can bring all kinds of direct or indirect economic benefits. In the research process,
the combination of industry–university–research is expected to bring various economic
benefits, and especially to bring various benefits to enterprises and scientific research
projects. After the technology is patented, it can also be used in the design of other robots
such as surface robots and land robots. It can also be used in industrial robots, aviation and
other fields.
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Appendix A

REMUS AUV parameters [39]
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m = 30.48 kg, Iyy = 3.45 kgm2, M .
q = −4.88 kgm2/rad, M .

w = −1.93 kgm,
Muq = −2 kgm/rad.

Muw = 24 kg, Z .
q = −1.93 kgm/rad, Z .

w = −35.5 kg, Zuq = −5.22 kg/rad,
Zuw = −28.6 kg/m.
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