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1. Introduction

In the ever-evolving landscape of modern wireless communication systems, the es-
calating demand for seamless connectivity has propelled the imperative for avant garde,
versatile, and high-performance antennas to unprecedented heights. These antennas, stand-
ing at the forefront of future communication systems, serve as linchpins that can potentially
revolutionise the overall performance of communication networks [1]. The exponential
surge in connectivity needs has instigated a notable surge in dedicated research endeavours,
underscoring the paramount importance of advancing antenna technologies. The adaptabil-
ity of these antennas, which is essential to meet the diverse and evolving requirements of
wireless services, necessitates not only careful consideration but also a continuous stream
of innovative approaches [2]. Navigating the dynamic terrain of wireless communication,
antennas are required to embody a plethora of features to ensure efficacy in both current
and future systems. These encompass expansive and multi-frequency coverage, compact
form factors, meticulously defined radiation patterns, multi-mode operational capabilities,
cost-effectiveness in fabrication, energy efficiency, streamlined integration and assembly
processes, and conformity to ever-evolving standards [3]. The symbiotic integration of
Multiple Input Multiple Output (MIMO) configurations and phased array arrangements,
fortified by adaptive and smart antennas, stands as the linchpin for significantly augment-
ing system capacity, thereby adeptly meeting the burgeoning demands of the unfolding
epoch of wireless networks [4].

As we delve into the vast expanse of antennas and their applications, we recognise their
pivotal role in shaping the contemporary technological landscape. The advent of 5G and the
looming prospect of 6G technologies underscore the escalating role of antennas in shaping
the future of communication [5]. From applications in wearable devices and biomedical
wireless communication to their indispensable role in the Internet of Things (IoT) and smart
cities, antennas are catalysts propelling the world towards unprecedented connectivity
and technological advancement. They are the silent architects of our interconnected future,
laying the foundation for the seamless exchange of information in the realms of autonomous
vehicles, intelligent infrastructure, and beyond [6]. In this continuous journey of antenna
evolution, we are witnessing not just technological progress but a transformative force
shaping how we connect, communicate, and innovate. Antennas, in their myriad forms,
have become integral components in diverse applications. Their role extends beyond
mere conduits of signals; they are the lifelines of global connectivity, enabling progress
and ushering in an era of unparalleled interconnectedness [7]. The relentless pursuit of
excellence in antenna design and technology is not merely a shared ethos but a driving
force propelling the evolution of wireless technologies into uncharted territories. The
future promises antennas that seamlessly operate across a broader range of frequencies,
with increased energy efficiency and reduced interference. These antennas are not just

Sensors 2023, 23, 9643. https://doi.org/10.3390/s23249643 https://www.mdpi.com/journal/sensors1
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technological marvels; they are the enablers of a future where connectivity knows no
bounds, fostering innovation, collaboration, and a world united by the invisible threads of
wireless communication [8].

The overarching objective of this Topic is to comprehensively cover all facets of anten-
nas utilised in existing or future wireless communication systems. The aim is to spotlight
recent advances, current trends, and potential future developments in antenna technolo-
gies. Within the expansive terrain of this Topic, our aim is to offer an inclusive panorama,
meticulously detailing the most recent breakthroughs and pioneering methodologies in
antennas. A compendium of thought-provoking contributions, totalling 46 papers, forms
the backbone of this endeavour, collectively navigating the intricate landscape of antennas
for emerging wireless communication systems. Each of these papers functions as a beacon,
illuminating distinct facets and advancements within the realm of antennas. The myriad
topics explored within this compendium contribute cohesively to the overarching objective
of unravelling novel approaches, fostering a deeper understanding of the field and laying
the groundwork for further exploration. In essence, this Topic aspires not only to document
the present state of antenna technologies but also to propel the discourse forward, inspiring
researchers to delve into the vast potential and uncharted territories that lie ahead.

2. Overview of Published Papers

The research from Zhao et al. (contribution 1) introduces an innovative approach to
the pattern synthesis of linear array antennas. They propose the Nonlinear Chaotic Grey
Wolf Optimization (NCGWO) algorithm, an enhancement of the Grey Wolf Optimization
(GWO) algorithm, for optimal pattern synthesis. The NCGWO algorithm is demonstrated
to outperform other intelligent algorithms in electromagnetic optimisation problems, pro-
viding superior performance in terms of global search capability and convergence rate.
This work opens new avenues for efficient and effective optimisation techniques in antenna
design, particularly for linear array antennas.

Moving on to contribution 2, the article by Wang et al. presents a significant develop-
ment in W-band circularly polarised reflect-array antennas. The proposed antenna design
achieves a remarkable 2 dB gain bandwidth of 27.6% and a 3 dB axial ratio bandwidth of
13.8%, making it highly suitable for wireless communication applications. The antenna’s
performance, with a gain of 29.1 dBi and an aperture efficiency of 52.0%, positions it as
a promising candidate for high-frequency communication systems. This contribution
augments the ongoing efforts to broaden the applicability of reflect-array antennas in
the W-band.

In contribution 3, Wang et al. address the demand for antennas with multiple operation
bands and improved radiation gains. The authors propose a differentially fed, dual-
wideband, dual-polarised patch antenna featuring a crossed dielectric resonator (CDR).
The CDR design contributes to enhanced isolation levels and radiation gain, with the
antenna exhibiting dual bands of 1.86–2.52 GHz and 3.26–3.72 GHz. The compact size
of the antenna, coupled with its excellent performance characteristics, positions it as a
promising candidate for 4G/5G wireless communication systems.

The paper by Abd Elrahman et al. (contribution 4) introduces two novel sector beam
scanning approaches (BSAs) based on element position perturbations in the azimuth plane.
These approaches offer a balance between scanning range and side lobe levels, providing a
versatile solution for beam scanning applications. By combining element position pertur-
bation with the single convolution/genetic algorithm technique, the proposed approach
achieves a smaller scanning range with a relatively constant half power beamwidth and
lower side lobe levels. This research contributes to the optimisation of beam scanning in
linear antenna arrays.

The work by Yassin et al. (contribution 5) presents a flexible antenna designed for wide-
band biomedical wireless communication. The antenna, operating over the frequency range
of 5–19 GHz, exhibits circular polarisation in the 5–6 GHz range and linear polarisation
from 6 to 19 GHz. The proposed design, featuring an inverted G-shaped strip on a flexible
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substrate, achieves excellent performance metrics such as a 3 dB axial ratio bandwidth
of 18%, impedance matching bandwidth of 117%, a maximum gain of 5.37 dBi, and high
radiation efficiency. This flexible antenna design holds promise for diverse applications in
off-body and on-body communication systems.

The research by Noor et al. (contribution 6) introduces a novel microstrip patch
antenna design for sub-6 GHz and sub-7 GHz 5G wireless applications. Utilising slots and
parasitic strips, the proposed antenna achieves enhanced gain and bandwidth, offering a
wider bandwidth at both 3.45 GHz and 5.9 GHz compared to conventional designs. This
innovation holds significant promise for high-gain compact patch antennas, contributing
to the efficiency of 5G wireless communications in these crucial frequency bands.

In contribution 7, López-Álvarez et al. address the often-overlooked aspect of aperture
efficiency in antenna design. Maximising aperture efficiency is demonstrated to reduce the
required number of radiating elements, resulting in cost-effective antennas with increased
directivity. The study introduces a mathematical expression for calculating aperture ef-
ficiency, emphasising its importance in antenna footprint patterns. This work provides
valuable insights for the optimisation of antenna arrays, ensuring cost-effective solutions
with enhanced performance.

The work by Mingle et al. (contribution 8) presents a multi-layer beam-scanning leaky
wave antenna for remote vital sign monitoring at 60 GHz. This antenna, equipped with
partially reflecting surfaces (PRS) and high-impedance surfaces (HISs), achieves a gain of
24 dBi and precise remote vital sign monitoring up to 4 m. The system’s ability to monitor
vital signs in a dynamic environment, combined with its significant gain and scanning
range, positions it as a promising technology for continuous health monitoring applications.

In contribution 9, Teodorani et al. propose a novel beam scanning architecture using
a pair of planar metasurfaces for thin reconfigurable antennas. The design, employing
on-plane varactor diodes, achieves beam scanning without the need for complex feeding
networks. The demonstrated prototype in the X band offers an innovative approach to beam
scanning, showcasing potential applications in satellite communications and 5G networks.

Han et al.’s work (contribution 10) presents a design method for low radar cross-section
(RCS) array antennas based on characteristic mode cancellation (CMC). By introducing
rectangular and cross-slots, the proposed microstrip elements achieve broadband dual-
linear polarisation CMC, resulting in reduced monostatic RCS for dual-linear polarised
waves. This design method offers a promising solution for low-RCS array antennas with
improved bandwidth and radiation performance.

The paper by Abbas et al. (contribution 11) introduces a printed multiple-input
multiple-output (MIMO) antenna for 5G millimetre-wave applications. The antenna, featur-
ing a compact size and good MIMO diversity performance, operates in the ultra-wideband
(UWB) range from 25 to 50 GHz. The orthogonal positioning of antenna elements enhances
isolation, making it a suitable candidate for future 5G millimetre-wave applications.

Wang et al. (contribution 12) propose a simple yet effective beamwidth broadening
technique based on an antipodal linearly tapered slot antenna (ALTSA). The design achieves
a quasi-hemispherical radiation pattern without increasing the overall size and complexity.
With only two rows of subwavelength metallic elements, the ALTSA presents a practical
solution for the wide-beam antenna design with potential applications in wide-area wireless
communication systems.

In contribution 13, Cai and Tong introduce a wideband circularly polarised cross-fed
magneto-electric dipole antenna. The simple geometry utilises open slots between cross-fed
microstrip patches to achieve circular polarisation and high stable gain across a wide fre-
quency band. The proposed antenna, with a wide impedance bandwidth and in-band 3-dB
axial ratio bandwidth, represents potential applications in wireless communication systems.

The paper by Srikar et al. (contribution 14) presents a cognitive radio-integrated
antenna system with 1 sensing and 24 communication antennas. The system, catering to
different operating bands, demonstrates good diversity characteristics and mutual coupling.
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The proposed design offers a comprehensive solution for spectrum utilisation efficiency in
cognitive radio applications.

The work by Ayaz et al. (contribution 15) introduces a conformal cylindrical phased
array antenna excited with composite right-/left-handed (CRLH) phase shifters. The novel
aspect involves embedding magneto-static field-responsive micron-sized particles into the
CRLH phase shifter structure, enabling variable phase shifts without increasing the inser-
tion loss or phase error. The proposed antenna, operating in the C-band (5–6 GHz), exhibits
low insertion loss and phase error, making it suitable for a printed and flexible electronics
design. The prototype of the cylindrical phased array, with the particle-embedded CRLH
phase shifters, demonstrates a close agreement between simulated and measured results,
presenting a promising solution for conformal array applications.

The research by Nurhayati et al. (contribution 16) delves into the design of a 1 × 2 MIMO
Palm Tree Coplanar Vivaldi Antenna in the E-Plane, aiming to overcome challenges re-
lated to mutual coupling and grating lobes. The authors employ diverse patch structures,
such as Back Cut Palm Tree (BCPT) and Horizontal Wave Structure Palm Tree (HWSPT),
demonstrating superior return loss and mutual scattering. Additionally, their incorpora-
tion of Metamaterial Lens Palm Tree (MLPT) into radar applications further extends the
antenna’s utility.

Bohao Tang et al. (Contribution 17) present an Evolutionary Computation approach
for the Sparse Synthesis Optimization of Concentric Circular Antenna Arrays (CCAAs). By
introducing hybrid solution initialisation and crossover methods, the proposed algorithm
optimises CCAAs to reduce sidelobes while turning off specific antennas, addressing
challenges related to overhead and excessive sidelobes in these arrays.

In contribution 18, by Ning Zhang et al., a dual-polarisation dipole antenna for a
cylindrical phased array in Ku-Band is introduced. The dual-layer structured antenna,
composed of butterfly shaped dipoles, demonstrates improved isolation between ports
and effective scanning capabilities. The proposed design, applied in a 32-element cylinder
array, indicates its potential for conformal devices in Ku-band frequencies.

Marcellin Atemkeng et al. (contribution 19) focus on the expansion of the African Very
Long Baseline Interferometry (AVN) Network, particularly in the central African region.
Analysing the scientific impact of additional antennas in countries like Cameroon and Chad,
the paper emphasises the economic and human capital impacts of radio interferometers,
contributing to the broader success of the AVN project.

In contribution 20, by Madiha Farasat et al., a simple yet effective approach for
scattering suppression in multiband base station antennas is presented. By introducing a
novel horizontal and vertical radiating element, the authors successfully mitigate high band
pattern distortions, providing improved return loss and comparable pattern performance
over the entire frequency band.

Irfan Ullah et al. (contribution 21) explore adaptive beamforming patterns of mi-
crostrip patch antenna arrays on flexible surfaces, emphasising the importance of confor-
mal and self-adapting beamforming in the era of wireless spectrum growth. Their work
offers insights into efficient and robust conformal phased-array antennas with multiple
beamforming capabilities.

Chunli Wang et al. (contribution 22) propose novel coplanar meta-surface-based
substrate-integrated waveguide antennas for K-Band beam scanning. Their innovative
designs leverage coplanar rhombus- and hexagon-shaped meta-surfaces, providing low
reflection and wide bandwidth, thus paving the way for highly directive scanning radiation
in mm-Wave applications.

In contribution 23, by Aiting Wu et al., a compact four-port MIMO antenna for UWB
applications is introduced. Utilising a polarisation diversity approach, the authors achieve
a compact design with small dimensions and demonstrate promising performance in terms
of impedance bandwidth, isolation, and gain, making it suitable for UWB applications.

Eunice Oluwabunmi Owoola et al. (contribution 24) propose an advanced marine
predator algorithm (AMPA) to optimise non-uniform CAA beam patterns. The algorithm
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effectively optimises amplitude current and inter-element spacing for CAAs with varying
element counts, achieving superior peak sidelobe level (SLL) suppression and convergence
rates compared to other algorithms.

In contribution 25, by Bancha Luadang et al., a portable Yagi–Uda-based directional
antenna for digital terrestrial television (DTT) is proposed. Simulations and tests show
an impedance bandwidth of 75.93%, gain from 2.69 to 4.84 dBi, and a unidirectional
radiation pattern. The radome has minimal impact, and outdoor/indoor tests yield power
measurements at 514 MHz of 38.4 dBμV (−70.4 dBm) and 26.6 dBμV (−82.2 dBm), with
carrier-to-noise ratios (C/N) of 11.6 dB and 10.9 dB.

Boasting a compact size of 30 × 18 × 1.6 mm3, the ultra-wideband (UWB) multiple-
input, multiple-output (MIMO) antenna by Weidong Mu et al. (contribution 26) exhibits
flower-shaped radiating components, providing high isolation and excellent performance
across the entire operation band of 4.3–15.63 GHz. The proposed design holds promise for
diverse UWB applications.

In contribution 27, by Abdul Wajid et al., a dual-band wearable patch antenna with
split-ring resonator (SRR)- and electromagnetic bandgap (EBG)-based designs is presented.
The SRR-based antenna demonstrates improved gain, surface wave suppression, and
compactness, showcasing its potential for wearable sensor networks and IoT applications.

Contribution 28 by Xianjin Yi et al. introduces a dual-band high-gain shared-aperture
antenna that integrates Fabry–Perot and reflect-array mechanisms. Operating in both
the S-band and X-band, the antenna achieves impressive gains with good isolation be-
tween the two frequency bands, making it an attractive candidate for high-performance
communication systems.

The paper by Rozenn Allanic et al. (contribution 29) introduces polarisation-reconfigurable
patch antennas using semiconductor-distributed doped areas (ScDDAs). The co-design
method presented enables the optimisation of both the antenna and the ScDDAs, offering a
practical and efficient solution for polarisation reconfiguration.

Contribution 30 by Yuefei Yan et al. addresses the growing importance of electrome-
chanical coupling in high-frequency communication base station antennas. The authors
establish a comprehensive channel capacity model, considering factors like positional shift,
attitude deflection, and temperature change, providing insights crucial for the design and
manufacture of advanced communication systems.

The research by Fengan Li et al. (contribution 31) introduces a novel metasurface
comprising complementary units, enabling multi-band dual polarisation conversion. The
design not only achieves remarkable frequency bands for linear and linear-to-circular
polarisation conversion, but also shows radar cross-section (RCS) reduction capabilities,
extending its application to multiple microwave frequency bands.

In the realm of 5G communication systems, Syed Aftab Naqvi and team (contribu-
tion 32) present a dual-band metamaterial-based absorber operating at 24 GHz and 28 GHz.
Addressing the challenges of massive MIMO techniques, their absorber design enhances
gain and spatial multiplexing while effectively isolating adjacent antennas. This innovative
absorber holds promise for compact 5G devices by preventing unwanted interactions
between antennas.

Kerlos Atia Abdalmalak and colleagues (contribution 33) contribute a unique feed-
ing method for linear dielectric resonator antenna (DRA) arrays. By utilising standing
waves and discrete metallic patches, the authors achieve a high-gain DRA array with low
losses, presenting a cost-effective and compact design. The proposed 3D-printed structure
demonstrates high efficiency, making it a noteworthy advancement in feeding techniques.

In contribution 34, Zhiyi Li et al. present a low-profile wideband magnetoelectric
(ME) dipole antenna. The design involves the intricate bending of structures to achieve a
reduced antenna height, while maintaining wideband properties. The relative bandwidth
for VSWR < 2.0 and low boresight gain drop make this antenna suitable for applications
requiring limited height and wideband characteristics.
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Chao Ni et al. (contribution 35) propose a filtering slot antenna using characteristic
mode analysis (CMA). Their approach involves analysing and designing characteristic
magnetic currents to achieve a wide filtering bandwidth with stable gain. The fabricated
prototype validates the design process, showing promising results for applications where
stable gain and wide filtering are crucial.

Niamat Hussain et al. (contribution 36) contribute a conformal frequency-reconfigurable
antenna catering to smart portable devices. With a focus on flexibility and multi-frequency
operation, the antenna employs a coplanar waveguide-fed slotted circular patch. The
integration of a frequency-reconfigurable element enhances its adaptability to various
operating bands, making it suitable for modern wireless devices.

Addressing the demands of 5G millimetre-wave communications, Hussain Askari and
colleagues (Contribution 37) present a wideband, circularly polarised magnetoelectric (CP
ME) dipole antenna operating at 28 GHz. The unique geometry, including metallic plates
and hook-shaped strips, enables stable gain and wideband characteristics. The antenna’s
compact footprint makes it well-suited for 5G smart devices and sensors.

Shenko Chura Aredo et al. (contribution 38) tackle the challenges associated with
massive MIMO systems, proposing hardware-efficient solutions with optimal antenna se-
lection. By evaluating low-resolution digital-to-analogue conversion and antenna selection
techniques, the authors aim to reduce power consumption and enhance energy efficiency
in massive MIMO systems.

The study by Ruisi Ge et al. (contribution 39) explores the influence of conformal
metasurfaces on passive beam steering. The research introduces a passive approach to
beam steering, utilising conformal metasurfaces on conventional patch antennas. The
simplicity of the proposed system, combined with its passive nature, holds promise for
low-power consumption beam steering systems.

The research from Faxiao Sun et al. (contribution 40) introduces a novel rotating
shutter antenna designed for ultra-low-frequency (ULF) communication, with a focus
on its potential application as a transmitter for magnetic induction (MI) underground
communication systems. The authors employ advanced simulations and experiments
to validate the antenna’s performance, showcasing its ability to generate 2FSK signals
in the ULF band. The proposed rotating shutter antenna holds promise for enhancing
communication in challenging environments, such as underground spaces.

The article by Kazuhiro Honda (contribution 41) delves into the over-the-air testing of
a massive multiple-input multiple-output (MIMO) antenna. The paper presents an innova-
tive testing method involving a full-rank channel matrix created through a fading emulator
with a minimal number of scatterers. By virtually positioning scatterers through antenna
rotation, the study demonstrates a practical approach to assessing the performance of
massive MIMO systems. This methodology offers insights into the real-world functionality
of large-scale antenna arrays.

Marek Garbaruk et al. (contribution 42) propose a planar four-element ultrawideband
(UWB) antenna array designed for the 6–8.5 GHz UWB frequency band. The symmetrical
structure and elliptical-shaped radiators, fed by a stripline excitation network, contribute
to uniform power distribution. With measured gains ranging from 6.4 to 10.8 dBi, the
UWB antenna array exhibits favourable impedance matching. This research addresses the
demand for high-performance antennas in the European Commission’s designated UWB
frequency band.

Shimaa A. M. Soliman et al. (contribution 43) offer insights into the analysis and
design of an X-band reflect-array antenna tailored for a medium Earth orbit (MEO) remote
sensing satellite system. The study explores various reflect-array configurations, including
broadside and tilted pencil beam options, optimising the antenna for a nearly constant
response across the coverage area. The use of a Yagi–Uda array and a genetic algorithm
(GA) optimisation method demonstrates an efficient design process for achieving a flat-top
radiation pattern.
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In contribution 44, Raffaele Moretta et al. address the challenge of efficiently sampling
the field radiated by a circumference arc source. The paper introduces a methodology to
determine the minimum number of basis functions required for accurate representation
and proposes an interpolation formula that optimally exploits non-redundant field samples.
This work contributes to advancing the efficiency of field measurement techniques, crucial
for applications where acquisition time is a limiting factor.

Mingcong Xie et al. (contribution 45) tackle the complex problem of aperture-level
simultaneous transmit and receive (ALSTAR) with a digital phased array. The authors
propose an adaptive random group quantum brainstorming optimisation (ARGQBSO)
algorithm to simplify the array design, addressing the isolation between transmit and
receive apertures. This innovative algorithm demonstrates robust performance, reducing
complexity and enhancing overall efficiency in ALSTAR systems.

Hamdi Bilel and Aguili Taoufik (contribution 46) present a novel formulation based on
Floquet spectral analysis for the almost-periodic modulation of massive finite and infinite
strongly coupled arrays. The study has significant implications for applications such as
dense-massive-MIMO, intelligent-surfaces, and future wireless technologies (5G and 6G).
The numerical methods adopted, including the method of moments, pave the way for the
advanced modelling of antenna structures in small areas with a large number of elements.

Collectively, these contributions demonstrate the breadth and depth of contemporary
antenna research, addressing challenges and pushing the boundaries of what is possible in
diverse applications. The innovative methodologies and findings presented in this Topic
contribute to the ongoing evolution of antenna technologies, playing a vital role in shaping
the future of wireless communication and sensing systems.

3. Conclusions

The odyssey through contributions 1 to 46 in this Topic has not only illuminated the
cutting edge of antenna research but has also unfurled a vibrant tapestry of groundbreaking
discoveries that significantly redefine the boundaries of what was once deemed possible in
the realms of wireless communication, sensing systems, and beyond. Each contribution
stands as a testament to the collective ingenuity and tireless efforts of researchers dedicated
to pushing the frontiers of knowledge. The diverse array of antennas, from the non-linear
chaotic optimisation algorithm to the innovative Floquet spectral analysis, shows the versa-
tility and adaptability of antenna technologies. This collection encapsulates the dynamic
and ever-evolving nature of the field, demonstrating how research endeavours continue
to reshape our understanding and utilisation of antennas in various applications. As we
traverse this intellectual landscape, it becomes evident that the relentless pursuit of excel-
lence is not merely a shared ethos but a driving force propelling the evolution of wireless
technologies into uncharted territories. In essence, the odyssey through these contributions
serves as a compass, guiding us toward a future where antennas will play an even more
pivotal role in shaping the landscape of global connectivity, sensing, and communication.

As we navigate the frontiers of antenna advancements, the prospect of future research
beckons with enticing challenges and unexplored possibilities. One promising avenue lies
in further enhancing the adaptability and robustness of antennas for emerging applications
such as the Internet of Things (IoT) and smart cities. Exploring sustainable materials
and fabrication techniques to reduce environmental impact is another crucial direction.
Additionally, the integration of artificial intelligence and machine learning algorithms for
the autonomous optimisation of antenna parameters holds immense potential [9]. The
advent of 6G technologies and beyond will likely demand antennas that can seamlessly
operate across a broader range of frequencies, with increased energy efficiency and reduced
interference. The quest for antennas capable of supporting massive MIMO systems and
intelligent surfaces represents a frontier in which interdisciplinary collaboration and in-
novation will play a pivotal role. In this ever-evolving field, embracing the challenges of
real-world deployment scenarios, including the influence of environmental factors and
dynamic interference, will be essential for pushing the boundaries of what can be achieved
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with antenna technologies [10]. As we stand at the precipice of a new era in wireless com-
munication, the contributions within this collection not only mark significant milestones
but also lay down the gauntlet for the exciting journey that lies ahead.

We wish to express our sincere gratitude to the esteemed authors whose remarkable
contributions have profoundly enriched this MDPI Topic. Their invaluable research has
not only propelled the field of antennas forward significantly, but has also contributed
to the broader landscape of knowledge in impactful ways. Our deepest thanks extend to
the diligent reviewers whose insightful comments and constructive feedback have played
a pivotal role in elevating the quality of the articles presented here. Their expertise and
unwavering dedication have been instrumental in ensuring the robustness and precision of
the published works.
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Abstract: In this study, we introduce a new formulation based on Floquet (Fourier) spectral analysis
combined with a spectral modulation technique (and its spatial form) to study strongly coupled
sublattices predefined in the infinite and large finite extent of almost-periodic antenna arrays (e.g.,
metasurfaces). This analysis is very relevant for dense-massive-MIMO, intelligent-surfaces, 5G, and
6G applications (used for very small areas with a large number of elements such as millimeter and
terahertz waves applications). The numerical method that is adopted to model the structure is the
method of moments simplified by equivalent circuits MoM GEC. Other numerical methods (such
as the ASM-array scanning method and the windowing Fourier method) used this analysis in their
kernel to treat periodic and pseudo-periodic (or quasi-periodic) arrays.

Keywords: Floquet analysis; MoM method; almost-periodic antenna arrays; Fourier analysis; strong
mutual coupling; dense massive MIMO; mm and THz waves; 5G and 6G applications

1. Introduction

Antenna arrays, and in particular dense (or massive) coupled almost-periodic antenna
arrays, have been of great interest in telecommunications and RF electronic applications
(such as dense-massive-MIMO, smart-surfaces, 5G, and 6G applications) [1–4], including
those used for very small surfaces with large numbers of elements such as millimeter and
terahertz array applications. Therefore, the spectrum analysis based on a Fourier transfor-
mation (in the Floquet domain) is proposed to simplify the EM calculation on an elementary
cell surrounded by periodic walls, as explained in [1–7] (in other research, they use periodic
Green’s functions) [8–19]. In the bibliography and recent studies, only spatial modulation
techniques have been proposed to study periodic systems with large sizes [20–23]. Except
in our case, a Fourier spectral analysis is presented to introduce a spectral modulation tech-
nique and its spatial equivalent (Fourier and Fourier inverse) to study strongly coupled sub
arrays in an infinite and large finite almost-periodic support [24–27]. In this context, several
numerical methods such as FDTD and FEM and other integral methods like the method of
moments and full-wave methods [28] are proposed to resolve the given problem. In our
work, we are interested only in the method of moments combined with equivalent circuits
and Floquet analysis to study the suggested structure with the principle of modulation.
This work is divided into four parts: we start with an explication of the almost-periodic
modal (or spectral) modulation and its spatial equivalent to examine strongly coupled
cells [29–33]. Then, we applied MoM-GEC as a numerical method to solve the proposed
problem [1–7,34–36]. Next, several numerical results are presented to confirm the validity
of the approach. Finally, some conclusions are established.
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2. Almost-Periodic Modulation to Study Strongly Coupled Arrays

The concept is a signal-processing concept for a filter with a periodic spectral response,
as shown in [30–32]. Its response is described as an impulse response function that is
given by: ∫ ∞

−∞
K(Ω − α)u(α) dα = V(Ω) (1)

Its Fourier representation of Equation (1) (in the spatial domain) yields to

H(x)U(x) = V(x) (2)

From the transformations by way of analogy, which we took into account, we note that
x is a spatial coordinate and α ∈ [− π

dx
, π

dx
] is a spectral coordinate in the Brillouin domain

and dx is a spatial period. Note that Ω is a spectral coordinate, as α, where H(x) is the
Fourier transform of K(Ω) and is defined as the optical (or optoelectronic [30,31]) transfer
function; U(x) and V(x) are the Fourier transforms of u(α) and V(Ω), respectively. More
details are provided in [30].

2.1. Modulation in Infinite Almost-Periodic Arrays

Let us consider fα(x) as a spectral periodic response for an infinite array that is
written [4,33]:

fα(x) =
N=+∞

∑
n=−N

fn(x)e+jnαdx (3)

α is a continuous Floquet mode α ∈ [− π
dx

, π
dx
]; x (or xn = x(n) = ndx) represents the

position in the spatial domain (a spatial distribution) ; and n is the position index in the
periodic lattice.

with

fn(x) =
d

2π

∫ π
d

− π
d

fα(x)e−jαndx dα (4)

Considering f0 is built from x0, f1 is identically constructed from x0 ± dx. f0 is a
weight for x0. In the same way, f1 is a weight for x1 = x0 ± dx. Now, we can generalize
the construction towards n elements. Then, fn(x) = f0(x − ndx), n ∈ Z. fn(x) is a periodic
function [34].

Now, let us put the given spectral modulation [30]:

U∞
mod(α) = u(α) fα(x) = u(α)

N=+∞

∑
n=−N

fn(x)e+jαndx (5)

Next, we are considering: TF(U∞
mod(α)) = U∞

mod(x)

It is possible to take TF−1(U∞
mod(α)) = U∞

mod(x) (it depends the Fourier notation);
As a result,

U∞
mod(x) =

N=+∞

∑
n=−N

fnU(x − ndx) (6)

A simple demonstration from (5) to (6) is provided:

U∞
mod(x) = TF−1(U∞

mod(α))

= TF−1(u(α)∑N=+∞
n=−N fne+jαx)

= ∑N=+∞
n=−N fnTF−1(u(α)e+jαx)

= ∑N=+∞
n=−N fn(

dx
2π

∫ π
dx
− π

dx
u(α)e+jαxe−jαndx dα)

(7)
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=
N=+∞

∑
n=−N

fn(
dx

2π

∫ π
dx

− π
dx

u(α)e+jα(x−ndx) dα)

=
N=+∞

∑
n=−N

fnU(x − ndx)

Equation (7) is established referring to the theorem of aliasing given in [37] and
Equation (6.107) of [38].

Finally, a spatial modulation is derived from Equation (2) [24,30]

V∞
mod(x) = H(x)U∞

mod(x) = H(x)
N=+∞

∑
n=−N

fnU(x − ndx) (8)

Notice that our old published work [34] on rectangular pulse functions can be a special
case of this process of analysis and development, where fn,α = W

2d sinc(( 2nπ
d + α)w

2 ) are the
Fourier series coefficients of the periodic pulse train (in the presence of Floquet modes), as
described in [39].

For more details, following the pulse (or impulse) trains, we can introduce the Floquet
phases as follows [4,33]:

fα(x) =
N=+∞

∑
n=−N

rect(x − ndx)e+jαx (9)

=
N=+∞

∑
n=−N

rectn(x)e+jαx

Note that: ∑N=+∞
n=−N rectn(x) = ∑N=+∞

n=−N fne+j 2nπ
dx

x (for a standard rectangular pulse
train), which explains how to recover (reconstruct) a pulse train by means the Fourier series,
as shown in Figure 1 and explained in [39,40] (see the subsection on periodic pulse and
impulse trains in [39]). By adding the Floquet contribution e+jαx, we obtain the definition
fα(x) = ∑N=+∞

n=−N rect(x − ndx)e+jαx (see Figure 1).

Figure 1. Construction of fα(x) as given in Equations (9)–(11).

Rect is a rectangular function with a width W.
Then, we can develop a series of rectangle functions into a series of Fourier functions,

which allows us to write: (see Figure 1 and [34])

fα(x) =
N=+∞

∑
n=−N

fn,αe+j 2nπ
dx

xe+jαx =
N=+∞

∑
n=−N

fn,αe+j( 2nπ
dx

+α)x (10)
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we can note: Kx,n = 2nπ
dx

+ α as a wavenumber that leads to decompose

fα(x) =
N=+∞

∑
n=−N

fn,αe+jKx,nx (11)

With
fn,α = 1

dx

∫ d
2
− d

2
fα(x)e−jKx,nx dx

= 1
dx

∫ w
2
− w

2
e−jKx,nx dx

= W
2dx

sinc(Kx,n
w
2 ) =

W
2dx

sinc(( 2nπ
dx

+ α)w
2 )

(12)

Equation (12) is proven based on the example (Example 3.17) of [39].
Now let us apply the superposition theorem of Equation (10) (based on Floquet states)

to generate the spatial solution [9,19]: it is also called modulation (see Equation (7))

dx
2π

∫ π
dx
− π

dx
fα(x)e−jαx dα = TF−1( fα(x))

= dx
2π

∫ π
dx
− π

dx
(∑N=+∞

n=−N fn,αe+j( 2nπ
dx

+α)x)e−jαx dα

= dx
2π

∫ π
dx
− π

dx
(∑N=+∞

n=−N fn,αe+j( 2nπ
dx

)x) dα

= dx
2π

∫ π
dx
− π

dx
∑N=+∞

n=−N rectn(x) dα

= dx
2π

∫ π
dx
− π

dx
∑N=+∞

n=−N rect(x − ndx) dα

= dx
2π ∑N=+∞

n=−N rect(x − ndx)
∫ π

dx
− π

dx
dα

= ∑N=+∞
n=−N rect(x − nd)

= ∑N=+∞
n=−N rect(x − ndx)

The spatial solution is a periodic pulses series
and is similar to = U∞

mod(x) when(u(α) = 1)

(13)

What we get in (13) is similar to Equation (14) of our published work [34] (and
Equation (4) of the WATANABE reference [24]). Additionally, it is of the same type as
Equation (6) and the expansion that follows in Equation (7). Then, a spatial modulation
that was performed in Equation (8) follows.

2.2. Modulation in Finite Almost-Periodic Arrays

As previously explained in [4,6], the interactions between cells in the spectral domain
for periodic finite arrays are governed by a discrete phase law such that αp = 2πpdx

D = 2πp
Nx

(with −Nx
2 ≤ p ≤ −Nx

2 − 1), which comes from a rule-of-three math reasoning.
For a large period of finite arrays, D −→ 2π (2π is the hole interval of phases).
For a local period of finite arrays, pdx −→ αp =? (is the spectral contribution for one

cell in position pdx) (p is the index position in a finite array, and d is the local period).
So, =⇒ αp = 2πp

Nx
, where Nx is the total number of elements in finite array, and p is the

index position [13].
Figure 2 explains how to discretize the phases from the infinite case to the finite case.

According to the same Figure 2, each cell interacts spectrally with its neighbors through
the continuous Floquet modes α (or the phase shift e+jαx) in the infinite case and αp (or the
phase shift e+jαpx) in the finite case.

This allows writing the spectral solution as the sum of discrete Floquet states [4,33],

fαp(x) =
1√
Nx

Nx
2 −1

∑
n=− Nx

2

fn(x)e+jαpndx (14)

15



Electronics 2022, 11, 36

and

fn(x) =
1√
Nx

Nx
2 −1

∑
p=− Nx

2

fαp(x)e−jαpndx (15)

Contribution of continuous Floquet modes α in an infinite array

Contribution of discrete Floquet modes αp in a finite array.

Figure 2. Spectral representation of the interactions of a unit cell with its neighbors (infinite and finite
cases) (valid for strong coupling interaction by using Floquet phases).

In the same way, fn(x) = f0(x − ndx) with −Nx
2 ≤ n ≤ −Nx

2 − 1, and we can rewrite
the spectral modulation law for a discrete Floquet mode [30],

UFinite
mod (αp) = u(αp) fαp(x) (16)

= u(αp)
1√
Nx

Nx
2 −1

∑
n=− Nx

2

fn(x)e+jαpndx

Thus, the DFT is written as DFT(UFinite
mod (αp)) = UFinite

mod (xi) with xi = idx and −Nx
2 ≤

i ≤ −Nx
2 − 1

from which

UFinite
mod (x) =

1√
Nx

Nx
2 −1

∑
n=− Nx

2

fnU(x − ndx) (17)
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Eventually

VFinite
mod (x) = H(x)UFinite

mod (x) (18)

= H(x)
1√
Nx

Nx
2 −1

∑
n=− Nx

2

fnU(x − ndx)

3. MoM-GeC Modelization Based on Floquet Analysis

The problem formulation is already explained in [1–7]. It explains the development
of the method of moments combined with Floquet spectral analysis to determine the
electromagnetic performance in the presence of strong mutual couplings such as input
impedance, surface current, surface electric field, radiated field, and directivity. . . etc.

4. Numerical Results

A part of our results was presented in [4,6,34,35]. Let us now display the other
obtained results.

This approach can be applied to frequency-modulated continuous-wave (FMCW)
radar antennas (to scan the radiation beam produced by very small areas of an antenna
system) as well as to antennas that are massively placed in a coupled almost-periodic
antenna array. The provided antenna example can be used to show how to model a
77 GHz (2 × 4) antenna array for frequency-modulated continuous-wave (FMCW) radar
applications. The availability of antennas and antenna arrays in and on vehicles has become
ordinary with the inclusion of remote crash-recognition-and-aversion systems, as well as
lane-departure alerting systems. The two frequency bands appropriate for these systems are
approximately 24 GHz and 77 GHz, respectively. In this model, we consider the microstrip
patch antenna as a phased-array radiator. The dielectric substrate is air. According to
Figures 3 and 4, the patch antenna has its first resonance (parallel resonance) at 24.52 and
77.9 GHz (after adjusting the length of the used antenna) . It is a common practice to shift
this resonance to 24 and 77 GHz by scaling the length of the planar dipole antenna, as
described in [35].

The next stage is to reconfirm the reflection coefficient of the planar antenna dipole,
as depicted in Figure 5 and Figure 1 of [34]. The purpose of this check is to consider a
good impedance match. It is very common to highlight the value as a limit value for the
calculation of the bandwidth of the antenna. The deepest minima at 24 GHz and 77 GHz
indicated a good fit with 120π. The bandwidths of the antennas are roughly 1 GHz and
2 GHz, respectively. Thus, the spectrum bands are 23.5 GHz to 25.5 GHz and 76.5 GHz
to 77.5 GHz. Finally, in terms of input impedances and S parameters, a good comparison
between the adopted MoM GeC method and the references [41,42] is obtained.
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Figure 3. Impedance variation against frequency band around 24 GHz: obtained by the MoM-
GEC method.
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Figure 4. Impedance variation against frequency band around 77 GHz: obtained by the MoM
GEC method.
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Figure 5. S11-parameter (dB) variation against frequency band around 24 GHz: a comparison between
the MoM-GEC and a MATLAB tool (see references [41,42]).

Therefore, the radiation pattern response for a small 2 × 4 antenna array is proposed
based on the Floquet analysis (via the superposition theorem). Let us assume that the
radar antenna system operates at 77 GHz with a bandwidth of 700 MHz. The following
Figure 1 of [35] shows the spatial-radiation pattern of the resulting planar antenna using the
superposition theorem of 2 × 4 Floquet radiation examples. Then, the sum of the discrete
Floquet radiation patterns assigned to the FMCW radar permits the prediction of the global
spatial-radiation pattern (what is called spatial modulation). A good comparison of the
given numerical radiation pattern and the radiation obtained by patch array and cosine
array is presented in Figure 3 of [35]. After validating the FMCW radar, we propose to
evaluate the approach for a very large number of elements that uses the same frequency
band at 24 and 77 GHz (for example, a lattice of 100 elements). Figure 6 gives an example of
the superposition theorem (or a spatial modulation) for a large array to generate a spatial
radiation pattern through the addition of the radiation patterns of Floquet states. After
that, Figure 4 of [35] presents the variation of the spatial-radiation pattern (obtained using
Floquet analysis) in the function of steering angles for 100 antenna elements that are dis-
tributed in a uni-dimensional configuration (for 5G application). In the same way, Figure 7
and Figure 5 of [35] show the variation of the 3D radiation pattern against different steering
angles that are described with (θ0 = 45◦, φ0 = 0◦), and (θ0 = 90◦, φ0 = 0◦), in Cartesian
coordinates and (u,v) space, respectively. Following the same study, Tables 1 and 2 show
the directivity values for each Floquet state and the superposition theorem (in the two cases
of the FMCW radar and the 5G application), with two different steering angles and at the
frequencies of 24 GHz and 77 GHz. From Figure 1 of [35] and Figure 6, we can see that
the radiation patterns are nearly identical and verify the condition where the directivities
are similar for both the Floquet states and the superposition theorem. This is why, in both
Tables 1 and 2, we find that all directivity values are identical (for the Floquet states as well
as for the superposition), even when we change the steering angle. Knowing that generally,
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the directivity value close to 20 dB satisfies a narrow beam angle of about 20 degrees, as
shown graphically in Figure 7a.
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Figure 6. Variation of radiation pattern against Floquet states and application of superposition
theorem for 10 elements of antenna array (uni-dimentionnal configuration) at 77 GHz: obtained by
the MoM-GEC method.

Figure 7. Variation of radiation pattern against Floquet states and application of superposition
theorem for 100 elements of antenna array (uni-dimentionnal configuration) at 77 GHz: obtained by
the MoM-GEC method.

Table 1. Directivity versus some Floquet states (considering 100 antenna arrays) and the superposition
theorem (or the modulation as explained in Formula (13), which transformed to study a finite array)
for φs = 0, θs = 30◦ steering angles (used for 5G application).

Floquet States Directivity Values (dB) at 24 GHz

(α−49, β = 0) 23.0200
(α−10, β = 0) 22.5953
(α+20, β = 0) 22.8874
(α+30, β = 0) 23.2055

Superposition 23.3009

Floquet States Directivity Values (dB) at 77 GHz

(α−49, β = 0) 22.8771
(α−10, β = 0) 24.1083
(α+20, β = 0) 23.4323
(α+30, β = 0) 23.1353

Superposition 23.5783
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Table 2. Directivity versus Floquet states and the superposition theorem (or the modulation as
explained in Formula (13), which transformed to study a finite array) for φs = 0, θs = 45◦ steering
angles (FMCW radar application).

Floquet States Directivity Values (dB) at 24 GHz

(α−2, β−1) 21.7249
(α−1, β−1) 26.7351
(α0, β−1) 21.1290
(α+1β−1) 20.8615
(α−2, β0) 20.6344
(α−1, β0) 21.0667
(α0, β0) 14.8990
(α+1, β0) 21.0737

Superposition 21.0455

Floquet States Directivity Values (dB) at 77 GHz

(α−2, β−1) 22.3762
(α−1, β−1) 18.0573
(α0, β−1) 21.9229
(α+1β−1) 22.1662
(α−2, β0) 20.9345
(α−1, β0) 21.3088
(α0, β0) 13.7990
(α+1, β0) 21.3088

Superposition 21.7022

5. Conclusions

In this article, we illustrated the principle of Floquet spectral modulation based on the
Fourier analysis (and its spatial form) to study almost-periodic sub-arrays (with finite size)
in the presence of strong mutual coupling interaction, defined on infinite support (or a really
large finite size). This study is very useful for the new generation of technologies based on
millimeter and terahertz waves in phased arrays, for example, in dense-massive-MIMO,
smart-surfaces, 5G, and 6G applications. In future work, we are interested to investigate
the randomly modulated almost-periodic arrays (also in the presence of strong coupling).
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Abstract: Aperture-level simultaneous transmit and receive (ALSTAR) attempts to utilize adaptive
digital transmit and receive beamforming and digital self-interference cancellation methods to
establish isolation between the transmit and receive apertures of the single-phase array. However,
the existing methods only discuss the isolation of ALSTAR and ignore the radiation efficiency of the
transmitter and the sensitivity of the receiver. The ALSTAR array design lacks perfect theoretical
support and simplified engineering implementation. This paper proposes an adaptive random
group quantum brainstorming optimization (ARGQBSO) algorithm to simplify the array design
and improve the overall performance. ARGQBSO is derived from BSO and has been ameliorated
in four aspects of the ALSTAR array, including random grouping, initial value presets, dynamic
probability functions, and quantum computing. The transmit and receive beamforming carried
out by ARGQBSO is robust to all elevation angles, which reduces complexity and is conducive
to engineering applications. The simulated results indicate that the ARGQBSO algorithm has an
excellent performance, and achieves 166.8 dB of peak EII, 47.1 dBW of peak EIRP, and −94.6 dBm of
peak EIS with 1000 W of transmit power in the scenario of an 8-element array.

Keywords: aperture-level simultaneous transmit and receive (ALSTAR); adaptive beamforming;
adaptive random group quantum brainstorming (ARGQBSO); digital phased array; robust design

1. Introduction

The discussions about 5G, mm-wave, and MIMO technologies have never slowed their
pace, which implies that existing wireless communication system throughput is still far
from meeting the actual demands. Fortunately, simultaneous transmit and receive (STAR)
technology (i.e., transmitting and receiving at the same time in the same frequency band)
has been considered a reliable way to overcome this trouble, which is the performance of
potentially doubling the capacity or spectral efficiency compared to traditional TDD and
FDD [1]. In fact, STAR was originally used in frequency modulated continuous wave radar
to achieve stealth by continuously illuminating the target with a low-power waveform.
With the active exploration of STAR by researchers, its superiority and competitiveness are
recognized by scientists in other fields. It has been considered in electronic warfare systems
as a means to continually detect weak signals in strong interference [2]. Furthermore, STAR
is also widely used in multifunctional vehicle systems and military and civilian airports to
achieve communication, sensing, and surveillance [3] simultaneously.

However, the implementation of STAR technology must depend on its sufficient isola-
tion between the transmitter and the receiver. Limited by the compact space between the
transmitter and the receiver, self-interference signals will inevitably be generated when
the transmitter is running, which causes the receiver to be blocked or saturated. Thus,
how to cancel the self-interference is urgent for the STAR system. Until now, many meth-
ods are best classified by the domain in which they operate, such as the propagation
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domain, analog domain, and digital domain [4]. Yet the methods in the propagation do-
main normally achieved only 30~40 dB of isolation in a narrow bandwidth [5] by antenna
separation, antenna orientation, and placing absorptive shielding. Due to the use of ac-
tive attenuators, phase shifters, and delayers, the analog-domain cancellation methods
introduced inestimable non-linear distortion and they are often power-intensive, expen-
sive, and physically large [6]. Digital-domain methods include digital self-interference
cancellation, transmitting and receiving beamforming, channel estimation, and fingerprint
signals. These approaches will be flexible, efficient, and reliable if the signal of interest
is effectively received within the dynamic range of ADCs and DACs. Ahmed et al. pro-
posed an all-digital nonlinear estimation and self-interference cancellation technology to
improve the isolation above 20 dB in a single-receiving and single-transmitting full-duplex
system [7]. Qiu et al. verified that adaptive beamforming provides a high isolation between
the transmitter and the receiver [8]. They optimized the beamformers using the linear
constrained minimum variance algorithm to provide at least 110 dB of isolation, without
affecting target detection. Liang et al. proposed a method to realize adaptive transmit
beamforming together with digital SIC [9], which provides positive inspiration for the
advancement of digital cancellation.

Aperture-level simultaneous transmit and receive (ALSTAR) based on a digital phased
array was proposed by the MIT Lincoln Laboratory in 2016 [10]. ALSTAR integrates digital
cancellation and transmit and receive beamforming technologies to achieve extremely high
isolation, termed effective isotropic isolation (EII). Since the theory is immature, a lot of
work is still needed to extend the method to practice. For instance, effective isotropic
radiated power (EIRP) and effective isotropic sensitivity (EIS) of the system should be taken
into account to ensure a high emission efficiency and receiver performance. The increase of
target parameters complicates the design of the STAR array. In this case, the designers wish
to make a trade between EII, EIRP, and EIS to meet the requirements of different scenarios.
The authors in [11] used an alternate optimization (AO) to design the EII of the ALSTAR
array and then loaded a weight diagonally in the noise covariance matrix to reveal the
relationship between EII and the gain. Yet this approach only analyzes the connection
between them, and does not study how to trade EII, EIRP, and EIS. Furthermore, the AO
algorithm needs to construct identities of two objective functions for alternate iteration
updates in two directions, and perform a beamformer optimization at every elevation
angle, which increases the computational complexity and hardware cost. This may limit
the further promotion and application of ALSTAR.

This paper is dedicated to the improvement of the overall performance of the ALSTAR
array and the reduction of complexity. We trade EII, EIRP, and EIS by proposing the weight
w f to enhance the overall performance and optimize a set of transmitting and receiving
beamformers independent of the elevation angle in order to reduce complexity. We found
that the swarm intelligence optimization methods have the potential to achieve these goals.
They have been successful in the fields such as beamforming-based pattern synthesis [12],
array optimization [13,14], DC brushless motor efficiency problems [15], Loney’s solenoid
problem [16], and stock index forecasting [17]. Extensive literature reveals that compared
to traditional particle swarm optimization (PSO), genetic algorithm (GA), and differential
evolution (DE), the brainstorm optimization (BSO) algorithm [18] has the characteristics of
fast convergence, excellent robustness, and a strong global optimization ability in solving
non-convex, multi-objective, and multi-modal optimization problems. This algorithm is
quite suitable for the design of the ALSTAR array, but there is still space for improvement
in the BSO algorithm [19].

In the classic BSO algorithm, each individual in the population may become a po-
tential solution, which corresponds to a new idea in the process of human brainstorming.
The process can be summarized in three steps. First of all, a blocking method similar to
k-means is used to group individuals in the population, and the individual with the best
fitness value will be the center of each block. Next, a new individual will be obtained
by interacting information between individuals in one or more blocks. At last, the log-
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arithmic sigmoid function with Gaussian random is used as the step size to update the
individual. Correspondingly, the drawbacks of the classic BSO algorithm include k-means
grouping with complex calculations, poor individual creation methods, and suboptimal
update mechanisms.

In view of these shortcomings of BSO, we propose the adaptive random grouping
quantum BSO (ARGQBSO) algorithm and apply it to design the ALSTAR array. The im-
provements of ARGQBSO are made by presetting initial value, random grouping, dynamic
probability function, and quantum computing. Experimental results show that the preset
initial value shortens the search range and speeds up the convergence of the algorithm.
Random grouping reduces the complexity of the algorithm. The dynamic probability
function and quantum update improve the accuracy of the algorithm. In terms of algorithm
architecture, our innovations are mainly manifested in two aspects.

(1) According to the demands of the ALSTAR array, the weight w f is put forward to trade
EII, EIRP, and EIS. Its significance is to enable the performance of the ALSTAR array
to meet the needs of EII, EIRP, and EIS in various scenarios.

(2) The proposed ARGQBSO algorithm aims to achieve digital self-interference cancella-
tion and adaptive beamforming. By proposing preset initial values and improving
random grouping, dynamic probability functions, and quantum updates, the algo-
rithm is a better balance in solving accuracy, solution time, and robustness.

(3) The beamformer optimized by ARGQBSO is independent of an angle and can be
applied to any scanning angle. Its advantage is that the resources of the digital chip
are greatly saved.

The remainder of this paper is organized as follows. In Section 2, the signal model
and optimization model of the ALSTAR array are given. Section 3 introduces the origin
of the ARGQBSO algorithm and detailed improvement measures. Section 4 discusses
and analyzes the results of the six algorithms in the ALSTAR application, and verifies the
competitiveness of the proposed algorithm. Finally, the conclusion and future work are
provided in Section 5.

2. System Model

2.1. Signal Model

The ALSTAR architecture is shown in Figure 1, the symbol t ∈ QJ × 1 means the
transmit signal vector and r ∈ QK × 1 denotes the received signal vector. The parameters
wt ∈ QJ × 1, wr ∈ QK × 1, and wc ∈ QJ × 1 are the weights of transmit beamforming,
receive beamforming, and adaptive cancellation filters, respectively. Hm ∈ QK × J and
Ho ∈ QJ × J are the characteristic matrix of the coupled channel and the observation
channel, respectively. J and K are the number of transmitting channels and receiving
channels, respectively. The signal x at time index n can be written as follows:

x(n) = wt · t(n) + nt(n) (1)

where t(n) is the expected signal to be transmitted and E
[
|t(n)|2

]
= 1. nt ∈ QJ × 1 is the

complex additive white gaussian noise with zero-mean. The signal y is mainly composed
of two parts, one is the self-interference signal coupled by the transmit signal through the
coupling channel, and the other is the signal of interest s.

y(n) = Hm · x(n) + s(n) (2)
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Figure 1. Block diagram of the ALSTAR array cancellation architecture.

The receiving noise nr ∈ QK × 1 is mixed with the received signal y. After being
processed by the receiving beamformer, they are accepted by the receiver. Therefore, the
received signal can be shown as follows:

r2(n) = wH
r · (nr(n) + y(n)) (3)

In the case of the ALSTAR architecture, the final received signal r(n) after the cancella-
tion can be expressed as follows:

r(n) = r2(n) − r1(n) (4)

where r1(n) is the reference signal after passing through the observation channel, and its
expression can be noted as follows:

r1(n) = wH
c [Ho(x(n) + no(n))] (5)

Assuming wc
H = wH

r · Hm · H−1
o and combining the Equations (4) and (5), we can get

r(n) = wH
r [nr(n) + s(n) − Hm · no(n)] (6)

where r(n) is composed of three parts: receiving noise nr(n), the signal of interest s(n), and
observation noise no(n). The signal no ∈ QJ × 1 is additive white gaussian noise, which
obeys the normal distribution, i.e.,

no(n) ∼ N(0, No) (7)

where No is equal to diag(wt · wH
t )/ρr and ρr denotes the receive dynamic range. Appar-

ently, mitigation of the observation noise and emission noise can be achieved by optimizing
the transmitting beamforming weight wt and receiving the beamforming weight wr.

2.2. Metrics and Optimization Problems

This article optimizes the ALSTAR array design from the perspective of selecting the
three best parameters, wt, wr, and w f , to improve the overall performance and simplify the
design. For the directional system, the isolation between the transmitter and the receiver
changes with each position in the three-dimensional space, so EII is used to accurately
measure the isolation between the directional systems, which is defined as follows:

EII = EIRP/EIS (8)
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where EIRP and EIS describe the performance of transmitters and receivers, respectively,
and their expressions are shown:

EIRP = Pt · Gt_total = Pt ·
J

∑
i = 1

wti gti (θ, ϕ)uti (θ, ϕ) (9)

EIS = Pr/Gr_total = (Pnr + Pno )/
K

∑
i = 1

wri gri (θ, ϕ)uri (θ, ϕ) (10)

where ut and ur are the manifold vectors of the transmitting and receiving array, respec-
tively, and gti and gri are gain of the transmitting and receiving elements, respectively. θ
and ϕ represent the elevation angle and azimuth angle, respectively. The scalars of Pnr and
Pno are the receiver and observation noise, respectively.

Pnr = (Hmdiag(wtwH
t )HH

m )/ρr (11)

Pno = wH
r ·

{
[diag(HmwtwH

t HH
m )]/ρr + [diag(Hmdiag(wtwH

t )HH
m )]/ρrρt + ϑ2 · eye(J)

}
· wr (12)

where the symbol ϑ2 is the noise floor. From Equations (8)–(10), it can be seen that the EII,
EIRP, and EIS of the array are closely related to the transmit beamforming weight wt and
receive beamforming weight wr. Thus, we optimize the transmit and receive beamformers
to obtain the desired EII, EIRP, and EIS. In frequency-modulated continuous-wave radars,
it is possible to lower EII to achieve higher EIRP and gain. To achieve this, the weight
w f =

[
w f EII

, w f EIRP
, w f EIS

]
is proposed to trade between the EII, EIRP, and EIS in this

paper. Therefore, the ALSTAR array can be designed via optimizing three parameters
(i.e., wt, wr, and w f ) to achieve a higher EII with the premise of relatively high radiation
efficiency and better receiving gain. The value ranges of them are as follows:⎧⎪⎨⎪⎩

0 ≤| wt |≤ 1; 0 ≤ ∠ wt ≤ 2π
0 ≤| wr |≤ 1; 0 ≤ ∠ wr ≤ 2π∣∣∣∣∣∣w f

∣∣∣∣∣∣1 = 1
(13)

as the EII, EIRP, and EIS of the ALSTAR array have a theoretical upper bound, their
optimization results must be smaller than it. The scope of EII, EIRP, and EIS is given
as follows: ⎧⎪⎨⎪⎩

EII ≤ Pt ·Gt_total ·Gr_total
ϑ2

EIRP ≤ Pt · Gt_total

EIS ≤ ϑ2

Gr_total

(14)

thus, the objective function or fitness function complying with the above conditions can be
provided as follows:

Fitness = min(w f × f itnessT) ± ζ (15)

where f itness signifies the total objective function value, which consists of three parts, as
shown in Equation (16). The coefficient w f indicates the weight of each part. The interaction
of the three goals can be achieved by modifying their weights. As the fault tolerance value,
ζ is used to promote the iterative process of the algorithm.

f itness = abs(EII − Pt ·Gt_total ·Gr_total
ϑ2 )

+ abs(EIRP − Pt · Gt_total)

+ abs(EIS − ϑ2

Gr_total
)

(16)
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3. Our Proposed Algorithm

In response to the problems of traditional BSO algorithms, we consider amending
the BSO from the presetting initial value, grouping strategy, individual creation, and indi-
vidual update to enhance the convergence speed, global search capability, and reduce the
operating overhead. We call the improved algorithm the adaptive random grouping quan-
tum brainstorming optimization (ARGQBSO), which is a hybrid algorithm that combines
quantum computing and classical BSO. Its performance-improvement is mainly reflected
in four aspects.

3.1. Preset Initial Value

The initial value of the transmitting and receiving beamformer is directly related to
the convergence speed of the algorithm. We reduce the search space of the algorithm
without reducing the performance by setting an appropriate initial value. In the original
BSO algorithm, the initial range of each idea (individual) is a random number of [0, 1].
According to the principle of maximum entropy, the maximum EIRP value can be obtained
when the wt is uniformly distributed. When wt = 0, the vintage EIS can be obtained. In
order to find a result that meets the actual needs among EII, EIRP, and EII, the optimal
solution range of wt must appear in (0, 1

h̄ ). h̄ is the number of transmitting elements.
Obviously, by setting the initial value in this way, the search space has been reduced 1 − 1

h̄ .
In addition, the initial value of the transmit and receive beamforming weights should be
related to the number of array elements and the array manifold vector. Its expression is
as follows:

Population = [
1
h̄

ut;
1

ur] ∗ Xmin + (Xmax − Xmin). ∗ rand(D, N) (17)

where the symbol h̄ and represent the number of transmitting and receiving elements.
Xmax and Xmin imply the upper boundary and lower boundary of the population, respec-
tively, D implies the dimension of the population, and N denotes the size of the population.

3.2. Random Grouping

Random grouping is used to replace the original k-means, which avoids calculating
the distance between different individuals and reduces the calculation. The population
random grouping process is shown in Figure 2.

Figure 2. Schematic diagram of random grouping.

D depends on the number of elements. The cluster represents the same kind of
individual population. The specific process is as follows: �1 individuals are randomly
selected from populations N, and recorded as cluster1. Similarly, randomly select �2
individuals from the remaining (N − �1) individual species and record them as cluster2,
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and so on. It should be noted that there � is a 1 × nc vector, and ‖�‖1 = nc,nc represents
the number of clusters.

3.3. Dynamic Probability Function

In the original BSO, there are four ways of individual creation [20], two of which create
individuals based on a single cluster center, and the others create individuals based on
two cluster centers. The individuals created by the former surround their clusters and
have strong local search characteristics, while the individuals created by the latter may
appear in the entire space and means the global search. The dynamic probability function
p0 improves the local and global search performance of ARGQBSO, making the algorithm
focus on the global search in the early stage and the local search in the later stage to enhance
the convergence speed. The dynamic probability function p3 is used in the later stage of
the algorithm to avoid missing the global best solution. Their expressions are as follows:{

p0,t + 1 = exp(−γ(t/tmax)
k) × p0,t

p3,t + 1 = exp(γ(t/tmax)
k) × p3,t

(18)

The meaning of t is the current number of iterations; tmax is the maximum number
of iterations; p0,t, p3,t, and p0,t + 1, p3,t + 1 are the probabilities of the present and next
generations, respectively. γ and κ are positive integers.

3.4. Quantum Update

The quantum behavior mechanism is introduced into all individuals so that ev-
ery individual is transformed from the original classical state to the quantum state. At
this time, individuals in the quantum state pass through the quantum revolving gate to
update iteratively.

Different from [16], in this paper, the individual’s quantum behavior only takes effect
in the later stage of the algorithm, and the quantum state is transformed through a dynamic
quantum spin gate. As the value of the dynamic probability function is already quite small
in the later stage of the algorithm, the individuals created at this time are distributed almost
in the center of a cluster, and diversity is completely lost. This is highly unfavorable for
solving infinite domain and multi-extreme problems like ALSTAR. In particular, the noise,
channel, and transmit power may change with the environment, if the ALSTAR system
is running. To automatically adapt to these accidents, a dynamic quantum revolving gate
is introduced in the later stage of the algorithm to enhance the global convergence ability
in the later stage to avoid missing the best solution. The individuals in the quantum state
follow the Equation (19) to update.

R_nt + 1,D = Rt,D + sign(Rt,D − globet,D) × ΔΘ
ΔΘ = exp(−ε × It

Imax
) × Θ0

(19)

where Rt,D and Rt + 1,D represent contemporary and next-generation individuals, respec-
tively; globet,D is the current global optimal individual; ΔΘ is the dynamic revolving gate;
and Θ0 represents the initial rotation angle. The flowchart of the ARGQBSO algorithm is
shown in Figure 3. The scalars p1 and p2 are random numbers of [0, 1]. The variables p0
and p3 are dynamic probability functions, respectively.
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Figure 3. The flowchart of the ARGQBSO algorithm.

4. Simulation Results

The performance of the ALSTAR array is measured by the three objectives of EII, EIRP,
and EIS. We minimize the fitness function to obtain the best transmit beamforming weight
wt and receive beamforming weigh wr. The optimization model is given in the second
part. As the characteristics of the coupling matrix and antenna gain are directly linked
to EII, EIRP, and EIS of the ALSTAR from Equations (8)–(12), it is necessary to design
a phased array with high isolation and high gain. Subsequently, based on the coupling
matrix of the designed phased array and the pattern data of each element, the effects of
the preset initial value, random grouping, dynamic probability function, and quantum
update on the proposed algorithm are analyzed in detail. In addition, by comparing the
performance of six commonly used optimization algorithms on the ALSTAR array design,
the competitiveness of the ARGQBSO algorithm is verified. Finally, we explore the EII,
EIRP, and EIS under extreme differences w f using ARGQBSO.
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4.1. Phased Array with High Isolation

The array element adopts the microstrip antenna fed by slot coupling, and its struc-
tures are shown in Figure 4. The microstrip patch is divided into several small pieces in the
horizontal and vertical directions to form the series capacitor periodic array loaded with
metamaterial patch elements [21]. In addition, loading a reflector on the bottom of the an-
tenna enhances the directivity and front-to-back ratio, without deteriorating the matching
performance. The proposed antenna is simulated in ANSYS HFSS, and its optimized param-
eters are L = 34.2 mm; Lp = 22.5 mm; Lp0 = 5.8 mm; Lp1 = 4.6 mm; Lf = 16.8 mm
Ls0 = 8.8 mm; Ls1 = 14 mm; W = 34.2 mm; Wp0 = 3.2 mm; Wp1 = 23.2 mm;
Wf = 2.1 mm; Ws = 1.6 mm; H = 5.235 mm; g = 0.83 mm.

Figure 4. Broadband antenna model: (a) 3D view; (b) gap structure; (c) feed-network; (d) metal reflector.

The STAR array is shown in Figure 5. It is composed of eight designed broadband
antenna elements evenly arranged at a pitch of 0.55 λ0. λ0 is the wavelength in free space.
The simulation results of the phased array are shown in Figure 6. Part of the simulation
data is shown in Appendix A. The impedance bandwidth of this antenna is 6.92~13.45 GHz
under the condition that the port reflection coefficient is less than −10 dB, and the isolation
between the adjacent antennas is about 25 dB in the whole X-band.

Figure 5. Schematic diagram of the broadband digital phased array structure.

Figure 6. Cont.

31



Sensors 2022, 22, 109

Figure 6. (a) The port reflection parameters of the array. (b) Port isolation parameters of the array.
(c) E-plane pattern of the first element. (d) H-plane pattern of the first element.

In the ALSTAR array, we assume that the 1~4 elements on the left of the phased array
are transmitting antennas and the 5~8 are receiving antennas. The coupling matrix Hm is
used to describe the state of electromagnetic waves from the transmitter to the receiver and
it is a K × J matrix. K and J represent the number of receiving and transmitting antennas,
respectively. Hm is written as follows:

Hm =

⎡⎢⎢⎣
S51 S52 S53 S54
S61 S62 S63 S64
S71 S72 S73 S74
S81 S82 S83 S84

⎤⎥⎥⎦ (20)

In practice, adaptive beamforming and digital cancellation requires a great estimate
of the mutual coupling channel in the ALSTAR array in order to consider the coupling
caused by the time-varying environment or external interference. Yet it can be considered
that the coupling matrix varies slowly in most scenarios. For example, there are not many
fast-varying scenes in communications. In the radar, we mainly focus on specific targets,
and may not be scene varies. In this case, the slow vary of the coupling matrix can be
ignored for the time being.

4.2. Algorithm Performance Analysis
4.2.1. Analysis of the Role of Improved Operations

In order to expose the effects of preset initial values, random grouping, dynamic
probability functions, and quantum updates on the AGRQBSO algorithm, we separately
analyzed the benefits of each operation. Before that, we incorporated the algorithm into
the metrics and optimization model of the ALSTAR array established in Section 2.2. The
ALSTAR antenna adopts the phased array designed above, and the system’s dynamic
range of transmitting and receiving channels is ρt = 40 dB and ρr = 80 dB, respectively.
The noise floor of the receiving channel is −81 dB, which is obtained by the 1000 MHz
bandwidth channel with a 3 dB noise figure. The objective function and the boundary
range of the parameters are given in Section 2. The experiments were executed in MATLAB
software (Version: R2021a) and all comparative experiments were executed on a desktop PC
with an Intel Core i7-8700 CPU processor @ 3.20 GHz, 16GB RAM, under the Windows10
64-bit OS.

We first analyzed the contribution of the preset initial value operation to the ARGQBSO
algorithm. As mentioned earlier, the preset initial value reduces the search space of the
algorithm and can speed up the convergence of the algorithm. Figure 7a shows the average
result of the convergence curve with or without preset initial value operation by repeating
the experiment 200 times. It can be seen that since the search space is compressed 1 − 1

h̄ ,
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the algorithm using preset initial values only takes 132 iterations to the state of convergence.
Compared with the original scheme, the number of iterations is reduced by 29. In addition,
the initial fitness value of the algorithm using the preset initial value is 4.8 dB smaller than
the original algorithm. This hints that the preset the initial value places the algorithm in a
better position in the actual stage and speeds up the convergence.

Figure 7. (a) Comparison of the fitness value with/without preset initial value. (b) The influence
curve of grouping method on algorithm running time. (c) Comparison of the fitness value of fixed
probability and dynamic probability density function and quantum update.

The contribution of the random grouping to the ARGQBSO algorithm is mainly to
reduce the complexity of the clustering. In order to intuitively feel the reduction of the
algorithm complexity by the random grouping, Figure 7b shows the running time of the
algorithm using random grouping and K-means grouping in 200 experiments. The result
of the experiment implies that the time of the random grouping algorithm is reduced in the
range of 0.3145 to 1.4852 s.

The usefulness of the dynamic probability function to the algorithm is mainly reflected
in the adjustment of the individual generation mode. By controlling the proportion of
individuals participating in the global and local search, the global search is strengthened in
the early stage of the algorithm to find a better position, and the local search is strengthened
in the later stage of the algorithm to speed up the convergence speed.

The essence of the quantum update mechanism is to alter the evolution step length of
the newly generated individual, but it is different from the individual update step length of
the original BSO. It is a dynamic quantum rotation update, and the generated individuals
surround the current global optimum. The contribution of dynamic probability density
function and quantum update to the algorithm is reflected in the accuracy of the solution.
Figure 7c shows the average results of 200 experiments. The algorithm using dynamic
probability density function and quantum update is 1.32 dB smaller than the fitness value
of the fixed probability, indicating that the accuracy of the former is better than the latter.

On the other hand, the number of iterations that the fixed probability algorithm uses
to reach the convergence state is 44 less than that of the dynamic probability function
and quantum update algorithm. This shows that the fixed probability algorithm has an
insufficient global convergence ability and is easy to fall into the local optimal region.

4.2.2. Comparison of ARGQBSO with Other Algorithms

We explore the comprehensive performance of ARGQBSO, BSO, PSO, AO, GA, and
DE in terms of the objective function value, convergence speed, and running time. What
is different from [8] is that the wt and wr obtained by the ARGQBSO can be applied to
all elevation angles, while there is no need for a set of wt and wr at every elevation angle.
The advantage of this scheme is to reduce the processing time of beamforming and the
calculation cost of the DSP chip.
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The parameter settings of the six algorithms is shown in Table 1. Figure 8a clearly
shows the distribution of EII, EIRP, EIS, and noise floor Pn in 100 times independent runs
with Pt = 1000 W, and the convergence process and running time of the six algorithms
are shown in Figure 8b. On the one hand, compared with the classic BSO and PSO,
ARGQBSO has advantages in robustness, global optimization capability, and convergence
speed. Although GA has great global optimization capabilities and solution accuracy, it
does not have the advantage in terms of robustness and complexity. DE can occasionally
achieve great solution accuracy, but its robustness is most poor. On the other hand, the
AO can find a better solution (smaller fitness value) because of the EII function satisfying
the generalized Rayleigh entropy. However, AO must construct EII equations in two
directions for alternating iterations, which nearly doubles the number of calculations
relative to the ARGQBSO algorithm, and its running time and calculation amount are the
most complicated. This may be the reason for limiting the application of AO in engineering.
Therefore, compared to other synthesis approaches, ARGQBSO is claimed as a better trade-
off in terms of stability, solution time, and solution accuracy. In addition, the structure
of ARGQBSO allows for many functions to be extended, for example, it can optimize the
directivity of the EII pattern, the beam width, and trade EII, EIRP, and EIS among them.
Thus, the proposed algorithm demonstrates its distinctive competitive advantages in terms
of complexity, accuracy, and reliability.

Table 1. The parameter settings of four algorithms.

Algorithm Types Parameter Setting Reference

BSO
pr00 = 0.2; pr0 = 0.8; pr01 = 0.4

[15]pr02 = 0.5; M = 10; N = 60

PSO w : 0.9–0.4.4; c1 = c2 = 2; N = 60; [22]

AO error accuracy = 0.001; Itern = 200 [11]

GA pc = 1; pm = 0.05; N = 60 [23]

DE F = 0.5; CR = 0.5; N = 60 [24]

Proposed
p0 : 0.9–0.4; p3 : 0.4–0.8;

p1 = 0.7;
p2 = 0.5; M = 10; N = 60

This work

Figure 8. Cont.
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Figure 8. (a) Box plot of the three algorithms for EII, EIRP, EIS, and noise floor Pn. (b) Iterative curve
and operation time of the four algorithms.

4.3. Design of ALSTAR Array by ARGQBSO

In order to verify the advantages of the solution in this article, we employ the proposed
ARGQBSO algorithm to design the ALSTAR array, and explore the range of values of EII,
EIRP, and EIS under different w f . In ARGQBSO, every individual in the population is
mapped to the transmitting and receiving beamforming weights as a feasible solution. The
mapping relationship between the feasible solution and the transmitting and receiving
beamforming weights are as follows, where globe is the global optimal solution with
2 × (J + K) dimensions, which contains the weights of transmitting and receiving
beamforming.

wr = ur ∗ (globe(1 : J) + j ∗ globe(J + 1, 2J))
wt = ut ∗ (globe(2J + 1 : 2J + K) + j ∗ globe(2J + K + 1, 2(J + K)))

(21)

Thus, the transmit and receive beamforming weights can be extracted by the
formula (21). We set the total transmitting power of the ALSTAR array as 1000 W and the
weight w f as [0.6, 0.15, 0.25]. The optimization results of the transmitting beamforming
weight wt and receiving beamforming weight wr by the ARGQBSO are shown in Figure 9.
Here, the signal power transmitted by the four transmit channels is 1, 2, 3, and 4, respec-
tively. The powers of the four receiving channels are 5, 6, 7, and 8, respectively. By using
the obtained transmit beamforming and receive beamforming weights, the EII, EIRP, and
EIS of the array can be calculated.

Figure 10 shows EII, EIRP, and EIS at 10 GHz with Pt from 1 W to 1000 W at
w f = [0.6, 0.15, 0.25]. In the case of a transmit power of 1000 W, EII reaches 164.9 dB,
EIRP is 44.2 dBm, and EIS is −87.3 dBm. This result verifies that the proposed ARGQBSO
algorithm can design a great ALSTAR array. From another perspective, it can be clearly
understood that the EII and EIRP of the ALSTAR system gradually grow as the transmit
power increases, while the EIS deteriorates. Moreover, accompanied by the increase in
transmit power, the step size of the EII decreases, and EII tends to the theoretical boundary.

In FMCW radar, EIS is not allowed to exceed a certain threshold, otherwise, the
receiver will not be able to operate properly. We may enhance EIS by lowering EII and
EIRP on the weight of w f . Figure 11 shows EII, EIRP, and EIS of extreme weight conditions
in 10 GHz with 1000 W of transmit power. w f = [1, 0, 0] indicates that there is only EII in
the objective function, w f = [0, 1, 0] means that there is only EIRP in the objective function,
and w f = [0, 0, 1] means that there is only EIS in the objective function. By setting three
extreme w f situations, it can be seen clearly that the EII fluctuates between 146.7~166.8 dB,
EIRP fluctuates from 40.2 to 47.1 dBW, and EIS fluctuates from −70.3 to −94.6 dBm. This
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considerable adjustment range makes it possible for ALSTAR to provide multi-scenario
applications. On this basis, we can design an ALSTAR array to realize the trade of EII, EIRP,
and EIS by changing the parameter w f for different scenarios. This is to prevent engineers
from considering only the isolation, while ignoring the performance of the transmitter and
receiver itself when they are designing the STAR array.

Figure 9. Transmit and receive beamforming vector.

Figure 10. (a) EII with different transmit power. (b) EIRP with different transmit power. (c) EIS with
different transmit power.

Figure 11. (a) EII with different w f . (b) EIRP with different w f . (c) EIS with different w f .
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5. Conclusions and Future Work

A robust design for the ALSTAR array was proposed in this paper. The transmit
and receive beamforming weights obtained by the ARGQBSO algorithm are independent
of the scanning angles, which reduces the computational complexity and maintains the
excellent overall performance of the ALSTAR array. It expands the scope of application of
transmitting and receiving beamforming weights and has a high robustness. ARGQBSO is
an improved version of the original BSO algorithm. Its improvements include four aspects:
initial value, random grouping mechanism, dynamic probability function, and quantum
computing. Experimental results show that the preset initial value shortens the search
range and speeds up the convergence Random grouping reduces the complexity of the
algorithm. Dynamic probability function and quantum update improve the accuracy of
the algorithm. In addition, the solution time, accuracy, and robustness of the proposed
algorithm are claimed as a better trade-off, compared to other synthesis approaches. The
simulated results based on an eight-element phased array indicate that the array achieves
166.8 dB of peak EII, 47.1 dBW of peak EIRP, and −94.6 dBm of peak EIS at Pt = 1000 W
with w f = [1, 0, 0], w f = [0, 1, 0], w f = [0, 0, 1], respectively. In addition, EII fluctu-
ates between 146.7~166.8 dB, EIRP fluctuates between 40.2~47.1 dBW, and EIS fluctuates
between −70.3~−94.6 dBm. The results verify that the ARGQBSO is competitive in the
ALSTAR application, and it trades among EII, EIRP, and EIS to satisfy the needs of different
scenarios. The ARGQBSO algorithm provides engineers with a concise way to design
massive transmit and receive arrays, and to achieve a superior overall performance of the
ALSTAR array.

In the future, ARGQBSO will be used to solve more optimization problems in engi-
neering design and other fields. Furthermore, some other strategies will be developed to
further optimize the performance of the proposed algorithm.
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Appendix A

The pattern of array elements 2–4 is shown in Additional Figure A1. Due to the high
isolation performance of the designed phased array, the pattern characteristics of each array
element are almost similar, which is conducive to beam forming. In addition, as the array
elements numbered 5–8 are symmetrical to the center of array elements 1–4, their pattern
data are almost the same, and they are not listed here.
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Figure A1. (a) E-Pattern of the second element. (b) H-Pattern of the second element. (c) E-Pattern of
the third element. (d) H-Pattern of the third element. (e) E-Pattern of the fourth element. (f) H-Pattern
of the fourth element.
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Abstract: In this paper, the question of how to efficiently sample the field radiated by a circumference
arc source is addressed. Classical sampling strategies require the acquisition of a redundant number
of field measurements that can make the acquisition time prohibitive. For such reason, the paper aims
at finding the minimum number of basis functions representing the radiated field with good accuracy
and at providing an interpolation formula of the radiated field that exploits a non-redundant number
of field samples. To achieve the first task, the number of relevant singular values of the radiation
operator is computed by exploiting a weighted adjoint operator. In particular, the kernel of the related
eigenvalue problem is first evaluated asymptotically; then, a warping transformation and a proper
choice of the weight function are employed to recast such a kernel as a convolution and bandlimited
function of sinc type. Finally, the number of significant singular values of the radiation operator is
found by invoking the Slepian–Pollak results. The second task is achieved by exploiting a Shannon
sampling expansion of the reduced field. The analysis is developed for both the far and the near
fields radiated by a 2D scalar arc source observed on a circumference arc.

Keywords: field sampling; number of degrees of freedom (NDF); singular values decomposition
(SVD); conformal source

1. Introduction

The question of sampling the field radiated by a source or the one scattered by an
object is a classical research topic of the electromagnetics literature [1–9].

On one hand, a proper sampling of the radiated/scattered field allows representing
the field from the knowledge of its samples in a discrete and finite number of points. On the
other, it allows acquiring independent information to address the correspondent inverse
source/inverse scattering problem [10,11].

In this paper, the attention is limited to the sampling of the radiated field E which is
linked to the source current J by a linear operator T called radiation operator.

1.1. Literature Review

Classical sampling schemes of the radiated field for the case of planar [12], cylindri-
cal [13] and spherical scanning [14] were proposed. Despite this, such schemes do not take
into account explicitly the source shape; for such reason, they require collecting a number of
field measurements that may be significantly higher than the number of degrees of freedom
(NDF) of the radiated field [15,16]. The latter represents the number of independent param-
eters required to represent the radiated field with good accuracy and, at the same time, the
minimum number of field measurements required to reconstruct the source current stably.

The acquisition of a number of field samples larger than the number of degrees of
freedom affects badly the acquisition time and also the processing time to interpolate the
field samples or to retrieve the source current. For such a reason, it is of great interest to
devise a sampling scheme that exploits a non-redundant number of field measurements.
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To reduce the number of measurements, over the years different sampling schemes
have been proposed. A first strategy is based on an adaptive procedure that increases
the sampling rate only when the measured field oscillates faster [17]. In [18], an efficient
sampling scheme suitable for any source enclosed in an ellipsoid is devised by exploiting
reasoning on the local bandwidth of the reduced field. Such a sampling scheme can be
used also for the planar disk and spherical sources that can be seen as particular cases of
the ellipsoidal source.

Recently, a new method that exploits the point spread function (PSF) in the observation
domain has been proposed in [19]. Such a method relies on the idea that two adjacent
points are independent if the main lobes of the PSFs centered in such points do not overlap
and, hence, are distinguishable from each other.

Other methods recast the question of efficiently sampling the radiated field as a sensor
selection problem and choose the optimal sampling points in such a way that the radiation
operator and its discrete counterpart exhibit the same relevant singular values. Such a goal
can be achieved by exploiting a numerical procedure that optimizes a metric related to the
singular values [20–22] or, alternatively, by an analytical study and a proper discretization
of the radiation operator [23–25].

1.2. Goal of the Paper

Here, with reference to a 2D geometry consisting of a circumference arc source whose
radiated field is collected on a circumference observation arc, the minimum number of
measurements required to discretize the radiated field without loss of information is first
determined. From the mathematical point of view, this implies an evaluation of the NDF of
the source over the assigned observation domain. This task is performed by computing
analytically the number of relevant singular values of the radiation operator with the
asymptotic approach proposed in [25]. Next, an efficient interpolation formula of the
radiated field is found by exploiting a sampling representation of the left singular functions
of the radiation operator.

Let us remark that the optimal locations of the sampling points and an efficient
interpolation formula of the field radiated by a circumference arc source are provided also
in [19] by a numerical procedure. Here, instead, the optimal sampling points and the basis
functions used in the interpolation stage of the radiated field are analytically found. This
allows highlighting the key role played by the geometric parameters of the problem.

The paper is organized as follows. In Section 2, the geometry of the problem and
the explicit expression of the radiation operator in the case of an observation domain in
far-field and near-field is provided. In Section 3, an outline of our sampling strategy is
shown. In Section 4, the NDF and an efficient interpolation formulation of the far field are
derived. In Section 5, all the results of Section 4 are extended to the case of an observation
domain in near field. In Section 6, for sake of comparison, a sampling scheme based on a
uniform sampling step is considered and the number of measurements points saved by our
non-uniform sampling scheme with respect to the uniform case is estimated. In Section 7, a
numerical validation of our analytical results on the NDF and the field sampling is shown.
Conclusions follow in Section 8.

2. Geometry of the Problem

Consider the 2D scalar geometry depicted in Figure 1 where the y-axis represents
the direction of invariance. An electric current J(φ) = J(φ) iy is supported over an arc of
circumference of radius a spanning the interval SD = [−φmax, φmax].
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Figure 1. Geometry of the problem.

The electric field E(r, θ) = E(r, θ) iy radiated by such source is observed on an arc of
circumference of radius ro > a that subtends an angular sector OD = [−θmax, θmax].

For the considered geometry, the radiation operator T is defined as

J ∈ L2(SD) → E ∈ L2(OD) (1)

where L2(SD) and L2(OD) denotes the set of square integrable functions on SD and OD,
respectively. Apart some unessential factors, such operator can be explicitly written as

TJ = a
∫ φmax

−φmax
g(φ, θ) J(φ) dφ (2)

where the 2D Green function g(φ, θ) is given by

g(φ, θ) =

⎧⎨⎩
e−jβR(φ,θ)√

βR(φ,θ)
i f ro > a + λ

ejβa cos (θ−φ) i f ro >
4a2

λ

(3)

with
R(φ, θ) =

√
r2

o + a2 − 2a ro cos(φ − θ) (4)

Since the radiation operator T is linear and compact, its singular values decomposition
can be introduced. The latter is provided by the triple {un, vn, σn} where the right singular
functions {un} and the left singular functions {vn} represent a set of basis functions for the
density current J and the radiated field E, instead, {σn} stand for the singular values. As
well known, the right and the left singular functions are related by the following equations

Tun = σnvn T†vn = σnun (5)
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where T† stands for the adjoint operator. Hereafter, the adjoint operator is not defined
as usual since a weight function p(θ, φ) is introduced in its definition. In other words,
T† : vn ∈ L2(OD) → un ∈ L2(SD) is defined as

T†vn(θ) = a
∫ θmax

−θmax
p(θ, φ) g∗(φ, θ) vn(θ)dθ (6)

with g∗ denoting the conjugate of the Green function.
It is worth noting that the use of a weighted adjoint affects only the shape of the

singular values behavior of T but not the critical index after which they abrupt decay. For
such reason, it can be used to estimate the most significant singular values of the radiation
operator.

3. Outline of the Sampling Strategy

In this section, the methodology followed in the paper is described and an outline of
such methodology is sketched in the block diagram of Figure 2.

 
Figure 2. Block diagram of the study.
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The first aim of the paper is to provide a closed form expression of the NDF of the
radiated field. The NDF is estimated by evaluating the number of relevant singular values
of the radiation operator. In particular, since the eigenvalues of the auxiliary operator TT†

are the square of the singular values of T, the number of relevant singular values of the
radiation operator will be evaluated by studying the eigenvalue problem TT†vn = σ2

nvn.
The latter can be explicitly written as

a2
∫ θmax

−θmax
K(θo, θ) vn(θ) dθ = σ2

n vn(θo) (7)

where the kernel K(θo, θ) is given by

K(θo, θ) =
∫ φmax

−φmax
p(φ, θ) g(φ, θo) g∗(φ, θ)dφ (8)

Here, such a kernel is estimated by exploiting an asymptotic approach. After, by
exploiting a change of variables and proper choice of the weight function, such a kernel is
recast like a sinc kernel of convolution type multiplied by a phase exponential. Finally, by
redefining the eigenfunctions, the eigenvalues problem TT†vn = σ2

nvn is rewritten in a new
form with a purely sinc kernel. This allows exploiting the Slepian–Pollak theory to estimate
the number of relevant eigenvalues of TT† which, as said before, provides an estimation of
NDF of the radiated field.

The second aim of the paper is to provide the optimal sampling where the field must
be collected and an interpolation formula of the radiated field that exploits a non-redundant
number of field samples. To achieve this goal, the Shannon sampling theorem is adopted to
derive a sampling representation of the reduced field in the warped variable. Then, starting
from it, an efficient interpolation formula of the radiated field is easily obtained.

The study is developed not only for an observation arc in far-field but also for a
near-field configuration.

4. Optimal Sampling of the Far-Field

In this section, all the steps illustrated in Figure 2 are detailed to compute the NDF of
the far-field and to provide an interpolation formula that exploits a non-redundant number
of field samples.

4.1. Asymptotic Study of the Operator TT† in Far Zone

I. The kernel of the auxiliary operator TT† is particularized to the far-zone by substi-
tuting in (8) the far zone Green function. It follows that

K(θo, θ) =
∫ φmax

−φmax
p(φ, θ) e j β a Ψ(φ,θ,θo) dφ (9)

with
Ψ(φ, θo, θ) = cos(θo − φ)− cos(θ − φ) (10)

For θo = θ, the value of the kernel can be easily obtained by evaluating the integral∫ φmax
−φmax

p(φ, θ) dφ.
For θo �= θ, the integral in (9) can be asymptotically evaluated if the condition βa � 1

is satisfied. The choice of the asymptotic technique is related to the presence/absence of
stationary points in the phase function Ψ(φ, θ, θo). In Appendix A, it is shown that if the
following condition holds

θmax + φmax ≤ π

2
(11)
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then no stationary points fall into the set [−φmax, φmax]. In such a case, the kernel in (9)
can be asymptotically evaluated by considering only the contribution by the endpoints
φ = φmax and φ = −φmax [26]. Accordingly, for each θo �= θ it results that

K(θo, θ) ≈
p(φmax ,θ)

jβa Ψ′(φmax ,θo ,θ) ejβa Ψ(φmax ,θo ,θ) − p(−φmax ,θ)
jβa Ψ′(−φmax ,θo ,θ) ejβa Ψ(−φmax ,θo ,θ)

(12)

where Ψ′ denotes the partial derivative of Ψ with respect to φ, hence, Ψ′(φ, θo, θ) = sin(θo − φ)−
sin (θ − φ).

II. The kernel of TT† in the variables (θo, θ) is not convolution and this does not allow
to find easily its eigenvalues. To make TT† more similar to a convolution operator, it is first
recast as

K(θo, θ)

≈ 1
jβa ej βa

2 [Ψ(φmax ,θ0,θ)+Ψ(−φmax ,θo ,θ)]
(

p(φmax ,θ)
Ψ′(φmax ,θo ,θ) ej βa

2 [Ψ(φmax ,θo ,θ)−Ψ(−φmax ,θo ,θ)]

− p(−φmax ,θ)
Ψ′(−φmax ,θo ,θ) e−j βa

2 [Ψ(φmax ,θo ,θ)−Ψ(−φmax ,θo ,θ)]
) (13)

Then, the following variables

u(θ) =
cos(θ − φmax)− cos(θ + φmax)

2
(14)

w(θ) =
cos(θ − φmax) + cos(θ + φmax)

2
(15)

are introduced. Equations (14) and (15) allow rewriting the kernel of TT† as

K(uo, u) ≈ 1
jβa ej βa (w( uo)−w ( u ))

(
p(φmax ,u)

Ψ′(φmax ,uo ,u) ejβa ( uo−u ) − p(−φmax ,u)
Ψ′(−φmax ,uo ,u) e−jβa (uo−u)

) (16)

III. At this juncture, the kernel function has still an intricate structure. However, by
expanding Ψ′(φ, uo, u) with respect to the variable uo in a Taylor series stopped at the first
order, one obtains

Ψ′( φmax, uo, u) ≈ cos(θ(u)− φmax)(uo − u)
dθ

duo

∣∣∣∣
uo=u

(17)

Ψ′(−φmax, uo, u) ≈ cos(θ(u) + φmax)(uo − u)
dθ

dηo

∣∣∣∣
uo=u

(18)

Hence, taking into account of Equations (17) and (18), the kernel can be approximated as

K(uo, u) ≈ 1
jβa

1
dθ
du

ej βa (w(uo)−w(u))

uo−u(
p(φmax ,u)

cos(θ(u)−φmax)
ejβa (uo−u) − p(−φmax ,u)

cos(θ(u)+φmax)
e−jβa (uo−u)

) (19)

IV. Now, the weight function p(φ, u) must be chosen. The best choice for p(φ, u) is to
fix it in such a way that the eigenvalues of TT† are known in closed form. Such goal can be
reached by choosing

p(φ, u) = cos(θ(u)− φ) (20)

Then, the kernel can be recast as

K(uo, u) ≈ 2
1
dθ
du

ej βa (w (uo)−w (u)) sinc (βa (uo − u)) (21)
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where sinc uo = sin uo
uo

. Accordingly, in the variables (uo, u), the eigenvalue problem
TT†vn = σ2

nvn can be expressed as

2a2
∫ u(θmax)

u(−θmax)
ej βa (w(uo)−w(u)) sinc (βa (uo − u)) vn(u) du = σ2

n vn(uo) (22)

Let us note that the functions u(θ) and w(θ) introduced in (14) and (15) can be respec-
tively rewritten as u(θ) = sinφmax sin θ and w(θ) = cosφmax cos θ. Such variables, apart for
a scalar factor, are equal to the variables

u(θ) = sin θ w(θ) = cos θ (23)

commonly used in the study of far field problems. In the variables (uo, u), the eigenvalue
problem (23) becomes

2a2 sin φmax
∫ u(θmax)

u(−θmax)
ejβa cos φmax (w(uo)−w(u)) sinc(βa sin φmax(uo − u)) vn(u)du = σ2

n vn(uo) (24)

V. To evaluate the eigenvalues of TT†, let us fix

ṽn(uo) = e−j βa cos φmax w(uo) vn(uo), (25)

Then, the eigenvalue problem (24) can be recast in the simple and nice form

2a2sinφmax

∫ u(θmax)

u(−θmax)
sinc (βa sin φmax (uo − u)) ṽn(u) du = σ2

n ṽn(uo) (26)

4.2. NDF Evaluation and Interpolation of the Far Field

VI. In the seminal work of Slepian and Pollak [27], the eigenvalues of Equation (26)
have been deeply investigated. In particular, it has been shown that they exhibit a step-like
behavior with the knee occurring at the index

N =

[
2

βa
π

sinφmaxu(θmax)

]
(27)

where [ · ] stands for the integer part. Such a number provides the number of relevant
singular values of the radiation operator; hence, it can be taken as an estimation of the NDF
of the far-field. Accordingly, N is also the minimum number of basis functions required to
represent the far field with good accuracy. It is worth remarking that, when condition (11)
is satisfied, the NDF of the far field radiated by a circumference arc source is exactly equal
to that of the far field radiated by a strip source sharing the same endpoints of the arc.

VII. Once the minimum number of field samples has been established, let us provide
an interpolation formula of the radiated field. To this end, it is worth nothing that the
set of basis functions {ṽn(uo)} are bandlimited functions with a bandwidth βa sinφmax.
Accordingly, for each n ∈ N ṽn(uo) can be expressed through the following truncated
sampling series [28]

ṽn(uo) ≈ ∑
m ∈ I

ṽn(m Δu) sinc(βa sin φmax uo − mπ) (28)

where

• Δu = π
βa sin φmax

;

• I is the set containing all those indexes m such that m Δu ∈ [u(−θmax), u(θmax)].

The set of functions {ṽn(uo)} represent a basis for the reduced field Ẽ(uo) which is
defined as

Ẽ(uo) = e−j βa cos φmax w(uo) E(uo) (29)
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Accordingly, also the reduced field can be expressed through the truncated sam-
pling series

Ẽ(uo) ≈ ∑
m ∈ I

Ẽ(m Δu) sinc(βa sin φmax uo − mπ) (30)

VIII. Taking in mind of (29) and (30), it results that the far field can be written as

E(uo) ≈ e j βa cos φmax w(uo) ∑
m ∈ I

Ẽ(m Δu) sinc(βa sin φmaxuo − mπ) (31)

from which follows that

E(uo) ≈

e j βa cos φmax w(uo) ∑
m ∈ I

E(m Δu) e−j βa cos φmax w(mΔu) sinc(βa sin φmaxuo − mπ)
(32)

The latter represents an interpolation formula of the far field based on the Shannon
sampling series of the reduced field. It is worth noting that the number of sampling points
falling into the interval [u(−θmax), u(θmax)] (or [−θmax, θmax]) can be easily computed by
the equation

NSH = 2
[

u(θmax)

Δu

]
+ 1 = 2

[
βa
π

sin φmaxsinθmax

]
+ 1 (33)

Such a number is called Shannon number and it is essentially equal to the NDF of the
far field. This means that the interpolation Formula (33) exploits a non-redundant number
of field samples. Moreover, from Equation (33), it is evident that the optimal sampling
points of the far field in the variable uo are given by

uom = m
π

βa sin φmax
(34)

Hence, in the variable θo the optimal sampling points satisfy the equation

θom = asin
(

mπ

βasinφmax

)
(35)

Accordingly, since the transformation uo = sin θo is nonlinear, the uniform sampling
in the variable uo is mapped into a non-uniform sampling in the variable θo.

5. Optimal Sampling of the near Field

In this section, all the steps shown in Figure 2 are repeated to evaluate the NDF and to
provide an efficient interpolation formula of the near field.

5.1. Asymptotic Study of the of the Operator TT† in Near Zone

I. To study the kernel of TT† in near zone, let us rewrite it in a more explicit form
by substituting the near zone Green function in (8). From this substitution, the following
integral comes out

K(θo, θ) =
∫ φmax

−φmax
p(φ, θ)

e−jβ [ R(φ,θo)−R(φ,θ) ]

β R1/2(φ, θo) R
1
2 (φ, θ)

dφ (36)

In order to evaluate such integral, let us fix

• A(φ, θo, θ) = R− 1
2 (φ, θo) R− 1

2 (φ, θ),
• Φ(φ, θo, θ) = [R(φ, θo)− R(φ, θ)]/a.
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Then, (36) can be rewritten as

K(θo, θ) =
1
β

∫ φmax

−φmax
p(φ, θ) A(φ, θo, θ) e−jβa Φ(φ,θo ,θ) dφ (37)

At θo = θ, the kernel of TT† can be evaluated by computing the integral
1
β

∫ φmax
−φmax

p(φ, θ) A(φ, θ, θ) dφ.
For θo �= θ, if the hypothesis βa � 1 is fulfilled, the integral (37) can be asymptotically

evaluated. To establish if stationary phase points appear in the phase function, the equation
Φ′(φ, θo, θ) = 0 must be solved for φ. The latter can be explicitly written as

Φ′(φ, θ, θo) =
ro sin( θ − φ)

R(φ, θ)
− ro sin(θo − φ)

R(φ, θo)
= 0 (38)

Unfortunately, the previous equation cannot be analytically solved. For such reason,
here, the attention is limited to all those cases where the geometrical parameters are such
that no stationary points appear in the set [−φmax, φmax]. In particular, through a numerical
analysis, it has been shown that

• fixing the source angle φmax, the θ interval for which no stationary points appear on
the source increases with the ratio ro/a.

• fixing the ratio ro/a, the θ interval for which no stationary points appear on the source
decreases with the source angle φmax.

This behavior can be observed in the tables of the Appendix B. From such tables, it
is evident that in near zone the condition for the lack of stationary points in Φ (φ, θo, θ) is
given by

θmax + φmax ≤ C
( ro

a

)
(39)

where C is a function depending on the ratio ro
a whose values are reported in Table 1.

Table 1. Values of C in terms of ro
a .

ro
a C( ro

a )

1.4 0.70 (40◦)
1.6 0.87 (50◦)
2 1.05 (60◦)
4 1.22 (70◦)
8 1.40 (80◦)
15 1.48 (85◦)

Accordingly, C
( ro

a
)

is a monotonic function and its diagram is shown in Figure 3.

Figure 3. Diagram in degrees of the function C in terms of ro
a .
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For all the configurations in which no stationary points appear in the phase function Φ,
the integral in (37) can be evaluated by considering only the contributions by the endpoints.
Then, it results that for each θo �= θ

K(θo, θ) ≈ − 1
jβ2a

[
p(φmax, θ)

A(φmax ,θo ,θ)
Φ′(φmax ,θo ,θ) e−jβa Φ(φmax ,θo ,θ)

−p(−φmax, θ)
A(−φmax ,θo ,θ)
Φ′(−φmax ,θo ,θ) e−jβa Φ(−φmax ,θo ,θ)

] (40)

II. In order to recast the kernel in a form more similar to a known convolution kernel,
let us rewrite it as

K(θo, θ) ≈ − 1
jβ2a e−j βa

2 (Φ(φmax ,θ,θ0)+ Φ(−φmax ,θ,θ0))

( p(φmax ,θ) A(φmax ,θ,θo)
Φ′(φmax ,θ,θo)

ej βa
2 (Φ(−φmax ,θ,θ0)−Φ(+φmax ,θ,θ0))

− p(−φmax ,θ)A(−φmax ,θ,θo)
Φ′(−φmax ,θ,θo)

e−j βa
2 (Φ(−φmax ,θ,θ0)−Φ(φmax ,θ,θ0)))

(41)

Then, let us introduce the following functions

η(θ) =
R(−φmax, θ)− R(φmax, θ)

2a
(42)

γ(θ) =
R(−φmax, θ) + R(φmax, θ)

2a
(43)

which allow recasting the kernel as

K(ηo, η) ≈ − 1
jβ2a e−j βa (γ(ηo)−γ(η))

(
p(φmax ,η) A(φmax ,ηo ,η)

Φ′(φmax ,ηo ,η) ej βa (ηo−η)

− p(−φmax ,η)A(−φmax ,ηo ,η)
Φ′(−φmax ,ηo ,η) e−j βa (ηo−η)

) (44)

III. The kernel function (44) has still an intricate structure. However, if the numerator
and the denominator of amplitude term A

Φ′ are expanded with respect to the variable ηo in
a Taylor series truncated to the first order, the amplitude term can be simplified as below

A(φ,ηo ,η)
Φ′(φ,ηo ,η) ≈

R2(η,φ)
ro[ a ro sin2(θ(η)−φ)−R2(η,φ) cos(θ(η)−φ )]

1
(ηo−η) dθ

dηo

∣∣∣
ηo=η

(45)

IV. At this juncture, if the weight function p(η, φ) is chosen as

p(η, φ) =
ro
[

a ro sin2(θ(η)− φ)− R2(η, φ) cos(θ(η)− φ )
]

R2(η, φ)
(46)

the kernel can be recast as

K(ηo, η) ≈ − 2
β

1
dθ
dη

e−j βa (γ(ηo)−γ(η))sinc(βa(η − ηo) (47)

Accordingly, in the variable (η, ηo) the eigenvalues problem in (8) can be expressed as

− 2a2

β

∫ η(θmax)
η(−θmax)

1
dθ
dη

e−j βa (γ(ηo)−γ(η)) sinc(βa(η − ηo) vn(η)
dθ
dη dη = σ2

n vn(ηo) (48)

from which follows that

− 2a2

β

∫ η(θmax)

η(−θmax)
e−j βa (γ(ηo)−γ(η)) sinc(βa(η − ηo) vn(η) dη = σ2

n vn(ηo) (49)
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V. Now, by fixing
ṽn(ηo) = e j βa γ(ηo) vn(ηo), (50)

the eigenvalues problem (49) can be rewritten in the simple and nice form

− 2a2

β

∫ η(θmax)

η(−θmax)
sinc (βa (ηo − η)) ṽn(η) dη = σ2

n ṽn(ηo) (51)

5.2. NDF Estimation and Interpolation of the near Field

VI. The eigenvalues of (51) can be found by resorting again to [27]. Accordingly, it
is possible to state that the eigenvalues of (51) exhibit a step-like behavior with the knee
occurring at the index

N =

[
2

βa
π

η(θmax)

]
(52)

This number provides an estimation of the NDF of the near-field. Let us highlight that,
when no stationary points appear in the integral (38), the NDF of the far-field radiated by a
circumference arc source has the same mathematical expression of that of the near-field
radiated by a strip source (see Equation (25) in [21]).

VII. At this juncture an interpolation formula of the near-field is provided. Since the
set of basis functions {ṽn(ηo)} are bandlimited functions with a bandwidth βa, for each
n ∈ N ṽn(ηo) can be expressed through the following truncated sampling series

ṽn(ηo) ≈ ∑
m ∈ I

ṽn(m Δη) sinc(βa ηo − mπ) (53)

where

• Δη = π
βa ;

• I is the set containing all those index m such that m Δη ∈ [η(−θmax), η(θmax)].

The set of functions {ṽn(ηo)} represent a basis for the reduced field

Ẽ(ηo) = e j βa γ(ηo) E(ηo) (54)

Accordingly, it can be expressed by the following truncated sampling expansion

Ẽ(ηo) ≈ ∑
m ∈ I

Ẽ(m Δη) sinc(βa ηo − mπ) (55)

VIII. At this juncture, taking into account of (54) and (55), the near field can be
approximated as below

E(ηo) ≈ e−j βa γ(ηo) ∑
m ∈ I

Ẽ(m Δη) sinc( βa ηo − mπ ) (56)

Since Ẽ(m Δη) = e j βa γ(m Δη) E(m Δη), Equation (56) can be rewritten as

E(ηo) ≈ e−j βa γ(ηo) ∑
m ∈ I

E(m Δη) e j βa γ(mΔη) sinc(βa ηo − mπ) (57)

the previous equation provides an interpolation formula of the near field based on a
Shannon sampling series of the reduced field. The number of field samples used by (57) is
equal to the Shannon number which is given by

NSH = 2
[

η(θmax)

Δη

]
+ 1 = 2

[
βa
π

η(θmax)

]
+ 1 (58)
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accordingly, also in the case of observation domain in near field, the Shannon number is
exactly equal to the NDF. From Equation (57), it can be noted that the optimal locations of
the sampling points in the variable ηo are given by

ηom = m
π

βa
(59)

hence, in the variable θo the optimal sampling points of the near-field can be found by
solving numerically the equation√

r2
o + a2 − 2a ro cos(−φmax − θo)−

√
r2

o + a2 − 2a ro cos(φmax − θo) = m
2π

β
(60)

naturally, since the transformation ηo = η(θo) is nonlinear, the uniform sampling in the
variable ηo is mapped into a non-uniform sampling in the variable θo. In particular, the
optimal field samples are denser for small values of |θo| whereas their step is larger when
|θo| approaches to θmax.

6. Comparison between Non-Uniform and Uniform Sampling

In the previous section, a non-uniform sampling scheme for the far field and the near
field has been shown. Here, for sake of comparison, a more standard sampling scheme
based on a uniform sampling is recalled from the literature. It is well known that the field
radiated by a source enclosed in a circle of radius a can be expressed in a series of Fourier
harmonics or periodic Dirichlet functions. In particular, if the observation domain is a
full circumference (θ ∈ [−2π, 2π]), the number of terms of such series can be truncated to
Nupper = 2[βa] + 1 where [βa] stands for the integer part of βa [29]. Instead, if the radiated
field is observed on a limited angular interval [−θmax, θmax], a number of terms

Nupper = 2
[

βa
π

θmax

]
+ 1 (61)

is sufficient to represent the radiated field with good accuracy [10].
Accordingly, if the observation domain is a limited arc extending on the angular sector

[−θmax, θmax], the field radiated by a source enclosed in a circle of radius a can be expressed
as below

E(θo) ≈
No

∑
m=No

E(θm) DMo (θo − θom) (62)

where

• No =
[

βa
π θmax

]
• DNo (θo) =

1
2No+1

sin( π
θmax (No+

1
2 ) θo )

sin( π
θmax

1
2 θo )

is the Dirichlet function

• {θom} are the sampling points uniformly spaced over the observation arc, hence,
θom = −θmax + mΔθ with Δθ = 2θmax

Nupper
and m ∈ {

1, 2, . . . , Nupper
}

.

Now, it is possible to quantify the percentual reduction of field samples P of the
present non-uniform sampling scheme when it is compared with the uniform sampling
strategies. The latter is given by

P =

(
1 − NSH

Nupper

)
· 100% (63)
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Accordingly, it results that the percentual reduction of field samples for the far-field and
the near field can be approximated as below

P ≈
{

[1 − sinφmax sinc(θmax)] · 100% for far − field(
1 − η(θmax)

θmax

)
· 100% for near − field

. (64)

7. Numerical Validation

In this section, the NDF evaluation and the interpolation formula of the radiated
field provided in Sections 4 and 5 are validated by a numerical analysis. Moreover, the
non-uniform sampling strategies developed for the far field and the near field are compared
with the uniform sampling strategies described in Section 6. In such comparison, the misfit
between the exact field and its approximation provided by the interpolation is measured
by the relative error

e =
||E − Eint||

||E|| (65)

with ||· || denoting the Euclidean norm. In all the cases, the exact field E will be that
provided by Equation (2) while the interpolated field Eint will be provided by (32), (57) or
(62), according to the type of considered sampling (either non-uniform or uniform).

The numerical validation of the analytical results is provided in two subsections: the
first concerning the far field sampling, the second one regarding the near-field sampling.

7.1. Far-Field Sampling Validation

In this section, a numerical check of the analytical results for the far field is provided. A cir-
cumference arc source of radius a = 20λ spanning the interval [−φmax, φmax] = [− 35◦, 35◦]
is considered. The density current of the source is chosen as

J(φ) = e−jβa cos (θ∗−φ) (66)

where θ∗ = 15◦. As is well known, such current radiates an electric field focusing at θ = θ∗. The
far field is observed on a circumference arc spanning the interval [−θmax, θmax] = [−50◦, 50◦].

In Figure 4, the actual singular values of the radiation operator T are compared with
the ones obtained by considering the weighted adjoint.

Figure 4. Comparison between the singular values of the radiation operator and those ob-
tained by introducing the weighted adjoint. The diagram refers to the configuration a = 20λ,
φmax = 35◦, θmax = 50◦.
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As it is clear from Figure 4, the use of a weighted adjoint changes the behavior of the
singular values but not the index at which they decay abruptly. The latter is predicted
by (27) which, in the considered test case, returns N = 35 in perfect agreement with the
diagrams in Figure 4. In Figure 5, the optimal sampling points of the far-field in the variable
θ are shown. They are non-uniformly arranged along the observation domain. In particular,
the sampling step is minimum around the direction θ = 0◦, whereas it increases by moving
towards the directions θ = ±θmax.

 
Figure 5. Optimal position of the far-field samples in the variable θ. The diagram refers to the
configuration a = 20λ, φmax = 35◦, θmax = 50◦.

In Figure 5, the exact far-field computed by means of the equation E(θ) = TJ(φ) is
compared with the field returned by the interpolation Formula (32).

As can be seen from Figure 6, despite the interpolation Formula (32) exploits a number
of samples that is as low as possible (only NSH = 35 non-uniform field samples are used for
the interpolation), the interpolated field agrees very well with the exact field and e = 0.028.

 

Figure 6. Comparison between the far field computed by the radiation model in (2) and the far
field returned by the interpolation Formula (32). The diagram refers to the configuration a = 20λ,
φmax = 35◦, θmax = 50◦.
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In order to highlight the better performance of the non-uniform sampling with respect
to the uniform one, in Figure 7 also the far field obtained by the interpolation of uniform
samples is sketched. In particular, the blue line shows the field interpolated starting from
NSH = 35 uniform field samples while the green dashed one shows the one obtained from
Nupper = 71 samples.

 

Figure 7. Comparison between the exact far-field, the far-field obtained by the interpolation of
NSH = 35 uniform samples and the far field obtained by the interpolation of Nupper = 71 uniform
samples. The diagram refers to the configuration a = 20λ, φmax = 35◦, θmax = 50◦.

As can be seen from Figure 7, NSH = 35 uniform field samples are not sufficient to
approximate the exact far field and e =0.814. On the contrary, Nupper = 71 uniform field
samples allow to approximate well the exact far field with a relative error e = 0.029. From
this numerical test, it is evident that only the non-uniform sampling scheme allows to
achieve a good accuracy by employing a number of field samples equal to the NDF. The
uniform sampling scheme can achieve the same accuracy as the non-uniform strategy, but
it requires a larger number of field samples. In the considered example, the use of the
non-uniform sampling strategy allows a reduction of the field measurements P = 51%.

7.2. Near-Field Sampling Validation

In this section, some numerical experiments related to the analytical results for the
near-field are sketched. A circumference arc source with a = 20λ and φmax = 25◦ is
considered. The source current is chosen as in (66) with θ∗ = 10◦. The radiated field
is observed on a circumference arc with ro = 40λ and θmax = 35◦. With reference to
such a configuration, in Figure 8 the actual singular values of the radiation operator T are
compared with those obtained by considering the weighted adjoint.
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Figure 8. Comparison between the singular values of the radiation operator and those obtained by
introducing the weighted adjoint. The diagrams refer to the configuration a = 20λ, φmax = 25◦,
ro = 40λ, θmax = 35◦.

As can be seen from Figure 8, the number of relevant singular values is the same for
both the diagrams and equal to 28. The latter is well estimated by Equation (52).

In Figure 9, the non-uniform arrangement in the variable θ of the optimal sampling
points of the near field is sketched.

Figure 9. Optimal position of the far-field samples in the variable θ. The diagram refers to the
configuration a = 20λ, φmax = 25◦, θmax = 35◦.

In Figure 10, the exact far-field computed by the equation E(θ) = TJ(φ) and the
interpolated field of (57) are sketched.

As illustrated in Figure 10, despite the interpolation Formula (57) exploits a number
of field samples essentially equal to the NDF (only NSH = 29 non-uniform field samples
are used for the interpolation), the interpolated field approximates very well the exact
field and the relative error e is equal to 0.026. The better performances of the non-uniform
sampling can be noted by observing the interpolation of the near field obtained from
uniform samples which is sketched in Figure 11. In particular, in Figure 11 it is shown in
blue the field interpolated starting from NSH = 29 uniform field samples while in black
that obtained from Nupper = 51 uniform samples.

55



Electronics 2022, 11, 270

Figure 10. Comparison between the far-field computed by the radiation model in (3) and the far-
field returned by the interpolation Formula (57). The diagram refers to the configuration a = 20λ,
φmax = 25◦, ro = 40λ, θmax = 35◦.

 
Figure 11. Comparison between the exact near field, the near field obtained by the interpolation of
NSH = 29 uniform samples and the near field obtained by the interpolation of Nupper = 51 uniform
samples. The diagram refers to the configuration a = 20λ, φmax = 25◦, ro = 40λ, θmax = 35◦.

As can be seen from Figure 11, the interpolation of the near field obtained with only
NSH = 29 uniform field samples is not very accurate and the relative error is equal to 0.294.
On the contrary, the interpolation obtained with Nupper = 71 approximates well the near
field with a relative error e = 0.034. Accordingly, also for the near field the non-uniform
sampling scheme allows to achieve the same accuracy with a lower number of field samples.
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In the considered example, the use of the non-uniform sampling strategy allows to reach
P = 43%.

8. Conclusions

In this paper, an optimal sampling strategy of the field radiated by a 2D current
supported over a circumference arc source has been developed. In particular, through an
analytical study of the relevant singular values of the radiation operator, the minimum
number of sampling points required to sample the radiated field without loss of information
has been first found. Then, starting from a sampling representation of the reduced field, an
interpolation formula of the radiated field that exploits a non-redundant number of field
samples has been provided. The developed sampling strategy allows us to reach the same
accuracy in the field interpolation of the uniform sampling scheme with a lower number
of field measurements. This is very important in practical cases since a reduction of the
number of field measurements allows reducing the acquisition time in near-field testing
techniques which is dominated by the mechanical positioning of the field probe. The only
limitation of the developed sampling method is the fulfillment of condition (11) for the
far-field and condition (39) for the near-field.

Future developments concern the extension of the proposed sampling strategy to the
cases of other conformal sources with a different shape and more realistic scenarios involv-
ing 3D geometries. Moreover, another possible extension regards the case of phaseless
measurements [30–32].
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Appendix A

In this appendix the mathematical condition (11) ensuring the absence of stationary
points in the phase function Ψ(φ, θo, θ) = cos(θo − φ)− cos(θ − φ) is derived. A possible
stationary point φs is solution of the equation Ψ(φs, θo, θ) = 0, that is

sin(θo − φs)− sin(θ − φs) = 0 (A1)

By resorting to sum-to-product identity for trigonometric functions (A1) recasts as

2sin
(

θo − θ

2

)
cos

(
φs − θo + θ

2

)
= 0 (A2)

which, excluding the case θo = θ, is generally verified when

φs =
θo + θ + π

2
+ mπ, m = 0 ± 1,±2, . . . (A3)

Thus, the interval [−φmax, φmax] is devoid of all the stationary points when they fall
outside this interval, namely when

|φs| > φmax (A4)
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From (A3) one can note that once m is fixed, since θ and θ0 are at most equal to π/2,
the values of φs fall into the interval [mπ, (m + 1)π]. Limiting the analysis to the interval
[−π,π], condition (A4) translates into the condition

θ + θ0 + π

2
> φmax ∪ θ + θ0 − π

2
< −φmax , (A5)

where m = 0 in the left condition obtained for positive values of φs and m = −1 in the
right condition for negative values of φs. The left condition rewrites as

θ + θ0 > 2φmax − π , (A6)

and, to be always verified, the smallest possible value of θ + θ0 should be larger than
2φmax − π, that is

− 2θmax > 2φmax − π (A7)

Analogously, the right condition is always satisfied when the larger possible value of
θ + θ0 (that is 2θmax) is less than π− 2φmax. Hence, both the conditions lead to the final
condition.

θmax + φmax <
π

2
(A8)

Appendix B

In this appendix, with reference to three different values of φmax, the limit angle θmax
under which no stationary points appear in the phase function Φ (φ, θo, θ) is found by a
numerical analysis. In particular, the cases φmax = {0.35 (20◦), 0.52 (30◦), 0.7 (40◦)} are
respectively considered in Tables A1–A3.

Table A1. Maximum value of θmax such that no stationary points appear in Φ (φ, θo, θ) when
φmax = 0.35 (20◦).

ro/a Maximum Value of θmax Such
That no Stationary Points Appear in Φ (φ, θ, θo)

1.4 0.35 (20◦)
1.6 0.52 (30◦)
2 0.70 (40◦)
4 0.87 (50◦)
8 1.05 (60◦)
15 1.13 (65◦)

Table A2. Maximum value of θmax such that no stationary points appear in Φ (φ, θo, θ) when
φmax = 0.52 (30◦).

ro/a Maximum Value of θmax Such
That no Stationary Points Appear in Φ (φ, θ, θo)

1.4 0.17 (10◦)
1.6 0.35 (20◦)
2 0.52 (30◦)
4 0.70 (40◦)
8 0.87 (50◦)
15 0.96 (55◦)
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Table A3. Maximum value of θmax such that no stationary points appear in Φ (φ, θo, θ) when
φmax = 0.7 (40◦).

ro/a Maximum Value of θmax Such
That no Stationary Points Appear in Φ (φ, θ, θo)

1.6 0.17 (10◦)
2 0.35 (20◦)
4 0.52 (30◦)
8 0.70 (40◦)
15 π/4 (45◦)

The results in the Tables A1–A3 have been obtained by numerically solving the sta-
tionary condition (39) with respect to φ for each value of ro/a and for each couple (θo, θ).
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Abstract: This paper presents the analysis and design of an X-band reflectarray. The proposed
antenna can be used for a medium Earth orbit (MEO) remote sensing satellite system in the 8.5 GHz
band. To obtain a nearly constant response along the coverage area of this satellite system, the
proposed antenna was designed with a flat-top radiation pattern with a beam width of around 29◦

for the required MEO system. In addition, broadside pencil beam and tilted pencil beam reflectarrays
were also investigated. The feeding element of the proposed reflectarray antennas is a Yagi–Uda
array. The amplitude and phase distribution of the fields due to the feeding element on the aperture
of the reflectarray antenna are obtained directly by numerical simulation without introducing any
approximation. The required phase distribution along the aperture of the reflectarray to obtain the
required flat-top radiation pattern is obtained using the genetic algorithm (GA) optimization method.
The reflecting elements of the reflectarray are composed of stacked circular patches. This stacked
configuration was found to be appropriate for obtaining a wide range of reflection phase shift, which
is required to implement the required phase distribution on the reflectarray aperture. The antenna
was fabricated and measured for verification.

Keywords: reflectarray antenna; flat-top radiation pattern; remote sensing satellite system; genetic
algorithm

1. Introduction

Recently, satellite communication systems in low and medium Earth orbit (LEO/MEO)
have experienced rapid development. Satellites are characterized by their design-and-
deployment cost, power consumption, and down-link bandwidth [1]. In order to increase
the down-link data rate of the satellite, a high gain antenna with a low profile, light weight,
and small volume, in addition to a cheap assembly process, is required. These prerequisites
can be obtained by utilizing a reflectarray antenna, which comprises a spatial feed and a
planar structure. Reflectarray antennas are based on focusing the incident fields from an
antenna feeding element to obtain the required radiation pattern by compensating for the
phase differences between the reflectarray elements. There are different types of reflectar-
rays, such as planar microstrip reflectarrays [2–6] and dielectric resonator reflectarrays [7–9].
The main feature of the reflectarray is that its radiation characteristics can be manipulated
by tuning the geometrical dimensions of its unit cells [10–12].

Although reflectarrays for high-gain pencil beam patterns in a certain direction can be
easily designed using analytical equations [13], the synthesis of shaped or contoured beams
is a challenging problem. These shaped or contoured beams are required in many satellite
communication systems for better power management [14]. In order to generate a specific
radiation pattern, different algorithms have been used to synthesize and optimize the phase
distribution on the reflectarray elements. The optimization methods used to synthesis
the reflectarray pattern are classified into two main categories: local search algorithms,
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such as the alternating projections method [15,16], and evolutionary algorithms, such
as GA [17–20], particle swarm optimization (PSO) [21], and the semidefinite relaxation
technique [22]. These different optimization algorithms vary in terms of their computation
complexity and final convergence rate. It is shown in [23] that the evolutional optimization
algorithms are capable of better performance and providing more flexible solutions than
the classical optimization algorithms.

Because a reflectarray antenna consists mainly of a large number of reflecting elements,
which contribute to the generation of the required radiation pattern, the required optimiza-
tion algorithm must be computationally efficient to manage a large number of variables.
The reflectarray synthesis problem depends only on phase synthesis, which involves only
the phase of the reflected field due to each element in the optimization process. The starting
point for the optimization process has a significant effect on the convergence rate. As noted
in [24], a good initial point is the phase distribution of a broadside pencil beam pattern. In
the present work, three different patterns were investigated: a broadside pencil beam, a
tilted pencil bean, and a flat-top beam. Conventional pencil beam and tilted pencil beam
reflectarray antennas were designed analytically. The flat-top beam reflectarray antenna
was designed using GA optimization. This flat-top pattern is important in remote sens-
ing systems and in different communication technologies, such as 2G/3G/LET cellular
bands [25–28].

The reflectarray antenna is usually fed by a horn antenna. However, in this paper, a
Yagi–Uda antenna array [29] is used as the feeding antenna for the proposed reflectarray.
This Yagi–Uda antenna is characterized by a lower profile and less weight compared to a
standard horn antenna [30,31]. Commonly, the incident field distribution on the surface of
a reflectarray is approximately represented by an ideal feed model cosq θ [32]. The value of
the power factor “q” is determined by the directivity of the feeding antenna. In the present
paper, a more accurate approach is used based on determining the exact field distribution
due to the feeding element at the plane of the reflectarray, by separately simulating the
feeding element and obtaining its corresponding feed distribution in the required plane.

By comparison, the reflecting unit cell of the proposed reflectarray antenna is assumed
to consist of two stacked circular patches backed by a ground plane. The unit cell is
simulated as a periodic structure using Floquet modes [33,34]. Varying the dimension
of the unit cell changes the corresponding equivalent surface impedance boundary and
therefore the reflection phase shift. The advantage of using this stacked configuration is that
it allows the acquisition of a wide range of nearly linear phase-shift changes of more than
360◦. This property is important for the implementation of any required phase distribution
along the designed reflectarray.

In this study, GA was chosen to optimize the phases of the reflecting elements to
obtain a flat-top radiation pattern with a beam width of around 29◦, side lobe level (SLL)
of less than −20 dB, and allowable ripple level (ARL) of around −3 dB. The contribution
of this work is the optimization of these phases to achieve the desired performance of an
optimized flat-top pattern for an MEO system.

This paper is organized as follows. Section 2 introduces the complete reflectarray an-
tenna design, specifications, and modeling procedure. Section 3 presents the analysis of the
feeding antenna. In Section 4, the incident field distribution on the plane of the reflectarray,
and the corresponding reflection phase distribution for both pencil beam and tilted beam
radiation patterns, are obtained. Section 5 introduces the procedures for obtaining the
reflection phase distribution for a reflectarray with a flat-top radiation pattern using GA.
Section 6 discusses the analysis of the unit cell of the reflectarray. Section 7 presents the
results and discussions of three reflectarray designs: broadside pencil beam, tilted pencil
beam, and flat-top radiation pattern. The reflectarray of the flat-top radiation pattern was
fabricated and measured to show the experimental verification. Finally, Section 8 presents
the conclusion.
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2. Reflectarray Antenna

The proposed reflectarray antenna is composed of an array of reflecting elements
arranged on planar circular disk in front of a Yagi–Uda feeding antenna, as shown in
Figure 1. It is designed to be operating at a center frequency of 8.5 GHz, which is suitable
for the down-link for remote sensing satellite systems. The center of the array is placed
at the origin. An x-polarized Yagi–Uda feeder is centered at

(
x f , y f , z f

)
= (0, 0, F),

where F is the focal distance of the proposed reflectarray. The focal to diameter ratio of
the proposed reflectarray antenna is F/D=1. The diameter of the proposed reflectarray
antenna is 352.9 mm which corresponds to 10λ0 at the center frequency. The array elements
of the reflectarray are distributed periodically on a square grid of length 17.6 mm, which
corresponds to λ0/2 at the center frequency. The incident field on each reflecting elements
at a certain angle can be locally considered as a plane wave with a phase proportional to the
distance from the phase center of the feeder to each element. In order to produce a focused
beam, the field must be reflected from each unit cell with an appropriate phase shift. This
phase shift is adjusted independently for each element to produce a progressive phase shift
distribution of the reflected field that produces a focused beam in the required direction.

 

Figure 1. A reflectarray antenna fed by a Yagi–Uda antenna.

For a planar array having M × N elements arranged on a rectangular grid on the x − y
plane with a uniform separation, the array factor AF(θ, ϕ) can be written as [15]:

AF(θ, ϕ) =
M−1

∑
m=0

N−1

∑
n=0

Am,nejk(mdxu+ndyv) (1)

where Am,n is the complex excitation of the element (m, n), k is the free space wavenumber,
u = sin θ cos ϕ + βx and v = sin θ sin ϕ + βy, and βx and βy are the progressive phase shift
between array elements in the x and y directions, respectively. For the case of a pencil
beam oriented in the direction (θo, ϕo), the values of these progressive phase shifts can be
expressed as:

βx = − sin θo cos ϕo (2)

βy = − sin θo sin ϕo (3)

where dx and dy are the spacing between each two successive elements in the x and y
directions, respectively. Thus, the phase shift on the mnth element Δϕm,n is obtained as
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Δϕm,n = βx + βy. For the case of a reflectarray, the magnitude of the excitation at the
elements |Am,n| is determined by the amplitude distribution of the fields due to the feeding
element on the aperture of the reflectarray. On the other hand, the total phase at the mnth
element is the summation of the phase of the field distribution of the feeding element plus
the phase distribution of the reflection coefficient on the aperture of the reflectarray. The
key point in the design of the reflectarray antenna is to determine the required total phase
distribution for the obtained amplitude distribution by the feeding element to obtain the
required radiation pattern. The next step is the implementation of the reflecting elements of
the reflectarray antenna to verify this total phase distribution. For simple radiation patterns
such as a broadside pencil beam or a tilted pencil beam, this phase distribution can be
obtained analytically in a closed form as follows:

Δϕm,n = 2πN′ − k
(

rm,n −
→
R· ˆ

ro

)
(4)

where N′ = 1, 2, 3, . . ., rm,n is the distance from the feed to each array element, R̂ is the
position vector from each element to the array center (0, 0, 0) and r̂o is the position vector
in the direction of the main beam of the reflectarray. However, for reflectarray antennas
having beams with more complicated shapes, this phase distribution is obtained using
optimization techniques.

3. Feeding Antenna

In this section, the analysis and design of the feeding antenna for the proposed
reflectarray are discussed. The proposed feeding antenna is a Yagi–Uda antenna, as shown
in Figure 2a. It consists of a fed dipole antenna inserted between two parasitic elements:
a director and a reflector element. The reflector and the director elements enhance the
radiation in the direction of the aperture of the reflectarray. Typically, the feed element
length L2 is usually around 0.45–0.49λ, while the director length L3 is approximately 0.4λ
to 0.45λ. In addition, the reflector length L1 is slightly greater than the fed element. The
separation between the elements ds is found to be around 0.1 λ. The radius of these wire
elements (a) is set to around approximately 0.025 λ. The proposed Yagi–Uda antenna is
simulated using HFSS. Parametric studies are performed through EM simulation for setting
the optimum values of the dimensional parameters of an X-band Yagi–Uda antenna at the
operating frequency of 8.5 GHz. The required performance of the feeding antenna of the
reflectarray in the present case comprises input matching below −10 dB and forward to
backward radiation of more than 10 dB. The optimum values of the proposed Yagi–Uda
antenna are L1 = 20.9 mm, L2 = 16.5 mm, L3 = 10.8 mm, ds = 3.9 mm, and a = 0.5 mm.

 
 

(a) (b) (c) 

Figure 2. Proposed Yagi–Uda feeding antenna. (a) Geometry, (b) Simulated Reflection coefficient,
(c) Simulated total gain pattern.

Figure 2b shows the simulated |S11| for the feed antenna. It can be noted that |S11| at
the required operating frequency 8.5 GHz is less than −15 dB, which represents a good
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matching. The simulated realized gain pattern is shown in Figure 2c. The peak gain is
obtained in the –ve z direction towards the aperture of the reflectarray. The peak gain is
greater than 6 dBi and the backward radiation is less than −12 dBi; thus, the front to back
ratio is around 18 dB. Thus, the proposed Yagi–Uda antenna is suitable for the proposed
requirements for the feeding antenna of the reflectarray.

4. Field Distribution of the Feeding Antenna on the Aperture of the Reflectarray

In order to obtain the required beam pattern of the reflectarray, the amplitudes and
phase distribution on the plane of the reflectarray should be determined. In previous
studies of reflectarray antennas, the field distribution is presented as a simple analytical
approximation based on (cos θ)q, where the value of q is chosen to obtain the corresponding
approximate radiation pattern of the feeding antenna. In addition, the phase distribution
of the field on the aperture of the reflectarray is calculated in terms of the distance from the
center of the feeding point to each point on the aperture of the reflectarray. In this paper,
this approximation is replaced by directly calculating this field distribution numerically
using the commercially EM simulation software HFSS. The advantage of this method is that
it does not require any assumptions. Figure 3a shows the 2D distribution of the magnitude
of the complex total field on an aperture located at a distance F = 352.9 mm from the
center of the fed element of the Yagi–Uda antenna. It should be noted that this is only
a calculation plane and it does not represent any additional boundary to the simulation
problem. This plane and the feeding antenna are included inside a common radiation
boundary in the simulation process. This distribution can be presented as a radial function
of the magnitude around the z-axis. Figure 3b shows the 1D distribution of the normalized
amplitudes along the x-axis at the plane of the reflectarray. In addition, one can also obtain
the corresponding phase distribution using the argument for this complex field, as shown
in Figure 3b. These amplitude and phase distributions are discretized along the proposed
grid of the reflectarray to obtain the amplitude and phase of the incident field on each
element of the reflectarray.

  
(a) (b) 

Figure 3. Complex field distribution of the feeding element at the plane of the reflectarray: (a) 2D
representation, (b) normalized amplitude and phase along the x-axis.

The next step is to use this amplitude distribution to find the required phase on each
element to obtain the required radiation pattern. Then, it is required to design each element
to introduce a phase reflection added to the phase distribution of the feeding element,
such that the total phase on this element equals the required phase, to obtain the required
radiation pattern.
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For the case of a pencil beam radiation pattern, the required total phase distribu-
tion on the aperture of the reflectarray antenna can be obtained analytically, as shown
in Equation (4). Thus, the reflection phase of each reflecting element can be obtained by
subtracting the phase of the feeding element from the required phase distribution of the
aperture of the reflectarray. For the present reflectarray structure mentioned in Section 2
and the proposed Yagi–Uda feeding element, the required reflection phases on the aper-
ture of the reflectarray for both broadside and tilted pencil beams with a tilting angle
15◦ are shown in Figure 4a,b, respectively. It should be noted that the total number of
reflecting elements is equal to 316 unit cells, arranged uniformly in a planar grid with
M × N = 20 × 20 elements.

 
(a) (b) 

Figure 4. Phase distribution of the pencil beam reflectarray: (a) broadside beam, (b) tilted beam with
a tilting angle of 15◦.

By comparison, for the case of a shaped beam, such as a flat-top beam, it is required
to determine the required phase distribution using an optimization algorithm because
it cannot be determined directly using Equations (1)–(4), as in the case of broadside or
tilted pencil beams. However, the phase distribution of the broadside pencil beam can be
considered as a good starting point for the proposed optimization process to obtain the
corresponding phase distribution for the flat-top beam.

5. Flat-Top Pattern Synthesized Using a Genetic Algorithm

In order to start the optimization process, the requirements of the flat-top pattern that
can be applied in the optimization procedure should be first introduced. To obtain a nearly
constant communication link along the coverage angle, an antenna with a flat-top pattern
is required. The maximum coverage angle θmax is defined from the Earth-satellite geometry
shown in Figure 5, as:

θmax = cos−1
(

dmax

ho + Re

)
(5)

where Re is the radius of the Earth and ho is the vertical distance from the satellite to the
Earth’s surface. dmax is maximum distance from the satellite to the Earth given by the
trigonometric equation as:

dmax =

√
(Re + ho)

2 − Re2 (6)
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Figure 5. Geometry of the satellite coverage of the MEO satellite system.

The constraints on the required radiation patterns are considered by using appropriate
masks. The requirement of the flat-top normalized pattern is given by means of two mask
templates, as shown in Figure 6, which impose the minimum and maximum values that
the far field must achieve. Thus, if AF(θi)dB is the normalized array factor of the flat-top
beam in dB, it should fulfil the following:

Maskl(θi)dB ≤ AF(θi)dB ≤ Masku(θi)dB (7)

where the upper mask shapes the normalized radiation pattern in the angular span −θmax ≤
θi ≤ θmax with an amplitude of 0 dB. This span is assumed as the transition region of the
satellite. For the other θ directions, outside of the main beam the SLL limit is assumed to be
below −20 dB. The definition of the upper mask of the flat-top beam pattern, as illustrated
in Figure 6, is given in dB as follows:

Masku(θi)dB =

⎧⎨⎩
SLL −90o ≤ θi ≤ −θmax

0 −θmax ≤ θi ≤ θmax
SLL θmax ≤ θi ≤ 90o

(8)

 

Figure 6. Required mask for the normalized radiation pattern.

The lower mask is mostly used to control the allowable ripple level (ARL) of the
shaped beam, which is −3 dB for the flat-top beam. The lower mask in dB is given as:

Maskl(θi)dB =

⎧⎨⎩
< −30 θi ≥ θmax − Δθ

ARL −θmax + Δθ ≤ θi ≤ θmax − Δθ
< −30 θi ≤ −θmax + Δθ

(9)
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where Δθ is the allowable angle between the upper and the lower mask.
To achieve the flat-top radiation pattern, the phase distribution on the reflectarray

elements should be determined through an optimization of a properly defined cost function.
The cost function is defined as the error between the obtained normalized array factor AF
and the required upper and lower masks. The cost function is normalized for Ntotal angles
for both the upper and lower limits of the mask as follows:

cost =
εu(θi) + ε l(θi)

Ntotal
(10)

where εu(θi) and ε l(θi) are given by Equations (11) and (12), respectively:

εu(θi) =
Ntotal

∑
i

[AF(θi)dB − Masku(θi)dB]
[1 + sgn(AF(θi)dB − Masku(θi)dB)]

2
(11)

ε l(θi) =
Ntotal

∑
i

[Maskl(θi)dB − AF(θi)dB]
[1 + sgn(Maskl(θi)dB − AF(θi)dB)]

2
(12)

where AF(θi)dB = 20 log(|AF(θi)|) and sgn(x) = 1 for x > 0 and sgn(x) = −1 for x < 0.
Thus, a better match between the obtained pattern and the required pattern is obtained for
the minimum value of this cost function.

After determining the required radiation pattern for the proposed MEO satellite com-
munication system and the amplitude distribution of the fields due to the feeding element,
the corresponding phase distribution on the aperture of the reflectarray must be determined.
This phase distribution is obtained using GA. In GA, the optimization starts with an initial
population comprising a number of candidate solutions (designated as chromosomes).
These parents are controlled using different factors (combination, crossover, or mutation)
to make a new set of chromosomes for the next generation. During the advancement of the
arrangement, chromosomes are reviewed with respect to the enhancement of the fitness
between the obtained radiation pattern and the required mask. The higher-positioned
chromosomes are chosen to proceed to the next generation. Once the new generation
is formed, the fitness of its chromosomes is estimated and the process continues until
the convergence condition is satisfied. The algorithm stops when the value of the fitness
function for the best point in the current population is less than or equal to the fitness limit.
The important basic genetic algorithm steps are presented in Figure 7.

The main problem when applying GA is the large number of optimization variables,
which correspond to all reflecting elements on the reflectarray. This large number of
variables requires a large computational time, which affects the overall convergence of
the optimization process. However, because the proposed flat-top radiation pattern and
amplitude distribution of the fields due to the feeding element are radially symmetric
around the z-axis, as shown in Figure 3, the required phase distribution should be also be
radially symmetric around the z-axis. Thus, the number of the unknown variables can be
reduced by taking into consideration this symmetry. For the case of a circular reflectarray
as shown in Figure 1, the reflecting elements can be arranged into four image-symmetric
quarters. Each quarter can also be divided into two symmetric halves, such that each
column in the quarter would be the same as the corresponding perpendicular raw in the
same quarter as shown in Figure 8.

Using this approach, it is possible to reduce the number of unknowns in the optimiza-
tion process to one-eighth of the number of reflectarray elements. This significant reduction
reduces the convergence computational time and also improves the resulting convergence.
Figure 9 shows the phase distribution obtained by using GA to obtain the required flat-top
radiation pattern. Moreover, the obtained flat-top radiation pattern is shown in Figure 10.
It can be noted that the obtained flat-top radiation pattern almost satisfies the required
conditions of the maximum coverage angle of 29◦, Δθ of 5◦, and ARL of −3 dB.
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Figure 7. Flowchart of a general GA approach.

Figure 8. Phase symmetry on half of the elements of the proposed reflectarray antenna.
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Figure 9. Optimized phase distribution of a flat-top radiation pattern.

 
Figure 10. Flat-top radiation pattern obtained using a genetic algorithm.

6. Design of the Unit Cell of the Reflectarray

The previous section showed how to obtain the required phase distribution of the
reflected fields along the surface of the reflectarray to obtain the required radiation patterns.
The following step is to design this reflecting element and to show how it can be controlled
to obtain the required phases. The proposed unit cell is composed of two conducting
elements of circular shape stacked in two layers of FR4 dielectric slabs with a dielectric
constant εr = 4.4, as shown in Figure 11. The top substrate has a height hT = 3 mm and the
bottom has a height hB = 1.5 mm. The stacked patches are backed with a ground plane.
The bottom circular patch has a diameter dB, whereas the top patch diameter dT = 0.75 dB.
The unit cell has dimensions dx = dy = 17.65 mm.

The phase of the reflection coefficient of the unit cell as a function of the diameter
of the lower circular patch is shown in Figure 12. It should be noted that the diameter
of the upper patch depends on the corresponding diameter of the lower patch. It can be
noted that the phase of the reflected field can be controlled over a range from 0◦ to −500◦
by changing dB from 5 to 14 mm. The reason for using a stacked structure is that it is not
possible to obtain such a wide range of phase using a single layer structure. This wide
range of phase is suitable for obtaining the required phase distribution for the different
cases of the proposed reflectarray antennas.
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Figure 11. Geometry of the proposed unit cell.

 

Figure 12. Reflection phase response of the unit cell.

7. Results and Discussion

In this section, the above analyses for the required phase distributions and the reflect-
ing element are combined to introduce the complete design of the proposed reflectarray
antennas. Three designs are presented. The first has a pencil beam with a broadside radia-
tion based on the phase distribution in Figure 4a; the simulation layout of the reflecting
elements in this case is shown in Figure 13. It should be noted that directly allocating
the dimensions for all these elements in this configuration on a simulation tool such as
HFSS is complicated. However, this problem is simplified by generating a lookup table
to convert the phase at each point on the reflectarray plane to the corresponding radii for
the upper and lower circular patches of the corresponding element. Then, these radii with
the corresponding centers are formatted as a Visual Basic Script (VBS), which is loaded
directly by HFSS to draw the reflecting elements. This procedure introduces a significant
improvement in developing the simulations. Figure 14 shows the simulated 3D radiation
pattern of a broadside pencil beam with peak gain around 22 dBi. In Figure 15, the simu-
lation layout of the reflecting elements for the tilted beam radiation pattern based on the
phase distribution in Figure 4b is shown. The simulated 3D radiation pattern in this case is
presented in Figure 16 and the peak gain is found to be nearly 21 dBi. Figure 17a shows
the simulated layout of the reflecting elements for the flat-top pattern. This configuration
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was fabricated and measured to validate the flat-top pattern obtained by GA and that
obtained by numerical calculation. Figure 17b–d shows the fabricated layers of the flat-top
reflectarray antenna.

Figure 13. Simulation layout of the reflecting elements for the broadside pencil beam pattern.

 

Figure 14. 3D radiation pattern of the simulated broadside pencil beam reflectarray antenna.
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Figure 15. Simulation layout of the reflecting elements for the tilted beam pattern.

 

Figure 16. 3D radiation pattern of the simulated tilted beam reflectarray antenna.

Moreover, a Yagi–Uda antenna was fabricated, as shown in Figure 18a, to complete the
structure of the reflectarray. The frequency response of the reflection coefficient magnitude
of the fabricated Yagi–Uda antenna was measured using a vector network analyzer (VNA;
Rhode and Schwartz model ZVA67), as shown in Figure 18b. The excellent matching of the
fabricated antenna at the operating frequency of 8.5 GHz can be noted in Figure 18c.
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(a) (b) (c) (d) 

Figure 17. Reflecting elements for the flat-top pattern: (a) simulated layout, (b) fabricated upper
layer, (c) fabricated bottom layer, and (d) fabricated ground plane.

   

(a) (b) (c) 

Figure 18. Measurement of the reflection coefficient of the fabricated Yagi–Uda antenna: (a) the
fabricated Yagi–Uda antenna, (b) Yagi–Uda antenna connected to the Rhode and Schwartz model
ZVA67 VNA, and (c) simulated and measured magnitude of the reflection coefficient.

Figure 19 shows the complete reflectarray antenna with its feeding antenna. The
radiation patterns of the fabricated antenna were measured inside as anechoic chamber, as
shown in Figure 20. Figure 21 shows the measured normalized radiation pattern of this
reflectarray antenna compared to the radiation pattern obtained by GA for the required
phase distribution. It can be noted that the obtained radiation pattern satisfies the required
mask to a good extent. The slight differences in the obtained radiation pattern can be
explained due to the alignment and the fabrication accuracy. In addition, Figure 22 shows
the 3D radiation pattern of the flat-top beam with peak gain of around 8 dBi.
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Figure 19. Fabricated prototype of the proposed reflectarray antenna.

 

Figure 20. Fabricated antenna inside the anechoic chamber for the radiation pattern measurement.
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Figure 21. Measured and optimized radiation pattern of the proposed reflectarray antenna.

 
Figure 22. Three-dimensional radiation pattern of the proposed reflectarray antenna.

8. Conclusions

This paper presents the analysis and design of a flat-top reflectarray antenna for an
MEO satellite system for remote sensing at an X-band frequency of 8.5 GHz. The feeding
antenna is a Yagi–Uda antenna. The amplitude and phase of the field distribution due to the
feeding antenna at the aperture of the reflectarray antenna are obtained numerically without
introducing any approximation. This field distribution is used to obtain the required
reflection phase distribution to obtain the required flat-top radiation pattern. This phase
distribution is obtained using genetic algorithm optimization. The initial phase distribution
of the optimization process is taken to be the phase distribution of a broadside pencil beam,
which is obtained analytically. The problem of the tilted pencil beam is also investigated
using analytical calculations. These reflection phase distributions are implemented using
periodic reflecting elements. The reflecting element is composed of stacked circular patches
on a grounded double-layered dielectric substrate. The reflection phases of these reflecting
elements are adjusted by controlling the diameter of the stacked circular patches. These
reflecting elements are arranged according to the required phase distribution for the cases
of broadside pencil beam, tilted pencil beam, and flat-top beam. The complete reflectarray
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systems for the three cases are investigated. Details of simulation steps are discussed. The
flat-top beam reflectarray was fabricated and measured for verification. Good agreements
between the obtained results and the simulated results were obtained. The results of
the reflection coefficient of the designed and fabricated feeding antenna showed a good
agreement. Moreover, the obtained radiation pattern of the complete reflectarray antenna
was found to satisfy the required radiation mask to a good extent.
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Abstract: This paper proposes a four-element ultrawideband (UWB) planar antenna array with
elliptical-shaped radiators and a stripline excitation network designed for the 6–8.5 GHz UWB
frequency band allowed in Europe by the European Commission. The designed antenna array has a
symmetrical structure in which the radiators are placed along one line in the central conducting layer,
arranged between two layers of a dielectric. Radiating elements are fed by the stripline excitation
network that provides uniform power distribution. The dimensions of the elliptical radiators’ axes
are 14 mm × 16 mm. Two variants of array are proposed. The distance between the radiators’
centers is L = 19 mm for a shorter variant and L = 24 mm for a longer one. The presented antenna
array structures have a size of 81 mm × 41 mm and 96 mm × 41 mm. These arrays present a
measured gain of 6.4–10.6 dBi for the shorter variant and 8.5–10.8 dBi for the longer one and a fair
impedance matching. The measured |S11| is less than −8.7 dB and −9.7 dB for the shorter and
longer corresponding variants.

Keywords: antennas; antenna array; 4-element; UWB applications

1. Introduction

There are plenty of examples of different ultrawideband (UWB) antennas and their
applications in literature since the regulations on the spectrum use by UWB system came
into existence. Although ultrawideband transmissions have been known in radiocommu-
nication for decades, the announcement of the FCC regulations in 2002 on the use of the
frequency band by UWB systems was a serious impulse for the development of UWB tech-
nology [1]. Later (2007, revised in 2019), European regulations appeared, announced by the
European Commission [2]. The key difference in both regulations was the width of the main
frequency band allowed for use by UWB systems with the same level −41.3 dBm/MHz
of the maximum power spectral density (FCC band 3.1–10.6 GHz vs. European band
6–8.5 GHz).

The first publications on the studies concerning the design of single antennas for use in
UWB systems appeared relatively quickly. The antennas with circular or elliptical shaped
radiators were very popular, the natural advantage of which was the large bandwidth
of the operating frequency [3–6]. In the case of specific requirements, the use of UWB
antenna arrays may be highly purposeful. UWB antenna arrays are welcomed and useful
in extended operating range and high sensitivity systems. Designing antenna arrays for
modern radio systems that present desirable parameters in a very wide frequency band is
more troublesome than designing single antennas, but the designers have been facing such
problems for years.

There are many possibilities of using UWB antenna arrays and various design prob-
lems mostly in medical, radar, imaging and MIMO systems. In [7], a compact planar UWB
antenna array for a radar-based breast cancer detection system in the supine position was
presented. In [8] the authors presented a compact planar UWB antenna and an antenna
array setup for microwave breast imaging. An experimental system for early screening
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of breast tumors consisting of a moveable array of improved negative-index ultrawide-
band antenna sensor is presented in [9]. An active slot antenna integrating a low-noise
amplifier for tissue sensing arrays was proposed in [10]. A beam scanning technique was
developed with a time delay for UWB arrays in [11]. The design of a grid array antenna
for automotive radar sensors constructed using astroid unit cells, characterized by high
gain and bandwidth, was developed in [12]. In [13], the bandwidth enhancement and
frequency scanning for a UWB array antenna utilizing the novel technique of band-pass
filter integration for wireless vital signs monitoring and vehicle navigation sensors was
presented. In [14] a compact eight-element antenna array was presented for UWB pulsed
radar in a highly reflective metallic environment. This Vivaldi antenna and array were
characterized in terms of the transient energy patterns and the signal fidelity given in terms
of the off-angle signal correlation.

Ultrawideband antenna arrays for MIMO UWB systems are also very popular in the
literature. Their concept often differs from the concept of classic antenna arrays, but they
are in fact systems containing many radiators and can be considered as antenna arrays. A
compact printed UWB slot antenna consisting of two modified coplanar waveguides for
MIMO diversity applications was described in [15]. Another example of antenna with two
coplanar stripline-fed staircase-shaped radiating elements, with high isolation, is proposed
for portable UWB MIMO systems in [16]. In [17] an ultra-compact frequency reconfigurable
UWB MIMO antenna with four radiators that are capable of rejecting WLAN signals on
demand by activating the PIN diodes is presented. A generic design method of spiral
MIMO antenna arrays for short-range ultrawideband imaging application and its focusing
property were discussed in [18]. In [19], the authors developed a compact uniplanar 4-port
MIMO antenna array with rejecting band and polarization diversity. Several fabricated
prototypes of 8 × 4 tightly coupled dipoles in linearly polarized phased arrays were
presented in [20]. Tightly coupled dipoles in 11 × 11 UWB arrays with integrated baluns
were also discussed in [21]. In [22] UWB MIMO array installed around a polystyrene block
in the 3D-octagonal arrangement system was proposed for 3D non-planar applications.
In [23], a UWB metasurface-based beam-switching antenna system was proposed. A
four-element planar UWB antenna requiring no decoupling circuit for MIMO system was
developed in [24]. In [25] an ultrawideband MIMO antenna system composed of two
radiating elements with an improved isolation by using slotted stubs is presented. An
eight-element UWB MIMO antenna with a deployed inductor capacitor stub on the ground
plane for 3G/4G/5G networks was proposed in [26]. Another design of MIMO UWB
antenna composed of two offset microstrip-fed elements with a band-notched function was
analyzed in [27]. Finally, a wideband neutralization line was proposed in [28] to reduce the
mutual coupling of a compact MIMO UWB antenna. Moreover, in the case of antenna array
designing, an additional problem of optimizing the ratio between the power deposited
over a given area and the whole transmitted power may arise. The synthesis of fields able
to maximize the power radiated in an arbitrary portion of the visible space was discussed
in [29]. Effective antenna arrays, including UWB arrays, can therefore be utilized for high
beam efficiency transmissions. This overview presents that there is a great interest in the
design of UWB antenna arrays and many design approaches can be found.

In this paper there are presented constructions of two variants of the four-element UWB
planar antenna array designed for modern UWB radio systems. The antenna design and
simulated and measured results are shown. Each array variant contains a stripline power
divider, which is an excitation network providing a uniform distribution of excitations
of all radiators. These feeding networks contain in their structure a few staircase-shaped
sections. A new concept in this design is placing a metallic layer with the radiators between
two layers of dielectric in the stripline structure. That results in getting a fully two-layer
symmetrical structure. At the same time, in the part of the array containing the excitation
network, its shielding is obtained. The antenna arrays have been designed to operate
in the main band (6–8.5 GHz) allowed by the European Commission for use by UWB
systems in Europe [2]. The obtained results were compared with the results achieved
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for a single prototype UWB antenna, with the same dimensions of the radiator and the
length of excitation section, which was a reference antenna in the design of four-element
UWB arrays.

The paper is organized as follows: the design of the proposed UWB prototype antenna
and two variants of the four-element antenna array are presented in Section 2. The results
of simulation and measurements are discussed in Section 3. The conclusion of the work is
presented in Section 4.

2. Antenna Design

In order to design the 4-element antenna array considered in this work, a single UWB
prototype antenna was firstly designed. Its design specifies the dimensions of the radiator
and the length of the excitation line connecting the antenna input with the radiator. It was
decided to choose an elliptical-shaped radiator due to the possibility of obtaining a good
impedance matching in a wide frequency operation range.

Figure 1 shows the structure of a single UWB prototype antenna with the orientation
of the adopted coordinate system. This single antenna contains an elliptical-shaped radiator
with axis lengths of 14 mm for a shorter (horizontal) axis and 16 mm for a longer (vertical)
one, fed by the stripline.

side view 

ϕ 

θ

x 

y 

z 

W

Figure 1. Geometry of proposed single prototype UWB antenna (dimensions in mm).

A two-layer, symmetrical structure of the antenna was obtained. Between the two
layers of the dielectric there is a central conductive middle layer, while on the outer dielectric
sides there are two identical areas of ground planes placed exactly one above the other
in the plane of the antenna surface (yz-plane). The elliptical radiator is connected to the
central conductor of the stripline structure and is located between two dielectric layers
each 1.575 mm thick, εr = 2.2 (for fabrication of the considered antennas Rogers Duroid
5880 substrate with the same parameters was used). The total thickness of this two-layer
structure is 3.15 mm. A 50 Ω feeding line is employed to feed the radiator. The calculated
width of the excitation line is W = 2.61 mm, and its length equals 20 mm. The width of this
excitation line was calculated in the stripline impedance calculator integrated with software
used for a computer simulation. This line is shielded on both sides by two external ground
planes with a slightly shorter length, equal to 19.44 mm. This shift of the upper border
of the reference ground plane with respect to the lower end of the radiator has a positive
effect on the impedance matching of the prototype antenna.

The boundaries of the whole single UWB antenna in its upper part (containing the
radiator) are moved by 5 mm from the boundaries of the radiator. The overall dimensions
of the single antenna are 24 mm × 41 mm. The antenna input is at its bottom edge. In
the computer simulation a port dedicated for stripline structures was employed as the
antenna input. The SMA connector mounted to fabricated antennas was not included in
computer models. The presented dimensions of the radiator and the whole structure of
the single antenna provide a nearly omnidirectional shaped radiation pattern and a good
impedance matching.
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Based on the structure of the single UWB prototype antenna, two variants of four-
element UWB planar antenna array have been developed (Figure 2). The four-element
arrays presented in this paper contain four radiators of the same elliptical shape and
the same orientation as the radiator of the single prototype antenna. The radiators are
positioned in a straight line along the y-axis at equal distances (the surfaces of all antennas
are oriented in the yz-plane, as the single prototype antenna shown in Figure 1). Their
positioning and orientation in relation to the top and bottom border of the entire array
structure (in relation to the substrate boundaries) is analogous to the prototype UWB
antenna. The boundaries of the entire antenna array structure are moved by 5 mm upwards
and in the left and right directions from the first and the last radiator.
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Figure 2. Geometry of proposed four-element antenna arrays in yz-plane (dimensions in mm):
(a) Shorter variant of UWB antenna array; (b) Longer variant of UWB antenna array.

For two considered antenna array variants the centers of the radiators are positioned
in the distance: L = 19 mm (shorter variant) and L = 24 mm (longer variant). The distances
between the radiators’ edges on the y-axis are thus D = 5 mm and D = 10 mm, respec-
tively. The electrical length between the centers of neighboring radiating elements varies
throughout the operation frequency range from 0.38λ at 6 GHz to 0.54λ at 8.5 GHz for the
shorter variant and from 0.48λ at 6 GHz to 0.68λ at 8.5 GHz for the longer variant (λ is the
free-space wavelength). The overall dimensions of both variants of the four-element UWB
antenna arrays are 81 mm × 41 mm for the shorter variant and 96 mm × 41 mm for the
longer variant. The single input of each array variant is placed in the middle of the bottom
edge of each array variant structure. Ports dedicated to stripline structures were used again
as the arrays’ inputs in the computer analysis without modeling SMA connectors. The
length of the excitation section measured along the z-axis, from the bottom of the ground
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plane to the bottom edges of the radiators, is 20 mm. The length of the ground planes in
this direction is shortened by 0.54 mm to 19.44 mm as for the single prototype antenna.

The radiating elements are fed by symmetrical multi-section broadband power di-
viders which were developed as the stripline structures, as for the single antenna. Figure 2
shows the structures of the central conducting layer of both variants of the four-element
arrays, including the radiators with the feeding network. In the beginning part of the
feeding network structure, staircase-shaped sections can be distinguished. In the design
of the entire array structure, this approach resulted in a better impedance matching of the
array in the operating frequency band. The widths of all subsequent sections of feeding
network are marked as W1–W6. All remaining dimensions fully describing the geometry
of the designed networks have also been denoted (those dimensions that result from the
symmetry of the array structure have not been marked).

The uniform power distribution of the radiators is adopted in the development of
both variants of excitation networks. This power distribution allows the direction of the
maximum radiation to be perpendicular to the surface of the antenna array, both in the
positive and negative direction of x-axis. Two feeding structures for both array variants
include dividing parts that provide a uniform power division between all corresponding
sections and radiators. They also provide equal electrical lengths from antenna arrays
inputs to all radiators.

In the area where the section of width W2 passes into two lines of width W3, the
input power is divided equally into two parts. It is similar in places where sections with
W5 widths change into sections with W6 widths. The uniform power distribution of
the radiators was obtained under the condition of full symmetry of the designed arrays
structures. In the design of both variants of antenna arrays there is the symmetry of the
feeding network and also the symmetry of the entire structure of the antenna array with
respect to the z-axis passing through the center of the first section of width W1 to which the
input port is connected (a symmetry line S1 in Figure 2). At the same time, the extension of
the axis of symmetry of the section W5 in the direction of the z-axis (a symmetry line S2 in
Figure 2) is located exactly halfway between the first and the second radiator of the array
on both sides of the overall structure, respectively.

All dimensions of both variants of feeding networks were determined in the optimiza-
tion process of their whole geometry. The impedance of the first sections connected to the
array input sockets was set as 50 Ω (W1 = 2.61 mm for the selected substrate as for the single
prototype antenna), the other sections with widths from W2 to W6 were optimized. The
adopted optimization criterion was to obtain |S11| < −10 dB in the 6–8.5 GHz operation
band. Computer simulations of the analyzed structures were carried out in the IE3D/Hyper
Lynx 3D EM program, a 3D electromagnetic simulator using method of moments (MoM).

It can be noticed that the determined widths of the subsequent sections of the feeding
network of both array variants are relatively wide. This is due to the values of parameters
of the substrate that was selected for the antennas’ design and their fabrication. The use of
a thinner dielectric or a dielectric with a higher value of εr would result in narrower widths
of the successive sections. In that case the entire structure of the feeding networks should
be optimized to achieve the desired level of impedance matching.

The single antenna and two four-element antenna arrays were fabricated by the
author. SMA-connectors were used as inputs. The center conductive layer with a mosaic
of radiators and feeding excitation network was etched on one side of the first dielectric
layer. Its other external side, considering the structure of the entire antenna array, contains
the first ground reference plane. The second layer of dielectric contains only the second
ground plane on its external side. After soldering the SMA-connector, both dielectric layers
were tightly stuck together. The metallization thickness of all conducting layers is 35 μm,
however in the computer project and simulation the thickness was assumed as 0 mm.

Figure 3a,b presents the central metallic layers of both array variants and photos of
the ready-made antennas are shown in Figure 3c.
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Figure 3. Photographs of proposed antennas: (a) Central metallic layer of shorter variant of four-
element antenna array; (b) Central metallic layer of longer variant of four-element antenna array;
(c) Fabricated antennas.

3. Simulated and Measured Results

The experimental verification of S-parameters and radiation patterns of the proposed
UWB prototype antenna and both variants of the four-element antenna arrays were con-
ducted. The simulated and measured results were compared.

The measurements of |S11| were made with the Agilent N5230A vector network
analyzer. The results of the simulations and measurements of |S11| of the proposed
antennas are shown in Figure 4. In the case of the single prototype UWB antenna a
good impedance matching was achieved. The simulated |S11| is less than −21.5 dB and
measured less than −16.6 dB. Considering the four-element antenna arrays, the impedance
matching is slightly worse. The shorter variant of the antenna array shows the simulated
|S11| less than −10.5 dB and measured less than −8.7 dB, although the simulated |S11|
is larger than −10 dB only in part of the frequency band above 8.1 GHz. For the longer
variant of the four-element antenna array the simulated |S11| is less than −9.7 dB and
measured is also less than −9.7 dB. There is a good agreement between the simulated and
measured results.

The radiation characteristics were measured in an anechoic chamber in the 6–8.5 GHz
frequency band with 0.2 GHz frequency steps. The photography of the wider variant of
the four-element UWB antenna array during the measurements in the anechoic chamber
is presented in Figure 5. The radiation patterns were measured in the horizontal xy-plane
(the measured antenna was mounted vertically in yz-plane, as a computer model presented
in Figure 1). During each measurement procedure two orthogonal components of the gain
were measured in E-plane and H-plane and then total gain was calculated.
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L L

Figure 4. Simulated and measured |S11| of proposed antennas.

 
Figure 5. Longer variant of four-element antenna array in anechoic chamber during measurements.

Figure 6 shows the simulated and measured frequency characteristics of the gain
determined in the direction perpendicular to the antenna surface (both in the positive and
negative direction of the x-axis due to the array symmetry). The simulated gain (solid line
in Figure 6) of the single UWB prototype antenna has a value in the range 1–2.1 dBi in the
frequency operating band 6–8.5 GHz while the measured gain (dashed line in Figure 6)
differs from the simulated one by a maximum of 1.3 dB. In the case of the four-element
antenna arrays, the simulated gain for the shorter variant changes in the operating band in
the range 6.7–8.9 dBi and for the wider variant in the range 8.5–9.3 dBi. The measured gain
has slightly higher values. For corresponding UWB arrays the measured ranges of gain
are: 6.4–10.6 dBi and 8.5–10.8 dBi. The differences between the simulated and measured
results are caused mostly by errors during measurements of the radiation patterns. The
difference in the simulated gain of proposed arrays in Figure 6 decreases from 1.8 dB at
6 GHz to 0.3 dB at 8.5 GHz and the measured from 2.1 dB to 0.4 dB, respectively.
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L

L

Figure 6. Simulated and measured gain of proposed antennas in direction perpendicular to antenna
surface (along +/− x-axis).

Figure 7 shows the simulated and measured radiation patterns in the xy-plane at three
frequencies from the operating band of the antenna arrays: 6, 7.2 and 8.4 GHz. A high
agreement of the simulated and measured characteristics is observed. Due to the double
symmetry of the designed antenna array structures, the gain characteristics are symmetrical
in the antenna alignment yz-plane and also in the xz-plane. There is a noticeable rise in the
value of each antenna array gain with increasing the frequency and with increasing the
spacing L between radiators. It is also observable that the growth of the spacing between
the radiators does not increase the gain very much. The increase of the gain is inhibited by
the growth of the sidelobes, especially visible in the upper part of the frequency operation
band. The same relationship is observed in the results presented in Figure 6. Considering
the maximum gain for both variants of the array in Figure 7 it can be observed that the
largest difference between the simulated and measured gain is 0.3 dB at 6 GHz, 0.4 dB at
7.2 GHz and 1.7 dB at 8.4 GHz. This difference rises with an increase in frequency. It may
occur mostly from two factors. Firstly, in the computer simulation (MoM), the meshing
was performed automatically and is the same for all analyzed frequencies. Thus, in cases
of increases in frequency, the size of the cells in relation to the wavelength decreases,
which may turn into a slight decrease in the precision of the calculation. Secondly, the
measurement uncertainty is difficult to estimate precisely. It may be influenced, among
others, by errors in the calibration of the measurement system or by the influence of a rigid
coaxial cable used for mounting antennas during measurements (visible in Figure 5).

The simulated and measured radiation patterns of the designed UWB antenna arrays
are characterized by a fairly high level of sidelobes, especially noticeable in the upper part
of the frequency operation band for the wider array variant. The level of sidelobes can be
minimized by the design of the feeding network that provides a heterogeneous distribution
of excitations at the inputs of the radiators, which will be the subject of the future research.
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Figure 7. Simulated and measured radiation pattern of the proposed arrays in xy-plane at different
frequencies: (a) 6 GHz; (b) 7.2 GHz; (c) 8.4 GHz.

4. Conclusions

In this paper the four-element UWB antenna array in two variants of the spacing
between the radiating elements is proposed. Both designed variants are excited by multi-
section stripline feeding network with the uniform power distribution. The structure of
the feeding network contains staircase-shaped sections that improve impedance matching.
Two external ground planes fully shield the structure of the excitation network. The
characteristics of |S11| and radiation patterns are presented, both simulated and measured.
For comparison, the |S11| characteristics are also shown for the UWB single prototype
antenna, which has the same sized radiator as the antenna arrays.
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The simulated and measured results for both variants of the UWB antenna arrays
present a similar value of |S11|; less than −10 dB in almost the whole operation band.
The single UWB antenna shows better impedance matching than the proposed antenna
arrays, but the measured gain is less by 4.2–9.1 dB depending on the frequency and the
array spacing variant. The wider variant of the antenna array shows a slightly higher gain
than the shorter one. The simulation and measurement results for all considered structures
show a good agreement.
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Abstract: This paper presents an over-the-air testing method in which a full-rank channel matrix
is created for a massive multiple-input multiple-output (MIMO) antenna system utilizing a fading
emulator with a small number of scatterers. In the proposed method, in order to mimic a fading
emulator with a large number of scatterers, the scatterers are virtually positioned by rotating the
massive MIMO antenna. The performance of a 64-element quasi-half-wavelength dipole circular
array antenna was evaluated using a two-dimensional fading emulator. The experimental results
reveal that a large number of available eigenvalues are obtained from the channel response matrix,
confirming that the proposed method, which utilizes a full-rank channel matrix, can be used to assess
a massive MIMO antenna system.

Keywords: massive multiple-input multiple-output (MIMO) antenna; over-the-air (OTA) testing;
channel matrix; full-rank; fading emulator

1. Introduction

Global commercial services for ultra-high speed fifth-generation (5G) mobile commu-
nication using multiple-input multiple-output (MIMO) systems are currently available [1,2].
One of the possible solutions to significantly enhance the channel capacity of MIMO sys-
tems is to utilize a large number of antenna elements for both the base station (BS) and the
mobile station (MS). Such a system is called a massive MIMO system [3].

Most of the activity so far undertaken in developing massive MIMO systems has been
directed toward providing large-scale MIMO antennas at the BS, with antennas comprising
more than 100 antenna elements [4,5], and there are few reports of doing something similar
at the MS [6]. The author is currently developing a method to achieve a large-scale MIMO
antenna system that maintains an invariable channel capacity over the full-azimuth at the
MS, such as, for example, a connected ground-based or flying car [7].

The usual technique for evaluating the performance of MIMO antennas with multipath
fading channels is to do Monte Carlo simulation where several scatterers are placed on a
circle [8,9]. This is known as the Clarke model or ring model. Using this model, the number
of scatterers required to simulate the full-rank property of the channel matrix for a massive
MIMO system is greater than the number of subchannels.

To analyze the capability of the developed antenna [7], the author proposed a Monte
Carlo simulation with randomly arranged scatterers [10]. A small number of differently
positioned scatterers were set for each BS antenna using random numbers, confirming
that the channel matrix created can achieve full-rank status similar to conventional Monte
Carlo simulation. However, a large number of scatterers are necessary to emulate a lot
of channels.

A legitimate manner of assessing the performance of a fabricated massive MIMO
antenna is to test it in the field [11]. However, with field testing, the measurements are
neither repeatable nor controllable, and, moreover, the measurement process is considerably
time-consuming and labor-intensive. Hence, over-the-air (OTA) testing, which evaluates
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the ability of a MIMO antenna by reproducing a realistic multipath radio propagation
environment in the laboratory, is essential.

A proper OTA testing method for massive MIMO antennas is required to accelerate the
development and optimization of the antenna [12]. As many massive MIMO BS antennas
have been developed, radiating evaluation methods for massive MIMO BS antennas using
fading emulators have also been investigated [13,14]. Many BS antennas comprise a
two-dimensional planar array antenna with a number of patch antennas. Consequently,
a large number of scatterers are placed in a limited direction with respect to the OTA
apparatus and scatterers are selected from among them for the assessment.

On the other hand, an OTA testing method for massive MIMO MS antennas is not
currently available. A fading emulator with a small number of scatterers placed on a circle
has been adopted for proper OTA testing of a handset MS comprising a few MIMO antenna
elements [15,16]. In the standard method utilizing a fading emulator, the arrangement
of the scatterers depends on the number of subchannels, indicating that a large number
of scatterers are necessary to assess the performance of a massive MIMO system with a
full-rank channel matrix. Therefore, because of the size and cost of the equipment, the
standard method is not effective for massive MIMO MS antennas.

The author proposed an OTA evaluation method for a massive MIMO antenna that
creates a full-rank channel matrix [17]. The results of the Monte Carlo simulation, which
included simulation of the proposed OTA testing method, revealed that even though the
channel model comprised a limited number of scatterers, a full-rank channel matrix can be
created. However, an experimental verification of this has not been done.

This paper presents an experimental verification of the proposed method utilizing a
two-dimensional fading emulator with a small number of scatterers. In the OTA measure-
ments, the massive MIMO MS antenna is located at the center of the fading emulator and
is rotated depending on the measured channel response at the BS antenna, in such a way
that a small number of scatterers are equivalent to a much larger number of scatterers. The
experimental results showed that the number of available eigenvalues is greater than that
obtained with the previous method.

2. Measurement Method of the Full-Rank Channel

In a previous Monte Carlo simulation with a uniform arrangement of scatterers, which
represented the secondary wave source, N × M channel responses were calculated to form
Equation (1).

HS =

⎡⎢⎢⎢⎣
h11 h12 · · · h1Km · · · h1M
h21 h22 · · · h2Km · · · h2M

...
...

. . .
...

. . .
...

hN1 hN2 · · · hNKm · · · hNM

⎤⎥⎥⎥⎦ (1)

where Km indicates the number of actual scatterers. M and N denote the number of
elements in the BS and MS, respectively. Furthermore, the author assumed that the number
of elements at the BS is equal to that at the MS, that is, M = N.

In Equation (1), because all the signals from the M elements at BS overlap with each
other at the same location, the number of columns that satisfy linear independence is equal
to Km in the channel model. Consequently, assuming that Km is less than M, Equation (1) is
transformed into Equation (2) using diagonalization.

HS =

⎡⎢⎢⎢⎣
h11 h12 · · · h1Km 0 · · · 0
h21 h22 · · · h2Km 0 · · · 0

...
...

. . .
...

...
. . .

...
hN1 hN2 · · · hNKm 0 · · · 0

⎤⎥⎥⎥⎦ (2)
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Therefore, the eigenvalue vector obtained using singular value decomposition (SVD)
is denoted by Equation (3).

Λ =
[

λ1 λ2 · · · λKm 0 · · · 0
]

(3)

The rank of Equation (2) equals Km which is less than M, indicating a rank-deficient
status. Consequently, the number of eigenvalues, that is, the number of channels, observed
is only Km. Hence, a large number of scatterers, greater than M, are necessary to obtain
full-rank status with rank (HS) = M.

The method of randomly arranged scatterers, in which a limited number of scatterers
are arranged to simulate each BS element, was proposed [10]. The required number
of scatterers to generate the Rayleigh fading environment for one BS element is small.
However, the total number of scatterers is the product of M and Km. Consequently, for
OTA testing of a massive MIMO system incorporating the method of randomly arranged
scatterers, a small number of scatterers must be selected from among the large number of
scatterers on the circle of the fading emulator. Otherwise, the actual scatterers need to be
relocated for each BS. Hence, the OTA testing implemented using the method of randomly
arranged scatterers is extremely labor-intensive process compared with the standard OTA
testing method.

The author proposed an OTA testing method in which the scatterers are virtually
formed emulating a large number of scatterers [17]. Figure 1 shows the configuration of
the proposed fading emulator to enable a full-rank channel matrix for a massive MIMO
antenna. In Figure 1, Km, that is, the number of scatterers in the 1st set, is 14 which is
sufficient to produce a Rayleigh fading environment. The 2nd to S-th sets of scatterers are
virtually placed, where S indicates the number of scatterer sets.

S

S

S

Δϕ

Figure 1. Configuration of the scatterers for evaluating the massive MIMO system.

The angular intervals between the i-th and (i + 1)-th sets of scatterers, Δϕ, as shown
in Figure 1, are the same. Therefore, each set of scatterers is formed by rotating the 1st set
of scatterers. Consequently, the placement of each of scatterer differs, and a large number
of scatterers can be emulated, with the expectation that measurement with a full-rank
property of the channel matrix can be achieved.

The most important parameter in the measurement is the number of scatterer sets
which depends on the number of actual scatterers. Independent paths via each BS antenna
are generated by orthogonal initial phase sets at the actual scatterers. Hence, the maximum
number of BS elements emulated in accordance with each set of scatterers is the same as
the number of actual scatterers. In order to achieve a full-rank matrix, S must be adjusted
to be greater than M divided by Km. Another important parameter is Δϕ. If Δϕ is small,
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the possibility of generating different paths from adjacent sets of scatterers is small. In this
paper, Δϕ is set to equal angular intervals, and it is calculated as follows:

Δϕ =
360
Km

1
S

(4)

There are two ways to construct the fading emulator embodied using the proposed
method. One of the possible ways is to rotate the turn rail on which the actual scatterers
are located, as shown in the insert in Figure 2a, which is the same structure shown in
Figure 1. Another is that the massive MIMO antenna, which is placed at the center of
the turntable, is rotated, as illustrated on the left hand side of the inset in Figure 2b. In
this case, the rotation target, that is, the massive MIMO antenna, is different to that of
Figure 1, but Figures 1 and 2b have the same benefit of achieving a full-rank channel matrix
measurement, as explained in below.

 
(a) 

−
−

−
−
−

−
−

−
−
−

−
−

−
−
−

x

y

 
(b) 

−
−

−
−
−

−
−

−
−
−

−
−

−
−
−

−

y’ y

x’ x

Figure 2. Massive MIMO OTA apparatus: (a) with the turn rail; (b) with the turntable.
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It is known that with multiple probe antenna based methods, such as those with fading
emulators, the repeatability and controllability of the radio propagation environment
are superior to those obtained with other OTA testing methods, such as reverberation
chamber based methods or two-stage methods [18]. In OTA assessment using a fading
emulator, the MIMO channel response between the m-th BS antenna element and n-th MS
antenna element is measured individually, taking advantage of the high time correlation
characteristics of the apparatus.

Figure 2 shows the relationship between the channel response measured, the azimuth
angle of the actual scatterers, and the azimuth angle of the massive MIMO antenna in the
case of a 64 × 64 MIMO system, with Km = 14, and S = 5. The symbols in Figure 2 are
associated with Figure 1. The circles indicate the positions of the scatterers, whereas the
star symbol denotes the azimuth angle of the massive MIMO antenna, which starts from 0◦
in the measurements.

In Figure 2a, the massive MIMO MS antenna is fixed at the center of the fading
emulator, and the actual scatterers are moved by rotating the turn rail. Accordingly,
the global azimuth angle of the scatterers is varied depending on the measured channel
response for the m-th BS antenna. The black line indicates the locus of scatterer #1.

The channel responses from BS #1 to BS #13 are measured with the 1st set of scatterers
in place. Then, the turn rail is rotated by Δϕ, and the channel responses from BS #14 to BS
#26 are measured with the 2nd set of scatterers in place. By repeating this procedure, the
channel responses of the n-th MS antenna are fulfilled. Moreover, this method applies to all
MS antennas, resulting in a full-rank channel response matrix.

In contrast, in Figure 2b, the actual scatterers remain stationary, and the turntable with
the massive MIMO MS antenna is rotated. Consequently, the local azimuth angle of the
massive MIMO MS antenna is changed corresponding to the measured channel response
for the m-th BS antenna. The black line shows the locus of the star symbol expressing the
angle of the massive MIMO antenna. However, the global azimuth angle of the MIMO
antenna is fixed during OTA testing. When the local azimuth angle is transformed so that
the global azimuth angle is 0◦, as shown on the right hand side of the inset in Figure 2b, it
becomes the same as in Figure 2a. Eventually, the actual scatterers are virtually positioned
in different locations.

The channel responses from BS #1 to BS #13 are measured. Then, the turntable is
rotated by −Δϕ, and the channel responses from BS #14 to BS #26 are obtained. By repeating
this operation, the channel responses of the n-th MS antenna are satisfied. Furthermore,
this is done for all MS antennas, demonstrating that the channel matrix is full-rank status.

3. Results and Discussion

3.1. Analytical Results

To verify the proposed OTA method, Monte Carlo simulation of a massive MIMO
antenna was conducted. The massive MIMO antenna comprises a 64-element quasi-half-
wavelength dipole MIMO circular array antenna at 5 GHz to exclude the effect caused by
electromagnetic mutual coupling. The array antenna was arranged with equal angular
intervals. The radiation pattern of the massive MIMO antenna was calculated by the
method of moments.

Figure 3 shows the number of channels as a function of the total number of scatterers
Kn, that is the number of scatterers located to perform all measurements. In Figure 3, the
black circles represent the analytical outcome with the proposed method as a function of
S, whereas the blue rhombuses are those of the randomly arranged scatterers method, in
which the scatterers on each BS were randomly selected from among all the scatterers. The
red line represents the theoretical value, as expressed in Equation (3). Km is set to 14.
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 Kn

Km

Figure 3. Number of channels vs. number of total scatterers.

It can be seen from Figure 3 that the proposed method has the same effect as the method
of randomly arranged scatterers. When Kn is greater than 64, the number of channels
equals 64. In contrast, when Kn is less than 64, the number of channels is understood to be
just Kn. Hence, full-rank status can be achieved by rotating the actual scatterers multiple
times, even with a small number of scatterers on the OTA apparatus.

Figure 4 shows the average of the 64th eigenvalues through all snapshots as a func-
tion of the angular interval between the i-th and (i + 1)-th sets of scatterers with S as a
parameter [17]. The green, red, and blue curves indicate the cases where S is 3, 5, and 7,
respectively. Km is set to 14.

Δφ

S
S
S 

Km

Δϕ

−

−

−

−

−

−

−

−

Figure 4. Average of the 64th eigenvalues.

As can be seen in Figure 4, there is no green curve for S = 3 because the total number
of scatterers is only 42 (=14 × 3), indicating a rank-deficient status. In contrast, when S is
greater than 5, the average of the 64th eigenvalues is confirmed, indicating full-rank status.

The average of the 64th eigenvalues is increased with increasing the angular interval.
This is because, when Δϕ is small, there is high correlation coefficient between the incoming
waves due to the closely spaced arrangement of the scatterers. On the other hand, the
independence of the incoming wave is greater as Δϕ is increased i.e., the eigenvalues are
larger. But the average of the 64th eigenvalues is reduced for more large angular intervals
such as Δϕ = 6◦ with S = 5. In this case, the azimuth angle of scatterer #1 in the 5th set is 24◦,
which is close to that of scatterer #2 in the 1st set, 25.7◦. Thus, all the scatterers including
the virtual scatterers should be set to equal angular intervals.
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3.2. Experimental Results

This subsection is devoted to verification of the proposed method utilizing the fading
emulator with a small number of scatterers. The channel response matrix of the 64 × 64
MIMO system was measured using a two-dimensional fading emulator with a uniform
incident wave distribution in azimuth. In millimeter wave 5G communications, the distance
between the BS and MS is smaller than previous communication systems because the path
loss between the BS and MS is large, resulting in an environment in which line-of-sight
propagation or a cluster power distribution is assumed. In the sub-6 GHz frequency bands,
the propagation environment is like the cluster or uniform power distributions found in
previous communication systems. In this paper, a uniform power distribution, with which
a sufficient number of paths in a propagation environment are expected, is considered.

Figure 5 shows the configuration of the massive MIMO-OTA apparatus that embodies
the proposed method using the turntable, as shown in Figure 2b. The inserted lower right
photo is a bird’s eye view of the fading emulator. A 64-element quasi half-wavelength
dipole MIMO circular array antenna was placed on a turntable located at the center of the
fading emulator. The radius of the massive MIMO antenna was 20 cm. Fourteen scatterers,
comprising vertically polarized half-wavelength sleeve dipole antennas, were set at equal
angular intervals on a circle of radius 120 cm. The frequency was set to 5 GHz.

 
Figure 5. Configuration of the massive MIMO-OTA apparatus.

Figure 6 shows the cumulative distribution function (CDF) of the instantaneous eigen-
values obtained through SVD for a measured channel response matrix utilizing a fading
emulator with a small number of scatterers. Figure 6a,b show the results for the previous
method without rotation of the massive MIMO antenna and for the proposed method with
rotation of the massive MIMO antenna, respectively. In the proposed method, S is set to 5
and the incremental rotation angle, Δϕ, as illustrated in Figure 1, is 5.1◦, that is, the angular
intervals between the scatterers are equal.
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(a) 

(b) 

λ
−

λ
−

Figure 6. CDF characteristics of the eigenvalues: (a) previous method; (b) proposed method.

As shown in Figure 6a, there is a large interval between the 14th and 15th eigenvalues.
Therefore, the previous OTA testing method can emulate only 14 channels with the same
Km. However, the 15th and subsequent eigenvalues are observed. This is due to the fact
that the measured channel matrix includes noise and that the time correlation is 0.999,
not absolutely 1. In contrast, in Figure 6b, an extremely dense eigenvalue distribution is
observed because five scatterer sets have the same effect as 70 scatterers. Consequently,
a full-rank channel matrix for a massive MIMO system can be implemented using the
proposed method.

Figure 7a shows the average eigenvalue distribution with S as a parameter. The green,
red, and blue curves denote the cases where S is 3, 5, and 7, respectively. For comparison,
the previous method is depicted by the black curve in the graph. When the actual scatterers
were rotated, Δϕ was set to equal angular intervals between the i-th and (i + 1)-th sets. As
the angular interval between the scatterers is 25.7◦ with Km set to 14, Δϕ is 5.1◦ with S equal
to 5.
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Figure 7. Eigenvalue distribution: (a) with the number of scatterer sets as a parameter; (b) with the
rotation angle increment as a parameter.

As can be seen from Figure 7a, when S is smaller than 3, the number of channels is less
than 64 because Kn is less than M. Specifically, the number of available eigenvalues at S = 1
and 3 is 14 (=14 × 1) and 42 (=14 × 3), respectively. These results agree well with those in
Figure 3. In contrast, when S is greater than 5, the number of channels is 64. Therefore, the
proposed method can achieve a full-rank channel matrix. Note that, the required number of
scatterer sets is determined by the number of elements at BS, M, and the number of actual
scatterers, Km.

Figure 7b shows the average eigenvalue distribution with Δϕ as a parameter. The
green, blue, and red curves indicate the cases where Δϕ is 1◦, 3◦, and 5.1◦, respectively. S is
set to 5.

It can be observed that the gap in the distribution of average eigenvalues is eliminated
and the distribution becomes more uniform with increasing Δϕ. This is because, when Δϕ
is small, the channels are insufficiently independent owing to the proximity between the
i-th and (i + 1)-th sets, resulting in the characteristics of the measured results in Figure 4.
Eventually, the setting of S and Δϕ depending on Km is one of the most important issues
for generating a radio propagation environment for a massive MIMO system with a large
number of channels.

Figure 8 shows the CDF of the instantaneous channel capacity of the 64 × 64 MIMO
array as a function of Δϕ. The green, blue, and red curves describe the cases where Δϕ is
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1◦, 3◦, and 5.1◦, respectively. S is set to 5. For comparison, the analytical outcome through
Monte Carlo simulation for the realization of a full-rank channel matrix is illustrated by the
purple curve in the graph. The values shown in the graph for each case are the average
channel capacity calculated from the following equation:

C =
1
S

S

∑
s=1

Cs (5)

where Cs indicates the channel capacity of the s-th snapshot and S is the number of
snapshots. The input signal-to-noise ratio (SNR), defined as the SNR for each incident wave
when a theoretical isotropic antenna is used for receiving the incident wave, is set to 30 dB.
Therefore, the SNR is determined only by the received power of the isotropic antenna and
is not depended on the output power of the actual BS or the network analyzer used in the
fading emulator. However, since an isotropic antenna does not exist, the received power
measured using other antennas must be compensated. In this paper, the power received by
an isotropic antenna REF is calculated as follows [15]:

REF =
E
[
|S21|2

]
Gd

(6)

where E
[
|S21|2

]
indicates the average received power of the half-wavelength dipole an-

tenna, placed at the center of the fading emulator, measured using the network analyzer.
Gd is the maximum radiation gain of half-wavelength dipole antenna in the horizontal
plane, i.e., 2.15 dBi. Therefore, the SNR is determined by

SNR =
REF

N
(7)

where N is the power of the noise.

f

Δϕ
Δϕ
Δϕ

Figure 8. CDF characteristics of a system with 64 × 64 MIMO channel capacity.

As shown in Figure 8, the average channel capacity increases with increasing Δϕ.
These results can be understood from Figure 7b, because the channel capacity is calculated
using the eigenvalues of the channel matrix [7]. Moreover, the channel capacity measured
at Δϕ = 5.1◦ achieves 97% of the analytical outcome; indicating that the observed result
corresponds to the simulation value. The channel capacity of about 450 bits/s/Hz at an SNR
of 30 dB, which is equivalent to 45 Gbps with a bandwidth of 100 MHz, is fully satisfied,
which is one of the most important performance goals of 5G mobile communication [1]. It
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is concluded from these results that OTA testing incorporating the proposed method is a
valid approach for obtaining a full-rank channel matrix for a massive MIMO system.

4. Conclusions

This paper presents an OTA evaluation method in which a full-rank channel matrix is
created for a massive MIMO MS antenna utilizing a fading emulator with a small number
of scatterers. The massive MIMO MS antenna is placed at the center of a turntable which is
rotated; the total number of scatterers can be determined by controlling the rotation of the
massive MIMO antenna. The experimental results reveal that a full-rank channel matrix for
a massive MIMO antenna system can be obtained embodying the proposed method. This is
a valuable tool for assessing the high MIMO channel capacity of a massive MIMO antenna.

Future work may include verification of the proposed method for the cluster propaga-
tion environment assumed in 5G mobile communication systems.
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Abstract: This paper proposes a rotating shutter antenna that can directly generate 2FSK signals in the
ULF band and it is expected to be used as the transmitter for magnetic induction (MI) underground
communication systems. The antenna was modeled using ANSYS Maxwell and the magnetic field
distribution was simulated. The results show that the interaction between the high-permeability
shutter and the mutual cancellation of magnets decreased the transmitting magnetic moment of
the antenna. A prototype antenna was manufactured and the time and frequency properties of the
measured Bz field were the same as the simulated results, while the magnitude of the measured signal
was larger. The propagation characteristics of the antenna in air–soil–rock were simulated using
FEKO and the results show that the signal strength was greater than 1 fT at a depth of 450 m from the
antenna whose magnetic moment as 1 Am2. The relationship between different magnetic components
and azimuth could be used to enhance the signal strength. The formula of the Bz field was derived
using the measured magnitude versus distance and the path loss was also analyzed. Finally, the 2FSK
modulation property of the antenna was verified by indoor communication experiments with a code
rate of 12.5 bps in the ULF band.

Keywords: ultra-low-frequency communication; mechanical antenna; layered media; rotating
shutter antenna

1. Introduction

The electromagnetic waves at radio frequencies have short wavelengths and poor
penetrating capabilities, which make them lose part of their energy in a complex electromag-
netic environment [1]. For example, the permittivity and conductivity of soil have a great
relationship with the water content, which causes significant attenuation of high-frequency
electromagnetic waves. This leads to the fact that radio-frequency communication cannot
be widely used in underground communication. To overcome this problem, magnetic
induction communication technology with ultra-low-frequency magnetic fields is widely
used in underground communication, such as Through-The-Earth communication [2]. The
permeability of non-magnetic materials is almost the same, which provides a relatively
stable channel for the propagation of magnetic field signals and the stable channel enables
the magnetic induction communication to avoid the shortcomings of multipath propaga-
tion, large propagation delay and high bit error rate of acoustic transmission through the
ground [3].

Normally, magnetic inductive communication systems use coils to generate and receive
magnetic field signals in near-field zone [4]. However, in the ultra-low-frequency band, the
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size of the coil is also very large, which brings great inconvenience to the placement and
layout of the system [5,6].

To overcome the shortcomings of traditional low-frequency antennas, such as large
size, low efficiency and high-power consumption, in 2017, the US Department of Defense
Advanced Research Project Agency (DARPA) proposed the AMEBA plan [7]. Different
from traditional antennas, AMEBA mainly generates alternating electromagnetic waves
directly through electrical charges or magnetic moments in mechanical motion, which is a
process of converting mechanical energy into electromagnetic energy [8,9]. As a kind of
mechanical antenna, the rotating permanent magnet antenna (RPMA) drives the permanent
magnet to rotate so as to obtain an alternating magnetic field. It is likely to be used as the
transmitting antenna in the magnetic induction communication system.

After AMEBA was proposed, many researchers have become interested in RPMA and
began to study it, including field generation and measurement [10,11] and radiation power
analysis [12]. Skyler Selvin et al. analyzed the efficiency of RPMA and proposed a method
to build an RPMA array to improve antenna efficiency [13]. Srinivas Prasad M.N. et al.
proposed a prototype consisting of an array of magnetic pendulums in oscillatory motion
at ULF. The transmission efficiency of the magnetic pendulums array is higher than a bare
coil through the measurement in the near field [14,15].

The communication system which uses RPMA as the transmitter mostly adopts direct
antenna modulation (DAM). For example, we can obtain an OOK signal by controlling
the driver switch and an FSK signal by controlling the speed of motion [16–20]. Besides,
Refs. [21–24] proposed that amplitude and phase modulation can be achieved by using
an external modulator. However, these methods require additional energy to control the
modulator in real time, which is difficult to implement.

To effectively avoid the limitation of the motor to the antenna’s operating frequency
range, we used a rotating shutter antenna as our transmitting antenna, which could obtain
a magnetic field signal that is four times the rotating frequency. ANSYS Maxwell was
used to analyze the magnetic field distribution of the rotating shutter antenna and the
results show that the interaction between the high-permeability shutter and the mutual
cancellation of magnets decreased the transmitting magnetic moment. A prototype antenna
was manufactured and the experimental results are in great agreement with the simulated
results, while the magnitude of the measured signal was larger. FEKO was used to analyze
the propagation characteristics of the RPMA in air–soil–rock media and the simulated
results show that the Bz-field at a depth of 450 m away from the antenna on ground with
a magnetic moment of 1 Am2 was 1 fT. The formula of the Bz-field was derived using
measured magnitude versus distance and the path loss was also analyzed. The formula
shows that the path loss of the rotating shutter antenna in free space was 303 dB at a
distance of 570 m, while the signal strength was 1 fT. The prototype antenna was also used
to carry out indoor communication experiments with a code rate of 12.5 bps in the ULF.
This paper is organized as follows: In Section 2, the principle and simulation of the rotating
shutter antenna are presented. The simulation of RPMA in layered media is shown in
Section 3. In Section 4, the prototype and the experimental results are presented. Finally,
Section 5 draws the conclusion.

2. Principle and Simulation of the Rotating Shutter Antenna

The radiation principle of the rotating permanent magnet antenna can be summarized
as follows: the motor drives the magnet to rotate so that its static magnetic field is con-
verted to an alternating magnetic field. The corresponding relationship between the signal
frequency and the motor speed n can be expressed as

f =
n
60

(1)

When the speed n of the drive motor is greater than 18,000 rpm, the frequency of
the signal obtained is greater than 300 Hz, which is difficult for common servo motors on
the market.
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The rotating shutter antenna was proposed by M. Golkowski in 2018 [25] and the
prototype mainly consists of magnets and a shutter made of soft magnetic materials,
such as permalloy, whose relative permeability is significant. Assuming that the number
of openings is N, the antenna needs two N magnets of different polarities which are
alternately placed to form a circle. During the working process, the shutter rotates to
block the permanent magnets of different polarities to generate an altering magnetic field,
whose frequency is N times the rotating fundamental frequency. The relationship between
frequency and speed can be expressed as

f =
n
60

· N (2)

Compared with RPMA, the rotating shutter antenna can reduce the speed to n/N.
The block diagram of the antenna principle when N = 4 is shown in Figure 1.

Figure 1. Block diagram of the rotating shutter antenna when N = 4.

ANSYS Maxwell was used to analyse a rotating shutter antenna with N = 4; the
parameters of the simulation are shown in Table 1. A free-space sphere with a radius of
4 m was established and the boundary adopted natural boundary conditions, which made
the magnetic field continuous inside and outside the simulation area. The magnetic field
produced by the permanent magnets was used as excitation and the effects of eddy current
induced on the shutter were considered. Regardless of mechanical damping, a band area
with a set rotation speed of 4800 rpm was used to simulate the rotation of the shutter,
which corresponded to a fundamental rotation frequency of 80 Hz, so the frequency of the
magnetic field signal was, theoretically, 320 Hz.

Table 1. The parameters of the simulation.

Parameters Values Parameters Values

radius of the magnet 10 mm magnetic remanence 1.47 T
height of the magnet 100 mm thickness of the shutter 1.5 mm
openings of the shutter 4 rotating speed 4800 rpm

We placed a point at the position of 3 m in the axial direction of the rotating shutter
antenna and obtained the Bz-field. The simulated results are shown in Figure 2. Figure 2a
shows the signal with an amplitude of 3.5 nT at the point 3 m away from the transmitter,
which is much smaller than the theoretical value. The corresponding spectrogram is shown
in Figure 2b, which represents Bz-field strength as a function of time and frequency. It
can be clearly seen the signal whose frequency is 320 Hz in the spectrogram and multiple
harmonics are visible.
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Figure 2. (a) Field at the point 3 m away from the shutter antenna. (b) Spectrogram of field.

The magnetic field intensity distribution on the rotating shutter at different times
is shown in Figure 3. It is clear that a large part of the energy was concentrated on the
shutter, which may be one of the reasons for the field strength being smaller than the
theoretical calculation.

(a) (b)

(c)

Figure 3. B-field distribution on the rotating shutter at different times: (a) t = 0 s; (b) t = 0.667 ms;
(c) t = 1.67 ms.

The side view and top view of the distribution of the B-field by intercepting different
planes in the simulation are shown in Figure 4. The fast attenuation of the signal can be
ascribed to both the interaction of the high-permeability shutter and the mutual cancellation
of magnets.
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(a) (b)

Figure 4. B-field distribution from different viewing angles: (a) side view; (b) top view.

3. Propagation Characteristics in Layered Media

It is promising that RPMA can be used as the transmitting antenna in magnetic induc-
tive underground communication and it is particularly important to study the radiation
characteristics of RPMA in layered media. Layered media cause interface emission loss
and transmission medium loss because of different permittivity and conductivity.

This paper used FEKO to construct an equivalent model of a rotating permanent
magnet antenna that rotated vertically on the ground and analyzed its magnetic field
characteristics in three-layer media, such as air–soil–rock. The simulation parameters are
shown in Table 2.

Table 2. The parameters of the simulation.

Parameters Values

antenna frequency 320 Hz
moment 1 Am2

soil
depth 1500 m

permittivity 10
conductivity 0.01 S/m

rock permittivity 10
conductivity 0.01 S/m

The curves of magnetic flux intensity versus distance are shown in Figure 5 and it
is clear that the maximum penetrating depth could reach 450 m for magnetic induction
communication.
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Figure 5. Change in magnetic flux density with the distance at different depths.
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The curves of Br and Bϕ with azimuth at different depths shown in Figure 6 show that,
at the same depth, the phase between the two magnetic field components was constant. If
we used a two-axis magnetic field sensor to receive, we could obtain an enhanced signal
by shifting the ϕ-direction component with a constant phase and then adding it to the
r-direction component.
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Figure 6. Change in Br and Bϕ with azimuth at different depths: (a) depth = 0 m; (b) depth = 150 m;
(c) depth = 300 m; (d) depth = 450 m.

4. Experimental Results

The experimental results are presented in two sub-sections, i.e., (a) measurement of
the rotating shutter antenna and (b) communication based on the rotating shutter antenna.

4.1. Measurement of the Rotating Shutter Antenna

A prototype, as shown in Figure 7, with the same size as shown in Table 2 was
manufactured and magnets were fixed on an aluminum plate through an aluminum alloy
cover. The YASKAWA servo AC motors with model SGM7J-01AFC6S were used as the
driver, which could provide a rated torque of 637 mN·m and a rated power of 200 W. The
rotation axis of the shutter antenna and the ULF receiver shown in Figure 8 were placed in
line to measure the Bz-field. The distance between the antenna and the receiver was 3 m, as
that in simulation. In the communication experiment, the information symbols were sent
to the servo through software named MPE720 Ver. 7 to control the rotating shutter antenna
in real time.

The portable ULF receiver, shown in Figure 8, consisted of a magnetic sensor and an
NI collector. The conversion coefficient of the magnetic sensor was 8 mV/nT, so we could
directly convert the received voltage signal into field strength. The NI collector was utilized
to digitize and store the received signal with a sampling rate of 3 Ksps.
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Figure 7. The rotating shutter antenna.

(a) (b)

Figure 8. ULF receiver: (a) magnetic sensor; (b) NI sampler.

The measured result shown in Figure 9 shows that, when the motor speed was set to
4800 rpm, the frequency of the signal obtained was in good agreement with the simulated
result, but the amplitude was larger than that obtained in the simulation, which may be
ascribed to the fact that the material in the simulation was not consistent with our prototype
and the metal substances in the experimental environment may also have had a certain
influence on the signal strength. From the spectrogram of the field shown in Figure 9b, we
can clearly see the 320 Hz signal.
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Figure 9. (a) Field at the point 3 m away from the shutter antenna. (b) Spectrogram of field.
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We measured the Bz-field by placing the receiving antenna along the axis direction
of the rotating shutter antenna and changing the distance between them (such as 0.6 m,
1.2 m, . . . , 4.8 m and 5.4 m); the variation in the field strength with distance is shown in
Figure 10. The propagation characteristic curve was fitted using MATLAB and the result is
also shown in Figure 10. The fitting curve can be expressed as

Bz(nT) =
188
r3 (3)

The intensity of the Bz-field is inversely proportional to the third power of the distance,
which is in line with the attenuation law of the near-field signal. However, different from
the rotating permanent magnet antennas (Bz =

μm
2πr3 ), the expression of the magnetic flux

density of the rotating shutter antenna shown in Equation (3) cannot find the similar law
related to the magnetic moment.
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Figure 10. The change in Bz-field with distance.

In MI communication, the rotating shutter antenna is used as the transmitter. The path
loss can be defined as

PL = 20 lg
Br

Bz
≈ 137.4 + 60 lg(r) (4)

where Br is the remanence of the permanent magnet and Bz is given in Equation (3).
The path loss determined by the propagation range was simulated, as shown in

Figure 11. The point with path loss of 303 dB (the received magnetic field was about 1 fT
for Br = 1.4T ) is marked with red lines in Figure 11. If the receiver can handle magnetic
field signals of 1 fT, the MI communication distance of up to 570 m could be achieved.
The antenna prototype shown in Figure 7 was equivalent to an RPMA with a transmitting
magnetic moment of 0.94 Am2. If the antenna was used as the transmitting antenna in the
magnetic induction communication, a two-unit antenna array would be required to make
the maximum detection depth reach 450 m. The synchronization between the elements
would also be difficult. Searching for a new method to enhance magnetic moments will be
the focus of our research work.
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Figure 11. Path loss versus propagation range.

4.2. Communication Based on the Rotating Shutter Antenna

We changed the distance between the transmitter and the receiver antenna to 4.5 m,
while the other experimental parameters were the same as those mentioned above. Using
control software to rotate the motor between 4800 rpm and 4950 rpm, we theoretically
obtained 320 Hz and 330 Hz signals, which can represent different binary information
symbols such as ‘1’ and ‘0’. The time required for the motor to switch between different
speeds was set to 100 ms and the time for a constant rotation was 80 ms, which determined
the code rate of communication.

The modulated signal after bandpass filtering is shown in Figure 12a. Its corresponding
spectrum, shown in Figure 12b, demonstrates that the frequency of the 2FSK signal did not
reach the theoretical value, which may have been due to insufficient control accuracy. In
addition, there was a very obvious frequency component between the frequency spectra of
the 303.7 Hz and 316.2 Hz signals, which was introduced during the motor speed switching
process. This problem could be solved by increasing the constant speed time of the motor,
but this would reduce the communication code rate.
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Figure 12. (a) Modulated signals at the point 5.4 m away from the rotating shutter antenna;
(b) spectrum of signals.

It can be clearly observed from the spectrogram shown in Figure 13a that the signals
with frequencies of 303.7 Hz and 316.2 Hz appeared alternately in sequence, which means
that the information symbol ‘1010101. . . ’ was received. The received signal is processed by
filtering out the power–frequency signal, passing through bandpass filtering and extracting
the envelope of the filtered signal; then, the information symbol shown in Figure 13b can
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be obtained through amplitude judgment. It was found, from the demodulated infor-
mation, that there were 12.5 symbols in one second, which means that the code rate of
communication was 12.5 bps.
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Figure 13. (a) Spectrogram of 2FSK signal; (b) demodulated code.

Table 3 summarizes the performance comparison between the previously proposed
systems and the system adopted in this paper. It can be found that the frequency of the
signal, the communication rate and the communication distance could not be taken into
account simultaneously in the existing research study. Our system mainly considers a
higher communication code rate, but the communication range was not the longest, which
is also a focus for our future research work.

Table 3. Performance comparison of rotating permanent magnet antennas.

Reference Frequency Data Rate Detection Distance

Ref. [10] 500 Hz / <130 m
Ref. [11] 22 Hz 8 bps 0.7 m
Ref. [14] 1.03 kHz 2 bps 30 m
Ref. [17] 100 Hz 0.25 bps 5 m
Ref. [20] 30 Hz 5 bps 100 m
Ref. [22] 40 Hz <2 bps 5 m
Ref. [23] 50 Hz 40 bps 0.25 m

Our work 320 Hz 12.5 bps 5 m

Since the antenna operates in its near-field region, the signal strength decays with
the third power of the distance, which limits the maximum communication distance of
the communication system. Similarly, due to the low carrier frequency of the system, the
data rate cannot be too high, which limits the diversity of communication. For example,
the communication rate is only suitable for message transmission. In addition, an array
with more shutter antennas would be a good choice to increase the magnetic moment, but
assuring the control accuracy of the motor would be necessary and difficult to achieve.

5. Conclusions

This paper used ANSYS Maxwell to analyze the magnetic field distribution of the rotat-
ing shutter antenna and the results show that the interaction between the high-permeability
shutter and the mutual cancellation of magnets decreased the transmitting magnetic mo-
ment. A prototype was manufactured; the measured results are in great agreement with
the simulated results, while the magnitude of the measured signal was larger. We used
FEKO to analyze the propagation characteristics of RPMA in air–soil–rock and the sim-
ulated results show that the signal strength was greater than 1 fT at a depth of 450 m
from the antenna, whose moment was 1 Am2. Since the phase difference between Br and
Bϕ remained constant at ±90◦, we could use a multi-directional receiver to receive the
multi-directional field components; then, the signal strength could be enhanced by shifting
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the phases of the Br-field component and adding it to another component, such as a Bϕ-field
component. The formula shows that the path loss of the rotating shutter antenna at 570 m
was 303 dB, which means that the signal strength was 1 fT. The rotating shutter antenna
was equivalent to an RPMA with a transmitting magnetic moment of 0.94 Am2. If the
antenna was used as the transmitting antenna in the magnetic induction communication,
a two-element antenna array would be required to make the maximum detection depth
reach 450 m. The synchronization between the elements would make the control of the
system very difficult. Finding a new method to increase the transmitting magnetic moment
and the synchronization of the elements will be the focus of our next research studies. FSK
modulation could be realized by controlling the motion state of the motor and the constant
time of the motor determined the symbol rate. The prototype was used to achieve indoor
communication with a code rate of 12.5 bps in the ULF.
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Abstract: Beam-steering has drawn significant interest due to the expansion of network capacity.
However, a traditional beam steering system involves active phase shifters and controlling networks
which can be complex. This work studied the influence of passive conformal metasurface on con-
ventional patch antenna. The phase shifting was achieved by changing the curvature of a conformal
metasurface. In addition, three low-cost conformal prototypes were fabricated and tested using
different techniques such as 3D printing. The simulations and measurement results indicate up to
20◦ of beam shifting and reasonable gain increase. Compared with other research in the similar
topic, the antenna system is completely passive, and the conformal metasurface is independent of the
conventional patch antenna. Therefore, such study will be easy to implement with other antenna
research especially for low power consumption beam steering systems.

Keywords: antenna optimization; conformal antenna; metasurface; beam-steering; 3D-printing;
transformation electromagnetics/optics

1. Introduction

In the past few years, beam-steering has garnered significant interest in the antenna
design community due to the development of 5G wireless networks. Compared with
4G wireless communications, the potential 5G wireless networks provide more wireless
capacity [1]. The dramatic increase in the capacity and utilization of higher frequency band
brings a lot of challenges for antenna design. One of the most promising techniques to
overcome those challenges is beam steering. A traditional active beam steering uses active
phase shifters to change the phase of each radiating element of the array. By tuning phase
shifters of different elements, the beam can be guided to a desired direction. Compared to
a single antenna, the signal gain can be improved dramatically. However, the active beam
steering of the phased array antenna can also be challenging as it involves synthesis of
multiple elements and controlling circuits. Moreover, multiple active phase shifters also
add cost and power consumption to the overall system [2]. Therefore, some researchers
start to explore low cost and low power consumption solutions.

There are many researchers trying to explore different methods to achieve beam steer-
ing without implementing active phase shifters in the power source. Methods include
antenna designs based on coding intelligent surfaces [3–7], tunable materials [8–14], con-
formal surfaces [15–19], etc. In [20], a reconfigurable transmit-array was used for beam
steering and polarization. The transmit-array element consisted of an active side, reflective
phase shifters, and a passive side. With a tunable active patch structure and two layers of
passive patch structures, beam steering with the scan range of 60 degree at 5.4 GHz was
achieved. A wide range of beam steering was achieved by utilizing active patch structures
instead active phase shifter. However, the complex structure of multiple layer structure
also added to the difficulty and cost.

Electronics 2022, 11, 674. https://doi.org/10.3390/electronics11050674 https://www.mdpi.com/journal/electronics114
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In [21], a phase-gradient metasurface was proposed to control the most significant
grating lobes in two-dimensional beam-steering systems. By rotating a pair of phase-
gradient metasurfaces (PGMs), high directivity could be achieved. This research further
proposed to reduce the undesirable dominant grating lobes by optimizing a supercell and
increase the transmission phase gradient of PGMs. However, this method is complex and
increases the manufacturing complexity with multi-layer phase gradients.

One method to increase the beam steering range is to utilize a metasurface. Metamate-
rials are composed of periodic structures that resonantly couple with electric and magnetic
components of the incident electromagnetic fields [22]. However, due to the high losses
with the resonant responses and the difficulty in fabricating the microscale 3D structures
for metamaterials, metasurfaces become a more practical approach for antenna design.
Metasurfaces, consisting of single-layer or several-layer stacks of planar structures can be
readily fabricated, and the ultrathin thickness in the wave propagation direction creates less
undesirable losses [23,24]. Many research groups dedicate their studies on metasurface due
to its distinctive properties. Metasurface was used for gain enhancement [25], bandwidth
improvement [26], phase error rectification [27] and radiation pattern reconfiguration [28].
Moreover, by properly manipulating the incident, reflected and transmitted field, certain
desired wave transformations can be realized. Metasurface can be use as artificial magnetic
conductors [29], spatial filters [30], and transit array [31].

Among all those applications, there are a few groups utilizing metasurfaces for passive
beam steering. In [32], a pair of 3D printed passive metasurfaces were placed in the near
field of primary source to alter the near-field phase distribution. The measurement results
of the prototype demonstrated it can scan the antenna beam peak from broadside direction
to maximum elevation angle of 39◦ by physically rotating the dielectric wedge. With
combination of low-cost manufacture technique and innovative design strategy, this system
can be intergraded with other conventional low-cost antenna to improve their performance.
By properly manipulating the incident, reflected and transmitted field, certain desired wave
transformations can be realized, metasurfaces can be used to enhance the beam steering
which saves lots of power on active shifters. Furthermore, placing radiating elements
on a conformal surface can increase the beam steering range of the phased array. The
curved structure has an overall wider beam than the planar structure [33]. In [34], an
active conformal metasurface lens was proposed. Microwave varactors were integrated
to change the transmission phase of the cylindrical metasurface up to 195 degrees. By
increasing the number of feeding sources, the beam steering range of conformal lenses can
be expanded to 60 degrees. Without a complex feeding network, the conformal metasurface
can be manufactured easily with relatively low cost. Compared with other reconfigurable
planar antennas, this antenna has a large scanning rage and lower side lobes. However,
the conformal metasurface lens still need to be controlled by a dc bias voltage, and it is not
ideal for low power applications.

In this work, we design and demonstrate different passive conformal metasurfaces
for beam steering, where each of the passive metasurfaces is placed near a conventional
patch antenna as a parasitic element. The overview of the conformal metasurface is shown
in Figure 1. The conformal metasurfaces design was simulated and manufactured by
three different materials and manufacturing methods. Three conformal metasurfaces
materials were: (1). A laser etched Rogers 5883 (2). A 3D Printing Ninja Flex, and (3). A
Panasonic Felios F775 flexible PCB. Then, the three metasurfaces were placed on surfaces
with different curvatures. When the curvature of the metasurface changed, the inducing
electromagnetic fields were altered, therefore the phase of the radiating element was
changed. Unlike some other conformal antenna design [35,36], the conformal object is
the conformal metasurface which is independent to the patch antenna. The metasurface
acts as a parasitic element. Finite element-based simulation via HFSS was used to analyze
and demonstrate the performance of the proposed metasurface. Lab test results further
verified the effectiveness of the proposed method. The measured results showed a range of
20 degrees and a 2.7 dB gain increase with a passive and simple structure.
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Figure 1. Overview of the conformal metasurface.

2. Materials and Methods

2.1. Proposed Conformal Metasurface Antenna System

The proposed conformal metasurface antenna system consists of two parts: 1. the
conformal metasurface, and 2. the conventional patch antenna. As shown in Figure 2, a
conformal metasurface was placed near a conventional patch antenna. The conformal meta-
surface acted as a reflector of a patch antenna. With radio waves traveling with different
distances and angles, the conformal metasurface was divided into multiple subwavelength
segments. The angle transformation from conformal into planar waves can be based on the
geometric method. The shortest distance in a desired direction can be used as a reference,
i.e., R0 + S0. The phase difference between rays S1 and S2 can be regarded as [34]:

Δϕ = k0[(|R1|+|S1|) − (|R0|+|S0|)] (1)

where Δϕ is the phase difference and k0 is the free-space wave vector. From (1) the phase
difference can be controlled by manipulating the distance of different waves. One way to
achieve that is by changing the curvature of the metasurface. As Figure 2 shows, when
changing the curvature of the conformal surface radius from 40 mm to 88 mm, the direction
of the beam is expected to change.

(a) 

Figure 2. Cont.
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(b) 

Figure 2. Conformal metasurface antenna proposal: (a) proposed conformal metasurface with radius
of 40 mm. (b) proposed conformal metasurface with radius of 88 mm.

To further verify this design idea, simulation was performed using the finite element
solver HFSS. The layout of the patch antenna and metasurface is shown in Figures 3
and 4. Figure 3a shows the layout of the conventional patch antenna. This patch antenna
was designed with a center frequency of 2.4 GHz and was printed on a 1.6 mm thick FR4
substrate with dielectric constant of 4.04 [37]. The goal here is to have the most conventional
and cost-effective patch antenna to verify the effectiveness of the conformal metasurface.
The substrate size was designed as the same size as the conformal metasurface path.

(a) (b) 

Figure 3. Patch Antenna layout: (a) Top view; (b) Side View.
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(a) (b) 

Figure 4. Conformal metasurface layout: (a) Top view; (b) Side View.

The layout of the conformal metasurface is presented in Figure 4a. The layout consisted
of a 5 × 5 unit cell square with a size of 18 mm. The overall length of the substrate
was 120 mm. The gap between each unit square was 1 mm. Three different conformal
materials were simulated as substrate: 1. Rogers 5870 conformal metasurface, 2. 3D Printing
Ninja Flex conformal metasurface, and 3. Panasonic Felios F775 flexible PCB conformal
metasurface. With each material came a different permittivity value and firmness of the
substrate. The specific property comparison of the conformal materials is shown in Table 1:

Table 1. Comparison of the conformal material’s properties.

Material Permitivity

Rogers 5870 2.33 [38]
3D Printing Ninja Flex 3.7 [39]
Panasonic Felios F775 3.2 [40]

2.2. HFSS Simulation Result

The proposed design was simulated using the finite element solver HFSS. The con-
formal metasurface was set to wrap around a cylindrical non model object in HFSS. The
curvature of this metasurface was changed by changing the cylindrical object’s radius from
43 mm to 88 mm. All other physical design parameters remained the same. A 3D polar
plot, a 2D gain polar plot, and a 2D far field gain rectangular plot were generated by HFSS
at 2.4 GHz. Three targeted materials: Rogers 5870, 3D Printing Ninja Flex, and Panasonic
Felios F775 were used as conformal substrate material, the permittivity of those materials
was set to 2.33, 3.7, and 3.2 based on Table 1.

As shown in the Figure 5, for the Rogers 5870 conformal metasurface, the overall gain
increased from 1.12 dB to 3.718 dB. The phase difference between the 43 mm radius and
88 mm radius was 25 degrees. Figure 6 shows the simulation results of the Ninja Flex
metasurface influence. Ninja Flex is a 3D printing material that can be used as a substrate
for an antenna. Previous research [39] demonstrates that this can be used as a substrate for
a patch antenna. The overall gain was increased from 1.31 dB to 3.12 dB when the radius
changed from 43 mm to 88 mm; and the phase difference between the largest and smallest
radius was 19 degrees. Figure 7 shows the simulation results of the Panasonic Felios F775
conformal metasurface influence. The overall gain was increased from 1.26 dB to 2.51 dB
when the radius changed from 43 mm to 88 mm.
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(a) (b) (c) 

(d) (e) (f) 

Figure 5. Simulation result: comparison of different radii for Rogers 5870 conformal metasurface on
patch antenna at 2.45 GHz. (a) r = 43 mm; (b) r = 50 mm; (c) r = 60 mm; (d) r = 75 mm; (e) r = 88 mm.
(f) no conformal metasurface.

(a) (b) (c) 

(d) (e) (f) 

Figure 6. Effect of different radii for Ninja Flex conformal metasurface on patch antenna at 2.45 GHz.
(a) r = 43 mm; (b) r = 50 mm; (c) r = 60 mm; (d) r = 75 mm; (e) r = 88 mm. (f) no conformal metasurface.
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(a) (b) (c) 

 
(d) (e) (f) 

Figure 7. Effect of different radii for Panasonic Felios F775 conformal metasurface on patch antenna
at 2.45 GHz. (a) r = 43 mm; (b) r = 50 mm; (c) r = 60 mm; (d) r = 75 mm; (e) r = 88 mm. (f) no
conformal metasurface.

Comparing three different materials, it is clear the overall gain increased when the
radius of the conformal surface increased. When the conformal metasurface was not
placed near the patch antenna, the overall gain was shown to be 1.31 dB, when adding the
conformal metasurface, the overall gain increased and phase shifted.

Overall, the Rogers 5870 conformal metasurface was shown to have a better ability to
shift the phase while the Panasoic Felios F775 had the lowest in simulation. On the other
hand, the Panasoic Felios F775 had the best ability to bend, while Rogers was more difficult
to bend than the other two.

3. Fabrication and Measurement

3.1. Fabrication

There are many materials and techniques can be utilized to fabricate metasurfaces.
Most of those materials and techniques can be divided into three categories: all-dielectric,
printed layers, and all-metal. All-dielectric metasurfaces were fabricated by low loss
and high permittivity dielectric structures [41]. It was utilized for many applications
such as broadband optical beam splitters [25], electromagnetic band gap (EBG) resonator
antennas [42], and ultralow profile lens antenna [43].

A metasurface can also be made of printed materials as explained in [44]. Printed layer
metasurface are known for their low cost and fast prototyping time for complex structure.
Studies such as [32] demonstrated the wide adaptability for low-cost project. There are also
some studies utilizing all-metal structure such as [45]. In this paper, inexpensive thin layers
of metal sheet were used to fabricate frequency-selective surface (FSS), and those surfaces
could be manufactured in large quantity with low cost.

In this work, the goal is to explore different conformal metasurfaces for passive beam
steering. Most applications for passive beam steering require fast prototyping time and
relatively low cost. While conformal antennas are easy to manipulate gain by changing
their shape, they are harder to manufacture than traditional patch antennas.
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In this work, three manufacture methods were utilized to manufacture the conformal
metasurface. The Rogers 5870 conformal metasurface was fabricated by laser direct method.
The Ninja Flex conformal metasurface was fabricated by 3D printing. The Panasoic Felios
F775 is a flex pcb material. For the Rogers 5870 conformal metasurface shown in Figure 8a,
a laser-direct engraving method was used to fabricate it. The conductive layer was etched
away, leaving only designed square rings on the surface. A LPFK laser engraving machine
was used for this printing. The thickness of this antenna was 0.7874 mm (0.031 inch) which
made the metasurface conformal. There are some challenges that come with this method.
Mainly, the surface area is large, some of the surface area is not totally smooth, but it should
not influence the performance of the conformal metasurface.

   
(a) (b) (c) 

Figure 8. Fabricated conformal metasurface: (a) Laser-direct engraving Rogers 5870; (b) 3D printed
Ninja Flex; (c) The Panasoic Felios F775 flexible PCB.

The Ninja Flex 3D printed conformal metasurface is shown in Figure 8b. Additive
manufactured by 3D printing has made a lot of progress recently [46–48]. The growing
demands for low-cost and complex 3D structures make 3D printing a great option for
many researchers. Ninja Flex is a flexible 3D printing filament which allows for conformal
surfaces to be fabricated by a 3D printer. Previous research [39] indicates it can be a good
substrate material for conformal surfaces. The permittivity of the material was reported
as 3.7 [39]. For the 3D printing process, the infill was set as 100% to get a better result.
The squareconductors for designed ring were Electrifi. As discussed in [49], utilizing
Ninja Flex and Electrifi to print this design requires great care due to the difference in
filament extrusion temperatures. Furthermore, Electrifi conducting filament loses some
of its conductivity when dispensed at higher temperatures. However, when a lower print
temperature is used, extrusion is inconsistent and may produce voids (open circuits).

To achieve high-quality extrusion at low temperatures, the factory-default print nozzle
(0.4 mm) was replaced with a larger 1.0 mm diameter nozzle, and the extrusion temperature
was reduced to 160 ◦C. To print at this lower temperature, g-code command M302 P1 was
used to disable the printer’s cold extrusion checking.

The Panasoic Felios F775 conformal metasurface is shown in Figure 9c. Compared
with the other two materials, this conformal metasurface has the best ability to bend. The
prototype was outsourced to Oshpark which is very cost effective. This printed design
sample comes with great uniformity for the substrate and shows a great potential.
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(a) (b) 

(c) 

Figure 9. Measurement setup: (a) Conformal surface top view. (b) Conformal surface side view.
(c) Measurement setup.

3.2. Measurement Setup and Result

The measurements were performed in an anechoic chamber. To test the conformer
metasurface prototype’s influence on patch antenna, support objects of various radii were
fabricated. The Styrofoam was cut as disks, this extruded polystyrene was chosen for
uniformly fine grain, rigidity, and low density. This material has a relative dielectric
constant in the range of 1.02 to 1.04, which make them close to the dialectical value of free
space. It is important to make the cylindrical object surface as smooth as possible since
the conformal metasurface is attached to the cylindrical object. The patch antenna and
conformal metasurface were fixed with the turntable so they always faced each other. A
reference horn antenna was placed in the far field range as a transmit antenna as shown in
Figure 9. There was a 20 mm fixed distance set between the patch antenna and conformal
metasurface. The far field gain measurement was then performed for each metasurface with
different radii varied from 43 mm to 88 mm. Figures 10 and 11 show the simulation results
of the far field radiation pattern for three materials as a comparison to the measured result.
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(a) (b) (c) 

Figure 10. Simulation radiation pattern of far field 0◦: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.

(a) (b) (c) 

Figure 11. Simulation radiation pattern of far field in 90◦: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.

Figure 12a shows the measured far field radiation pattern for the Rogers 5870 con-
formal metasurface at 2.4 GHz. The gain increased from 1.21 dB to 3.47 dB when the
radius increased from 43 mm to 88 mm. The main beam was steered from 14◦ to −6◦.
A 20◦ phase shifting was achieved. Figure 12b shows the far field radiation pattern for
the Ninja Flex conformal metasurface at 2.4 GHz. The gain increased from 1.38 dB to
2.89 dB when the radius increased from 43 mm to 88 mm. The main beam was steered
from 10◦ to −5◦ showing the far field radiation pattern for Panasoic Felios F775 flexible
PCB conformal metasurface at 2.4 GHz. The gain increased from 1.13 dB to 2.31 dB when
the radius increased from 43 mm to 88 mm. The main beam was steered from 9◦ to −2◦. A
simulation result and measurement comparison was shown in Figures 13–15. There is a
good agreement between the simulation and measurement results.
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(a) (b) (c) 

Figure 12. Measured radiation pattern polar plot in: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.

 
(a) (b) 

Figure 13. Simulation and measurement results for Rogers 5870 conformal metasurface. (a) Simula-
tion. (b) Measurement.

 
(a) (b) 

Figure 14. Simulation and measurement results for Ninja Flex 3D printing conformal metasurface.
(a) Simulation. (b) Measurement.
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(a) (b) 

Figure 15. Simulation and measurement results for Panasonic Felios F775 conformal metasurface:
(a) Simulation. (b) Measurement.

Table 2 shows the gain and phase comparison between each material. The above
simulation and measurement results verified the effectiveness of the passive
conformal metasurface.

Table 2. Simulation and measurement results for gain and phase.

Material Radius
Simulated

Gmax

Measured
Gmax

Simulated
Pmax

Measured
Pmax

Rogers 5870

43 mm 1.122 dB 1.21 dB 17◦ 14◦
50 mm 1.927 dB 1.86 dB 8◦ 9◦
60 mm 2.616 dB 2.53 dB 1◦ 5◦
75 mm 3.09 dB 2.98 dB −5◦ −2◦
88 mm 3.718 dB 3.47 dB −8◦ −6◦

Ninja Flex

43 mm 1.31 dB 1.38 dB 13◦ 10◦
50 mm 1.89 dB 1.74 dB 12◦ 8◦
60 mm 2.34 dB 2.14 dB 9◦ 5◦
75 mm 2.73 dB 2.76 dB 5◦ 1◦
88 mm 3.12 dB 2.89 dB −4◦ −5◦

Panasoic
Felios

43 mm 1.26 dB 1.13 dB 11◦ 9◦
50 mm 1.35 dB 1.31 dB 9◦ 5◦
60 mm 1.81 dB 1.74 dB 7◦ 3◦
75 mm 2.12 dB 2.07 dB 2◦ 1◦
88 mm 2.51 dB 2.31 dB −3◦ −2◦

4. Discussions

The purpose of this work is to experiment different conformal material for beam
shifting and gain improvement. The conventional patch antenna used here was a very
common 2.4 GHz FR4 patch antenna with low cost. The overall gain without the conformal
metasurface was about 1.31 dB. By simply placing a passive conformal metasurface at a
fixed distance, the main lobe of the patch antenna was shifted. Furthermore, beam shifting
could be changed by increasing the radius of the conformal metasurface. Comparing the
measurement results of the three prototypes, the Rogers 5870 substrate had the highest
gain improvement of 2.26 dB. The max phase angle also shifted 20◦ when changing the
radius from 43 mm to 88 mm. Ninja Flex had a 1.41 dB gain improvement and 15◦
beam shifting. Panasoic Felios had a 1.18 dB gain improvement and the max phase angle
shifted 11◦. On the other hand, Panasoic Felios is the most flexible one among the three
fabricated conformal metasurfaces. It is a good option for gain improvement of compact
antenna designs. Three different manufacturing methods were explored for each conformal
metasurface material. Ninja Flex 3D printing material had a lower cost compared to the
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Rogers 5870 substrate making it a good option for fast prototyping. It also came with
challenges to adjust temperatures in case losing the conductivity of Electrifi.

Compared with active conformal metasurface, which the beam can shift up to
60 degrees [34], this passive conformal metasurface has narrower beam shifting ability
up to 20 degrees. However, active conformal metasurfaces rely on phase control circuitry
and beam-forming networks interrelated with active phase shifters. Passive conformal
metasurface is more cost effective, simpler to manufacture and easier to integrate.

To improve related research in the future, more complex structure such as antenna
array can be added as radiating elements to improve the overall gain. The conformal
metasurface can extract as a model for future research. Furthermore, the relationship
between the side lobe and radius when bending can be further studied.

5. Conclusions

In conclusion, this work demonstrates that the conformal metasurface can be used to
steer the beam from a conventional patch antenna without using active phase shifters, a
beam-forming network, or complex structures. The proposed passive conformal metasur-
face was placed near a conventional patch antenna as a parasitic surface. Three conformal
materials were experimented and evaluated to demonstrate the beam steering ability and
efficiency. The proposed designs were simulated, fabricated, and measured. The radiation
pattern shows up to a 20◦ phase shift. Furthermore, different fabrication methods were
explored. The proposed approach can be further extended to higher frequencies, enabling
future work such as low power consumption millimeter-wave beam steering systems.
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Abstract: An increase in the number of transmit antennas (M) poses an equivalent rise in the
number of Radio Frequency (RF) chains associated with each antenna element, particularly in digital
beamforming. The chain exhibits a substantial amount of power consumption accordingly. Hence,
to alleviate such problems, one of the potential solutions is to reduce the number of RFs or to
minimize their power consumption. In this paper, low-resolution Digital to Analogue Conversion
(DAC) and transmit antenna selection at the downlink are evaluated to favour reducing the total
power consumption and achieving energy efficiency in mMIMO with reasonable complexity. Antenna
selection and low-resolution DAC techniques are proposed to leverage massive MIMO systems in free
space and Close In (CI) path-loss models. The simulation results show that the power consumption
decreases with antenna selection and low-resolution DAC. Then, the system achieves more energy
efficiency than without low-resolution of DAC and full array utilization.

Keywords: antenna selection; beamforming; Digital to Analogue Conversion; energy efficiency;
massive MIMO; mmWave

1. Introduction

Massive MIMO (mMIMO) is a large-scale MIMO device that is becoming more com-
mon in wireless communications and which scales up traditional MIMO by orders of
magnitude [1]. It considers multi-user MIMO in which a base station has hundreds and
thousands of antennas supporting multiple single-antenna terminals at the same time and
frequency resources.

A device with a large number of antenna elements increases the connection reliability,
spectral quality, and radiated energy efficiency. Each antenna element is linked to a single
RF chain at the base station, which comprises mixers, analogue-to-digital converters (ADC),
and amplifiers [2]. Furthermore, the increase in the number of antennas and associated RF
chains at the base station will result in physical restrictions, complexity, and expense [3].
According to [4], RF chains are responsible for approximately 50–80% of a base station’s
total transceiver power consumption.

The hardware complexity and power consumption of DACs increase exponentially
with the number of quantization bits as the Base Station (BS) antenna elements increase.
Thus, using a low-resolution DAC is a promising option [5]. The energy consumption
of the power amplifier is also influenced by conversion from analogue to digital and
digital to analogue (ADC/DAC), phase shifters, and power amplifiers. Though the digital
beamforming system provides a high data rate, the energy consumption becomes excessive
since the transceiver system uses the same number of antennas as the chains.
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In contrast, a hybrid beamforming system uses fewer RF components, which can be
used to offer comparable spectral efficiency to a digital beamforming system while being
more energy-efficient [6]. Even though hybrid beamforming is the solution as a technique
employing a small number of RF chains, cutting down some numbers among the entire
array is one of the questions left as an open issue. Due to this, working on low-resolution
DAC and antenna selection has been used as one of the power reduction techniques for a
system with an extensive array of RF components.

Most recent literature studies have concentrated on performance analysis for large
MIMO uplinks using analogue-to-digital converters with limited resolution. In [7], the
effect of signal detection schemes on uplink MIMO systems’ energy efficiency with low-
resolution analogue-to-digital converters were evaluated. There have been an increasing
number of studies for the case of downlink transmission with low-resolution DACs. The
Energy Efficiency (EE) of hybrid transmitters with DACs quantized based on additive
quantization noise was explored in [8–11].

Consequently, a sub-optimal method was utilized to build an optimum hybrid pre-
coder based on the Additive Quantization Noise Model (AQNM). It also compares quan-
tized digital precoders to hybrid ones with a wholly or partially linked phase-shifting
network of active/passive phase-shifters. The challenges of downlink precoding for multi-
user MIMO on a narrow-band system with low-resolution DACs at a BS are investigated
in [9].

Nonetheless, most researchers have proposed low-resolution DAC for hybrid beam-
forming, where limited baseband units are used and with low power demand; there should
be an equivalent solution for digital beamforming. Since digital beamforming is known
for its high capacity at the expense of increased power consumption, we propose antenna
selection with low-resolution DAC as a viable option for addressing the inherent hardware
complexities and power consumption.

Over the last few decades, various antenna selection techniques and algorithms have
been investigated for the classic MIMO. In [12], basic selection algorithms for realistic
detectors were used to examine error rate-based performance evaluations. The studies
in [13–15] promoted capacity-oriented selection criteria like the greedy algorithm and
convex optimization. The authors in [16] presented an antenna selection technique (AS)
with a minimal level of complexity that picks antennas that minimize constructive user
interference. When the transmitter uses precoders in conjunction with a matched filter,
the suggested AS algorithm outperforms systems that use a more complicated channel
inversion method. The work in [17,18] aimed to remove the destructive portion of the inter-
ference, which was established by the connection between the substreams of a modulated
Phase Shift Keying (PSK) scheme.

According to the authors in [19], singular value decomposition was utilized to offer a
new Euclidean Distance based Antenna Selection technique (EDAS) for antenna selection
in spatial modulation systems that has lower computational complexity than exhaustive
search. Furthermore, the Symbol Error Rate (SER) approaches a full search when the num-
ber of received antennas grows. Therefore, in comparison with the past and current research
trends, the authors of [20] stated that there is still considerable interest in mmWave-based
massive MIMO antenna selection with manageable complexity, more energy efficiency, and
optimal data rates in recent years.

In this paper, a system with transmit antenna selection for massive MIMO-enabled
BS is considered after low-resolution DAC is applied. The procedure is divided into three
parts: First, the EE of an entire array device is evaluated at the cell edge using a fixed power
allocation technique. In this case, the optimal number of BS antennas (M�) at which the EE
reaches its maximum is determined among the total number of BS antennas (M) using the
initial access condition. Second, the minimum Signal-to-Noise Ratio (SNR) to be found at
the cell edge is used as a threshold value to search the optimal number further when users
move from the cell edge to outskirts or centre positions. In this scenario, M� is considered
to be a maximum number of elements.
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Due to the position changes, M� is transformed to (Mo), representing the number of
selected antennas while the transmit power adaptively changes due to distance changes
in mobility. Following the determination of Mo, the subset of antennas with the best
channel conditions are chosen, and EE is assessed using spatial selectivity at sub-6 GHz and
mmWave frequency ranges. Finally, EE is evaluated by integrating a selection algorithm
with a low-resolution DAC.

The main contributions of this paper are stated as follows:

• We introduce an energy-efficient downlink antenna selection technique for mobile
and static users. The proposed technique considers two-phase selection:

1. Optimal number of BS antennas (M�) at which the energy efficiency graph becomes
maximum and starts declining, is determined as, M� = M(EEi = EEmax). For this,
the following assumptions are used:

– A maximum number users a BS can support is assumed, and all users are
to be at the cell edge distances.

– All BS antennas and RF components are employed to determine total down-
link power consumption according to (34).

– The channel is assumed to be random, and we consider fixed SNR (γ̄k),
which is the average of least SNR values from several random channel
generations for cell edge as in (18). A minimum SNR value is considered to
accommodate the worst-case in which the channel is in deep fading.

2. Next, user mobility-based selection is made. In this case, our selection algorithm
incorporates the exhaustive searching method to select a group of elements with
the best channel gain as in (21) and (23). The double section also reduces the
number of search combinations and computational complexity. Again, since
double selection using algorithms one and two minimizes the number of RF
components directly associated with the antenna elements in the case of digital
beamforming, the power consumption is substantially reduced and makes the
system energy efficient.
In comparison to prior methods, our proposed algorithm lowers the computa-
tional complexity of the transceiver system.

• We design a heuristic and simple formulation of antenna selection to evaluate the
performance for mMIMO at sub-6 GHz and mmWave bands with CI and FS path-loss
models.

• We introduce an energy-efficient and optimal DAC resolution algorithm for massive
MIMO systems.

• Finally, by integrating our novel algorithms, the effect of selection on the EE was
evaluated with low resolution and typical DAC.

The rest of the work is structured as follows: A system model for mMIMO beamforming
and array geometry is defined in Section 2. After the propagation model is explained in
Section 3, antenna selection and power consumption models are followed in Sections 4 and 5,
where results and analysis are presented. Finally, our conclusions are drawn in Section 6.

2. System Model and Description

A downlink massive MIMO system with digital beamforming is considered. As shown
in Figure 1, the system consists of digital switches that are associated with each BS antenna
serving simultaneous users with multiple data streams. Both DAC resolution and antenna
selection are performed on the basis of digital beamforming. As shown in Figure 1, the BS
has a Uniform Rectangular Array (URA) geometry with λ/2 spaced M antennas, where λ
is the signal wavelength, and mutual coupling between antenna elements is ignored. Inside
the cell, k single-antenna devices transmit data to the BS simultaneously using the same
time-frequency resources.
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Figure 1. Digital beamforming URA configuration.

3. Propagation Model and Analysis

Unlike typical low-frequency channels, mmWave channel propagation characteristics
are no longer affected by Rayleigh fading, and its spatial selectivity is restricted due to
significant path loss in free space [20]. As a result, the channel vector for ŵth user and m̂th
antenna element is given by the product of Equations (2)–(5) as follows:

hŵ,m̂ = �GΩÃ�, (1)

where Equations (2)–(5) are as stated below.

�G =
√

pk

[
F̂rx,ŵ,β̄(β̄k, ZoA, δk, AoA)

F̂rx,ŵ,β̄(β̄k, ZoA, δk, AoA)

]T

(2)

Ω =

⎡⎣ ejΦ̂β̄β̄
k

√
Θ−1

k ejΦ̂β̄δ
k√

Θ−1
k ejΦ̂β̄δ

k ejΦ̂φδ
k

⎤⎦ (3)

Ã =

[
F̂tx,m̂,β̄(β̄k, ZoD, δk, AoD)

F̂tx,m̂,φ(β̄k, ZoD, δk, AoD)

]
(4)

� = e(2πλ−1(r̂T
rx,k .d̂rx,ŵ))e(2πλ−1(r̂T

rx,k .d̂tx,m̂)) (5)

3.1. Channel Model

The power associated with the kth user terminal is denoted by pk, and the field
patterns for m̂th BS antenna and ŵth user terminal in the direction of elevation angle, δ and
azimuth angle, β̄ are given by F̂tx,m̂,δ, F̂tx,m̂,β̄, F̂rx,ŵ,δ, and F̂rx,ŵ,β̄ for both elevation and
azimuth directions, respectively. The arrival–departure of elevation and azimuth angles are
represented as δk, AoA/δk, AoD, and β̄k, ZoA/β̄k, ZoD for elevation, and β̄k, ZoA, β̄k, ZoD,
δk, AoA, and δk, AoD for azimuth locations and Θk in (3) is the cross-polarization energy
ratio.

For four distinct polarization combinations, the random starting phases are Φ̂β̄β̄, Φ̂β̄δ,
Φ̂δβ̄ and Φ̂δδ. The spherical unit vectors of the transmitter and receiver, given in Cartesian
coordinates, are denoted by the symbols r̂tx,k and r̂rx,k where r̂i,k,� = [sinβ̄cosδ sinβ̄sinδ cosβ̄]T

for i ∈ [tx, rx]. The position vectors of the transmit and receive antenna components are
d̂tx,ŵ and d̂rx,ŵ, respectively, and therefore the uplink channel vector for a single terminal is
formulated as

hŵ = [hŵ1 hŵ2 . . . hŵm̂]. (6)
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The index k represents a user, and w represents the index of the antenna element of kth
user. Since a user has only a single antenna in multi-user MIMO or massive MIMO systems,
wth user antenna element can be used for the kth user. However, a user terminal can have
more than one antenna in LTE or classical MIMO systems. Hence, the wth antenna of a
user is the same to kth user.

3.2. Array Steering Vector

The array steering vectors for uplink and downlink are provided by νr(β̄r
k, δr

k) and
νt(β̄t

k, δt
k), respectively. According to the URA antenna geometry of Figure 1, the azimuth-

elevation plane is also given by

ÂURA(β̄, δ) = ν̂az(δ, β̄)ν̂el(δ, β̄)T , (7)

where νaz(δ, β̄) and νel(δ, β̄) are steering vectors. The maximized uplink received signal
due to beamforming weight and the general forms of both planes are stated in (8) and (9).

ϕk = νk(β̄, δ)x =
K

∑
k=1

ϕkŝk (8)

The general form of both azimuth and elevation planes can further be expressed as [21]

ν̂i(δ, β̄) =
1√
Mi

[1, ej�i , . . . , ej(Mi−1)�i ]T , i ∈ [az, el]. (9)

where Mi represents the number of BS antennas in the azimuth and elevation planes, �az =
ξdsin(β̄)cos(δ), �el = ξdsin(β̄)sin(δ), ξ = 2π/λ, d is the distance between the elements
and λ is wave length of the signal for M number of antennas. The array form of URA
steering vector’s component is 1

Maz Mel
, where Maz and Mel are the azimuth and elevation

directions of the superimposed signal components of the antenna array, respectively.

ν(δ, β̄) = f1[1, . . . , e2j�az , . . . , ej(Maz−1)�az+(Mel−1)�el ]T , (10)

where f1 = 1
Maz Mel

. In digital beamforming, a single radio frequency chain is required for
each antenna element, resulting in high power consumption and complex architecture,
where an RF chain includes a down-converter, low-noise amplifier, digital to analogue
converter, analogue to digital converter, and others. Therefore, for many BS antennas, the
power consumption of mixed-signal components, such as high-resolution DACs and ADCs
is higher, which makes the assignment of a separate RF chain for each antenna highly
inefficient.

Though hybrid beamforming is one way to attain this goal, by deploying beamforming
in both the digital and analogue schemes, its capacity is less than digital. Since beamforming
is accomplished at the baseband frequency in digital [22], this paper aims to reduce power
overheads in digital beamforming due to several RF chain components, which account for
a large amount of power consumption in cellular communication.

Figure 1 presents a digital beamforming transmitter with RF URA configurations. As
shown in the figure, equal number of RF chains and number of antennas are present in
digital beamforming. In every symbol duration, the vector form of the data symbol can
be stated as d̈ = [d̈1, d̈2, . . . , d̈k]. Then, multiplying kth user symbol by its beamforming
vector bk ∈ �N×1 to form a transmit vector that corresponds to the kth user as xk = bkd̈k,
where N is the number of RF chain components. Finally, the added transmitted matrix,
¯̈d = ∑k

i=1 xi, pass through the RF chain components consisting of a DAC for converting
the digital samples to analogue signals and transmitting them to all antennas via power
amplifiers.
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At the transmitter, several DACs are utilized to convert the transmission to the ana-
logue domain. For the quantization noise of the DACs, a linear model approximation is
adopted as [6]

Q(ui) =
√

1 − ρbi + εi, (11)

where Q(.) is a uniform scalar quantization for the ith RF chain and ρbi =
π
√

3
2 2−2bi is the

quantization distortion parameter for bit resolution equal to bi. The input u is assumed to
be Gaussian distributed, εi is the quantization noise independent of u, and ε ∼ CN(0, σ2),
where σ2 is the noise variance. Extending the argument to the massive MIMO scenario, this
is approximated as

Q(u) ≈ cu + ε, (12)

where c is a diagonal matrix with values based on each RF chain’s DAC resolution, and
ε ∈ CN(0, σ2 I), where I is N × N identity matrix. Approximating the linear quantizer, we
may find xk ∈ CMN×1, and, as a result, the broadcast signal can be stated as follows:

x = HNQ(u) = HN(cu + ε) = HN cu + HN ε, (13)

where M and N are the total numbers of antennas and RF chain components, respectively,
and HN is the channel matrix due to the number of antennas equal to the number of RF
chains, N. The total power consumption of DAC as a function of bits is expressed as

Pdac(b) = c1 f b + c2(2b), (14)

where c1 and c2 are static and dynamic power consumption of DAC, and f and b are
operating frequency and random number of bits, respectively.

3.3. Signal Model

Before user equipment establishes a physical connection with a BS, an initial access
procedure uses reference signals. These reference signals are used for channel estimation
and equalization. For our antenna selection process, we use Sounding Reference Signal
(SRS) to be transmitted from a mobile terminal(uplink). SRS is used to provide the channel
characteristics of a user to a BS so that the BS uses this information to allocate resources for
user terminals.

In (15), the uplink reference signal that is received by a BS is represented as

Yj =
ks

∑
i=1

hijxiwi + zj, (15)

where j represents any antenna element on the BS, ks is the number of signal sources, hij is
the channel between k and j, element zj is additive noise at the BS, and wi is beamforming
weight. After channel estimation is done using SRS of the uplink, a BS starts sending data
to user equipments through physical downlink shared channel. Therefore, the downlink
signal to be received at the uplink is given by

yk =

√
pt M

K
HkWkxk +

√
pt M

K

K

∑
i=1,j �=k

HkWixi + nk, (16)

where the first term in the right side is the desired signal, the second term is multi user
interferences, and the third is user’s additive noise. Hk, Wk and xk are the channel matrix,
beamformer weight and downlink signal corresponding to k user, respectively.
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Therefore, disregarding the interference part in Equation (16) due to assumption of a
single BS designed with precoding or digital beamforming, the capacity at the cell edge
that is to be maintained as a threshold is given by

ςth = B
K

∑
k=1

log2(1 +
pr|HkWk|2

NoB
). (17)

where pr is the received signal power, and, considering large and small scale fading, it can
be evaluated as

ςth = B
K

∑
k=1

log2(1 +
pt|HkWk|2

Γ(Dmax)NoB
) = B

K

∑
k=1

log2(1 + γ̄k) (18)

where γ̄k is the minimum SNR as a function of the total transmit power of a BS and path
loss at the cell edge (Γ(Dmax) (which is calculated as in (19)), No is the noise spectral density,
and B is the channel band width. This threshold capacity also depends on |HkWk|2, which
changes with the number of users and BS antennas.

3.4. Mobile Location and Positioning

Identifying a mobile position in today’s cellular networks is a critical problem. The
angle of Arrival (AoA), Time of Arrival (ToA), and Global Positioning System (GPS) are
among the techniques used. In general, there are three methods for determining the location
of a mobile terminal: satellite positioning, cellular network-based positioning, and indoor
positioning. The trilateration method is used to calculate a mobile’s location using a relative
position of a BS. Unlike the triangulation process, which requires the angle of each user
for position tracking, only the distance between the BS and each user is required in this
case [23].

3.5. Close-In (CI) Path Loss Model

The CI model is based on Friis and Bullington’s fundamental radio propagation
concepts, wherein the values are 2 for free space and 4 for the asymptotic two-ray ground
bouncing model. This provides insight into path loss as a function of the environment since
base station towers are tall and inter-site distances for specific frequency bands are several
kilometres. Previous Ultra High Frequency (UHF)/microwave models employed a close-in
standard distance of 1 km or 100 m [24].

The CI 1 m reference distance, as proposed in [25], is a suitable recommended norm
that relates the real transmit power or PL to a usable distance of 1 m. Standardization to a
1 m reference distance simplifies dimension and model comparisons, provides a consistent
description of the Path Loss Exponent (PLE), and allows for quick and straightforward
route loss estimates without the need for a calculator [26].

Using power control mechanisms, user terminals nearer to the BS are allocated lower
power than those on the outskirts to control interference and fairness. The CI path-loss
model is a generic frequency model that explains large-scale path loss at all applicable
frequencies in a specific context. The dynamic range of signals perceived by users in a
commercial system becomes significantly lower than the equation for the CI model, which
is formulated as [24]

PLCI(.)dB = PLFS( f , 1m) + 10nlog10(d) + χCI
σ̂ , (19)

where n =
∑(D̄A)

∑(D̄2)
, A = PLCI(.)dB − PLFS( f , 1m), D̄ = 10log10d denotes a single model

criterion, the PLE, d is the transmitter-receiver separation distance d starting from 1 m, and
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(.) represents frequency and distance parameters. The free space path loss, PLFS( f , 1)dB at
a 1 m distance from a station and carrier frequency f is given as

PLFS( f , 1m)[dB] = 20log10(4π/λ), (20)

where λ is the wavelength of the signal. The CI model includes an intrinsic frequency
interdependence of path loss in the 1 m PLFS value, and it only has one parameter compared
to the Alpha-Beta-Gamma (ABG) or (α, β, and γ) model, where α and γ are coefficients
showing the dependence of path loss on distance and frequency, respectively, and β is an

optimized offset value for path loss in dB. σ̂CI =
√

∑ χCI2

σ̂ /T, where T is the number of

data points and χCI
σ̂ is large-scale signal fluctuations due to the CI pathloss model.

4. Antenna Selection and Power Model

4.1. Antenna Selection

The number of antennas to be chosen is determined by adjusting an appropriate
amount of transmit power to be radiated during the selection process. The number of
antenna elements to be selected accounts for the system complexity [27–29].

Trilateration is used to pinpoint a user’s position so that the main beam can focus
only on the target region, thus, reducing leakage. The transmit power adapts the user’s
location changes as a function of distance due to user mobility. In this case, instead of
using all the arrays and wasting resources, a certain number of transmit antennas can be
decreased adaptively as user nodes become closer to the centre of the BS. For this, we
consider the minimum SNR at the cell edge as a threshold value. In contrast to when
allocating maximum transmit power based on edge distance, the BS only allocates power
proportional to the reduced distance, resulting in only a few antennas being activated.
Therefore, the first optimal number of antennas for cell-edge users (M�) is selected as
follows

M� = max
ι∈M, ς∈[ςth ,ςmax ]

(EE(M(ι))) (21)

where

EE(M(ι)) =

log2

(
real(det(I + (

γ̄k
M(ι)

)))

)
℘tot(ι)

, (22)

and ℘tot(ι) is found using (34) and ι ∈ [1, M], where ℘tot(ι) and M(ι) are the total power
and total number of antennas as a function of each iteration. Next, adaptive selection
follows as the users move from cell edge to cell centre or the outskirts and given by

Mo =

(
∑(Γ(r))/k

)
M�

Γ(Dmax)
. (23)

Substituting for Γ(Dmax) from (18),

Mo =

(
∑(Γ(r))/k

)
M�γ̄k NoB

pt|HkWk|2
. (24)

Finally, using factorial permutations as (M�

Mo) =
M�!

Mo!(M� − Mo)!
, the antennas with

the best channel gains are chosen from the list, and this minimizes complexity as compared

to
M!

Mo!(M − Mo)!
.
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The terms Γ(r) and Γ(Dmax) in (23) refer to the CI path loss of users at any arbitrary
distance and maximum distance, respectively. The number of RF chains N becomes the
same as the number of antennas to be selected Mo in the case of changes in channel
condition or user position, in this case, in particular for digital beamforming. The selection
process for the whole system is stated in algorithms one and two below.

In addition to selecting branches with the best channel gain and pilot test at the initial
access, this section also aims to demonstrate the computational complexity at the receiving
end in floating operation points (flops). The complexity order O, which is the number of

times the capacity evaluation with the best channel gains, is formulated as O
(
( M

Mselected
)

)
and its complexity level is shown in Table 1.

Table 1. Complexity level measurement of the algorithms.

Algorithm 2 Algorithm 1 + 2 Algorithm 1 + 2 + 3(
n̂( M

Mo)

) (
n̂( M

Mo−��)

) (
n̂( M

Mo−��)

)
+ �

The table states the combinational permutation of the algorithms, which we compare
with that of [21], which accounts for n̂( M

Mo), where n̂ = M2 + 2Mo2 + Mo and �� and � are
the deducted elements due to selection and additional iterations due to incorporation of
low resolution DAC, respectively. According to [28,29], the computational complexity due
to the selection process is shown in (27) and (28), respectively.

O1(.) = 16n3 + n̂2(24M2 + 40M + 24 − 24Mo2 − 24Mo), (25)

O2(.) = ê + 20(M2 + M − Mo2 − Mo), (26)

O3(.) = O1(.) +O2(.), (27)

O4(.) = n̂(Mo2(M3(M + 1)), (28)

where ê = n̂(34M2 + 44M − 36Mo2 − 34Mo) and (.) denotes (M, Mo).
The above algorithm selects the optimal number of antennas considering cell edge

users at initial access utilizing the reference signal. The reference signal is only used for
connection setup and determining the optimal number of antennas for static users at the
cell edge. Therefore, the optimal number of antennas M∗ to be used is found using at a
point in which the EE graph starts declining. All the components use only a limited amount
of power, which is assumed to be 15% of its connection power.

4.2. Capacity and Power Consumption Model

According to [19], the down-link sum capacity is given by

ς f ull = log2

[
det

(
I +

γ̄

M
HH‡

)]
, (29)

where γ̄ is the average SNR per receiver, I is the k × k identity matrix, superscript ‡ denotes
the Hermitian transpose, and H is the channel matrix of entire antenna array elements. The
antennas that maximize the capacity are now selected so that

ςsel = max
s(H̄)

log2

[
det

(
Ik +

γ̄

Mo H̄H̄‡
)]

, (30)

where H̄ is created by deleting M − Mo rows from H, and s(H̄) denotes the set of all
possible H̄ (whose cardinality is ( M

Mo)), and K is the total number of user terminals.
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ςDPCι
= max

Pι

log2 det
(

I + γ̄k(H̄‡(Mo)
)PιH̄(Mo)

)
, (31)

where Pι denotes a fraction of the transmit power for a single antenna element, and K
is the total number of user terminals. Throughput will be further enhanced with Dirty
Paper Coding (DPC) by selecting antennas with better gains after iteration over all possible
combinations. In the process of selecting those columns from a full array of Hι, an M × M
matrix � with a binary diagonal element is introduced.

�i =

{
1, Select
0, otherwise,

(32)

showing whether the ith element is chosen and achieving ∑L
i=1 = Mo. According to

Sylvester’s identity, det (I + UJ) = det(I + JU), and the DPC total rate can be rewritten as
in (31) as

ςDPCι
= max

Pι

log2 det(1 + γ̄kPι H̄ι � (H̄ι)
‡), (33)

where ∑k
i=1 Pι,i = 1. The desired � is discovered by increasing the average DPC sum rate.

We can categorize the total power before and after low resolution DAC and selection as

℘tot = PLO + PPA + M(2PDAC + 2PM + 2PLF + PHB) (34)

�℘tot = PLO + PPA + M(2�PDAC + 2PM + 2PLF + PHB) (35)

℘o
tot = PLO + PPA + Mo(2PDAC + 2PM + 2PLF + PHB) (36)

�℘o
tot = PLO + PPA + Mo(2�PDAC + 2PM + 2PLF + PHB) (37)

where ℘tot, �℘tot, ℘o
tot, and �℘o

tot are the total power before both low resolution and selection,
after low resolution and no selection, with selection and no resolution, and with both
selection and low resolution, respectively. Again, PLO denotes the power consumption of
the local oscillator, and PPA is the power consumption of the power amplifier. PM, PLF, and
PHB are the mixer power, low pass filter power, and hybrid with buffer power, respectively.

EEFA =

(
ς

℘tot

)
M

≈
log2

[
det

(
I + γ̄

M HH‡
)]

℘tot
. (38)

EESe =

(
ς

℘tot

)
Mselected

≈
log2

[
det

(
I + γ̄

Mo/∗ HH‡
)]

℘selected
tot

. (39)

EEalg1+2 ≈

log2

[
det

(
I + γ̄

(
M ∑k

i=1 αt/k
pt

)

HH‡
)]

℘o
tot

. (40)

EEalg1+2+3 ≈

log2

[
det

(
I + γ̄

(
M ∑k

i=1 αt/k
pt

)

HH‡
)]

�℘o
tot

. (41)
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=

log2

[
det

(
I + γ̄

(
M ∑K

i=1 αt/k
pt

)

HH‡
)]

PLO + PPA + Mo(2�PDAC + 2PM + 2PLF + PHB)
. (42)

EEDPC =
ςDPCl

�℘o
tot

(43)

where ςDPCl = max
Pl

log2 det
(

I + γ̄k(H̄‡(Mo)
)Pl H̄(Mo)

)
. In the EE equations listed above,

(38) and (39) belong to energy evaluations for full array antennas and partially selected
elements based on the respective criteria. In contrast, (40)–(42) incorporate Algorithms 1–3
with low resolution DAC and DPC-enabled transmitters.

Algorithm 1: Initial access-based optimal number selection algorithm.
Input: Dmax, M, f, γ̄, pt, B
Output: EE, M�, Maximum EE
begin

℘tot = 0, ς = 0 /* Initializing total power and capacity

for service signal not to affect the first addition in the iteration.

This is the same to when a BS is at down or off state */

γ̄k =
pt|HkWk|2

Γ(Dmax)NoB

/* SNR equals mimimum received power over noise at the cell edge

user */

for ι = 1 : length (M) do

℘tot(ι) ← PLO + PPA + ι(2PDAC + 2PM + 2PLF + PHB) /* Computing

total power consumtion as the number of antenna elements

increases iteratively */

ς(ι) = log2

(
real(det(I + (

γ̄k
ι
)))

)
/* Computing capacity as the

number of BS antenna elements increases iteratively */

EE(ι) ← ς(ι)

℘tot(ι)
/* Computing energy efficiency as the number

of antenna elements increases iteratively */

if EE(ι) ≥ EE(M) then

M� ← ι( f ind(EE = max(EE))) /* Selecting the number of

antennas at wich EE reaches its maximum (first optimal M ) */

M∗ ← M /* Full array utilization (no selection) */

139



Sensors 2022, 22, 1743

Algorithm 2: Number and element selection after reduced distance.

Input: dmin, M�, Γ(Dmax) , pt /* Minimum distance, first selected number

of antennas for cell edge users, cell edge pathloss (from

algorithm one), and total transmit power */

Output: EE, Mo

begin

ςmax = 0 /* Setting the capacity value to zero; assuming the BS is

at off state */

re-trilateration: for i ∈ k do

rk ← Dmax /* Distance update of a user from cell edge to

outskirts or centre of the cell due to mobility */

if rk �= dmin then

Prmin ← pt/Γ(Dmax) /* Minimum received power at the cell

edge */

Pr(k) ← Γ(r)Prmin /* Received power at k user and Γ(r) is

the pathloss at a reduced distance */

Mo
1 =

M� ∑k
i=1 pt/k
℘tot

/* finding an optimal number of antennas

transmit as a function of the maximum transmit power,

total number of users, and total power. */

Mo
2 ←

round
(

∑ Γ(r)/k
)

M�

Γ(Dmax)
/* where Γ is path loss at

respective distance */

if Mo
1 �= Mo

2 then

goto re-trilateration
Mo

1 ← Mo
2

for γ̄o = 1 : length(Mo) do

/* Assuming the range of SNR values from 1 to

length of adaptively selected number of antennas, where

γ̄o represents average SNR as a function of selected

number of antennas, Mo. */

H =
Ψ√
Mo

; /* Ψ = rand(k; M�) + jrand(k, M�); this is

random channel matrix for M antennas and k users and H
is the nurmallized channel with the selected branches */

i = 1;
for ι = 1 : Mo do

Hc = [H :; [Mo
ι M� − ι]] /* Selecting a column with

maximum channel gain */

ςDPC(Mo(ι) = log2(real(det(I + γ̄o ∗ Hc ∗ H′
c)))

/* Computing DPC capacity with selected columns with

maximum gain. */

ςmax = ςmax + max(ςDPC(Mo(ι)) /* Selecting maximum

Capacity among the capacity array elements foung in the

iteration where Mo(ι), where ι ∈ [1, Mo] */

ς(γ̄o) ← ςmax

EE =
ς(γ̄o)

℘o
tot

/* Calculating energy efficiency with total

capacity and tital power as a function of selected branches.

℘o
tot is computed according to (36) */
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Algorithm 3: Proposed algorithm for low resolution DAC.
Input: pt, σ, Dmax, f

/* Total transmit power, Bandwidth, maximum radius and operating

frequency */

Output: ς, EE
n̂ = randi([0, 1], [1, n]) /* Generating random number of bits */

ςDAC = n̂/τ /* Calculating capacity of DAC with n random bits to be

generated at time τ, */

if ςDAC < ςth then

b = 1 /* Initialize bit counter */

Ms ← 2b, ςs
M = ςDAC ∗ log2Ms /* Capacity after modulation with

symbol Ms */

PDAC ← c1 ft + c22b /* PDAC is DAC power before lowering the

resolution */

while ςDAClog2(2b) < ςth do

b ← b + 1 /* increment the bits by one */

ς(b) = ςDAClog2(2b)
if ς(b) > ςth then

continue /* skip the iteration */

EE =
ς

PDAC

while
b
τ
> ςth do

b = b − 1 �PDAC ← c1 ft + c22b /* �PDAC is DAC power after lowering

the resolution */

if b==0 then
break

ςdac(b) =
b
τ

,

EE(b) = ςdac/�PDAC,

if
b
τ
< ςth then

Continue /* Ending iteraton */

The procedures of the above two algorithms are summarized as follows:

• In algorithm one, the selection is made with dynamic or nondeterministic channel
conditions. The input for selection is a pilot signal, and the number is identified based
on the optimal value M� of the EE curve.

• In algorithm two, the maximum number of antennas M� is transformed to Mo, which
was obtained as a new number in algorithm one.

• After identifying the minimum received signal at the cell edge and an optimal number
of antennas (M�) using the initial access condition in algorithm one, the number of
antennas is adaptively reduced. Instead of reducing the transmit power when users
move from the cell edge area to the cell centre positions, in this case, the number of
antennas is reduced, maintaining the minimum required SNR for connection quality.
Then, after finding the average SNR, the number is changed from M∗ to Mo.

• After identifying Mo, the branches with best channel gains are selected from M�

iteratively, and the DPC capacity is computed.

The general idea behind algorithm three is stated as follows:

• Assuming fixed SNR at the cell edge, the minimum capacity is obtained and considered
as a threshold capacity. Here, the free space propagation model is considered, and
small-scale fading is ignored.

141



Sensors 2022, 22, 1743

• Through randomly generated bits, the capacity of DAC is calculated and compared
with the threshold.

• If the capacity of DAC, which was obtained with random bits, is greater than the
threshold capacity, then DAC down resolution is done by iteratively decreasing the
number of bits before analogue conversion is done. This reduction in bits ultimately
reduces the operating power consumption of DAC according to (14). This DAC power
directly affects the total system power consumption according to (37).

• Finally, the EE is computed as a function of the capacity and total power with low
resolution. Throughout the evaluation process in this paper, the following parameters
in Table 2 are used.

Table 2. Simulation parameters.

Parameter Description Value

c1 Static power of DAC 9 × 10−12

c2 Dynamic power of DAC 1.5 × 10−5

B Channel bandwidth 40 MHz

Dmax Cell edge distance 200 m

dmin Minimum distance 3 m

f Operating frequency 38 GHz

γ̄ Total average SNR at the cell edge Prmin
NoB

c Speed of light 3 × 108 m/s

Γ(Dmax) Path loss at cell edge distance (
4πDmax f

c
)2

τ Random bit generation time interval 5 ms

pA Amplifier power 0.05 mW

pM Mixer power 0.04 mW

PLO Local oscillator power 0.01 mW

χCI
σ̂

Large-scale signal fluctuations due to
the CI pathloss model 4.4 dB

PLP Low pass filter power 0.012 mW

PHB Hybrid with buffer power 0.033 mW

5. Results and Analysis

In this section, the simulation results with different scenarios are discussed. Figure 2
illustrates the relationship between distortion and the number of bits or symbols. As the
number of bits or symbols increases, distortion decreases logarithmically, and this accounts for
the increase in bit resolution. As shown from the figure, the distortion reaches its minimum
point when the number of symbols is 7 when the evaluation is at the bit level, and it lasts
until around 65 at the symbol level. Figure 3 shows the effect of the number of symbols
on quantization. Quantization is the inverse of distortion, which increases logarithmically
with the number of symbols. As the number of bits is mapped to each constellation point in
any digital modulation scheme, the number of symbols increases exponentially and directly
affects the quantization level.

The relation between DAC power consumption and energy efficiency is illustrated
in Figure 4. The EE is evaluated through a range of power values from 0.3 to 3.48 mW.
As the power consumption of the DAC increases due to an increase in the number of bits
entering to DAC as in (14); then, the energy efficiency decreases exponentially according
to the EE equation in algorithm two. This happens if the increase in bits affects the total
power consumption more than the capacity. Moreover, an increase in the total power
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consumption with maintained minimum capacity leads to a decrease in the EE. Again, the
graph shows that applying low resolution in DAC lowers power consumption and so that
the EE increases.

Figure 2. Distortion versus number of symbols with k = 5 or 10 and M = 64.

Figure 3. Quantization versus number of symbols with BPSK modulation.

The relationship between energy efficiency and the number of antennas considering
the low-resolution DAC and without resolution case is shown in Figure 5. As the number
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of antennas increases, the energy efficiency also increases, and when low-resolution DAC
is applied, the energy efficiency becomes higher than without resolution. The peak EE with
low-resolution is 14.8 and 10.2 Mbits/J with and without low resolution, respectively. The
EE begins to decline after the peak point because the increasing number of antennas on
total power consumption exceeds the increase in capacity, which is achieved due to the
increasing resolution.

Figure 4. EE evaluation with different DAC power values, and evaluation of the total power con-
sumption with and without low DAC resolution at randomly generated bits.

Figure 5. Energy efficiency as a function of the number of BS antennas when the number of terminals
k = 30.
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The trade-off between spectral and energy efficiency for the given number of users
with and without low resolution is shown in Figure 6. Both spectral and energy efficiency
increase together for a fixed bandwidth up to the optimal energy efficiency point. For this,
we evaluated the energy efficiency for a different number of user scenarios; for example,
k = 5 or 10. For a smaller number of users, the diminishing rate is faster than that of a larger
number. Hence, the EE graph starts declining at 55 and 59 bps/Hz of SE for five users with
low-resolution DAC and without, respectively.

High energy efficiency is achieved with low-resolution DAC for the given spectral
efficiency. The maximum energy efficiency point is 14 Mbits/J, which is when the spec-
tral efficiency reaches 115 b/s/Hz with ten users and without resolution. It becomes
10.5 Mbits/J for the same number of users and spectral efficiency. Figure 7 depicts the rela-
tionship between energy efficiency, k, and M in a massive MIMO system with statistical and
instantaneous SNR values. For cell edge users in LoS conditions, the outcome is evaluated
using procedures of algorithm one. While the energy efficiency increases with the increase
of M at first, it begins to decline at some point as M continues to grow, according to the
simulation.

In this figure, statistical and instantaneous or fixed SNR are also compared for the same
k. It has been demonstrated that fixed SNR outperforms for small M and under-performs
for large M. EE has also been shown as the number of user terminals increases. However,
due to random channel conditions, EE exhibits different optimal points. Moreover, the
optimal threshold of EE for each configuration varies according to the number of users and
SNR modalities.

Figure 6. Energy efficiency versus spectral efficiency with without low resolution DAC.

Figures 8 and 9 present the results according to the proposed algorithm by combining
the three scenarios, and we compared the performance of each at CI and FSPL using
mmWave and sub-6 GHz frequency ranges. The first scenario entails locating M� from the
entire array at the indoor cell edge, locating Mo according to (23), and finally evaluating
capacity values as ( M

Mo) using combinational permutation. At initial access, equal power
allocation among all BS antenna elements and the point at which the EE graph starts
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diminishing is evaluated using a reference signal. Then, the number of antennas is used as
a baseline for our further considerations.

Figure 7. Energy efficiency as a function of M base station antennas with Pt = 20 mW.

Before the energy efficiency evaluation process, we performed an analysis of teh free
space and CI path-loss models according to their formulations stated in (19) and (20).
Accordingly, the FS model provides higher data rates due to obstruction freedom; however,
CI is more realistic than FS in practical scenarios. Based on this intuition, we applied
an antenna selection algorithm to both, and the results show that a minimal number of
antennas are selected in free space compared to CI.

When CI path loss is applied to mmWave and sub-6 GHz frequency ranges and
compared for fixed total system power, CI with sub-6 GHz is more energy-efficient than
mmWave. Although the high-frequency signal carries larger data than the low-frequency
signal, as frequency increases, the blockage due to different impairments also exhibits low
wavelength, which negatively affects the received signal. Low received signal accounts for
a low data rate at the receiver, so EE is degraded compared to CI. Finally, we found that the
FS path loss with the DPC precoder changes the graph from a logarithmic to almost linear
because only a few antenna elements were selected compared to CI.

The effect of the transmit power on the EE is depicted in Figure 9. We evaluated
EE as a function of BS antennas at different power levels for full array and selection
implementations. The system’s performance was also evaluated with and without the non-
linear preceding, which showed that antenna selection with the minimum SNR significantly
improved the energy efficiency with less transmit power and a DPC precoder.

Figure 10 illustrates EE with a number, complex, and random element selection and
finally compares it with full array utilization or no selection. It can be observed that
random number selection followed by complex selection shows better performance than no
selection or full array. However, when it is compared with the number of selections made
with our proposed algorithm and complex selection, random selection still outperforms
for a smaller number of antennas employed and under-performs for large numbers of
antennas.
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Figure 8. Energy efficiency evaluation as a function of the number of BS antennas with at mmWave
frequency, f = 38 GHz and sub-6 GHz, and f = 2.5 GHz.

Figure 9. Energy efficiency evaluation as a function of number of BS antennas with at mmWave
frequency, f = 38 GHz, and M = 64.

The relationship of energy efficiency with low-resolution DAC and selection are shown
in Figure 11. The EE can be enhanced by applying a low-resolution DAC algorithm even
if the full array is utilized. We also evaluated the random selection after finding the
optimal antennas and applying low DAC resolution. The results show that applying low
DAC resolution still enhances EE as it has a significant role in minimizing the total power
consumption.

147



Sensors 2022, 22, 1743

Figure 10. Energy efficiency evaluation with random and complex selection at f = 38 GHz and M = 100.

Figure 11. Energy efficiency with and without low resolution DAC at f = 38 GHz and M = 100.

Figure 12 presents the complex nature of the proposed selection algorithm and com-
pares it with selected literature that used similar techniques. Complexity, in this case, is
the number of iterations primary and nested loops to happen while selection is made to
identify the branch with better channel gain among the entire array. Hence, the result
also illustrates the system’s complexity when selection incorporates low-resolution DAC

148



Sensors 2022, 22, 1743

according to table one. From the graph, we can observe that random selection is the least
complex even though it has a lower capacity than complex selection. This is because the
selection is made irrespective of the channel gain, which plays a crucial role in enhancing
the capacity and complexity. For random selection, the number of iterations to select M
antennas is only one as it has no combination with the channel branches.

Our proposed algorithm is also compared with [21,28,29], which are among the simplest
and following similar approaches to the best of our knowledge. The complexity order of each
is [21] our proposed technique [28,29] and random selection according to (27) and (28). We
also found that the proposed algorithm is more energy-efficient than random at the cost of
some complexity, which is less than that of [21].

Moreover, since the energy efficiency of the proposed technique has been shown to
surpass random selection and full array utilization or no selection in Figure 11. Figure 12
is to show only how complexity costs while working for energy efficiency; however, the
rate of the effect and trade-off, including the EE of the aforementioned literature, is left
as future work. Therefore, the selection technique meets our main goal of proposing an
energy-efficient system at the cost of some complexity.

Figure 12. Computationalx complexity of selection algorithms with adaptive �� and M = 64.

6. Conclusions

In this paper, energy-efficient antenna selection techniques were presented. In particu-
lar, we proposed adaptive transmit antenna selection strategies for downlink systems to
minimize the power consumption of RF chain components associated with each antenna
element. The selection process was categorized into two parts to reduce the complexity
arising from several iterations. In the first part, we considered only cell edge users and
found the average minimum SNR value from multiple generations of random channels
to find the number of antennas at which the EE curve reached its maximum and began
declining.

The optimal number of antennas obtained through this process was used as a baseline
for further selection while users moved to the centre of the cell. The selection depended
on the distance and channel condition between the users and a BS in the second case. The
number of antennas to be selected adaptively changed with channel and user distance
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variations. We also proposed low-resolution DAC to further minimize the system’s total
power consumption to enhance EE.

We evaluated the system’s performance at sub-6 GHz and mmWave frequencies with
CI and free space propagation models. Furthermore, we compared the proposed antenna
selection with and without low-resolution DAC. The results show that selecting only a
few antennas instead of employing all the arrays improved the EE by reducing the total
power consumption. Furthermore, we demonstrated that applying non-linear precoders,
such as DPC, further improved the EE by enhancing the system’s capacity. However, the
combined average EE was found to surpass selection without low resolution at the cost of
some complexity.
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RF Radio Frequency
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Abstract: In this paper, a wideband circularly polarized (CP) magnetoelectric (ME) dipole antenna
operating at 28 GHz band was proposed for 5G millimeter-wave (mm-wave) communications. The
antenna geometry included two metallic plates with extended hook-shaped strips at its principal
diagonal position, and two corners of truncated metallic plates at the secondary diagonal position.
The pair of metallic vias connected the modified strips to the ground plane to create the magnetic
dipole. The L-shaped probe feed between the strips was used to excite the antenna. The antenna
showed stable gain and wideband characteristics. The simulated and measured results showed that
the proposed CP ME dipole antenna had an overlapping (|S11|< −10 dB impedance and 3 dB axial
ratio) bandwidth of 18.1% (25–30 GHz), covering the frequency bands dedicated for 5G new radio
communications. Moreover, an average gain of 8 dBic was achieved by the antenna throughout the
operating bandwidth. The measured data verified the design concept, and the proposed antenna had
a small footprint of 0.83 λo × 0.83 λo × 0.125 λo (λo is free space wavelength at the lowest operating
frequency), suitable for its application in 5G smart devices and sensors.

Keywords: magnetoelectric; dipole; circularly polarized; 5G antenna; 28 GHz

1. Introduction

The twenty-first century has experienced tremendous development in the field of wire-
less communication. The fast evolving fifth-generation (5G) technology has brought new
advancements which have posed a great challenge for antenna researchers and engineers.
Large channel capacity and high data rates should be achieved to meet the demands of the
5G communication link. In this scenario, the millimeter-wave (mm-wave) band is used to
fulfill the gigabit high-data transmission, and addresses the lack of wider spectral resource
in the currently allocated band below 6 GHz [1]. Recently, the third-generation partnership
project (3GPP) has allocated new radio (NR) frequency bands in the mm-wave range from
24.25 to 29.5 GHz, which are known as n257 and n258. Figure 1 shows the mm-wave
frequency band distribution adopted by the leading 5G countries in the world [2].

In addition, circularly polarized (CP) antennas have been a unique choice for stable
communication due to their resilience to multipath interference and polarization mismatch-
ing between receiving and transmitting antennas. These features make CP antennas the
desirable candidate for numerous applications including satellite communication, radar
communication, randomly oriented RFID (radio frequency identification) tags, GPS (global
positioning system), and sensors [3–9]. Therefore, the design of CP antennas has always
been a hot topic for antenna designers, compared with linear polarized (LP) antennas. In
the literature, different kinds of CP antennas have been reported for mm-wave applications,
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including patch antenna, aperture antenna, slot antenna, cavity antenna, and magneto-
electric (ME) dipole antenna. The ME dipole antenna is the most popular type of antenna
due to its complementary performance.

Figure 1. Global snapshot of the 5G millimeter-wave spectrum.

The concept of the first ever complimentary antenna was proposed by Chlavin
in 1954 [10]. Since then, many structures were proposed based on a slot/dipole or a
slot/monopole combination. In 2006, Luk and Wong introduced a complementary antenna
based on patch and dipole antenna combinations for the first time, achieving wideband
performance [11]. The idea used a pair of copper patches parallel to the ground as an
electric dipole and a pair of copper shorted patches perpendicular to the ground as a
magnetic dipole. The antenna showed linear polarization with wide bandwidth, stable
gain, and low levels of cross-polarization. In the course of designing ME dipole anten-
nas [12,13], less attention has been paid to CP ME dipole based antennas. In the past few
years, some CP antennas based on ME dipole structures have been reported [8,14–21].
In [14], an ME dipole structure was reported to use a pair of bowtie patch antennas and
a pair of trapezoidal-shaped dipoles fed by a Wilkinson power divider to achieve a 3 dB
AR bandwidth of 33%. Moreover, to ensure the CP radiation was presented, an ME dipole
antenna was integrated with a crossed dipole fed by double phased delay rings in [15]. The
proposed antenna achieved 27.67% of 3 dB AR bandwidth. In [16], substrate integrated
waveguide (SIW) and aperture coupled feeding was used to excite an ME dipole antenna
for mm-wave applications. This antenna achieved a 3 dB AR bandwidth of 12.8%. However,
the above-mentioned reported ME dipole antennas showed limited AR bandwidth and had
complex feeding structures. The wideband ME dipole antennas investigated in [17,18] had
the advantage of a wider 3 dB AR bandwidth of 71.5% and 47.7%, respectively. However,
the drawback of these antennas was their huge volume which limits their usage in modern
electronic devices and sensors. On the other hand, the CP ME antennas designed at 60 GHz
band offer wide AR bandwidth/high gain at the expense of large antenna size [19–21].
In [22], the AR bandwidth of the ME dipole antenna was significantly improved (53%)
by employing a novel crossed feeding structure. This design has a high antenna profile
(33.3 mm antenna height) and limited gain (6.6 dBic). A wideband circularly polarized
ME dipole array fed by a complementary SIW power distribution phase shifter was pre-
sented [23]. The single-element antenna gain was 7dBic, while the AR bandwidth was
restricted to 9.7%. To mitigate increased atmospheric losses in mm-wave bands, the gain of
the wideband CP ME dipole antennas was increased in [24,25]. Moreover, the ME dipole
antenna offered the advantages of low-profile and wide bandwidth with LP radiation [26].
In summary, the existing CP ME dipole antennas are suffering from either narrowband
operation or high antenna profiles.

In this paper, a compact, wideband CP ME antenna operating at 28 GHz band is
presented for 5G communications. The antenna’s CP bandwidth covers 25–30 GHz band
(18.1%), covering the frequency bands dedicated for 5G new radio communications. More-
over, the antenna offers stable gain (average 8 dBic) and radiation patterns, with the
advantages of a small footprint (0.9 λo × 0.9 λo × 0.14 λo) for its applications in 5G smart
devices and sensors.

153



Sensors 2022, 22, 2338

The rest of the manuscript has been structured as follows: Section 2 explains the
detailed analysis and design of the proposed circularly polarized ME dipole antenna. The
simulated and measured results have been presented in Section 3, while the paper has been
concluded in Section 4.

2. CP ME Antenna Design and Analysis

2.1. Antenna Geometry

The schematics of the proposed CP ME dipole antenna are shown in Figure 2. The
antenna is composed of two metallic strips with an extended hook shape on its principal
diagonal position, two L-shaped metallic strips on secondary diagonal position, and four
sets of via holes. The modified metallic strips above the ground plane act as two planar
electric dipoles. The four sets of via holes, each containing three metallic plated vias, are
shorted between the modified patches and the ground plane. The metallic vias and the
ground plane between them act as a magnetic dipole. The antenna is fed by an L-shaped
probe to achieve low cross-polarization and back radiation levels [27,28]. The metallic
patch of L-shaped probe acts as a coplanar waveguide (CPW) feed between the planar
dipoles, which work as coplanar grounds. A square size (10 mm × 10 mm) Rogers 5880
with a thickness of 1.5 mm was used as the substrate of the antenna. The proposed ME
dipole antenna’s optimized dimensions are summarized in Table 1.

Figure 2. The geometry of the proposed CP ME antenna: (a) 3D view, (b) top view, and (c) side view.
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Table 1. Optimized dimensions of the proposed CP ME dipole antenna.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

t 1.5 P4 1.8 C4 0.45
F1 2.5 S1 0.5 C5 1
Fw 0.7 S2 1 di 0.5
P1 3 C1 0.4 d1 0.7
P2 2.4 C2 1.5 d2 0.35
P3 1.4 C3 0.5 Ax, Ay 10

During the antenna design, we found that the antenna offered optimum performance
under the given constraints of the optimized parameters. Changing any parameter may
disturb the AR or impedance bandwidth, or even both. In particular, varying the length
of the patch (F1) changed the |S11| resonance of the antenna, however, the AR resonance
did not change significantly. The distance between the monopole and metallic strips (S2)
and S1 was sensitive to both |S11| and AR bandwidth. A small change may deteriorate the
overlapping bandwidth. Similarly, all other parameters, especially S1, C1, C2, C3, C4, and
C5 should be carefully tuned to achieve the best possible usable bandwidth.

2.2. CP Mechanism

The CP mechanism of the proposed ME dipole antenna can easily be understood
by visualizing the surface current distributions on coplanar electric dipoles, as shown
in Figure 3. The surface current distributions were examined and recorded at 28 GHz
for different time phases of 0◦, 90◦, 180◦, and 270◦. It can be noticed that the vector
representation of surface current rotates in an anti-clockwise direction as the phase shifts
from 0◦ to 90◦, 180◦, and 270◦. The resultant vector of these surface current distributions
makes a quasi-loop due to the rotational symmetry of this antenna, a necessary condition
for CP radiation [29–31]. Thus, the proposed ME dipole antenna generates right-hand
circular polarization (RHCP) in the positive z-axis direction.

x

z

Figure 3. Surface current distributions of the proposed CP ME dipole antenna for different time
phases at 28 GHz.

The origin of CP radiations in the antenna is further explained by considering the
degenerated modes which are excited in the planar electric dipoles and L-shaped microstrip
patch antenna, separately. At time t = 0, the aperture of the shorted L-shaped patch acquires
maximum surface current, and similarly for the time t = T/2, but at this latter time, the
direction of surface current is opposite. Therefore, this causes induction of equivalent and
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orthogonal magnetic current in the aperture of the same L-shaped patch along the x-axis,
which causes a 90 degree phase difference with respect to electric surface currents. In time
t = T/4 and 3T/4, the planar electric dipoles attain maximum and opposite directed electric
surface currents at their edges. It can be noted that the direction of electric surface currents
on planar dipoles is also along the x-axis. Hence, the equivalent electric and magnetic
currents are directed in the same direction and are in phase. This is how the proposed
antenna can generate the CP radiation.

3. Results and Discussion

The proposed CP ME dipole antenna’s prototype was fabricated and measured to
verify its performance, as shown in Figure 4. Figure 4a shows the fabricated prototype
of the proposed antenna. The setup for the antenna far field measurements is illustrated
in Figure 4b. The antenna was measured in a multi-probe 360 degree scanning anechoic
chamber. Overall, the simulated results showed good agreement with the measured results.

Figure 4. Photographs of the proposed CP ME dipole antenna: (a) fabricated prototype and (b) far
field measurement setup.

3.1. S-Parameters and Axial Ratio

The measurement result for the S-parameter |S11| was obtained using a network
analyzer (Rohde and Schwarz ZVA 40) in open air condition. The little difference in
simulated and measured results, as shown in Figure 5a, was due to connector/cable
losses. The proposed antenna has an impedance bandwidth for |S11| < −10 dB was 24.6%,
that is, from 24.1 to 31.0 GHz. The simulated and measured 3 dB AR bandwidth of the
proposed antenna was 18.1%, ranging from 25 to 30 GHz, as shown in Figure 5b. Thus, the
overlapping operating bandwidth of the antenna covered the important band spectrum
proposed for 5G mm-wave applications.
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(a) (b) 

Figure 5. Proposed CP ME dipole antenna: (a) S-parameter |S11|and (b) axial ratio.

3.2. Broadside Gain and Efficiency

The simulated and measured broadside gain of the proposed antenna is shown in
Figure 6a. The antenna showed a stable broadside gain of 8 dBic with a deviation of only
±0.5 dBic within the frequency range of interest. Moreover, the antenna also offered high
efficiency, both total and radiation efficiency, due to good antenna impedance matching
(Figure 6b). The simulated radiation efficiency of the antenna was more than 96%, which
was in close agreement with its measured value. The measured total efficiency was observed
to be a little lower than its simulated values (88%) due to possible cable/connector and
substrate losses.

 

(a) (b) 

Figure 6. Proposed CP ME dipole antennas: (a) broadside gain, (b) radiation efficiency and total
efficiency.

3.3. Radiation Patterns

The measured and simulated radiation patterns of the proposed antenna are shown in
Figure 7. The radiations patterns were analyzed in both the xz- and yz-principal planes for
28.5 GHz and 29.5 GHz frequencies. Since the LHCP radiations were minor, the antenna had
stable RHCP radiation patterns. At 28.5 GHz, the antenna showed a gain of 8.2 dBic, a front to
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back ratio of 26.9 dB, and an angular beamwidth (3 dB) of 61.1 and 74.3 in xz- and yz-planes,
respectively. At 29.5 GHz, the antenna showed a gain of 8.3 dBic, a front to back ratio of
26.7 dB, and angular beamwidth (3 dB) of 58 and 76.5 in xz- and yz- planes, respectively.

Figure 7. Radiation patterns of the proposed CP ME dipole antenna for different frequencies.

3.4. Performance Comparison

Table 2 shows the comparison of the proposed antenna with the similar state-of-the-
art CP ME dipole antennas. To ensure a fair comparison, different performance metrics
including antenna design geometry, antenna volume, frequency of operation, polarization,
AR bandwidths, and the peak gain value are considered. It can be seen from the table
that the proposed antenna demonstrated outstanding performance in terms of overall
size, AR bandwidth, and peak gain. Many interesting designs of CP antennas based on
ME dipole structure have been reported [8,16–25]. The proposed antenna is the smallest
among its competitors with comparable gain and CP bandwidth. The antennas presented
in [8,16] have smaller gain narrow bandwidth. The antennas presented in [17–19] have
superiority in terms of bandwidth at the expense of larger antenna size, although, their
gain performance is comparable with our proposed antenna. The antenna design in [20]
has the advantages of higher gain (10.4 dBi), however, it has the limitations of narrower
bandwidth and larger antenna profile. Similarly, the mm-wave ME CP antenna in [21] has
the merits of wide bandwidth but has lower gain and a larger size. Although the design
developed in [22] offers a very wide AR bandwidth due to its novel feeding mechanism,
it has limited gain and 3D geometry with a high antenna profile. The CP ME antenna
arrays offer wideband and high gain due to their increased number of radiating elements,
which, of course, increases the antenna size and complex feeding networks [23–25]. It is
noted that our antenna consists of a single element and has a stable gain (average 8 dBic)
with a deviation of only ±0.5 dBic. In conclusion, the proposed antenna outperforms the
existing CP ME dipole antennas with its highest gain of 8.5 dBic, wide 3 dB AR bandwidth
(18.1%), and a small volume of only 0.83 λo × 0.83 λo × 0.125 λo. Since MIMO antennas
with increased gain are the key requirements for the 5G systems [32], this work can be
extended for MIMO configuration with enhanced isolation in the future.
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Table 2. Performance comparison of the proposed CP ME dipole antenna with the reported works.

Ref. Antenna Type Antenna Volume (λ0
3) fc (GHz) Polarization 3 dB ARBW (%) Peak Gain (dBic)

[8] ME dipole antenna 1.54 × 0.48 × 0.291 29 CP 4.8 5.1
[16] ME dipole antenna 1.18 × 1.05 × 0.122 24 CP 12.8 7.8
[17] ME dipole antenna 1.6 × 1.3 × 0.26 2.5 CP 71.5 8
[18] ME dipole antenna 1.1 × 1.1 × 0.29 2.2 CP 47.7 8.6
[19] ME dipole antenna 6 × 6 × 0.305 60 CP 23.4 8.6
[20] ME dipole antenna 1.12 × 3.03 × 0.6 60 CP 11.6 10.4
[21] ME dipole antenna 1 × 1 × 0.315 60 CP 21.9 7.9
[22] ME dipole antenna 0.85 × 0.85 × 0.18 2.3 CP 53.2 6.6
[23] ME dipole antenna array Not given 28.8 CP 9.7 7
[24] ME dipole antenna array Not given 35.2 CP 44 19.2
[25] ME dipole antenna array Not given 27 CP 27.8 20.2

This work ME dipole antenna 0.83 × 0.83 × 0.125 28 CP 18.1 8.5

4. Conclusions

An ME dipole antenna with RHCP radiation for unidirectional radiation characteristics
is characterized and achieved for 5G mm-wave communication systems. The proposed
antenna comprises two pairs of rotational symmetric electric dipoles and two pairs of
metallic vias perpendicular to the ground plane, acting as a magnetic dipole. An L-shape
probe is used to excite the antenna. Owing to the shape of the electric dipoles together
with the complementary effect, it produces CP radiations. This antenna has impedance
bandwidth of 24.6 for |S11| < −10 dB and 3 dB AR bandwidth of 18.1%. The antenna has
achieved a peak gain of 8.5 dBic with a compact overall size of 0.83 λo × 0.83 λo × 0.125 λo.
The wide CP bandwidth, stable radiation characteristics, high efficiency, and low profile of
the proposed antenna makes it a suitable candidate for 5G smart devices and sensors.
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Abstract: A compact flexible multi-frequency antenna for smart portable and flexible devices is
presented. The antenna consists of a coplanar waveguide-fed slotted circular patch connected to
a rectangular secondary resonator (stub). A thin low-loss substrate is used for flexibility, and a
rectangular stub in the feedline is deployed to attain wide operational bandwidth. A rectangular
slot is etched in the middle of the circular patch, and a p-i-n diode is placed at its center. The
frequency reconfigurability is achieved through switching the diode that distributes the current by
changing the antenna’s electrical length. For the ON state, the antenna operates in the UWB region
for −10 dB impedance bandwidth from 2.76 to 8.21 GHz. For the OFF state of the diode, the antenna
operates at the ISM band (2.45/5.8 GHz), WLAN band (5.2 GHz), and lower X-band (8 GHz) with
a minimum gain of 2.49 dBi and a maximum gain of 5.8 dBi at the 8 GHz band. Moreover, the
antenna retains its performance in various bending conditions. The proposed antenna is suitable
for modern miniaturized wireless electronic devices such as wearables, health monitoring sensors,
mobile Internet devices, and laptops that operate at multiple frequency bands.

Keywords: compact antenna; frequency reconfigurable; multiband; conformal antenna

1. Introduction

The advancements in wireless technology and electromagnetic spectrum limitations
have led to the development of multi-standard and multi-application devices. Considering
this, an antenna with the characteristic of adaptability to various practical applications and
standards is necessary. Hence, due to the dynamic characteristics and capability to modify
properties such as polarization, radiation pattern, and frequency, along with system require-
ments, reconfigurable antennas have recently received a large amount of attention [1–8].
In particular, a frequency reconfigurable antenna is beneficial for various applications.
Frequency reconfigurability can be achieved by using electrical switches [9–11], varactor
diodes [12–15], p-i-n diodes [16–19], and radio-frequency micro-electromechanical systems
(RF-MEMS) [20–22]. The electric switching technique has the advantage of lower voltage
requirements, whereas RF-MEMS provide higher switching time. The p-i-n diodes have
been widely used as reconfigurable techniques due to characteristics such as compactness
and good switching time (1 to 100 microseconds) [23].
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Moreover, the increasing requirement of compact, conformal devices, and wearable
gadgets has drawn researchers’ attention towards flexible, low profile, and light-weight
antennas. Thus, in addition to reconfigurability, flexibility is also a significant character-
istic required by modern-day applications such as e-health monitoring, biosensing, and
e-utility [24]. Although frequency reconfigurable antennas have been investigated widely
in recent years, most of these designs have used rigid substrates. By comparison, few
antenna designs have been recently reported in the literature, in which reconfigurability
and flexibility have been integrated [25–29]. The antenna design proposed in [25] is an
inkjet-printed flexible, reconfigurable antenna with overall dimensions of 53 × 31 mm2. In
addition, a p-i-n diode is used for reconfigurability purposes. In another work [26], a recon-
figurable antenna is reported for wearable applications. For this antenna, reconfigurability
is realized using a p-i-n diode. In order to improve the performance of the antenna, an
artificial magnetic conductor (AMC) surface is assimilated with the antenna. The proposed
structure has an overall size of 83 × 89 mm2. Similarly, the work in [27] presented an
inkjet-printed conformal antenna with geometrical dimensions of 30 × 40 mm2, where
frequency reconfigurability is achieved by employing two diodes. Another reconfigurable
antenna is reported in [28] with a substrate size of 59.8 × 59.8 mm2. In addition to reconfig-
urability, the antenna is flexible, and a conductive fabric is used to design the antenna on
a polydimethylsiloxane (PDMS) substrate. Moreover, the antenna design demonstrated
in [29] is a conformal antenna, and frequency reconfigurability is obtained using two p-i-n
diodes. The geometrical size of the reported structure is 50 × 30 mm2. The works in [30,31]
proposed flexible antennas with frequency reconfigurability. The proposed system pre-
sented in [30] obtains reconfigurability by employing two p-i-n diodes, and the dimensions
of the substrate are 24 × 19 mm2 with a thickness of 1.53 mm. It can be observed that,
although the reported antennas discussed here are both flexible and reconfigurable, these
antennas have relatively larger dimensions, which restrict their usage in wearable and
compact devices. In addition, these antennas have a relatively low gain. Thus, it can
be deduced from the aforementioned discussion that a compact, high gain, flexible, and
reconfigurable frequency antenna having a practical demonstration using diodes is still a
challenge for researchers.

In order to overcome the limitations and discrepancies of the earlier reported antenna
designs, this work proposes a compact and flexible antenna design for the ISM, WLAN,
X-band, and UWB frequency bands. In addition, frequency reconfigurability is achieved by
incorporating a p-i-n diode. Hence, the three bands can be merged into a single wideband
(2.81–8.41 GHz) using this p-i-n diode. The omnidirectional radiation pattern and stable
performance over a wide range of frequencies make this antenna desirable for a variety of
applications.

2. Antenna Design Methodology

This section is divided into subsections for the ease of understanding.

2.1. Geometry of the Proposed Design

A circular planar radiator was chosen as the basis of the antenna design due to its
inherent wide bandwidth. A coplanar waveguide (CPW) feed technique is used to excite
a circular radiating patch that has a rectangular slot at its center. The circular patch has a
radius R = 11 mm. The resonant frequency (ƒ) and the corresponding radius of the patch
are estimated using [31]:

f =
1.8412 · c

4πRe f f
√

εe f f
(1)

where c is the free-space speed of light (3 × 108 m/s), and Re f f is the effective radius of the
patch whose value is estimated using:

Re f f = R

√
1 +

2H
πεe f f R

(
ln
(

πR
2H

)
+ 1.7726

)
(2)
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In (2), R is the physical radius of the patch, H is the thickness of the substrate and εeff
is the effective dielectric constant, which can be calculated by:

εe f f =
εr + 1

2
+

εr − 1
2

{(
1 + 12

H
Ax

)−0.5
+ 0.04

(
1 − H

Ax

)2
}

(3)

where εr and Ax are the dielectric constant and the width of the substrate, respectively.
The schematic of the proposed frequency reconfigurable antenna is shown in Figure 1.

A rectangular stub with dimensions Sx × Sy is also inserted between the patch and feedline.
The stub is employed to enhance the relatively narrow bandwidth of the circular patch.
A rectangular slot is etched on the circular radiator to add additional capacitive load and
allow the p-i-n diode to be inserted at the center of the slot to achieve frequency reconfigura-
bility. The rectangular slot and the p-i-n diode control the amount of current by electrically
connecting and disconnecting the upper part of the radiator with the lower part. With this
arrangement, the diode generates the multiband and UWB modes. A detailed discussion
on the working principle of the proposed antenna is presented in the subsequent sections.
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Via

SY SX
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Figure 1. Schematic of proposed frequency reconfigurable antenna: (a) top-view, (b) bottom-view,
and (c) side-view.

The antenna is printed on a thin (h = 0.254 mm) Rogers RT5880LZ substrate with
relative permittivity εr = 2.1 and loss tangent tanδ = 0.0024 [32] This substrate is made of
polytetrafluoroethylene (PTFE) composites and was chosen for its low-loss and flexible
nature. These attributes make it a desirable substrate for flexible antennas.

2.2. Simulation Setup

The commercial finite element method-based HFSS [33] was used to simulate the
proposed antenna. To avoid unwanted fabrication tolerance errors and effects from the
SMA connector on the antenna, a 3D model of the 50-Ω SMA connector was designed and
used to excite the proposed antenna in simulations. To model the real p-i-n diode switches,
the equivalent circuit model of the Infineon model 3 BAR-50C-SC79 [34] was incorporated
using lumped element parallel RLC boundary conditions. The equivalent circuit model
of the diode in ON and OFF states is shown in Figure 2. In the ON state, a 4.5 Ω resistor
is in series with a 0.15 nH inductor (Figure 2a). In the OFF state, a 0.15 nH inductor is in
series with the parallel combination of a 5 kΩ resistor and a 0.15 pF capacitor (Figure 2b).
Keeping in mind the practical issues related to measurements i.e., limiting the RF and
DC current flowing towards the diode, an RF choke comprising a 68 nH inductor and a
1-kΩ resistor were utilized, as shown in Figure 2c. In addition, to accommodate biasing
circuitry for the diode during measurements and eliminate any effect of the biasing circuitry
on the radiating patch, two small biasing pads were incorporated on the bottom side of
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the proposed antenna. The optimized design is shown in Figure 1 and has the following
dimensions: AY = 35 mm, Ax = 25 mm, H = 0.254 mm, Cx = 5 mm, Cy = 11 mm, Sx = 6 mm,
Sy = 9.5 mm, r = 11 mm, F = 1 mm, G3 = 1 mm, G1 = 1 mm, G2 = 2.3 mm.

Figure 2. Diode equivalent model: (a) ON-state, (b) OFF-state, and (c) biasing circuit.

2.3. UWB Antenna Design

The fundamental CPW fed circular patch antenna was designed using (1)–(3). The
resulting antenna resonates at 2.45 GHz with an impedance bandwidth of 2.25–2.72 GHz.
Figure 3 (blue curve) illustrates the reflection coefficient of the elementary circular radia-
tor. To broaden the narrowband operation, various techniques, including metamaterials,
complex geometrical structures such as DGS, and etching slots, have been adopted [24–27].
Here, a uniplanar rectangular secondary resonator (stub) is introduced between the circular
radiator and the feed. The stub acts as a high-frequency resonator and adds higher resonat-
ing frequencies to the circular radiator, resulting in a more wideband antenna. In other
words, the field distribution of the conventional monopole antenna is altered due to the
insertion of the rectangular stub, which supports multiple higher-order resonances instead
of having only the single matched resonance offered by the circular radiator. The added
bandwidth of the stub-loaded antenna results in a combined 5.8 GHz (2.4–3.8 GHz and
4.8–9.2 GHz) bandwidth, instead of only the 470 MHz (2.25 GHz–2.72 GHz) bandwidth
that was achieved by the circular monopole itself.

Figure 3. |S11| comparison among various steps included in the antenna design.
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Although a wideband antenna was achieved, a small portion of the bandwidth was
slightly mismatched. Capacitor loading is a well-known technique to enable lower res-
onances and improve impedance matching [35]. Instead of loading the antenna with a
physical capacitor, here, an electrical method was employed by etching a rectangular slot at
the center of the circular radiator. The slot thickness was optimized so that the mismatched
band could be matched by controlling the capacitance generated by the slot. The impedance
bandwidth of the antenna before and after the insertion of the slot is shown in Figure 3
(black curve). It is observed that the stub-loaded antenna with the slot exhibits an ultrawide
impedance bandwidth of 5.6 GHz, ranging from 2.81 GHz to 8.41 GHz.

2.4. Multiband Antenna Design

The designed UWB antenna was further utilized to develop a tri-band antenna. A
small path is provided for the current to flow from the lower to the upper part of the
radiator through a p-i-n diode in the ON state, as shown in Figure 3 (magenta curve). This
path alters the capacitance of the slot, and the antenna exhibits a tri-band resonance. The
first notch band was expected due to the disturbance in the capacitive load of the antenna.
It is observed from Figure 3 that the antenna with the stub has a notched band inside the
UWB region. The second notched band is due to the presence of two rectangular slots
formed as a result of setting the diode ON. These slots behave like a band stop filter and
thus cause higher band mitigation on the radiator. Moreover, a significantly lower current
is present around the stub, which results in the suppression of the 3.75 and 6.5 GHz bands,
as depicted in Figures 4b and 4d, respectively. The geometric modifications in the resultant
antenna exhibit three passbands having resonances at 2.45, 5.5, and 8 GHz, as shown in
Figure 3 (magenta curve).

 

Figure 4. Distribution of current density on the surface of antenna at (a) 3.75 GHz [diode-OFF],
(b) 3.75 GHz [diode-ON], (c) 6.5 GHz [diode-OFF], and (d) 6.5 GHz [diode-ON]. Comparison among
the various steps included in the antenna design.

2.5. Parametric Analysis

A parametric study was performed to analyze the effects of the different antenna
parameters on the antenna impedance. For better understanding, the diode OFF state
was parametrically analyzed. It was noticed that the length (Sy) and width (Sx) of the
rectangular patch deployed between the CPW and circular patch plays a key role in
matching the impedance at different frequencies by controlling the amount of current flow
on the antenna geometry. Figure 5a shows the effect of Sy on |S11|. An increase in the
length of Sy from the optimized value of 9.5 mm results in better matching while disturbing
the operational bandwidth. Conversely, a decrease in Sy results in comparatively better
bandwidth. However, the reflection coefficient increases significantly.
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Figure 5. |S11| analysis for different (a) length of rectangular patch Sy, (b) width of rectangular
patch Sx, and (c) width of slot G3.

Similarly, Figure 5b shows that a reduction in the length of Sx from the optimized
value of 6 mm results in better matching (|S11| < −10 dB) at higher frequencies. Contrarily,
by decreasing the width of the slot G3 from the optimized 1 mm, the reflection coefficient
increases at lower frequencies, whereas an increase in G3 results in a mismatch at higher
frequencies (Figure 5c). Considering these parameters, the optimized values were chosen
to achieve the maximum bandwidth by considering |S11| < −10 dB.

3. Results and Discussion

The simulation results and its comparison with measured results are presented in this
discussion.

3.1. Measurement Setup

To validate the working principle of the antenna, the antenna shown in Figure 1 was
fabricated, and a photograph of the fabricated prototype is shown in Figure 6. Standard
chemical etching was used for the fabrication and the scattering (S) parameters of the
antenna were measured using a calibrated HP 8720D Vector Network Analyzer (VNA). To
practically verify the reconfigurable operation, an Infineon (#BAR-50C SC79) p-i-n diode
was soldered to the top side of the antenna, as depicted in Figure 6a. The biasing circuit
was defined on the backside of the antenna (see Figure 6b) to prevent degradation of the
radiation characteristics of the antenna. Two conducting vias were drilled in the radiating
patches to provide bias voltages for the diode operation. A battery of 3 V was connected for
the flow of current through the resistor and inductor, to turn on the diode, named ON-state.
When the battery was disconnected, no current flowed through the diode and it behaved
like an open circuit, referred to as its OFF-state.

Figure 6. Fabricated prototype: (a) top-view and (b) bottom view.
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3.2. Scattering Parameters

In Figure 7, the measured and simulated S-parameters are compared. When the
diode is OFF, the antenna exhibits matching less than −10 dB over the 5.34 GHz band
ranging from 2.76 to 8.1 GHz, compared with the simulated 5.6 GHz from 2.81 to 8.41 GHz.
When the diode is switched ON, the antenna resonates at three frequencies: 2.47, 5.25,
and 8.1 GHz, having an impedance bandwidth of 920 MHz (2.12–3.2 GHz), 2170 MHz
(3.95–6.12 GHz), and 1200 MHz (7.71–8.83 GHz), respectively, as depicted in Figure 7b.
The respective simulated values show resonances at 2.45, 5.2, and 8 GHz and with similar
respective bandwidths.

Figure 7. Simulated and measured |S11|: (a) diode ON and (b) diode OFF.

3.3. Conformability Analysis

Flexibility and conformability are key requirements of flexible devices and a key ad-
vantage of the proposed antenna. Ideally, the antenna radiation should remain unchanged
under both flat and flexed conditions. The conformability analysis was performed by
bending the antenna on a cylindrical foam along the x- and y-axis, as depicted in Figure 8.
The radius of the foam cylinder was chosen to be 20 mm as a realistic arm radius. With
the diode in the OFF state, the antenna exhibits wide operational bandwidth and good
agreement between simulations and measurements under both bending scenarios.

Figure 8. Antenna under conformal condition: (a) bending along the x-axis and (b) bending along
the y-axis.

Similarly, Figure 9b illustrates that with the diode ON, the antenna exhibits a tri-band
mode with almost identical |S11|. With the overall flat and flexed conditions having
practically similar performance, the application of this antenna for both rigid and flexi-
ble/wearable devices was validated.
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Figure 9. Conformability analysis of the proposed antenna: (a) diode ON, (b) diode OFF.

3.4. Far-Field Analysis

To observe the far-field radiation, the antenna was measured in a calibrated anechoic
chamber as shown in Figure 10. The fabricated prototype was placed on a turntable in
front of a broadband double-ridged horn at a far-field distance. Figure 11 shows the
measured radiation patterns of the antenna for p-i-n diode ON and OFF at both E- and
H-planes. The antenna has near-omnidirectional patterns at 2.45, 5.2, and 8 GHz in the
principal H-plane, whereas for the E-plane, a tilted bi-directional pattern is observed, which
is more prominent at higher frequencies (Figure 11a–c). A similar omni-directional H-
plane pattern is observed for the ON state with a slightly tilted bi-directional E-plane at
the selected frequencies of 3.2 and 5.8 GHz (Figure 12a,b). Overall, excellent agreement
between measurements and simulations is observed at all frequencies for the diode’s ON
and OFF states.

 

Figure 10. Far-field radiation pattern measurement setup.

E HE H

Figure 11. Radiation patterns of the proposed antenna for multiband mode: (a) 2.45 GHz, (b) 5.2 GHz,
and (c) 8 GHz.
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E

H

E

H

Figure 12. The proposed antenna’s radiation patterns for UWB mode: (a) 3.2 GHz and (b) 5.8 GHz.

Figure 13a compares the simulated and measured gain in the ON and OFF states. The
antenna exhibits a minimum gain of 2.49 dBi at 2.45 GHz and a maximum gain of 5.8 dBi at
8 GHz for the passband. Moreover, the gain decreases by up to −3 dBi in the band stop
regions, which suffices to reject potential undesired interference in the ON state. Similarly,
the simulated efficiency of the antenna has a minimum value of 80% in the operational
band, whereas in the band stop region it decreases by up to 22%, as shown in Figure 13b.
Thus, the antenna efficiently operates in the UWB and tri-band modes, depending upon
the user requirements, by simply switching a single p-i-n diode.

 

Figure 13. (a) Gain and (b) radiation efficiency of the proposed antenna.

3.5. Performance Comparision

The presented work was compared with the state-of-the-art works reported in liter-
ature, as summarized in Table 1. It can be observed that few works [17,18,27] are recon-
figurable with good impedance bandwidth and significant gain; however, these designs
have been employed on rigid substrates, which limit their effectiveness for various wireless
communication applications. Other works presented in [25,26,28–30], demonstrate the ad-
vantages of reconfigurability and flexibility; however, these antenna structures either have
larger dimensions or exhibit narrow bandwidth and low gain as compared to the proposed
antenna. It is worth noting that this design uses only a single diode to achieve multiple re-
configurable bands. This comparative analysis verifies the usefulness and suitability of the
proposed reconfigurable antenna for various modern-day wireless communication systems.
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Table 1. Performance comparison of the proposed antenna with other frequency reconfigurable
antennas.

References
Antenna Size

(mm2)
Operating Modes

No. of
Diodes

Flexibility
Reconfigurable

Frequency Range (GHz)
Peak Gain

(dBi)

[17] 34.9 × 31 UWB and UWB with
dual or tri narrow bands 4 No 2.13–10.5 5.2

[18] 88 × 83 UWB and tri-band 4 No 2–6 3.07

[25] 31 × 59 Single and dual band 1 Yes 2.27–3.77 1

[26] 89 × 83 Single and dual band 1 Yes 2.2–3.9 6.4

[27] 40 × 45 Single and dual band 2 No 1.5–4 2

[28] 51.8 × 59 Single band 2 Yes 2.36–3.9 3.6

[29] 50 × 33 Single and dual band 2 Yes 2.18–3.8 3.2

[30] 24 × 19 Single, dual and tri-band 2 Yes 2.3–5.75 3.73

This Work 35 × 25 UWB and tri-band 1 Yes 2.12–8.91 5.8

4. Conclusions

A compact and flexible CPW-fed antenna that consists of a circular patch connected to
a rectangular stub is demonstrated here to operate at three different frequencies, or in the
UWB region on demand, using frequency reconfigurability enabled by the use of only one
p-i-n diode. The proposed antenna has the combined advantages of compact size, flexibility,
and frequency reconfigurability with stable frequency and radiation pattern responses
under planar and flexed conditions. The antenna operates in the ISM band at 2.45/5.8 GHz,
the WLAN band at 5.2 GHz, and the lower X-band at 8 GHz with 2.49, 3.3, and 5.8 dBi
gain, respectively. When the upper and lower parts of the circular patch are connected
with a p-i-n diode, the three frequencies merge into a single wideband ranging from 2.76 to
8.41 GHz. The compactness, simple structure, and flexibility were studied by comparing
the proposed antenna with current state-of-the-art designs. The stable performance of
the proposed antenna in bending and flat conditions makes it an excellent candidate for
compact wireless electronic devices simultaneously operating at different frequencies in
the ISM, WLAN, and UWB bands such as mobile Internet devices, laptops, smartphones,
health monitoring biosensors, and wearable electronics.
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Abstract: A filtering slot antenna with a simple structure combination using characteristic mode
analysis (CMA) is proposed. To realize filtering characteristics, characteristic magnetic currents of
line and ring slots are analyzed and designed. Then, the folding-line slot and double-ring slot are
selected to realize radiation null separately and combined to construct the basic slot antenna. By
properly exciting the selected characteristic modes, a wide filtering bandwidth and a stable gain are
obtained. To validate the design process, a prototype antenna with a finite ground plane of about
1.1 λ × 1.1 λ is designed and fabricated. Simulated and measured results agree well, which both
show a sharping roll rate in the lower and higher frequency and a flat gain realization in the pass
band. The filtering bandwidth is 32.7%, the out-of-band suppression level at the higher frequency is
over 20 dB, and the gain in the working frequency varies from 3.9 to 5.2 dB.

Keywords: filtering antenna; stable gain; characteristic mode analysis; radiation nulls; magnetic current

1. Introduction

With the rapid development of wireless communication technology, compact size, high
integration, and multiple functions are highly demanded in electronic systems including
various RF circuits and components. Therefore, due to the advantages of selectivity, out-
of-band suppression, antennas with filtering response and compact size attract lots of
attention [1–15]. It is common to design filters and antennas separately and cascade them
with good impedance matching to achieve filtering characteristics, which inevitably brings
insertion loss and introduces extra sizes. Therefore, new co-design methods for filter and
antenna integration are proposed. One typical approach for filtering antenna realization is
to replace the filter’s last stage resonator with the antenna radiator [6–8]. Antennas using
this method usually need multiple filter resonators and specific antenna radiator selection,
which would introduce extra area and insertion loss. Another approach is to introduce
specific element units to realize radiation nulls in the far zone. These units include stacked
patch and multiple shorting pins [9], metasurfaces, and parasitic elements [10–12]. As this
design introduces additional units as well, the whole profile is still high and the design
methods are relatively complex.

Nowadays, due to its direct insight into the antenna radiation principle, CMA becomes
popular [16–22]. It has been found that simple structures without complex combinations
can be used to achieve wide bandwidth and other outstanding characteristics [16–19].
Therefore, with a special design, it is possible to obtain a wideband filtering antenna
if the characteristic current of the antenna can cancel each other. However, after our
further survey, we find that there are few published reports on filtering antenna realization
using CMA.

In this paper, a simple-structured combined-slot antenna with filtering response is
proposed and analyzed using CMA. The antenna employs two simple slot structures
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including a deformed folding-line slot and a double-ring slot. The deformed folding-line
slot is designed from the basic line slot, and the double-ring slot is designed from the
single-ring. Using CMA, specific characteristic modes and characteristic magnetic currents
are selected to generate radiation nulls. Then, the filtering characteristic is achieved by
merging the radiation nulls with a properly designed feeding structure. To demonstrate
the design process, a prototype of the antenna is fabricated and measured. Simulated and
measured results both indicate that the proposed slot-combined antenna obtains a wide
filtering bandwidth and a flat realized gain with sharping roll rate.

This paper is organized as follows. In Section 2, the antenna design stages are given,
and two simple slot structures including the folding-line slot and the double-ring slot are
analyzed separately using CMA. Then, the filtering antenna with a combination of the
above two slots is proposed and its CMs are analyzed to explain the filtering achievement.
In Section 3, a prototype antenna is fabricated and measured to verify the total analysis
and the design process. Section 4 gives the conclusion of this paper.

2. Antenna Design

2.1. Antenna Design Stages

It has been proven that combined CMs can be introduced by a probe-fed slot antenna,
and the characteristic magnetic currents with proper excitation on the slot antenna can be
used to broaden the antenna’s bandwidth with additional stubs [19]. Inspired by the fact
that radiation nulls can be generated if electric or magnetic currents on the antenna flow in
opposite directions, we consider that slot antennas using CMA can be easily used to bring
radiation nulls in specific frequencies. Furthermore, filtering response can be achieved
when two radiation nulls are realized separately. Figure 1 shows the filtering antenna
design stages. Firstly, two simple structures including a sing-ring slot and line slot are
selected. Based on the basic slot structures in Ant.1, Ant.2 can be created to realize radiation
nulls using CMA. Then, a double-ring slot and folding-line slot are combined (Ant.3) to
achieve filtering characteristics. To improve the impedance matching, Ant.4 (the proposed
design) is designed based on Ant.3 by introducing a pair of additional arc-shaped slots
inside the inner ring, which are used for impedance matching.

Figure 1. Antenna design stages. (a) antenna 1, (b) antenna 2, (c) antenna 3, (d) antenna 4.

In the following section, a detailed analysis is given using CMA, including a folding-
line slot antenna, double-ring slot antenna, and combined-slot antenna. All the simulations
performed below were carried out with CADFEKO Suite 7.0. All the cases discussed below
are presented on the FR4 substrate, its permittivity εr is 4.4 and its height is 0.5 mm. For
simulation simplicity, the folding-line slot and double-ring slot are fed by a metal probe,
whose both ends are connected with the metal ground. In addition, infinite ground planes
were used, and planar Green’s function aperture was adopted to simulate the slot [23]. The
radius of the feeding probe for simulation is 0.2 mm. The white part refers to the slot, the
gray part refers to the metal ground, and the red line refers to the feeding probe.
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2.2. Folding-Line Slot

It is well known that a line slot antenna has a 1/2-wave characteristic mode (CM),
1-wave CM, and 3/2-wave CM at least. Figure 2a illustrates the CMs distribution. It can
be observed that the 1/2-wave CM has characteristic magnetic currents flowing in one
direction, which is easy to be excited with probe feeding in the middle of the line [19]. For
achieving radiation null using this CM, one intuitive idea is to bend two ends of the slot to
change the total flowing direction of characteristic magnetic currents.

Figure 2. Geometry of the different line-slot antenna. (a) line slot antenna, (b) folding-line slot antenna.

Figure 2b shows the ends-folding-line slot antenna. Generally, the length-to-width
ratio of the slot should be large enough to be regarded as a thin and linear slot antenna. We
chose the line slot length L0 = 80 mm, the bended part L1 = L2 = 32 mm, the length of the
joint slot L3 = 7 mm, and the width W = 3 mm.

Figure 3 shows the modal significance (MS) curves of the folding-line slot antenna,
and three dominant CMs including CM1, CM3, and CM4 can be found. The magnitude of
CM2’s MS is too low to radiate.

Figure 3. Modal significances of the folding-line slot antenna.

Figure 4 illustrates the characteristic magnetic currents of the above three dominant
CMs (CM1, CM3, and CM4) on the folding-line slot antenna. Jn represents the modal
magnetic current of mode n in the slot, and the modal currents are shown at the resonant
frequencies. It can be seen that CM1, CM3, and CM4 are similar to the 1/2-wave CM,
3/2-wave CM, and 2-wave CM on the line-slot antenna. J1 and J4 flow in opposite directions
at two ends of the slot, and the total currents cancel each other, which may be used in
radiation null achievement.

Figure 4. Characteristic magnetic currents of the folding-slot antenna.
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As a narrow line slot structure can be seen as a magnetic dipole, its bandwidth is
limited. CM1 and CM4 cannot be excited to radiate simultaneously within their working
band. Due to the simplicity of J1’s distribution, CM1 can be chosen to achieve radiation null.
It is indicated that filtering response on one side of frequency can be realized by adjusting
the line slot length and the bent slot length. Together with other filtering structures, the
antenna’s filtering characteristics can be realized.

2.3. Double-Ring Slot

Figure 5a shows the geometry of a typical single-ring slot antenna and its main CMs’
magnetic currents at resonant frequencies. It can be observed that a single-ring slot antenna
is hard to generate radiation nulls in the lower frequency, as the corresponding characteristic
magnetic currents in the lower frequency flow towards one direction. In addition, it is hard
to excite high-order CM as the characteristic magnetic currents are complex. For achieving
filtering characteristics, one intuitive idea is to insert one ring-slot into another to form an
opposite current flow.

Figure 5. Sing-ring/double-ring slot antenna with R0 = 32.3 mm, W = 3 mm, R1 = 28.3 mm, G = 1 mm,
and corresponding characteristic magnetic current distribution of two typical CMs.

Figure 5b shows the double-ring slot antenna. It consists of two ring slots with a fixed
gap G. The radii of the outer and inner ring slots are R0 and R1 respectively, and the width
of the slot is W. As the inner ring slot is not easily fed, the feeding probe is placed across the
outer ring. It can be observed that the characteristic magnetic current distribution of the
double-ring slot changes a lot compared with the single-ring slot. The total eigencurrents
of CM2 flow in one direction, and it is not in the aimed mode.

CM1’s characteristic magnetic currents in the inner and outer ring slots flow in opposite
directions. Besides, J1 is mainly distributed in the inner ring. With the probe feeding across
the outer ring, magnetic currents in the outer ring can be improved. Together with the
excited CM1, magnetic currents in the inner and outer ring slot can be canceled, and
radiation null can be realized. Therefore, the double-ring slot can be used with other
structures to form a better filtering antenna due to the simplicity of the geometry.
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2.4. Working Principles of the Proposed Antenna

To achieve a good filtering response, the above structures are combined together.
The geometry of the proposed antenna is given in Figure 6. The antenna is printed on
an FR4 substrate, its permittivity εr is 4.4, and its height h is 0.5 mm. It has a dimension
of 100 mm × 100 mm. The yellow, green, and black parts refer to the metal ground, FR4
substrate, and the stepped metal microstrip line used for 50 Ω excitation lying on the back
side of the substrate. The end of the feeding-line is connected with the ground plane via a
metal shorting pin, which is shown in red color. The proposed feeding structure with the
shorting pin is similar to the above probe-fed structure [18], which is easier to be fabricated
and ensures the whole slot structure's excitation.

Figure 6. Proposed filtering antenna. R0 = 21.8 mm, R1 = 17.5 mm, W1 = 3 mm, W2 = 2 mm,
Wstub = 1.8 mm, W3 = 6 mm, Gstub = 1 mm, G = 1 mm, W4 = 3 mm, θ1 = 52◦, θ2 = 10◦, θ3 = 60◦,
h = 0.5 mm, Lf = 24 mm, Lf1 = 8.2 mm, Wf = 0.92 mm, Wf1 = 0.5 mm, h = 0.5 mm.

Figures 7 and 8 show the modal significances of the first five CMs and the corre-
sponding magnetic eigencurrents. CM3’s MS is too low to be radiated. CM1 and CM4 are
distributed at both ends of the frequency band, the resonant frequency difference is beyond
2 GHz, and they are hard to be excited at the same time. Figure 7 also depicts the modal
weight coefficient (MWC) curves of the first five CMs. It can be seen that CM2 and CM5 are
mainly excited within the aimed frequency range. Although other CMs such as CM3 are
excited, their magnitude of MS is too low to be radiated. Therefore, only CM2 and CM5
should be considered.

Figure 7. Modal significances and modal weighting coefficients for the first five modes of the
proposed antenna. (a) modal significances, (b) modal weighting coefficients.
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Figure 8. Magnetic eigencurrents of CMs.

It can be seen that magnetic eigencurrents of CM2 and CM5 are mainly distributed in
the inner-ring and outer-ring slots separately. CM2 is similar to the corresponding CM1 of
the double-ring slot. CM5 is a new CM introduced after slots combination compared with
the double-ring slot and is similar to the superposition of corresponding CMs of the above
slots. The resonant frequency spacing between CM2 and CM5 is nearly 500 MHz. With
the proposed feeding structure, CM2 and CM5 are mainly excited, and wide bandwidth
can be achieved. Meanwhile, as magnetic currents in the outer ring and slot stubs are
excited and enhanced, a radiation null in the lower frequency can be achieved for CM2, just
like CM1’s behavior in the double-ring slot. As shown in Figure 8, for CM5 in the upper
frequency, magnetic current distribution in the outer-ring and slot stubs changes, and the
eigencurrents are mainly distributed in the slot stubs. Similar to CM1’s behavior in the
folding-line slot, it brings another radiation null. Therefore, we can adjust the frequency
band utilizing CM2 and CM5 by changing the proper elements of the proposed antenna.

Besides, characteristic magnetic currents of excited CM2 and CM5 flow in one direction,
which ensures the antenna has a good linear polarization.

Figure 9 shows the magnetic current distribution at the first depression frequency in
the lower and upper bands. It can be easily seen that the filtering response in the lower and
upper bands is predominantly realized by the excited magnetic currents in the double-ring
and folding-line slot separately. This agrees with the former analysis. Figure 10 gives the
simulated S11 and realized gain. It can be seen that the realized gain has a sharp rolling
rate at the upper and lower frequencies, which shows a high out-of-band suppression
characteristic and a good filtering response within the 10 dB impedance bandwidth.

Figure 9. Simulated magnetic current distribution of the proposed antenna at different frequencies.
(a) 2.08 GHz (b) 3.23 GHz.

178



Sensors 2022, 22, 2780

Figure 10. Simulated results for different parameter θ2, (a) realized gain, (b) S11.

To further illustrate the proposed antenna’s mechanism, we choose θ2 and W4 for
parameter sweep analysis. Figure 10 shows that the high out-of-band suppression at the
higher frequency varies with θ2. This is because that θ2 is associated with the total length
of the folding-line slot. As θ2 increases, the total length of the folding-line slot decreases,
and the corresponding resonant frequency increases.

Figure 11 depicts the filtering bandwidth that varies with W4 around lower frequencies.
W4 is the width of the inner arc-shaped slot stub. As characteristic magnetic currents of
CM2 and CM5 around the inner arc-shaped slots are rare, W4 can be chosen to adjust the
impedance bandwidth, and the corresponding filtering frequency varies.

Figure 11. Simulated results for different parameter W4, (a) realized gain, (b) S11.

3. Results and Discussion

According to the analysis results mentioned above, the designed antenna was proto-
typed and measured.

Figure 12 gives the comparison between the simulated and measured results of S11
and realized gain. It can be seen that the measured bandwidth ranges from 2.32 GHz
to 3.13 GHz, and the simulated and measured results agree well. The gain ranges from
3.9 dB to 5.2 dB, and the average suppression around the upper frequencies is above 20 dB,
which demonstrates the filtering characteristic. The measured S11 and gain shift a little left
around 3.2 GHz. The difference is mainly caused by manufacturing errors and welding
deviation. Figure 13 gives the radiation patterns of the measured and simulated results in
different frequencies. It shows that the proposed antenna has a good broadside radiation
characteristic and a stable radiation pattern across the whole working bandwidth. The
cross-polarization suppression levels at different planes are mostly lower than 20 dB, but
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a little higher at the upper frequencies, which is caused by the imperfect measurement
environment and the connected SMA.

Figure 12. Comparisons of the simulated/measured S11 and realized gain, prototype of the antenna.

Figure 13. Simulated/measured radiation patterns of the proposed antenna, (a) xoz plane@2.5 GHz
(b) yoz plane@2.5 GHz (c) xoz plane@3 GHz (d) yoz plane@3 GHz.

Comprehensive comparisons with reported filtering antennas of different types are
given in Table 1. In [1,10], complex structures including stacked patches with specific
shorting pins and metasurface design are utilized. In [2], a conventional patch antenna with
designed etched slots is used to achieve filtering response, but the bandwidth is limited.
Due to its 2-order filter design, the filtering antenna in [6] shows a good stable gain, but
a limited bandwidth and complex structure. It can be seen that the proposed filtering
antenna using CMA has advantages of low profile, simple structure, wide bandwidth, and
stable gain.
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Table 1. Comparisons of filtering antennas.

Reference Configuration
Size
(λ0

3)
BW

Gain
(dBi)

[1] Stacked slot patch with
shoring pins 1.13 ∗ 0.42 ∗ 0.06 23.5% 4.7~7.5

[2] Single patch with
etched slots 0.7 ∗ 0.59 ∗ 0.03 7.1% 4.6~6.6

[6] Single slot patch with
n-order filter 0.25 ∗ 0.3 ∗ 0.02 18.9% 0.7~2.3

[10] Metasurface with
designed slots 0.77 ∗ 0.77 ∗ 0.04 17.6% 7~9

Prop. Single combined
slot patch 1.1 ∗ 1.1 ∗ 0.01 30.6% 3.9~5.2

4. Conclusions

In this paper, a combined-slot antenna with filtering characteristics and stable gain
using CMA is proposed. With CMA, double-ring slot and folding-line slot are analyzed
to achieve radiation nulls at different frequencies. By combining the above slot structures,
two radiation nulls can be realized. Further, two CMs with proper excitation are selected to
obtain wide bandwidth. A fabricated prototype achieves a wide bandwidth of 32.7%, and
a stable gain of 3.9~5.2 dB, which demonstrates the design process. Compared with other
filtering design antennas, the proposed one exhibits the advantage of wide bandwidth,
low profile, and simple structure, which shows the potential to be used in high-integrated
microwave systems.
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Abstract: In this paper, a novel low-profile magnetoelectric (ME) dipole antenna with wideband is
presented. The conventional vertical fixing structure is bended four times from the center to the
sides. The Γ-shaped feeding structure is bended two times to lower the height of the antenna step
by step. The effect of three kinds of vertical wall is discussed to show their influence on boresight
gain. Through comparison, only one vertical wall is erected on the left side of the ground to decrease
the boresight gain drop at 2.2 GHz. Both simulation and analysis are made to sufficiently explain
the working principle. At last, the proposed ME dipole antenna has only 0.095λ0 (λ0 is the center
operating wavelength in free space) in height, and the wideband property is still maintained. By
simulation, the relative bandwidth for VSWR < 2.0 is 47.9% (from 1.35 to 2.2 GHz). The boresight gain
ranges from 8.1 to 9.6 dBi in the operating band. The measured relative bandwidth for VSWR < 2.0 is
50.3% (from 1.34 to 2.24 GHz), and the boresight gain ranges from 7.38 to 8.73 dBi. The gain drop on
boresight is less than 1.4 dBi. Radiation patterns show a unidirectional characteristic in the whole
operating band. Additionally, the cross-polarization level is less than −25 dB on boresight. The
simulating and measuring results agree well with each other. Therefore, the proposed antenna is
suitable for applications of limited height and wideband.

Keywords: low profile; wideband; ME dipole; multiple bending; unidirectional

1. Introduction

To meet the increasing requirement of wireless communication systems, wideband
equipment is widely designed and produced by suppliers. Traditional narrow band
antennas are no longer suitable for current wideband and ultra-wideband (UWB) wireless
applications [1]. Conventionally, two methods are adopted to satisfied the wideband
communication: the first one is to use multiple narrow band antennas that worked at
a continuous frequency band to realize a wideband operation. The second one is to
design a wideband antenna to cover the whole operating band. For the first method, the
multiple antennas will occupy much installation space, and lots of cables will be needed to
connect to the input port of each antenna element. This inevitably increases the complexity
of the whole system. Therefore, to adopt a wideband antenna to realize the wideband
communication is feasible and rational.

To save the installation space and decrease the wind drag, a low-profile antenna is
widely adopted in lot of scenarios, such as the surface of aircraft, vessel, building, and so
on. Up until now, lots of low-profile antennas were designed in the literature. In [2], an
ultralow-profile patch antenna was designed with only 0.01λ0 in height by using the slot-
loading technique. In [3–5], three kinds of metamaterial loaded methods were adopted to
realize a low profile. In [6], a filter antenna has a profile of 0.026λ0 but with single-frequency
point operation. Recently, a multimode technique was taken to broaden the bandwidth
of a low-profile antenna. In [7], with a profile of 0.07λ0, three modes (TM10, TM12, and
antiphase TM22) were excited simultaneously to realize a relative bandwidth of 26.2% for

Electronics 2022, 11, 1156. https://doi.org/10.3390/electronics11071156 https://www.mdpi.com/journal/electronics183



Electronics 2022, 11, 1156

S11 < −15 dB. In [8], based on multiple mode partial aperture, a microstrip antenna is able
to work at the bandwidth of 57.3% with a profile of 0.044λ0.

In recent years, the ME dipole antenna, which was first proposed by Alvin Chlavin [9]
and developed by Luk [10], has attracted lots of research. This kind of antenna has the
advantages of wideband, stable unidirectional radiation, low front–back ratio, and equal E
and H planes [11–14]. To reduce the profile of the ME dipole, many methods were proposed
in the literature [15–19]. In [15], the author utilized an obtuse triangular structure to reduce
the antenna thickness to 0.097λ0, and an impedance bandwidth of 28.2% was achieved.
In [16], by using a pair of vertically oriented folded shorted patches, the antenna height is
reduced from 0.25λ0 to 0.116λ0. In [19], the magnetic dipole mode of ME dipole antenna
was formed by the slot-aperture between patches. Therefore, the height of the antenna can
be as low as 0.11λ0, and the impedance bandwidth is 27.6% for S11 < −15 dB.

In this paper, a novel wideband low-profile ME dipole antenna is presented. To
decrease the height of the traditional ME dipole, a multi-bending technique is introduced.
Both the fixing structure and Γ-shaped feeding structure are bended to lower the profile
step by step. Additionally, the effect of three kinds of vertical wall is discussed, and only
one vertical wall is erected on the left side of the ground to avoid the gain drop on boresight
at last. Finally, the total height of the proposed ME dipole antenna is only 0.095λ0, and the
measured relative bandwidth is up to 50.3%.

2. Technique and Geometry

2.1. Low-Profile Technique

Ahead of this design, four kinds of ME dipole antennas are depicted in Figure 1 to
show the current low-profile technique [15]. Antenna 1 is the traditional ME dipole with a
profile of 0.25λ0. For antenna 2, the vertical fixing structure is bended and the height can
be lowered to 0.2λ0. For antenna 3, an obtuse-triangular structure is introduced to lower
the antenna height to 0.16λ0. For antenna 4, the feeding line is moved to the outside of the
fixing structure, and the final height is 0.116λ0.

Figure 1. A depiction of the current low-profile techniques for an ME dipole antenna. (a) antenna 1;
(b) antenna 2; (c) antenna 3; (d) antenna 4.

2.2. Evolution of the Proposed Antenna

To demonstrate the current low-profile technique, an evolution of the proposed ME
dipole is depicted in Figure 2. Here, five evolution processes (type 1, type 2, type 3, type
4, and type 5, respectively) are depicted. Type 1 is the normal ME dipole designed by
Luk [10]. By bending the vertical portion of type 1, type 2 is obtained on the right-top in
Figure 2. Furtherly, type 3 and type 4 are formed by an oblique extension and a meandering
process for the bending portion of type 2, as shown on the left-center and right-center in
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Figure 2, respectively. Finally, the proposed antenna (type 5) is obtained through bending
the Γ-shaped feeding structure of type 4 to the right side.

Figure 2. The evolution of the proposed low-profile ME dipole.

2.3. Realization of the Proposed Low-Profile ME Dipole

In this part, the structure of the proposed low-profile ME dipole is presented. The
front view and top view are demonstrated in Figure 3a,b. As shown in Figure 3a, the
proposed ME dipole takes the multi-bending technique as presented in Figure 2. On the
one hand, the fixing structure (in blue) is bended from the center to the side four times
and erected on the ground. On the other hand, the traditional Γ-shaped feeding line is
bended two times to guarantee a good impedance matching to a 50 ohm coaxial line at a
low-frequency band. The feeding line passes through the bended fixing structure on the
right side by a rectangular slot, as depicted in Figure 3c. The detail of the feeding line is
shown in Figure 3d. Finally, a vertical wall with height H is erected on the left side of the
ground. The optimized sizes of the structure are listed in Table 1.

Figure 3. Cont.
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Figure 3. The structure of the proposed low-profile ME dipole. (a) Front view, (b) top view, (c) bended
fixing structure, (d) feeding line.

Table 1. Parameter size of the low-profile ME dipole antenna (unit: mm).

L0 L1 L2 L3 L4 L5 L6 W0 W1 W2

162
(0.97λ0)

52
(0.31λ0)

12
(0.07λ0)

20
(0.12λ0)

7
(0.04λ0)

23
(0.14λ0)

7
(0.04λ0)

140
(0.84λ0)

91
(0.54λ0)

32
(0.19λ0)

W3 W4 W5 T t t_0 H H0 H1 H2

22
(0.13λ0)

4
(0.02λ0)

10
(0.06λ0)

4
(0.02λ0)

6
(0.04λ0)

2
(0.01λ0)

16
(0.095λ0)

16
(0.095λ0)

13
(0.08λ0)

3
(0.018λ0)

a b Delta

20
(0.12λ0)

12
(0.07λ0)

3
(0.018λ0)

In this design, the electric dipole and the magnetic dipole is realized by the top hori-
zontal sheet and the space between the bended fixing structure and the ground, respectively.
The schematic diagram is demonstrated in Figure 4. The red arrow denotes an electric
dipole and the blue arrow denotes a magnetic dipole. The combination of the electric dipole
and magnetic dipole forms an ME dipole antenna.

Figure 4. The schematic diagram of electric dipole and magnetic dipole.
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3. Simulation, Comparison, and Analysis

3.1. VSWR for Different Evolutions

To show the low-profile property of the proposed ME dipole antenna, three types of
evolution antennas (ANT 1, ANT 2, and ANT 3) are simulated and compared in this part
and are shown in Figure 5. For the sake of fairness, all the antennas have the same height
(H0 = 16 mm) and are well optimized. As shown in Figure 5a, these antennas from top
to bottom correspond to type 2, type 4, and type 5 in Figure 2, respectively. The fixing
structure for ANT 1 is only bended one time. The fixing structure for ANT 2 is bended
four times. Both the fixing structure and Γ-shaped feeding line are bended for ANT 3.
The optimized VSWR for the above three antennas are depicted in Figure 5b and marked
by blue, black, and red, respectively. For ANT 1, the impedance bandwidth ranges from
2.25 to 3.3 GHz for VSWR < 2. For ANT 2, the impedance bandwidth ranges from 2.05
to 2.95 GHz. However, the optimized impedance bandwidth (VSWR < 2) ranges from
1.35 to 2.2 GHz for ANT 3. Furthermore, the impedance of above three antennas is also
plotted in Figure 5c for comparison. Obviously, ANT 1 has a small resistance in the band of
1.35–2.2 GHz. ANT 2 has a small resistance in the band of 1.35–1.8 GHz and has a large
resistance and reactance around 1.9 GHz. This leads to ANT 1 and ANT 2 being hard
to match a pure 50 Ohm resistance at the input port. Meanwhile, ANT 3 increases the
resistance and moderates the reactance by bending the feeding structure. It is seen that
the resistance and reactance of ANT 3 is around 50 Ohm and 0 Ohm, respectively, in the
band from 1.35 to 2.2 GHz. Therefore, ANT 3 can operate at a lower band and also keep the
wideband characteristic when compared with ANT 1 and ANT 2 after the evolution.

Figure 5. Cont.
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Figure 5. (a) The structure of ANT 1, ANT 2, and ANT3; (b) VSWR of ANT 1, ANT 2, and ANT3;
(c) impedance of ANT 1, ANT 2, and ANT 3.

3.2. Effect of Different Grounds

The antennas with three types of ground are discussed in this section. The first type
is the one with two symmetric vertical walls, as shown in Figure 6a. The second type
is shown in Figure 6b. This antenna has a flat ground. The third one is our proposed
antenna, which has only one vertical wall on the left side of the flat ground, as shown in
Figure 6c. The above three types of antennas are named antenna 1, antenna 2, and antenna
3, respectively. The simulated VSWR and boresight gain of them are depicted in Figure 6d
for comparison, simultaneously. Obviously, the impedance bandwidth (VSWR < 2) of
antenna 1 and antenna 2 ranges from 1.35 to 2.25 GHz (50%) and from 1.75 to 2.2 GHz
(22%), respectively. The boresight gain ranges from 6.6 to 9.7 dBi and from 9.04 to 9.6 dBi,
respectively. From the red curve in Figure 6d, it is seen that a significant drop on boresight
gain happens at 2.2 GHz for antenna 1. The frequency is at the upper side of the operating
band. Here, we point out that this drop at 2.2 GHz for antenna 1 is due to the maximum
radiation direction in E plane deviating from the boresight, as depicted in Figure 6e. The
angle of deviation is θ = 10◦. However, from the purple curve in Figure 6d, antenna 2 has
a good boresight gain without drop but a bad VSWR at the lower band. To maintain the
advantages of the impedance bandwidth of antenna 1 and the boresight gain of antenna
2 simultaneously, a method to erect only one vertical wall on the side of the ground is
taken. Firstly, a single vertical wall is erected on the right side of the ground. However, the
radiation field deviates from the boresight to the right side more seriously, as shown in
Figure 6f. At this step, the angle of deviation is up to θ = 21◦. Therefore, an idea of only
erecting a single vertical wall on the left side of the ground is adopted. As the radiation
field shows in Figure 6g, the maximum radiating direction is close to the boresight when
the single vertical wall was erected on the left side. The angle of deviation is θ = 4◦ at this
time. From the black curves in Figure 6d, the impedance bandwidth (VSWR < 2) of antenna
3 ranges from 1.35 to 2.2 GHz (47.9%) and the boresight gain ranges from 8.1 to 9.6 dBi.
As mentioned above, antenna 3 indeed keeps the bandwidth and avoids the gain drop of
antenna 1.
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Figure 6. Cont.
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Figure 6. The structure of the antenna with (a) two symmetric vertical walls; (b) only flat ground
plane; (c) one vertical wall; (d) the VSWR for different ground; (e) the radiating E field at 2.2 GHz for
antenna 1; (f) the radiating E field at 2.2 GHz for the antenna with the single vertical wall on the left
side; (g) the radiating E field at 2.2 GHz for antenna 3.

3.3. Working Mechanism

The working mechanism of the proposed antenna is analyzed by plotting the distribu-
tion of surface current. Here, it is pointed out that the proposed ME dipole antenna has its
ME mode at 1.4 GHz. Therefore, the surface current in one period (1T) is given at 1.4 GHz
and is shown in Figure 7. For simplicity, let t = 0 when the antenna is initially excited. As
shown in Figure 7a, the surface current on the whole antenna is very weak at t = 0 and
large current is just going through the feeding port to the antenna. However, the current
on the top sheet, the bended surface, and the ground between these bended surfaces are
strong at t = T/4, as shown in Figure 7b. The current flow is marked by a red arrow. At
t = T/2, the surface current is similar to the case at t = 0 except for a reverse current flow, as
shown in Figure 7c. At t = 3T/4, the current on the top sheet, the bended surface, and the
ground between these bended surfaces become strong again, as shown in Figure 7d. From
the principle of the ME dipole antenna shown in Figure 4, it is concluded that the electric
dipole and magnetic dipole work simultaneously at t = T/4 and 3T/4 while they do not
work at t = 0 and T/2.

Figure 7. Cont.
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Figure 7. The distribution of electric current in one period. (a) at t = 0, (b) at t = T/4, (c) at t = T/2,
(d) at t = 3T/4.

3.4. Parameter Analysis

To demonstrate the sensitivity of the structure parameters, four key parameters are
discussed in this section. Firstly, W3 is chosen and analyzed. As shown in Figure 8a, with
the decrease in W3 (meaning the slot on the bent structure is narrower), the VSWR on
the middle and upper band becomes larger, while it becomes better around 1.45 GHz.
As shown in Figure 8b, the operating band moves to a lower frequency slightly with the
increase in L2. The in-band matching becomes better when L2 ranges from 4 to 12 mm.
Therefore, L2 is a key parameter to make a fine tuning to the impedance matching in the
operating band. As shown in Figure 8c, the VSWR on the lower band becomes better
with the increase in a. However, the middle and upper bands deteriorate. As shown in
Figure 8d, with the increase in b, the VSWR on the lower band also becomes better while the
middle and upper bands deteriorate again. To compromise the low-profile characteristic
and wideband operation, these parameters of W3 = 22 mm, L2 = 12 mm, a = 20 mm, and
b = 12 mm are chosen for the proposed antenna.

Figure 8. Cont.
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Figure 8. The parameter analysis for (a) W3, (b) L2, (c) a, and (d) b.

4. Fabrication and Measurement

To validate the feasibility and correctness of the proposed low-profile ME dipole
antenna, a prototype has been fabricated and tested. The bended fixing structure and
ground were made of aluminum. The feeding structure and the top horizontal patch were
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made of a thin copper sheet. To prevent the waggle of the top patches (namely, the electric
dipole), two foams are adopted to support them. Finally, the prototype was tested in a
microwave chamber as a receiving antenna. An ultra-wideband ridged horn (working
from 500 MHz to 18 GHz) acted as a transmitting antenna, which directed to the receiving
antenna, as shown in Figure 9.

Figure 9. The measurement of proposed antenna.

The VSWR was tested by an Agilent vector network analyzer N5230A. Both simulated
and measured results are plotted in Figure 10 for comparison. Obviously, the tested
bandwidth for VSWR < 2 ranges from 1.34 to 2.24 GHz with a relative bandwidth of 50.3%.
Considering the center operating frequency of 1.79 GHz, the profile of the antenna is only
0.095λ0. In the impedance bandwidth, the tested boresight gain ranges from 7.38 to 8.73 dBi.
The gain drop in the whole band is less than 1.4 dB. Additionally, both simulated and
measured normalized radiation patterns are plotted in Figure 11 at 1.4 GHz, 1.8 GHz, and
2.2 GHz for comparison. The E plane and H plane are the xoz plane and yoz plane in
Figure 3, respectively. It is obvious that the radiation at the above three frequency points
maintains a unidirectional property, and the cross-polarization level on boresight is less
than −25 dB. Both tested and simulated patterns agree well with each other.

Figure 10. The comparison of simulated VSWR and boresight gain.
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Figure 11. The simulated and measured radiation patterns at (a) 1.4 GHz, (b) 1.8 GHz, (c) 2.2 GHz.

Finally, a performance comparison between the proposed ME dipole and other pub-
lished ME dipoles is listed in Table 2. For reference [10], which is the classical ME dipole
antenna, the profile is up to 0.25λ0 together with an average gain of 8 dBi. With the de-
velopment of different low-profile techniques, the profile can be reduced to 0.097λ0 in
reference [15]. However, the relative bandwidth is only 28.2%. In reference [17], the relative
bandwidth is up to 54.8%, while the profile is only 0.173λ0. In reference [19], the antenna
has a profile of 0.11λ0, but the bandwidth is only 27.6%. Among these ME dipole antennas
in Table 2, the one proposed in this work is a competitive candidate in low-profile and
wideband applications due to the thickness of 0.095λ0 and relative bandwidth of 50.3%.

194



Electronics 2022, 11, 1156

Table 2. The performance comparison between the proposed antenna and other ME dipoles.

Reference Profile
Center

Frequency
Bandwidth

Average
Gain

Gain Drop
Lateral

Dimension

[10] 0.25λ0 2.37 GHz 43.8% 8 dBi 0.7 dBi 0.95λ0 × 0.95λ0

[13] 0.11λ0 5.495 GHz 18.74% 7 dBi 0.4 dBi 0.66λ0 × 0.66λ0

[15] 0.097λ0 1.945 GHz 28.2% 9.2 dBi 2.2 dBi 0.99λ0 × 0.99λ0

[16] 0.116λ0 2.315 GHz 43.6% 9 dBi 7.4 dBi 0.88λ0 × 0.88λ0

[17] 0.173λ0 2.59 GHz 54.8% 8.6 dBi 2 dBi 0.97λ0 × 0.97λ0

[18] 0.169λ0 1.68 GHz 45.6% 8.1 dBi 1.6 dBi 1.04λ0 × 1.04λ0

[19] 0.11λ0 3.75 GHz 27.6% 8.2 dBi 2.2 dBi 0.75λ0 × 0.75λ0

Proposed 0.095λ0 1.96 GHz 50.3% 8.06 dBi 1.4 dBi 0.96λ0 × 0.83λ0

5. Conclusions

To realize a low profile for a traditional ME dipole antenna, a multi-bending technique
is proposed. Both the fixing structure and the feeding structure are bended four and
two times, respectively. A profile of only 0.095λ0 in height is achieved. The effect of
three different grounded antennas is analyzed and compared. At last, only one single
vertical wall is erected on the left side of the ground to eliminate the gain drop at 2.2 GHz.
To validate the feasibility and correctness, a prototype is fabricated and measured. By
measurement, the relative bandwidth for VSWR < 2 is 50.3% (from 1.34 to 2.24 GHz). The
boresight gain ranges from 7.38 to 8.73 dBi. The difference in gain is less than 1.4 dB
in the whole operating band. Both the simulated and measured radiation patterns are
compared at 1.4 GHz, 1.8 GHz, and 2.2 GHz to show a stable boresight radiation. The
cross-polarization level on boresight is less than −25 dB. Therefore, the proposed ME dipole
antenna has the advantages of lower profile and good electrical characteristics and can be
used in the future low-profile applications.
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Abstract: A novel feeding method for linear DRA arrays is presented, illuminating the use of the
power divider, transitions, and launchers, and keeping uniform excitation to array elements. This
results in a high-gain DRA array with low losses with a design that is simple, compact and inexpensive.
The proposed feeding method is based on exciting standing waves using discrete metallic patches in
a simple design procedure. Two arrays with two and four DRA elements are presented as a proof of
concept, which provide high gains of 12 and 15 dBi, respectively, which are close to the theoretical
limit based on array theory. The radiation efficiency for both arrays is about 93%, which is equal to
the array element efficiency, confirming that the feeding method does not add losses as in the case of
standard methods. To facilitate the fabrication process, the entire array structure is 3D-printed, which
significantly decreases the complexity of fabrication and alignment. Compared to state-of-the-art
feeding techniques, the proposed method provides higher gain and higher efficiency with a smaller
electrical size.

Keywords: antenna array feeds; dielectric resonator antenna (DRA); linear antenna arrays; standing
wave; high-gain antennas; high radiation efficiency; 3D printing

1. Introduction

For decades, dielectric resonators (DRs) have been widely utilized as tuners or ampli-
fiers in microwave-circuit applications [1] due to their high Q-factors. The utilization of
antennas had to wait for a long time, until Long et al. presented the first cylindrical dielec-
tric resonator antenna (DRA) in 1983 [2]. Ever since then, dielectric antennas have been
intensively studied as potential substitutions of traditional less efficient metal radiators,
which have serious problems at high frequencies [3–5]. There are some metal antennas such
as lens [6] and slot [7] antennas that can avoid such losses and provide high gain with high
efficiency, but they still have the drawbacks of being bulky and complex, respectively. From
this perspective, DRAs come with numerous beneficial features such as high radiation
efficiency, easy excitation scheme, light weight, and small size [8–11]. One of the main
limitations of the DRA is its relatively low gain [12]; hence, dielectric resonator antenna
(DRA) arrays are a preferred choice for many applications [13,14].

Several excitation schemes are used to feed DRA arrays [15], such as series or cor-
porate microstrip lines [16,17], standard rectangular waveguide (RWG) [18–21], substrate
integrated waveguide (SIW) [22–24], and dielectric image waveguide (DIG) [25–27]. Tradi-
tional corporate-feeding networks have a number of power dividers that cause spurious
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radiation, resulting in high losses [28]. Because of this, new feeding techniques focus
on avoiding such losses, for example, in [29], the authors proposed the use of a single
microstrip line to feed the whole array. Although this feeding technique is simple and of
low cost, the resulting gain is relatively small (15 dBi using 9 elements), and its efficiency is
below 80% [30]. Efficiency can be enhanced in the case of feeding only a single element and
turning the rest of the array elements into parasitic elements, as in [31]; however, field dis-
tribution is not the same for all elements, which results in relatively low gain. For example,
in [32], a gain of about 6.6 dBi was obtained using five elements. The RWG feeding scheme
has two major drawbacks, high production costs and a bulky structure, which hinder array
design [33]. Another feeding method is SIW, which results in significant leakage losses
through multiple metallic vias [22] and extra complexity in the design. Lastly, in the DIG
feeding scheme, considerable backradiation is a major issue [25]. Additionally, tapered
rectangular waveguides are needed to launch the DIG that, in turn, renders the structure
bulky and increases the fabrication cost [34].

Although state-of-the-art feeding methods provide some good characteristics, there is
still a main research gap to find a novel feeding method that simultaneously illuminates
the use of power dividers, transitions, or launchers with keeping uniform excitation to the
array elements and low losses in the feeding network. This results in a high-gain DRA
array with high efficiency, and renders the design simple, compact, and inexpensive, which
are essential parameters for wireless applications such as sensing applications and 5G base
station antennas. Hence, this paper presents a novel feeding scheme for linear arrays based
on the standing-wave concept [35], compared to our previous standing-wave DRA array
presented in [36] where the standing wave was formed by dielectric bridges with metal
cover between elements. Here, it is formed within discrete metallic patches printed in the
same substrate layer. This ensures more uniform excitation between elements, and could
thus achieve performance close enough to the theoretical limit of the array, and achieve
a similar gain with a lower number of elements compared to [36], which, in turn, would
significantly decrease the size of the solution, as is demonstrated in Section 5.

This study is organized as follows. The detailed design procedure of the array element
which acts as the unit cell of the array is presented in Section 2. A two-element array design
based on a standing-wave feed is explained in Section 3 with the electric field distribution
in the feeding network to confirm the forming of standing waves. Then, the concept is
extended to a larger array of four elements in Section 4 with the theoretical calculations of
the array factor to validate the feeding concept and confirm the uniform excitation of the
array elements using the novel feeding method. Fabrication and measured results are given
in Section 5 along with a comparison to DRA arrays fed by state-of-the-art feeding methods
from different points of view. Lastly, the main remarks and future work are concluded in
Section 6.

2. Design of DRA Array Unit Cell

Figure 1 presents a general high-level block diagram of DRA array fed by the proposed
standing wave feeding method. The design consists of discrete metallic patches called feed
and center patches transferring the signal from the coaxial probe to the dielectric resonator
which acts as the radiating element. The feed patch was designed to form a standing wave
under the stripline to feed the antenna element. Then, another smaller patch (called a center
patch) is inserted with a gap distance to control the field excitation under the dielectric
resonator. Lastly, a dielectric resonator (radiating element) is introduced above the center
patch. The total distance between neighboring elements is about one and a half guided
wavelengths for maximal array gain. It is clear here that the proposed feeding method
excited the radiating element without the need for any power dividers, transitions, or
launchers, which would significantly affect DRA array performance, as is demonstrated in
the rest of the paper.
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Feed patch(es)Center patch(es)Dielectric resonator(s) Coaxial probe

Feeding networkRadiating element

Figure 1. Block diagram of DRA array based on the proposed feeding method.

As an initial step of the array design, the radiating element was designed, which is
a rectangular dielectric resonator as shown in Figure 2. Here, a higher-order mode TE113
is excited at a frequency of 3.9 GHz to obtain higher gain than that of the fundamental
mode of TE111 (enhancement of about 2 dB). The optimized dimensions of the resonator
were Lr = 26.2 mm, Wr = 26.2 mm, and Hr = 45.8 mm. It was composed of polylactic acid
(PLA) with dielectric constant εr = 3.549 [37,38]. High-permittivity resonators (εr up to
140 [12]) can be used if compact sizes are needed, but at a high cost. The feed-network
substrate was Arlon 25N with dielectric constant εr(sub) = 3.38, loss tangent δsub = 0.0015,
thickness hsub = 1.5 mm, and surface area 120 × 160 mm2 (Wsub × Lsub).

Figure 2. (a) 3D view of DRA Unit cell and (b) top view with transparent resonator.

The next step is to add the feeding network to have the unit cell for the linear DRA
array. To create such a unit cell, feed and center patches with dimensions of 61.5 × 17 mm
(Lp ×Wp) and 15× 17 mm (Lcp ×Wp) were introduced with a gap of Xg = 1.4 mm between
them, as shown in Figure 2. The designed dielectric resonator was placed above the center
patch with an overlapping distance (Xd = 4.2 mm) between resonator and feed patch,
which is needed for sufficient coupling between resonator and feed patch. A 50 Ω coaxial
probe was placed at an offset distance of Xo = 7.6 mm from the center of the feed patch for
proper impedance matching.

The simulated field distribution of TE113 mode in the H-plane (y–z plane) inside the
DRA at the resonance frequency of 3.9 GHz is shown in Figure 3, along with the reflection
coefficient and gain as a function of frequency. Figure 3a shows interested mode TE113
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excited at 3.9 GHz and three other neighbor resonant modes at frequencies of 2.6, 4.5,
and 5.2 GHz, which correspond to TE111, TE113, and a hybrid mode, respectively. The
design and coaxial probe can be easily readjusted to match any of these resonances. The
second and third modes were a single TE113, which was split into two resonances due
to the impedance mismatching. Hence, by changing the antenna element, matching can
be enhanced, and modes come closer which needs a larger bandwidth; however, this is
omitted here, as the main contribution for the paper is array feeding and not element
design. The antenna produced a peaked gain of 9.3 dBi in the boresight direction (θ = 0◦),
which outperformed DRA elements operating at TE113 [39,40]. This illustrates the efficient
feeding scheme of the standing wave, even for a single-element DRA antenna.

The dimensions were optimized for maximal gain using high-frequency structure
simulator (HFSS) [41]. The design was simulated under the driven modal on the basis of
the finite element method (FEM) and adaptive meshing. The convergence condition was set
to achieve target delta S-parameters below 2%, which implied dividing the structure into
20 to 40 thousand tetrahedral meshes for single and four elements, respectively. The used
boundary conditions are absorbing boundary condition (ABC) for a surrounding air box
that is a quarter wavelength farther away than the antenna edges. Metal feed and center
patches were approximated with the perfect electric conductor (PEC) boundary condition
during optimization, and were replaced by normal copper units with a thickness of 35 μm
at the final simulations.

Figure 3. (a) Field distribution of TE113 mode at 3.9 GHz and neighboring resonant modes inside
DRA. (b) Simulated S11 and gain vs. frequency of antenna element.

3. Two-Element Standing-Wave Linear Array

In this section, a 1 × 2 linear array based on the standing-wave feed method is pre-
sented. To form the two-element array, the unit cell in Figure 2 is replicated twice. Since the
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second cell was the end element of the array, there was no need to add another feed patch
at the right of the second element, as the feed patch at the middle would already feed the
two elements. Hence, for a general 1 × N element array, we needed N center patches lying
underneath each dielectric resonator and N − 1 feed patches to uniformly deliver energy to
all elements.

A standing wave is formed when two waves travel in opposite directions with an
equal magnitude within the feeding network, where null locations do not move. Figure 4
shows the fixed places of null field points in the feeding network. Simulation results are
shown in Figure 5, where a maximal realized gain of about 12 dBi was obtained at the
resonant frequency. Such a high gain is 2.7 dB over the single-element gain.

Figure 4. Snapshots of electric field distribution in proposed array demonstrating standing-wave
excitation in the feed network.
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Figure 5. Simulated S11 and gain vs. frequency of the proposed two-element standing-wave DRA array.

4. Four-Element Standing-Wave Linear Array

The proposed configuration was extended to create a four-element linear array by
adding two more unit cells to the two-element design as shown in Figure 6. Considering that
the number of elements (N) was 4, and following our discussion above, the four-element
array consists of 4 dielectric resonators lying above 4 center patches with 3 connecting
feed patches. The optimized geometrical parameters, as summarized in Table 1, remained
almost the same as the number of array elements increased. Such a feature provides a
convenient design procedure for various array sizes.

Figure 6. Schematic diagram of proposed four-element standing-wave DRA array: (a) 3D view and
(b) top view with transparent resonators.
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Table 1. Geometrical parameters of DRA array (unit: mm).

Lsub Wsub hsub Lr Wr Hr Lp

280 70 1.52 26.2 26.2 45.8 61.5

Lcp Wp Xg Xo Xd Rv Xv

15 17 1.4 7.6 4.2 4 22

In a standing-wave array, the entire array acts as a single large resonator; hence,
more than one mode can be strongly excited near the operating frequency, especially in
a large array. Unfortunately, some of the excited modes do not produce radiation in the
intended direction. Figure 7a presents the field distribution and 3D radiation pattern of
the array, being red, yellow, green, and blue colors represent the strength from the max
to the minimum. It shows such an example where the fields of the two end elements
are in the opposite direction to those of the two inner elements, producing diminished
radiation in the boresight direction. To eliminate such unwanted modes, shorting pins are
used. Figure 7b shows that the added pins suppress those undesirable modes to give more
uniform fields among all array elements for maximal directivity.

Figure 7. Field distribution and radiation pattern of proposed four-element DRA array
(a) without and (b) with shorting pins.

Figure 8 presents the effect of the shorting-pin position on the array gain. The three
pin positions for maximal gain indicate three null electric-field points of the desired mode
under the patch because the presence of the pins does not affect the field distribution
optimal for gain, but puts down other undesirable modes with finite field strength at the
pin location. The radius of the shorting pins was also optimized, so that the undesired
modes become eliminated as much as possible, while the selected mode is least affected by
the vias.
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Figure 8. Gain of four-element antenna vs. position of shorting pin along feed patch.

The simulated total efficiency of the four-element design is shown in Figure 9. High
efficiency of about 93% was achieved for the four-element array at the resonant frequency,
which was only 1% less than that of the single-element design. This demonstrates the benefit
of the proposed feeding technique compared to other feeding methods that introduce extra
losses in the array structure, resulting in a reduction in antenna efficiency.

Figure 9. Efficiency of proposed DRA array.

For comparison purposes and to validate the performance of the proposed array
feeding method, the array factor for an ideal array was estimated, as is shown in Figure 10a.
Hence, four equispaced isotropic elements with the same element spacing as the proposed
array and fed with the same amplitude and phase. With this, an upper limit of the gain
improvement could be estimated.

Such array factor can be added (in dB) to the actual radiation patterns of the array
element (Figure 10b) to compute the estimated total pattern of the array in such an ideal
case (uniform feeding to all antenna elements). Figure 10c demonstrates that the proposed
feeding method efficiently excites the four elements as the actual simulated radiation
patterns of the array are in excellent agreement with the theoretical estimated especially
near the boresight. It is clear that the simulated one provided a peak gain of about 15 dBi,
which was almost equal to the upper theoretical limit. in other words, the gain enhancement
for the four-element array over that of a single element is 5.7 dB, which is approximately
equal to the theoretical array gain of a four isotropic-element array with the same element
spacing of 1.03 λ0 [42].
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Figure 10. (a) Theoretical array factor of four isotropic sources; (b) simulated element factor; and
(c) simulated and estimated radiation pattern of proposed DRA array.
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5. Fabrication and Measurements

A four-element standing-wave DRA array was fabricated (Figure 11a) using 3D print-
ing, which is a promising technique for antennas at microwave ranges [43,44]. Two small
arms were included in each dielectric element to ensure accurate alignment. Simulated and
measured reflection coefficients, and realized gain were in excellent agreement, as shown
in Figure 11b.

For gain and radiation pattern measurements, the DRA array was adjusted in an
anechoic chamber in the receiving mode with transmitting the signal from the vector
network analyzer (VNA) through a standard commercial horn. The spacing between the
two antennas was selected to ensure that the tested antenna would be in the far-field
region. The signal was amplified using a power amplifier before delivering to the horn to
compensate the free space and cables losses, and ensure good receiving power levels above
the noise floor of the measurement setup [45]. On the basis of the direct comparison method
using a third horn with known gain vs. frequency values, the realized gain as a function of
frequency of the proposed DRA array was measured, as shown in Figure 12. Compared to
a maximal simulated realized gain of 15 dBi, the measured gain showed a value of 14 dBi
at the resonant frequency. The difference in gains was due to uncertainties in material
properties, as is explained later in this section. The array had an impedance and 3 dB gain
bandwidth product of about 4%, which was equal to those of the single-element antenna.
In other words, the proposed array feeding method did not reduce either impedance or
gain bandwidths.

The simulated and measured radiation patterns of the dielectric array at the resonance
frequency in both E- and H-planes were in relatively good agreement (Figure 13). The
simulated sidelobe level was about −10 dB, which was the best achievable value of DRA
working in TE113 mode [40,46]; however, the measured sidelobe level was lower than
that of the simulated. Investigating the possible sources for the mismatching more, and
Figures 11 and 12 show that there was a frequency shift up to higher frequency. From
this point, it appeared that the reason behind this mismatching was the difference in the
dielectric properties of polylactic acid (PLA) due to 3D printing conditions.

Despite the fact that PLA dielectric constant should be about 3.5 at a frequency range
around 4 GHz [37,38], the value practically depends on 3D manufacturing properties such
as printing temperature [47] and printing resolution [48]. Hence, by considering actual
manufacturing conditions (printing temperature of 220 ◦C and layer thickness of 50 μm)
and at the used frequency band, the dielectric constant would be affected to be slightly
smaller (around 2.7) [47–50].

Figure 11. (a) Manufactured prototype of four-element DRA array. (b) Measured and simulated S11

of manufactured four-element standing-wave DRA array prototype.
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Figure 12. Simulated and measured realized gain of four-element standing-wave DRA array.

To see the effect of such changes in the dielectric constant, the array was resimulated
using the new estimated dielectric constant. The resimulated and measured gain and
radiation patterns were in excellent agreement, as shown in Figure 14.

0

0
30

60

90

120

150
1800

0
30

60

90

120

150
1800

0
30

60

90

120

150
180

20

10

0
150

120

90

60

30
0

30

60

90

120

150
1800

0
30

60

90

120

150
1800

  30
0

30

60

90

120

150
1800

0
30

60

90

120

150
180

20

10

0
150

120

90

60

0
30

60

90

120

150
180

Figure 13. Simulated and measured radiation patterns of four-element standing-wave DRA array.
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Figure 14. Resimulated and measured: (a) realized gain; (b) radiation patterns after considering
mismatching in dielectric characteristics.

Table 2 shows a comparison of the four-element dielectric array based on the proposed
feeding scheme with those of the state-of-the-art feeding techniques for DRA arrays with
highlighting their drawbacks in red.The proposed feeding method showed a significant
gain improvement of about 3 to 6.5 dB compared with recently reported designs of other
feeding schemes. It also remarkably enhanced efficiency compared to standard microstrip
lines or DIG feeds. Moreover, in comparison to DIG or SIW, the proposed feeding produced
a comparable gain that was provided by the 4 times greater number of elements, which
resulted in a very compact design of about 10% of the size of other feeds, in addition to
a decrease in cost and complexity. Even for our previous work based on standing-wave
feeding [36] which successfully achieved most of the previously mentioned advantages,
the feed in this paper is more compact as a similarly high gain of 14 dBi was achieved here
by 4 elements (2λ3), while 9 elements (18.7λ3) are needed for the previous feeding method
to achieve a comparable gain of 14 dBi. Regarding the impedance and 3 dB gain bandwidth
(BW) product, the proposed feed showed comparable BW to SIW, microstrip lines, and
standing-wave feeding methods with lower BW compared to DIG and parasitic methods.
However, due to the previously mentioned advantage, the proposed feeding still presented
the best overall performance. Additionally, as confirmed in Section 5, this feeding did
not degrade array performance, so larger BW could easily be achieved by updating the
array element using any standard DRA bandwidth enhancement techniques, as is briefly
discussed in Section 6; the proposed array would then have as large a bandwidth as that of
the array element.
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Table 2. Comparison of proposed standing-wave DRA array with arrays based on state-of-the-art
feeding techniques.

Ref
DRA Array

Feeding
Method

No. of
Elements

Gain @ f0

(dBi)
Antenna Size (λ3)

Impedance/Gain
BW Product

(%)

Efficiency
@ f0 (%)

[31] Parasitic 3 9.25 0.89(1.5 × 1 × 0.59) 9 92
[23] SIW 4 10.6 1(1.13 × 3.5 × 0.26) 5 93

[16] Microstrip
lines 4 10 0.9(2.5 × 2.13 × 0.17) 3 85

[25] DIG 7 7.61 15.4(4.66 × 9.77 × 0.34) 10 64.6
[24] SIW 8 11.5 11(8.4 × 6.3 × 0.21) 2 85

[36] Standing-
wave 9 15 18.7(4.11 × 3.73 × 1.22) 7 91

[25] DIG 15 12.46 25.2(4.66 × 16 × 0.34) 15 63

This work Standing-
wave 2 12 0.9(0.91 × 1.58 × 0.61) 4 93

This work Standing-
wave 4 14 2(0.91 × 3.64 × 0.61) 4 93

6. Conclusions and Future Work

In this paper, a high-gain linear DRA array with a standing-wave feed network
is presented without the need of using power dividers, transitions, or launchers. The
proposed feed technique provided relatively high gain and excellent efficiency compared
with those of standard feeding methods. Such attractive features come in addition to a
simple and compact design with a straightforward impedance-matching procedure, similar
to that of regular microstrip antennas. Arrays based on the proposed feeding method
with a different number of elements were presented with manufacturing a four-elements
array with low-cost 3D-printing technology. Good agreement was realized between the
simulated and measured results with a peak measured gain of 14 dBi. The small deviation
between theory and experiments was investigated and was due to changes in the dielectric
properties of the resonator material depending on 3D manufacturing properties.

Possible extensions for the work are divided into three main research lines. First,
improving the bandwidth, which can be achieved by designing an array on the basis of
the same feeding method but using different DRA array element shapes. For example,
using an element consisting of multiple dielectric slabs instead of the standard rectangle
one to increase the bandwidth (can provide an improvement around 3 times) or using
metallic patches as the superstrate. Second, improving the gain even further by using
pyramidal horns instead of rectangle resonators. Lastly, scaling the design to work at
higher frequencies such as mm wave ranges.
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Abstract: Fifth generation (5G) communication systems deploy a massive MIMO technique to
enhance gain and spatial multiplexing in arrays of 16 to 128 antennas. In these arrays, it is critical
to isolate the adjacent antennas to prevent unwanted interaction between them. Fifth generation
absorbers, in this regard, are the recent interest of many researchers nowadays. The authors present a
dual-band novel metamaterial-based 5G absorber. The absorber operates at 24 GHz and 28 GHz and
is composed of symmetric meander lines connected through a transmission line. An analytical model
used to calculate the total number of required meander lines to design the absorber is delineated.
The analytical model is based on the total inductance offered by the meander line structure in an
impedance-matched electronic circuit. The proposed absorber works on the principal of resonance
and absorbs two 5G bands (24 GHz and 28 GHz). A complete angular stability analysis was carried
out prior to experiments for both transverse electric (TE) and transverse magnetic (TM) polarizations.
Further, the resonance conditions are altered by changing the substrate thickness and incidence angle
of the incident fields to demonstrate the functionality of the absorber. The comparison between
simulated and measured results shows that such an absorber would be a strong candidate for
the absorption in millimetre-wave array antennas, where elements are placed in proximity within
compact 5G devices.

Keywords: meander line; metamaterial absorber; massive MIMO; 5G

1. Introduction

The exponential proliferation of frequency-selective devices (including complex wire-
less electronic systems and internet of things (IoT), etc.) demand large bandwidths, high
data rates, and low latencies to operate efficiently and purposefully. The 5G telecommuni-
cation network system is the proposed solution to this problem, providing a bandwidth of
around 5 GHz, a data rate of up to 5 Gb/s for high mobility and 50 Gb/s for pedestrians,
and a low latency of 1 ms [1,2]. The availability of such a wide bandwidth in the mm-wave
band was approved in August 2018 by the Federal Communications Commission (FCC)
for 5G, during the first 5G spectrum auction for the 24 GHz (24.25–24.45 and 24.75–25.25)
and 28 GHz (27.5–28.35 GHz) bands. This allowed researchers to focus on new designs at
these frequencies [3].

Novel metamaterial absorbers (MAs), which work on the principal of resonance, have
been explored for use with wireless communication devices (emitters, filters, sensors,
photodetectors, photovoltaic solar cells, and infrared camouflage) [4–12]. Significant work
on MA designs is available in the literature for microwave, terahertz, visible, and ultraviolet
frequencies [13–18]. On the contrary, 5G and especially 24 GHz and 28 GHz bands are
relatively unattended so far, in this regard [19–22]. Additionally, the limitations of previous
works on narrowband, wideband, and ultra-wideband absorbers involve the facts of their
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complex geometrical structures, large number of layers to trap electromagnetic waves, and
costly materials [13–18,23–26].

A meander line is a U-shaped compact transmission line (TL), formed by connecting
two parallel TLs with another TL [27,28]. Meander lines achieve compactness as they offer
similar impedance Z, inductance L, and other microwave network parameters to straight
planar TLs [27–30]. Their reduced overall size also allows them to utilize the given design
space more effectively. The total electrical length of the meander line is similar to that of a
straight line; hence, the operating frequency remains the same. The ease of integration of a
meander line with the rest of the electronic circuitry, as well as the possibility of shifting its
frequency by varying the number of meanders, are extremely useful features of meander
lines [31]. Meander lines are frequently used in antennas; however, there are very few
examples of absorbers employing meander lines.

In this paper, a novel dual-band absorber operating at 24 GHz and 28 GHz for 5G
applications is proposed. The material used to design the absorber is cost-effective and the
structure is easy to design when compared to the absorbers presented in the literature to
date. Novelty lies in the fact that this is the very first attempt to design an absorber for 5G
applications at the 24 GHz and 28 GHz frequency bands. Moreover, the derivation of the
number of meander lines to devise a structure for the absorber at any frequency by varying
the parameters of the meander line is a unique feature of the proposed work in this domain.
The utilization of the meander line structures to design an absorber at millimetre-wave
frequency is an attempt which is the first of its kind, to the best of the authors’ knowledge.

The analytical derivation used to calculate the number of meander lines in order for
the absorber to operate at 24 GHz and 28 GHz, as well as the overall design procedure, is
presented in Section 2. The simulated and measured results of the absorber are discussed
in Section 3. Finally, the conclusion is discussed in Section 4.

2. Design Procedure and Absorption Mechanism

Figure 1b shows the front view of the unit cell of the proposed metamaterial absorber.
The absorber consists of two pairs of symmetric meander lines connected to an I-shape
TL. The schematic representation of the finite absorber sheet consisting of the proposed
metamaterial absorber is depicted in Figure 1a. The procedure for calculating the total
number of meander lines needed to design the proposed novel metamaterial absorber
is delineated here. This will help the reader and scientific community in designing on-
demand metamaterial absorbers for their respective applications in numerous disciplines,
according to the requirements of the end user. The procedure for calculating the number of
meander lines at the specific frequencies is shown below:

The characteristic impedance of the parallel placed twin TL is [32]

Z0 =
η

π
log

2a
b

(1)

where η is the intrinsic impedance of the free space, a is the distance between the lines, and
b is the diameter of a TL. If l is the length of a line terminated with a load impedance ZL,
then the input impedance of the twin TL is given by [28]

Zin = Z0
ZL + jZ0 tan βl
Z0 + jZL tan βl

(2)

where β = 2π
λ , λ = c

f
√

εr
, c is the speed of light, f the operating frequency, and εr the relative

permittivity of the material. Zin is the input impedance of the short-terminated lines which
will help to propagate the matched impinged EM waves on the structure. Meander lines
are truncated with a short-circuit load (ZL = 0), so (2) becomes

Zin = jZ0 tan βl (3)
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The resultant Zin is a pure reactance. Short-terminated meander lines are inductive
loads [29], so Zin= jωL, where ω is the angular frequency and L is the equivalent inductance.
Moreover, at high frequencies where βl < 1, series expansion up to the third order is used,
and (3) is further simplified as

Zin = jωL = jZ0

(
βl +

1
3
(βl)3

)
(4)

The formation of the current on the surface of the structure will be at its maximum
if all the components of the structure have the same impedance. So, all the meanders
connected to the transmission line must have the same impedance to maximally absorb and
distribute the imping EM waves on the surface of the structure with minimum reflection.
For N numbers of meander line inductors, the total impedance is NZin = jωLm. Here, Lm
is the total inductance of all the short-terminated lines. Now, substituting the values in
(4) gives

jωLm = NZin = jNZ0

(
βl +

1
3
(βl)3

)
(5)

Then, substituting Z0 from (1), β = ω
√

με and η =
√

μ
ε , Lm can be written as:

Lm =
Nμl

π
log

2a
b

(
1 +

1
3
(βl)2

)
(6)

Next, if l′ is the total length of the meander lines, then self-inducting Ll is mathemati-
cally defined as [33]:

Ll =
μ

π
l′
(

log
(

4l′

b

)
− 1

)
(7)

So, the total inductance of a meander line can be expressed by combining (6) and (7):

Lt =
Nμl

π
log

2a
b

(
1 +

1
3
(βl)2

)
+

μ

π
l′
(

log
(

4l′

b

)
− 1

)
(8)

Now, if a dipole and a meander line are operating at the same frequency, then the
inductances of the two should also be same. Let Ld be the self-inductance of a wire, so that
is defined as [32]

Ld =
μ

π

λ

4

(
log

(
l′

b

)
− 1

)
(9)

Finally, comparing (8) and (9), the number of turns N can be calculated mathematically:

N =

λ
4

(
log

(
l′
b

)
− 1

)
− l′

(
log

(
4l′
b

)
− 1

)
l log 2a

b

(
1 + 1

3 (βl)2
) (10)

if l ≤ λ
2 , then (10) can be further simplified by considering only the first progression of the

series expansion, which results in a simpler form:

N =

λ
4

(
log

(
l′
b

)
− 1

)
− l′

(
log

(
4l′
b

)
− 1

)
l log 2a

b
(11)

Equation (11) gives the total number of turns required to design an absorber at 24 GHz
and 28 GHz. The equation also deliberates the relationship of the spacing between meander
lines and frequency, i.e., an increase in meander separation will decrease the resonant
frequency and vice versa by keeping the rest of the parameters the same. So, one can obtain
the required meanders and thus novel structure by tuning the parameters given in (11).
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By inserting the values of the parameters as shown in Figure 1b, the obtained number
of turns are 3.30 and 3.35 at 24 GHz and 28 GHz, respectively. Consequently, the closest
larger integer of the four meander lines is chosen in consideration of the absorber geometry
to achieve unity absorption at the band of interest. Based upon the above analytically
extracted geometrical parameters, the absorber shown in Figure 1 is designed and then
simulated in CST Microwave Studio. The design consists of two symmetric pairs of meander
lines (four meander lines) connected with an I-shape TL, resulting in the simple resonating
structure depicted in Figure 1a. The design is realized on a 1.6 mm thick FR-4 substrate, with
εr = 4.4 and loss tangent tanδ = 0.02. In CST, the unit cell boundary conditions are deployed
along the x- and y-axis, whereas the open boundary conditions are deployed along the
z-axis. Further, both the TE- and TM-polarized waves propagating along the z-axis are
obliquely excited on the metamaterial structure to observe the absorption behaviour of the
proposed absorber at the frequency band.

Figure 1. (a) Schematic representation of the finite absorber sheet consisting of the proposed meander-
line-based 5G absorber. (b) Layout of the unit cell having optimized values as ls = 8 mm, l′ = 6 mm,
lw = 4.5 mm, l = 4 mm, w = 1 mm, a = 1.5 mm, b = 1 mm, c = 1 mm, g = 0.5 mm, and s = 1 mm.

Absorption Mechanism

The absorber is composed of the top resonating surface on the dielectric substrate,
backed with a copper metallic layer. The top resonating surface allows for the penetration
of the incoming microwave when the resonating conditions have been satisfied. The bottom
metallic layer blocks this transmission of the microwave. The middle FR4 lossy dielectric
layer binds to the electromagnetic wave and converts it into another form of energy.
The resonance on the top metasurface is attained by satisfying the free-space impedance,
matching with the absorber impedance. As the absorber impedance matches the free-space
impedance, all incidence light gets absorbed and reflection is zero, i.e., |S11|2 ≈ 0.

3. Results and Discussions

The absorptivity behaviour of the proposed microwave absorber (MA) was observed
in the simulation software using the parametric analysis of the geometrical parameters.
Initially, the absorptivity behaviour was analysed by changing the thickness of the dielectric
substrate at t = 0.8 mm, 1.2 mm, and 1.6 mm. Then, the effects of the obliquity incidence
wave on the absorptivity of the proposed MA were observed for both TE and TM polariza-
tions. To better understand the absorption mechanism of the proposed MA, the normalized
impedance and surface electric field were also studied to understand the peak absorption
of the proposed MA.
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Figure 2 illustrates the absorptivity versus the frequency of the MA with a substrate
thickness of t = 0.8 mm from 0◦ to 30◦ of both TE- and TM-polarized incident waves.
Figure 2a shows the absorption for TE polarization corresponding to different angles of
incidence from θ = 0◦ to 30◦ (with step size of 10◦). It is depicted that for θ = 0◦, an
absorption peak is attained at 26 GHz (as shown in Figure 2a). The results show that with
the increase in incidence angle, the absorption peak produces a redshift. Further, it is
observed that absorption peaks are attained at 26 GHz, 25.8 GHz, 25.6 GHz, and 25.3 GHz
for their respective angles of incidence at θ = 0◦, 10◦, 20◦, and 30◦. Notably, for θ = 30◦,
the proposed MA is most useful in absorbing the 5G band ranging from 24.57 GHz to
25.25 GHz, having a full width half maximum (FWHM) of 0.8 GHz. This shows that the MA
covers the entire 5G band. Figure 2b shows the absorption for TM polarization, keeping
angular operating conditions like the previously discussed case in Figure 2a. Moreover,
it is noticeable that absorption behaviour is changed by altering the angle of incidence.
However, for θ > 20◦, similar absorptivity is attained as observed for the TE-polarized case
depicted in Figure 2a. From this, it can be inferred that for θ > 20◦, MA acts as a 5G absorber.

(a) (b) 

Figure 2. Absorption of the proposed MA keeping substrate thickness t = 0.8 mm (a) TE polarization
and (b) TM polarization.

Figure 3 illustrates absorption when the substrate thickness is increased to t = 1.2 mm.
It is noticeable that with the increase in substrate thickness, absorption spectra are altered,
compared with the previous case discussed in Figure 2. Figure 3a illustrates the absorptivity
of the MA for a TE-polarized wave. Absorption peaks show a redshift with the increase in
incidence angle for TE-polarized waves. It is observed that for incidence angles of θ = 20◦
and 30◦, the MA covers the 5G bands (27.5 GHz–28.35 GHz), whereas, for excitation θ = 10◦,
another 5G band (24.75 GHz–25.25 GHz) is absorbed by the proposed MA. In addition,
it is noticed that the highest absorption peak with near-unity absorption is attained for
θ = 20◦, just before 24 GHz, shown by dash-dotted blue line. In examining the second
absorption peaks at higher frequencies, it is observed that these absorption peaks cover
another 5G band (27.5 GHz–28.35 GHz) for every incident angle from 0◦ to 30◦ (as shown in
Figure 3a). The absorption has a large value of FWHM in this case. Moreover, absorptivity
increases with the increase in incidence angle. It is noticed that for θ = 0◦, the absorption
peak attains absorptivity of 75%, and for θ = 30◦, the absorption peak has absorptivity of
95%. Additionally, considering Figure 3b, it can be concluded that for θ = 0◦, 10◦, and 20◦
in TM-polarized cases, absorptivity lies within the 5G band (24.25 GHz–24.45 GHz and
24.75 GHz–25.24 GHz) with more than 92% absorption.
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(a) (b) 

Figure 3. Absorption of the proposed MA keeping substrate thickness t = 1.2 mm for (a) TE polariza-
tion (b) TM polarization.

The absorption peaks of the proposed MA are studied for thickness of the substrate at
t = 1.6 mm. Figure 4 represents the simulated absorptivity of the chosen MA design. It is
observed that with the increase in substrate thickness, absorptivity shows a considerable
increase. Further, it can be clearly seen that the number of absorption peaks are increased,
as compared to the previous cases discussed in Figures 2 and 3. Figure 4a shows the
absorptivity for the TE-polarized wave. Here, it is observed that for θ = 0◦, 10◦, 20◦, and
30◦, MA successfully covers the 24 GHz (i.e., 24.25 GHz–24.45 and 24.75 GHz–25.25 GHz)
band, with absorption higher than 90% for all values of θ. On the other hand, for the 28 GHz
5G band, it is observed that absorption peaks lie in this band for θ = 0◦ and 10◦, as shown
by black solid and dashed red lines in Figure 4a. However, the absorption peak shifts to
the higher frequency for θ = 20◦, as shown by the dashed-dotted blue line in Figure 4a,
whereas, for θ = 30◦, the absorption peak is attained with an absorptivity of 62% just before
28 GHz (as shown by the dashed green line in Figure 4a). Figure 4b shows the absorptivity
for the TM polarization. It is observed that the absorption peaks are found in the 28 GHz
frequency range of the 5G—the remaining absorption peaks are not in our interest.

  
(a) (b) 

Frequency (GHz) 

Figure 4. Absorption of the proposed PA keeping substrate thickness t = 1.6 mm for (a) TE polarization
(b) TM polarization.

To create a better understanding of the absorption mechanism, the surface current den-
sity of the top metasurface and bottom layer is depicted in Figures 5 and 6, corresponding to
the absorption peaks at 24.7 and 28.3 GHz, respectively. Figure 5 shows the surface current
density for the absorption at 24.7 GHz, and it is noticeable that the maximum surface
current remains confined between the top and lower sides of the adjacent mender lines and
the middle of the transmission line. Furthermore, the direction of the surface currents is
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parallel for the top metasurface and bottom conductor in most parts of the unit cell, which
leads to electric resonance. However, the surface current on the mender line is antiparallel
to the surface current of the bottom layer, which leads to the magnetic dipole. Hence, the
absorption is due to the electric and magnetic resonance. Similarly, the surface current
density plots at 28.3 GHz are shown in Figure 6, which reveals the formation of electric
and magnetic dipoles at the surface of the meander line and the resultant phenomenon
of absorption.

Figure 5. Surface current density for 24.7 GHz (a) top metasurface and (b) bottom surface.

Figure 6. Surface current density for 28.3 GHz (a) top metasurface (b) bottom surface.

The impedance was also studied to further explore the physical mechanism of the
absorption phenomena. Figure 7 illustrates both the real and imaginary effective impedance
for θ = 0◦, keeping the substrate thickness as t = 1.6 mm. Herein, the impedance-matching
condition is considered. It is noteworthy that due to the resonance, the free-space impedance
matches the top metasurface impedance; therefore, all incidence waves are allowed to enter
in the substrate of the metamaterial absorber. The effective impedance of the proposed
MA is deduced by employing the impedance formula [18]. The plot depicted in Figure 7
shows the effective impedance for a normal-incidence TE-polarized wave with a dielectric
substrate thickness of 1.6 mm. It is noticeable that the real part of the effective impedance
shows a sharp dip at ∼24.5 GHz and ∼28.2 GHz (in the 5G band allocated by FCC), confirm-
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ing that the proposed MA absorbs frequencies within this band. The imaginary effective
impedance attains negative values at the aforesaid frequencies: impedance at ∼24.5 GHz
and ∼28.2 GHz matches with the free-space impedance, allowing the electromagnetic
waves to penetrate within the dielectric substrate. Thereby, all the incidence waves remain
trapped inside the dielectric substrate around the reported frequencies. Consequently and
corresponding to the impedance-matching condition, two absorption peaks are observed
in Figure 4a for the normally incident excited wave.

Figure 7. Effective impedance of the metamaterial absorber.

To further investigate the absorption of the proposed metamaterial absorber, the
surface electric field is studied with the absorption peak at 24.5 GHz for a normally incident
wave. Figure 8a,b illustrate the surface electric field for the TE and TM polarizations,
respectively. It is noticeable from the figures that the electric field is maximally concentrated
around the edges of the meander line. It can also be observed that the transmission line
of the meander line absorber has a lower concentration of electric field, as presented in
Figure 8.

Figure 8. Simulated electric field distribution for 24.5 GHz for (a) TE polarized wave and (b) TM
polarized wave.

To verify the simulation results, an array of 12 × 12 unit cells was fabricated on FR4
dielectric substrate with copper on its bottom side. Although the simulation results of
t = 0.8 mm and t = 1.2 mm are encouraging, a substrate thickness of 1.6 mm was chosen
for the fabrication of the proposed absorber because of its commercial availability. A
photograph of the measurement setup and the finite MA consisting of 12 × 12 unit cells of
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the proposed meander-line-based absorber printed on 1.6 mm thick FR4 substrate is shown
in Figure 9. In the measurement setup, initially, the system was calibrated by placing a
metallic sheet in front of the transmitter and receiver horn antennas which were connected
to a well-calibrated vector network analyser (VNA). It was also ensured that the horn
antennas were placed at a far-field distance from the MA to avoid electromagnetic inference
which may have altered the results.

Figure 9. A photograph of the fabricated prototype and experimental setup used for the measurement
of the proposed MA.

After the system was calibrated, the fabricated MA was placed in front of the horn
antennas, and the magnitude of the transfer coefficient (|S21| (dB) was measured using
the VNA for a TE-polarized wave. Then, the MA sheet was rotated horizontally (along the
azimuthal plane) from 0◦ to 30◦ with a step size of 10◦, and the (|S21| (dB) was recorded
on the VNA. Similarly, the (|S21| (dB) was recorded by rotating the horn antennas by 90◦
for a TM polarization and by rotating the sheet from 0◦ to 30◦ in azimuth. The recorded
values of the (|S21| (dB) were then post processed to calculate the absorption peaks over
the frequency range using 1 – |S11|2 – |S21|2 [32]. The |S21| is the wave received by
the receiver horn antenna, after impinging on the proposed MA from the transmitting
horn. The measured |S11|≈ 0, here |S11| is the reflected EM wave by the respective horn
antenna, on a linear scale. Figure 10 shows the comparison of the simulated and measured
results for the TE wave. For the sake of clarity, the comparison of results for different
incidence angles is presented separately.
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Figure 10. Performance comparison of the proposed MA for TE polarization at (a) 0◦, (b) 10◦, (c) 20◦

and (d) 30◦.

Figure 10a presents the results of when the incident angle is 0◦. From this, it is evident
that the absorber acts as a dual-band one, operating in the 5G regions of 24 GHz and 28 GHz,
i.e., one peak lies in 24.25 GHz–24.45 GHz and the other in the 27.5 GHz–28.35 GHz region.
Moreover, the absorptivity is more than 92% over these same frequency bands in both
simulated and measured results. Figure 10b shows the comparison for θ = 10◦. Again,
there are two peaks in the 5G frequency bands, namely 24 GHz (24.75 GHz–25.25 GHz)
and 28 GHz (27.5 GHz–28.35 GHz). The simulated and measured results are both in good
agreement with each other and, overall, absorptivity is greater than 90% for both.

Figure 10c depicts that at θ = 20◦, the proposed absorber absorbs a single 5G frequency
band. It is noticeable that at this specific incidence angle for a TE polarization, the proposed
absorber exhibits around 95% absorptivity in the 24.75 GHz–25.25 GHz frequency region
of 5G. Figure 10d reflects the absorption at θ = 30◦, and dual-band absorption behaviour
in 5G frequency bands can also be noticed here. One absorption peak is observed in the
allocated 5G band ranging from 24.75 GHz to 25.25 GHz with near-unity absorptivity in
its measurements, while the other peak is observed in the 28 GHz (27.5 GHz–28.35 GHz)
frequency band with around 75% measured absorptivity. Overall, both the simulated and
measured absorption results of the proposed absorber in the 5G frequency bands are in
good agreement at different obliquity angles for TE polarization.

Figure 11 shows the comparison of simulated and measured results when the TM
mode is excited on the proposed absorber. Again, the comparison of results for the different
incidence angles is presented separately for clarity. It is noticeable that unlike for the
TE-polarized wave case, the proposed absorber here behaves like a single-band absorber
when polarization is TM. To explain, it either behaves like an absorber in the 24 GHz or
one in the 28 GHz frequency band for different angles of incidence.
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Figure 11. Performance comparison of the proposed MA for TM polarization at (a) 0◦, (b) 10◦, (c) 20◦

and (d) 30◦.

Figure 11a shows the behavior of the absorber at 24 GHz (24.25 GHz–24.45 GHz) with
a 98% absorptivity when the incident angle is 0◦, whilst more than 95% absorptivity is
observed at the 28 GHz (27.5 GHz–28.35 GHz) frequency band for θ = 10◦, as depicted
in Figure 11b. Both the simulated and measured results for incidence angles of θ = 20◦
and 30◦ are shown in Figure 11c,d, respectively, where, again, the results at 28 GHz
(27.5 GHz–28.35 GHz) are reported as an absorptivity of around 85% and 80%. It is reported,
again, that the overall simulated and measured results are in good agreement (within the
respective 5G band) with each other. Ripples at different frequency bands other than the
5G ones are attributed to the imperfect fabrication of the absorber sheet and the use of RF
cables within the anechoic chamber.

4. Conclusions

A metamaterial-based absorber operating at 24 GHz and 28 GHz frequency bands
and allocated for 5G applications by the FCC was investigated here. The metamaterial
structure consists of four meander lines connected with an I-shaped TL. The number of
meander lines necessary to design the absorber at the proposed frequency bands was
calculated using an analytical formulation, based on the phenomenon of total inductance
produced by a meander line structure, under the matched-impedance conditions in the
given electronic circuit at the operating frequencies. The meander line structure, created
using this analytical formulae, was used to design the resultant structure and was then
optimized and simulated in CST to demonstrate the efficiency of the analytical model along
with the performance of the absorber. A complete parametric analysis was carried out
to demonstrate the design flexibility of the proposed absorber. To explore the practical
employability and verify the simulated results of the absorber, a finite sheet of the proposed
MA, with 12 × 12 unit cells, was fabricated and tested in an anechoic chamber. In addition,
the simulation results of the proposed MA for TE and TM polarizations at different angles
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of the MA were also verified by measurements, via the rotation of the fabricated prototype
at different angles for both the TE- and TM-polarized wave. The performance comparison
showed good agreement between simulated and measured results. It is concluded that the
desired absorption band can be attained by suitably tailoring the absorber’s constituents.
Furthermore, these results validated that the proposed absorber would be useful for 5G
communication applications, especially for the absorption of frequencies in 5G massive
MIMO antenna arrays, to avoid the unwanted near-field interference.

Author Contributions: Conceptualization, S.A.N. and M.A.B.; methodology, S.A.N., G.G., A.I. and
D.E.A.; software, S.A.N. and M.A.B.; validation, D.E.A., G.G. and M.S.K.; formal analysis, S.A.N.,
M.A.B. and A.I.; investigation, S.A.N., D.E.A., M.A.B. and A.I.; data curation, M.A.B. and A.I.;
writing—original draft preparation, S.A.N., M.A.B. and G.G.; writing—review and editing, S.A.N.,
M.A.B., A.I., M.S.K., G.G. and A.I.; visualization, A.I. and M.A.B.; supervision, D.E.A.; project
administration, D.E.A.; funding acquisition D.E.A. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was supported in part by the EU H2020 Marie Skłodowska-Curie Individual
Reintegration Fellowship under grant no. 840854 ‘VisionRF’.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Andrews, J.G.; Buzzi, S.; Choi, W.; Hanly, S.V.; Lozano, A.; Soong, A.C.; Zhang, J.C. What will 5G be? IEEE J. Sel. Areas Commun.
2014, 32, 1065–1082. [CrossRef]

2. Rappaport, T.S.; Sun, S.; Mayzus, R.; Zhao, H.; Azar, Y.; Wang, K.; Wong, G.N.; Schulz, J.K.; Samimi, M.; Gutierrez, F. Millimetre
wave mobile communications for 5G cellular: It will work! IEEE Access 2013, 10, 335–349. [CrossRef]

3. Federal Communications Commission (FCC). FCC Establishes Procedures for First 5G Spectrum Auctions; Federal Communications
Commission (FCC): Washington, DC, USA, 2018.

4. Wu, Y.; Wang, J.; Lai, S.; Zhu, X.; Gu, W. Transparent and flexible broadband absorber for the sub-6G band of 5G mobile
communication. Opt. Mater. Express 2018, 8, 3351–3358. [CrossRef]

5. Chen, X.; Chen, X.; Wu, Z.; Zhang, Z.; Wang, Z.; Heng, L.; Wang, S.; Zou, Y.; Tang, Z. An ultra-broadband and lightweight
fishnet-like absorber in microwave region. J. Phys. D Appl. Phys. 2018, 51, 285002. [CrossRef]

6. Li, J.; Zhao, C.; Liu, B.; You, C.; Chu, F.; Tian, N.; Chen, Y.; Li, S.; An, B.; Cui, A.; et al. Metamaterial grating-integrated graphene
photodetector with broadband high responsivity. Appl. Surf. Sci. 2019, 473, 633–673. [CrossRef]

7. Wang, Y.; Sun, T.; Paudel, T.; Zhang, Y.; Ren, Z.; Kempa, K. Metamaterial-Plasmonic Absorber Structure for High Efficiency
Amorphous Silicon Solar Cells. Nano Lett. 2012, 12, 440–445. [CrossRef]

8. Lee, N.; Kim, T.; Lim, J.-S.; Chang, I.; Cho, H.H. Metamaterial-Selective Emitter for Maximizing Infrared Camouflage Performance
with Energy Dissipation. ACS Appl. Mater. Interfaces 2019, 11, 21250–21257. [CrossRef]

9. Kairm, H.; Delfin, D.; Shuvo, M.A.I.; Chavez, L.A.; Garcia, C.R.; Barton, J.H.; Gaytan, S.M.; Cadena, M.A.; Rumpf, R.C.;
Wicker, R.B.; et al. Concept and Model of a Metamaterial-Based Passive Wireless Temperature Sensor for Harsh Environment
Applications. IEEE Sens. J. 2015, 15, 1445–1452. [CrossRef]

10. Liu, W.; Tian, J.; Yang, R.; Pei, W. Design of a type of broadband metamaterial absorber based on metal and graphene. Curr. App.
Phys. 2021, 31, 122–131. [CrossRef]

11. Baqir, M.A.; Choudhury, P.K. Hyperbolic Metamaterial-Based UV Absorber. IEEE Photonic Technol. Lett. 2017, 29, 1548–1551.
[CrossRef]

12. Bilal, R.; Baqir, M.; Iftikhar, A.; Ali, M.; Rahim, A.; Akhtar, M.N.; Mughal, M.; Naqvi, S. A novel omega shaped microwave
absorber with wideband negative refractive index for C-band applications. Optik 2021, 242, 167278. [CrossRef]

13. Metamaterial Microwave Absorber. IEEE Antenn. Wirel. Propag. Lett. 2019, 18, 1016–1020. [CrossRef]
14. Banadaki, M.D.; Heidari, A.A.; Nakhkash, M. A Metamaterial Absorber with a New Compact Unit Cell. IEEE Antennas Wirel.

Propag. Lett. 2017, 17, 205–208. [CrossRef]
15. Wang, B.-X.; Xie, Q.; Dong, G.; Huang, W.Q. Simplified design for broadband and polarisation-insensitive terahertz metamaterial

absorber. IEEE Photonic Technol. Lett. 2018, 30, 1115–1118. [CrossRef]
16. So, S.; Yang, Y.; Lee, T.; Rho, J. On-demand design of spectrally sensitive multiband absorbers using an artificial neural network.

Photonic Res. 2021, 9, B153. [CrossRef]

223



Sensors 2022, 22, 3764

17. Baqir, M.A. Conductive metal–oxide-based tunable, wideband, and wide-angle metamaterial absorbers operating in the near-
infrared and short-wavelength infrared regions. Appl. Opt. 2020, 59, 10912–10919. [CrossRef]

18. Wang, X.; Sang, T.; Li, G.; Mi, Q.; Pei, Y.; Wang, Y. Ultrabroadband and ultrathin absorber based on an encapsulated T-shaped
metasurface. Opt. Express 2021, 29, 31311. [CrossRef]

19. Bilal, R.; Baqir, M.; Choudhury, P.; Ali, M.; Rahim, A.; Kamal, W. Polarization-insensitive multi-band metamaterial absorber
operating in the 5G spectrum. Optik 2020, 216, 164958. [CrossRef]

20. Qu, S.; Hou, Y.; Sheng, P. Conceptual-based design of an ultrabroadband microwave metamaterial absorber. Proc. Natl. Acad. Sci.
USA 2021, 118, e2110490118. [CrossRef]

21. Amiri, M.; Tofigh, F.; Shariati, N.; Lipman, J.; Abolhasan, M. Ultra Wideband Dual Polarization Metamaterial Absorber for 5G
frequency spectrum. In Proceedings of the 2020 14th European Conference on Antennas and Propagation (EuCAP), Copenhagen,
Denmark, 15–20 March 2020; pp. 1–5. [CrossRef]

22. Sargun; Verma, S.; Aryan, S.; Jain, P. Design of Metamaterial Absorber for 5G Applications. Int. J. Adv. Sci. Technol. 2020, 29,
13689–13698.

23. Chen, T.; Li, S.J.; Cao, X.Y.; Gao, J.; Guo, Z.X. Ultra-wideband and polarization-insensitive fractal perfect metamaterial absorber
based on a three-dimensional fractal tree microstructure with multi-modes. Appl. Phys. A 2019, 125, 232. [CrossRef]

24. Li, S.J.; Wu, P.X.; Xu, H.X.; Zhou, Y.L.; Cao, X.Y.; Han, J.F.; Zhang, C.; Yang, H.H.; Zhang, Z. Ultra-wideband and polarization-
insensitive perfect absorber using multilayer metamaterials, lumped resistors, and strong coupling effects. Nanoscale Res. Lett.
2018, 13, 386. [CrossRef] [PubMed]

25. Wen, D.-E.; Yang, H.; Ye, Q.; Li, M.; Guo, L.; Zhang, J. Broadband metamaterial absorber based on a multi-layer structure. Phys.
Scr. 2013, 88, 015402. [CrossRef]

26. Long, C.; Yin, S.; Wang, W.; Li, W.; Zhu, J.; Guan, J. Broadening the absorption bandwidth of metamaterial absorbers by transverse
magnetic harmonics of 210 mode. Sci. Rep. 2016, 6, 21431. [CrossRef]

27. Nakano, H.; Tagami, H.; Yoshizawa, A.; Yamauchi, J. Shortening ratios of modified dipole antennas. IRE Trans. Antennas Propag.
1984, 32, 385–386. [CrossRef]

28. Rashed, J.; Tai, C.-T. A new class of resonant antennas. IEEE Trans. Antenn. Propag. 1991, 39, 1428–1430. [CrossRef]
29. Best, S.; Morrow, J. Limitations of inductive circuit model representations of meander line antennas. IEEE Antenn. Propag. Soc. Int.

Symp. 2004, 1, 852–855. [CrossRef]
30. Tuan, C.C.; Chang, C.H.; Chang, Y.J.; Chen, C.H.; Jeong, H.D.; Huang, W.T. A highly reliable platform with a serpentine antenna

for IEEE 802.15.4 over a wireless sensor network. WSEAS Trans. Circuit Sys. 2012, 11, 182–197.
31. Subbaraj, S.; Kanagasabai, M.; Alsath, M.G.N.; Palaniswamy, S.K.; Kingsly, S.; Kulandhaisamy, I.; Shrivastav, A.K.; Natarajan, R.;

Meiyalagan, S. A Compact Frequency Reconfigurable Antenna with Independent Tuning for Hand-held Wireless Devices. IEEE
Trans. Antenn. Propag. 2020, 68, 1151–1154. [CrossRef]

32. Balanis, C.A. Advanced Engineering Electromagnetics; John Wiley & Sons: Hoboken, NJ, USA, 1999.
33. Endo, T.; Sunahara, Y.; Satoh, S.; Katagi, T. Resonant frequency and radiation efficiency of meander line antennas. Electron.

Commun. Jpn. Part II 2000, 83, 52–58. [CrossRef]

224



Citation: Li, F.; You, B.

Complementary Multi-Band Dual

Polarization Conversion Metasurface

and Its RCS Reduction Application.

Electronics 2022, 11, 1645.

https://doi.org/10.3390/

electronics11101645

Academic Editors: Naser Ojaroudi

Parchin, Chan Hwang See and Raed

A. Abd-Alhameed

Received: 30 April 2022

Accepted: 17 May 2022

Published: 21 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Complementary Multi-Band Dual Polarization Conversion
Metasurface and Its RCS Reduction Application

Fengan Li and Baiqiang You *

Department of Electronic Engineering, Xiamen University, Xiamen 361005, China; lifengan1112@foxmail.com
* Correspondence: youzhou@xmu.edu.cn

Abstract: In this paper, we present a metasurface composed of complementary units that can realize
orthogonal linear and linear-to-circular polarization conversion in multi-band. Linear polarization
conversion has seven high-conversion frequency bands: 9.1–9.7 GHz, 15.6–17.6 GHz, 19.4–19.7 GHz,
21.2–23.1 GHz, 23.5–23.8 GHz, 26.2 GHz, and 27.9 GHz. Linear-to-circular polarization conversion
also has seven frequency bands with axial ratios (ARs) less than 3 dB: 8.9–9.0 GHz, 9.9–14.7 GHz,
19.1–19.3 GHz, 23.2–23.35 GHz, 23.4 GHz, 24.1–25.4 GHz, and 27.2–27.8 GHz, with the generation
of multiple bands extended by the combination of complementary units. Then, we utilize the
combined polarization conversion unit’s mirror placement to form a 4 × 4 array to realize the phase
difference cancellation of the reflective field, giving the metasurface the radar cross section (RCS)
reduction function and the dual-band 10-dB monostatic RCS reduction bandwidth: 8.9–9.7 GHz and
15.5–26.1 GHz. The measured and simulated results were essentially identical. Because the design
uses the complementary units to form an array to expand the polarization conversion frequency bands,
it provides a novel idea for future designs and can be applied to multiple microwave frequency bands.

Keywords: polarization conversion metasurface (PCM); complementary unit; linear polarization
conversion; circular polarization conversion; RCS reduction

1. Introduction

Polarization is an important characteristic of electromagnetic waves that is used
to represent the time-varying trajectory of the electric field strength vector terminal of
electromagnetic waves in space. In modern communication, controlling the polarized state
of electromagnetic waves is critical in the transmission and reception of wireless signals,
and it has also become a frontier direction of discipline exploration. Metasurfaces, as a
special non-natural material, have been applied to the precise control of electromagnetic
wave polarization with its easy fabrication, good conversion characteristic, small size,
and powerful functionality to manipulate the beams, which can effectively avoid the
defects of traditional design methods [1–7]. In recent years, various polarization conversion
metasurfaces (PCMs) have been proposed to realize different polarization conversions,
including incident and reflective orthogonal linear polarization (LP-LP) [8–11], circular-to-
circular polarization (CP-CP) [12–15], and linear-to-circular polarization (LP-CP) [16–19].
However, most of these metasurfaces realize a single polarization conversion function,
and there are relatively few metasurfaces with multiple polarization conversion functions.
Therefore, it is urgent to study the multifunctional PCM for different frequency bands.
For this demand, the literature [20] proposed various functions of polarization converters,
with the linear polarization conversion bandwidth reaching 95.2%. Gao et al. designed a
voltage-controlled reconfigurable broadband PCM for LP-LP and LP-CP conversions [21].
In [22], a four-band, multi-function reflective polarization converter based on linear and
circular polarizations was proposed.

The development of metasurfaces has also promoted the improvement of RCS reduc-
tion technology. The key to RCS reduction is to suppress reflected waves. Metasurfaces
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such as the frequency-selective surface [23–25], frequency-absorbing surface [26,27], elec-
tromagnetic band-gap structure [28,29], and artificial magnetic conductor [30,31] can adjust
different electromagnetic parameters to realize the absorption, diffuse reflection, and ab-
normal reflection of reflected waves, thus providing new methods for RCS reduction.
Specifically, frequency-selective and frequency-absorbing surfaces exhibit total reflection or
transmission characteristics around the resonant frequency of the unit, which can be seen
as band-pass or band-resistance filters, to control electromagnetic wave propagation in
certain frequency bands. The artificial magnetic conductor has different reflection phases at
different frequencies, which can be used to achieve phase cancellation. In particular, when
mirroring the PCM when a specific polarization wave is incident, the phase difference of
the reflected waves by the two mirror-arranged sub-arrays is π, and the two waves are
cancelled to achieve overall reflected wave suppression [32,33].

In this work, a novel, complementary, multifunctional PCM is proposed. The designed
complementary surface double units have the function of polarization conversion. By
combining the two complementary units, a metasurface that realizes orthogonal linear
polarization conversion and linear-to-circular polarization conversion is finally designed.
Both linear polarization conversion and linear-to-circular polarization conversion have
seven frequency bands. Moreover, a mirror-symmetrical RCS reduction surface is designed
using this PCM, which realizes double broadband monostatic RCS reduction and improves
the performance of related works.

2. Structural Design and Principle

The designed PCM unit is shown in Figure 1. The overall structure is divided into
three layers: the PCM unit on the top layer, the FR4 dielectric substrate (ε = 4.4, tanδ = 0.02)
with a thickness of H = 1.2 mm in the middle, and the bottom layer being a perfect electric
conductor (PEC). Unit 1 is a diagonal structure formed by orthogonal placement of two
rectangular patches with equal arm lengths, and unit 2 is formed by stacking three square
patches at a certain distance. The two units are complementary, as shown in Figure 1a.
The optimized geometric dimensions are L = 8 mm, C = 0.1 mm, and W = 1.95 mm.
Figure 1b,c shows that the complementary metal surface units are placed at an angle
of 45 degrees along the X-axis (Y-axis). The two units can be combined into a square
patch, and both have polarization conversion functions. Figure 1c explains the principle of
polarization conversion from the physical theory of electromagnetic waves. Assuming that
the electromagnetic wave is incident along the x polarization direction, and the incident
electric field Ei is decomposed into orthogonally polarized waves along the U-axis and
V-axis, we can obtain the following:

Ei =
⇀
x Eiejϕ =

(
⇀
u Eiu +

⇀
v Eiv

)
ejϕ (1)

Er =
⇀
u Eru +

⇀
v Erv =

(
⇀
u ruEiuejϕu +

⇀
v rvEivejϕv

)
ejϕ (2)

where Eiu and Eiv are the magnitudes of the incident field components on the U-axes
and V-axes, respectively, and ϕu and ϕv are the phases of the corresponding components.
Because the bottom is an ideal metal floor structure, it exhibits total reflection characteristics
under the incidence of electromagnetic waves, so we find ru = rv = r. However, under
the incidence of U- and V-polarized waves, the resonant structures of the unit in the two
directions are different, and the reflective waves have a phase difference Δϕ = |ϕu − ϕv|.
When Δϕ = 180

◦
, Equation (2) becomes
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Er = r
(
⇀
u Eiuejϕu +

⇀
v Eivej(π−ϕu)

)
ejϕ

= r
(
⇀
u Eiu −⇀

v Eiv

)
ejϕu ejϕ

=
⇀
y Erejϕu ejϕ (3)

Figure 1. Polarization conversion unit design. (a) Complementary unit. (b) Structure of unit 1.
(c) Structure of unit 2.

Through the above derivation, we complete the transformation from the incident
wave with x polarization to the reflective wave with y polarization. Because the PCM is
placed symmetrically along the diagonal, the incident conditions of the x polarization and
y polarization are exactly the same, and the conversion principle is also suitable for the
y-polarized incident wave and the x-polarized reflective wave. Similarly, when Δϕ = 90

◦
,

the synthesized wave is circularly polarized, and the structure realizes the function of
linear-to-circular polarization conversion.

3. Simulation Analysis

To better understand the polarization conversion performance of the designed unit,
we used the Floquet port in the simulation software with the master-slave boundary to
simulate the infinite array condition. Figure 2a,b illustrates the reflection coefficients of
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unit 1 and unit 2 when an x-polarized wave is incident. The resonance points of unit 1 were
at 17.9 GHz and 20.1 GHz, while the resonance points of unit 2 were at 7.2 GHz, 12.3 GHz,
and 19.7 GHz. Their cross-polarized reflection coefficients Ryx were 0 dB at these frequency
points, and the co-polarized reflection coefficients Rxx were very small, indicating that
polarization conversion occurred. We characterized the polarization conversion by the
polarization conversion ratio (PCR), which is defined as follows [34]:

PCRx =
R2

yx

R2
yx + R2

xx
; PCRy =

R2
xy

R2
xy + R2

yy
(4)

Figure 2. Simulation results of unit. (a) Reflection coefficient of unit 1. (b) Reflection coefficient of
unit 2. (c) PCR for units 1 and 2. (d) AR for units 1 and 2.

Under the incidence of x-polarized waves, the PCRs of units 1 and 2 are shown in
Figure 2c. At the corresponding resonance frequency, the PCR reached 100%, explaining
that the conversion of the x-polarized incident wave to the y-polarized reflective wave was
completely realized.

In order to realize the functions of multiple polarization conversion on the metasurface,
we also explored the circular polarization conversion function of the units. We used the
axial ratio (AR) to describe the circular polarization conversion characteristics. When
AR < 3 dB, it can be considered that the electromagnetic wave is a circular polarization
wave. The AR is expressed by the following formula [35]:

AR =

(
|Rxx|2 +

∣∣Ryx
∣∣2 +√

a

|Rxx|2 +
∣∣Ryx

∣∣2 −√
a

) 1
2

(5)

a = |Rxx|4 +
∣∣Ryx

∣∣4 + 2|Rxx|2
∣∣Ryx

∣∣2 cos(2Δϕ) (6)

The ARs of units 1 and 2 are shown in Figure 2d, and it can be seen that the 3-dB circu-
lar polarization bandwidths of unit 1 were dual-band 15.0–15.9 GHz and 23.72–26.11 GHz,
and the 3-dB axial ratio bandwidths of unit 2 were 6.55–6.83 GHz, 7.69–10.96 GHz,
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13.61–14.92 GHz, 19.08–19.45 GHz, and 19.83–19.98 GHz. Therefore, both units 1 and
2 realized the polarization conversion function of multi-band linear polarization incident
to circular polarization reflection.

Observing Figure 2, we found that there were many polarization conversion frequen-
cies for unit 1 and unit 2, but they were not evenly distributed in the entire solution
frequency band, and the conversion bandwidths of the two units did not overlap with each
other. Therefore, we could synthesize the conversion characteristics of the two comple-
mentary units, which may extend the polarization conversion frequency bands. Based on
this idea, we finally designed a combined polarization conversion unit, using the same
simulation method to analyze it. The designed structure is shown in Figure 3. Unit 1 and
unit 2 are crossed to form a symmetrical structure.

Figure 3. Simulation results of combined unit. (a) Reflection coefficient. (b) PCR. (c) Phase difference.
(d) AR.

The reflection coefficient and PCR of the structure are shown in Figure 3a,b. The figure
shows that the combined unit Rxx < −10 dB had seven resonant frequency points, the PCR
of the corresponding frequency point was 100%, and it had seven PCR bandwidths >90%:
9.1–9.7 GHz, 15.6–17.6 GHz, 19.4–19.7 GHz, 21.2–23.1 GHz, 23.5–23.8 GHz, 26.2 GHz, and
27.9 GHz. In addition, the phase difference of the co-polarized and cross-polarized reflection
coefficients are shown in Figure 3c. The phase difference is defined as Δϕ = ϕxx − ϕyx
when Δϕ = 0, ±π. It can be known from the knowledge of the polarization phase that the
linear polarization conversion occurred at this time. The phase differences of Ryx and Rxx
at the seven resonance points in the figure all satisfied this condition, suggesting that the
complete conversion of x polarization to y polarization was achieved. When comparing the
simulation results of the two units, it was found that there was a difference in the offset of
the conversion frequency bands, and the new resonance frequency bands were generated.
The main reason for this is that after the combined structure, the periodic units changed.
The change in the inductance or capacitance generated by the coupling between units 1 and
2 in the overall equivalent circuit resulted in a shift in the resonant frequencies, especially
in the relatively high frequency band of 23.5–28 GHz. This change in the equivalent circuit
excited two new resonant frequency bands that contributed to the polarization conversion
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at higher frequencies. As a result, the newly formed unit could expand the frequency and
bandwidth of linear polarization conversion.

In addition, the basic conditions of the circular polarization conversion must be
satisfied. In the case that the co-polarized reflection coefficient Rxx and the cross-polarized
reflection coefficient Ryx have the same amplitude, the phase difference between them
must be satisfied (Δϕ = ±nπ/2, where n is an odd number). It can be seen from Figure 3a
that the possible frequency band for circular polarization conversion occurred near the
intersection with the Rxx and Ryx coefficients, where the amplitudes of them were roughly
equal, and the linear-to-circular polarization conversion could be completed as long as the
phase difference condition was satisfied. From Figure 3d, it can be seen that there were
seven bandwidths with ARs less than 3 dB: 8.9–9.0 GHz, 9.9–14.7 GHz, 19.1–19.3 GHz,
23.2–23.35 GHz, 23.4 GHz, 24.1–25.4 GHz, and 27.2–27.8 GHz. Meanwhile, when observing
Figure 3c, it is found that at these frequency bands, the phase differences between co-
polarization and cross-polarization were around −270

◦
, −90

◦
, 90

◦
, and 270

◦
, which satisfies

the circular polarization conversion phase. Therefore, the combination unit realized the
conversion from the incident linear polarization wave to the reflective circular polarization
wave in the above frequency bands.

We also analyzed the conversion under oblique incidence conditions, and the incidence
angle was set to 0–45 degrees, as shown in Figure 4. What follows is category discussion:
(1) for linear polarization conversion, compared with normal incidence, a PCR under 15
or 30 degrees of incidence had six conversion frequency bands, and 45 degrees had only
4 conversion frequency bands, indicating that oblique incidence would reduce the number
of frequency bands for linear polarization conversion. When the frequency band was
below 18 GHz, the oblique incidence had only a small effect on the frequency band of
linear polarization conversion, which is basically consistent with the normal incidence and
mainly affects the linear polarization conversion at higher frequencies. Therefore, the linear
polarization conversion under oblique incidence conditions still maintained more than
4 conversion bandwidths, especially below 24 GHz. (2) Regarding circular polarization
conversion, the oblique incidence had no effect on the circular polarization conversion at
8.9–9.0 GHz but had a great impact on the broadband of 9.9–14.7 GHz, while the oblique
incidence in the higher frequency band only had an offset effect on the frequency bands.
Therefore, the circular polarization conversion could still maintain the multi-band function
under oblique incidence, and the whole was still stable in the higher frequency band.

Figure 4. Polarization conversion at oblique incidence: (a) PCR and (b) AR.

Finally, the PCM based on the combination of complementary units could realize
the linear orthogonal and linear-to-circular polarization conversion functions of seven fre-
quency bands as shown in Figure 5. The combined unit structure generated new resonances
under the incidence wave which could significantly improve the conversion function of
higher frequency bands. Additionally, the experiments show that the multi-band conver-
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sion function of the metasurface could still be well maintained under an oblique incidence
of 0–45 degrees, and it had angle insensitivity.

Figure 5. Schematic diagram of PCM.

4. RCS Reduction

The polarization conversion characteristics of the PCM are described above. In
the working frequency bands of the metasurface, under a normal incidence, the cross-
polarization reflection amplitude of the basic unit was almost the same as that of the mirror
image, but the two phases were opposite. Therefore, the PCM unit’s mirror arrangement
and the RCS reduction in a certain frequency band could be realized by using the phase
cancellation method of the scattered field.

The plane of RCS based on the PCM is shown in Figure 6. The whole structure is
composed of 4 × 4 units, and the single direction is 2 × 2 units, which are arranged with
mirrors up, down, left, and right. The surface was simulated with the radiation boundary,
and the simulation results are shown in Figure 7. The control group was a metal plane
of equal size. We used RCS reduction to represent the RCS capability. The calculation
formula of RCS reduction is expressed in Equation (7) [36], where Erx and Eix represent
the reflective field and incident field in the far region, respectively, and r represents the
detection distance:

RCS reduction(dB) = 10 lg

⎡⎢⎣ lim
r→∞

4πr2 |Erx |2
|Eix |2

lim
r→∞

4πr2|1|2

⎤⎥⎦ (7)

RCS reduction peaked at 9.2 GHz and 16.5 GHz, and the 10-dB dual-band RCS re-
duction bandwidths were 8.9–9.7 GHz and 15.5–26.1 GHz, while the maximum reduction
reached 25.8 dB. Therefore, the metasurface achieved a broadband dual-frequency monos-
tation RCS reduction effect. When observing the functional frequency bands of the PCM
and the RCS metasurface, it is shown that the 10-dB reduction bandwidth included the
frequency band of the polarization conversion. In particular, the frequency at the reduced
peak was roughly coincident with the first two resonant frequencies of polarization conver-
sion, and the polarization conversion at this time was the best, resulting in the generation
of the reduced peak, which verifies that our designed PCM can achieve excellent RCS
reduction function. The small error of the bandwidth of the two was mainly caused by
the finiteness of the array. PCM uses Floquet ports to simulate infinite periodic conditions,
while the RCS surface is simulated with finite elements.
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Figure 6. RCS reduction metasurface-based PCM.

Figure 7. (a) Monostatic RCS. (b) RCS reduction.

At 15–45 degrees of oblique incidence, the reduced peaks were shifted, but the impact
on the reduced peak in the lower frequency band was small and only had a greater impact
on the peak in the higher frequency bands. The maximum reduced peak decreased, and
with the increase in the incident angle, the reduced peak bandwidth between 15 and
25 GHz was gradually reduced, but the overall 10-dB dual-band reduction function was
still maintained. This indicates that the effects of the angle on the conversion ability of
the PCM and the reduction ability of the RCS metasurface were similar. Therefore, the
RCS reduction metasurface based on PCM also had angle insensitivity under an oblique
incidence of 0–45 degrees.

To better understand how the designed metasurface achieved RCS reduction, we
present a 3D scattering field of the control metal plane and the designed RCS plane at the
peak reduction point. It can be seen from Figure 8 that at 9.2 GHz, compared with the metal
plane, the scattering field of the PCM mirror plane had no main lobe, and the main lobe
was suppressed by the phase difference of the reflective field, which exhibited a diffuse
reflection state. At 16.5 GHz, the designed plane divided the main lobe into four scattered
beams, which were reflected in different directions, diminishing the effect of the main lobe
and weakening the side lobes to accomplish RCS reduction.
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Figure 8. 3D scattering field of metal plane and RCS plane at 9.2 GHz and 16.5 GHz.

Figure 9 shows the bistatic RCS effect at the peak frequency points. Two observation
angles are set: ϕ = 0

◦
and ϕ = 90

◦
. The results show that at 9.2 GHz, the RCS plane at two

observation angles achieved a good bistation RCS reduction in the interval θ ∈ [−30, 30].
At 16.5 GHz, the value of the bistation RCS in the entire θ angle range was below −20 dB,
showing a perfect bistation RCS reduction function, and the two-angle observation had the
largest reduction, reaching 25.8 dB when θ = 0

◦
. The results of monostatic and bistatic RCS

show that the designed mirror PCM-RCS metasurface can achieve perfect results in a wide
frequency band.

Figure 9. Bistatic RCS reduction: (a) f = 9.2 GHz and (b) f = 16.5 GHz.

5. Fabrication and Measurement

To verify the correctness of the simulation results, we fabricated and measured the
metasurface. The samples are shown in Figure 10, where Figure 10a,b shows the PCM
and the RCS reduction metasurfaces, respectively. The same-sized metal plane was used
as a reference to obtain the actual RCS reduction. The measured device placement and
environmental schematic are shown in Figure 11. The samples were tested in an anechoic
chamber with two horn antennas connected to the vector network analyzer (VNA), and
the frequency range was 5–30 GHz. In the process of measuring the reflection coefficient,
both the co-polarized and cross-polarized reflection coefficients should be measured. When
measuring co-polarization, two horn antennas are placed in the same direction. When
measuring cross-polarization, the transmitting horn antenna is placed horizontally, and the
receiving horn antenna is placed vertically. In monostatic RCS measurement, the center
of the sample is at the same height as the two antennas, where the separation angle of the
two antennas should be less than 5◦, and the distance between the antenna and the sample
should be more than 2 m to satisfy the far-field scattering pattern. Figure 12 shows the
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comparison of the measured and simulated results. It can be seen from the figure that the
measured reflection coefficient also had multiple polarization conversion frequency bands,
and the frequency range was not much different from the simulation results. The measured
wide frequency bands of the monostatic RCS were 9.1–9.8 GHz and 15.3–25.8 GHz. The
final reflection coefficient and RCS reduction were roughly consistent with the measured
results and the simulation results, which verifies the correctness of our design. The small
errors were mainly caused by the fabrication process, the measurement errors, and the
finite size of the metasurface.

Figure 10. Physical fabrication: (a) PCM and (b) RCS plane.

Figure 11. Schematic diagram of measured device and environment.

Figure 12. Comparison of measured and simulated results. (a) Measured and simulated reflection
coefficients. (b) Measured and simulated RCS reduction.
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A comparison of the performance of this work with the other literature is shown in
Table 1, from which it can be seen that the PCM we designed had the most conversion
bands as a function of line-to-line orthogonal and line-to-circle polarization conversion
and had a wide bandwidth coverage. The RCS reduction metasurface designed using this
PCM also had the 2 widest 10-dB reduction bandwidths, further validating the validity of
this work. Overall, our work improves the performance and metrics in the field of PCMs,
promotes the research of multifunctional PCMs, and provides new ideas and performance
designs for electromagnetic stealth design of metasurfaces.

Table 1. Comparisons between this work and other references.

Ref.

Freq. (GHz)

Size (Width×Length×Thickness) RCS Reduction Band (GHz)LP-LP
(PCR ≥90%)

LP-CP
(AR ≤3 dB)

[7] 4.63–5.54 6.65–7.62 0.25 λ◦×0.25 λ◦×0.05 λ◦
3.49–3.62
5.94–6.69

[21] 3.9–7.9 4.9–8.2 0.32 λ◦×0.32 λ◦×0.12 λ◦ —

[22]

4.19–4.40
6.8–7.64

11.54–13.07
14.98–15.30

3.95–4.14
4.75–5.95
8.35–8.8

14.35–14.6

0.147 λ◦×0.147 λ◦×0.042 λ◦ —

[34] 9.4–14.0
15.5–20.9 — 0.43 λ◦×0.43 λ◦×0.13 λ◦

10.2–14.0
15.3–20.7

This work

9.1–9.7
15.6–17.6
19.4–19.7
21.2–23.1
23.5–23.8

26.2
27.9

8.9–9.0
9.9–14.7

19.1–19.3
23.2–23.35

23.4
24.1–25.4
27.2–27.8

0.45 λ◦×0.45 λ◦×0.07 λ◦
8.9–9.7

15.5–26.1

6. Conclusions

In general, the multi-band PCM can not only realize the effect of an x (y)-polarized
wave incident to y (x)-polarized wave reflection but also achieve the characteristics of linear-
to-circular polarization, and the unit of PCM is obtained by combining complementary
square units, which expands the bandwidth compared with a single unit. Simultaneously,
the mirror-combined PCM surface can realize the broadband 10-dB RCS reduction function
by using phase cancellation of the reflected waves, and the bistatic RCS reduction effect
is also remarkable. Through physical fabrication, the simulation results are consistent
with the experimental verification results. Therefore, the proposed PCM can be applied to
the design of multifunctional polarization converters for the X, Ku, K, and Ka microwave
frequency bands while providing methods for antenna RCS reduction, polarization beam
modulation, and electromagnetic stealth design of military equipment.
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Abstract: The next-generation communication base station antennas represented by phased array
antennas are towards high frequency, high gain, high density, and high pointing accuracy. The
influence of mechanical structure factors on communication system channel quality is obviously
increasing, and the electromechanical coupling problem is becoming more prominent. To effectively
guarantee the realization of 5G/6G communication in complex working environments and accelerate
the commercial process of future communication systems, an electromechanical coupling channel ca-
pacity model is established in comprehensive consideration of the positional shift, attitude deflection,
and temperature change of the communication base station phased array antennas. It can be used to
rapidly evaluate the communication index degradation of RF devices within the heating environment.
Moreover, a sensitivity model of the electric field strength and array antenna channel capacity to the
random position error of each element is constructed. The influence of the random positioning error
of each element on the communication indicators is analyzed and compared under different working
conditions. The simulation results show that the proposed model can effectively provide a theoretical
basis and guiding role for the design and manufacture of high-frequency array base station antennas.

Keywords: phased array antenna; electromechanical coupling model; next-generation communica-
tion; channel capacity; element error

1. Introduction

Commercial wireless communications have evolved from simple voice systems to
advanced mobile broadband multimedia systems since the 1980s [1–5]. If the mobile phone
is considered to be the main innovative carrier in the 1G to the 4G era [6], then the develop-
ment of 4G to 5G/6G has brought countless new application directions to various industries.
The 5G/6G network would emerge as an important part of modern communication [7].
A large number of millimeter-wave spectra accompanied with 5G/6G key technologies,
including beamforming technology [8,9], massive multiple-input multiple-output (MIMO)
technology [10–13], and full-spectrum access [14,15], will present new prospects for future
wireless communication.

The 5G/6G base station antenna represented by a phased array antenna is developing
toward high frequency, high gain, high density, and high pointing accuracy [16]. This has
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emphasized the influence and constraints of mechanical structural factors on the channel
quality and capacity [17] of communication systems and increased the prominence of the
electromechanical coupling problem [18]. This can be a bottleneck, restricting the perfor-
mance improvement of communication systems. The basic goal of 5G/6G technology is to
achieve higher coverage at a lower cost. The channel capacity indicators are directly con-
sistent with the client’s growing interest in faster and higher information rates. Therefore,
it is necessary to link the problem of electromechanical-thermal coupling of the 5G/6G
base station phased array antennas with the channel capacity of the communication system.
Furthermore, the influence mechanism of the channel quality of the base station antenna
communication system should be studied to provide a theoretical basis for improving
the channel quality of 5G/6G and even the high-frequency communication system of the
next generation.

In recent years, there has been an increasing amount of research on the channel
capacity of communication systems and some papers have linked channel capacity with
antenna indicators. Ref. [19] used probabilistic interval analysis method to calculate the
infimum and supremum of the electrical performance of linear phased arrays under element
amplitude and phase errors, which can be used to the tolerance analysis of the channel
capacity and reliability of base station antennas efficiently. Ref. [20] reconstructed the
theoretical model of channel capacity and analyzed the influence of antenna geometry,
including antenna array configuration (linear, circular, and rectangular arrays), beam
arrival angle, and elemental correlation on channel capacity. The results showed that the
array configuration has an important impact on the channel capacity for small-size array
antennas. Ref. [21] stated the influence of the vehicle antenna directivity index (beamwidth)
on the vehicle communication transmission characteristics (delay, Doppler spread, and
channel capacity). It was concluded that the beamwidth on the horizontal plane can affect
the received power (noise ratio) of the antenna, which would later affect the channel
capacity of the system. The above studies analyzed the relationship between the structural
parameters and channel capacity, but did not study the influence of structural parameter
variation caused by complex environments on channel capacity, which means that few
people associated the electromechanical coupling problem of the antenna with the change
in channel capacity for analysis. In addition, the electromechanical coupling theory of active
phased array antennas has been extensively studied. In [22], the effects of the structure
displacement and thermal deformation of an active phased array antenna (APAA) on
electromagnetic (EM) performance were analyzed. The electromagnetic coupling model of
the APAA was established and the accuracy of the model was verified. Ref. [23] established
the coupling relationship between the EM performance of the antenna and the structural
distortion, as well as the random errors of the APAA. In [24], an EM statistical model of the
array antenna coupling structure was proposed from the perspective of electromechanical
coupling. The EM performance of the antenna, which exhibited saddle-shaped distortion
and random position error, was evaluated using a planar array. It can be seen that these
studies mainly focused on the influence of structural deformation on the EM performance
of the base station antenna. They do not link the electrical performance to important
indicators of the base station antenna, such as channel capacity. That is, it does not study
the coupling analysis of structure error and base station antenna electrical performance.
Furthermore, as the base station antenna rapidly develops toward high frequencies, the
electromechanical coupling problem of the antenna can become increasingly prominent
and the constraint of antenna structure on communication quality can become clearer.

Meanwhile, unlike traditional base station antennas, 5G/6G antennas use beam form-
ing and beam tracking technologies to “customize” the signals for end-users [25]. Only
when all elements are arranged strictly in the design position can the ideal high-gain,
high-directivity beam be obtained. However, owing to the structural errors generated in
the manufacturing, processing, and installation of the antenna element, the actual position
of the element will inevitably deviate from the ideal position, resulting in degraded sys-
tem communication performance. Furthermore, because the base station array antenna
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usually works in the millimeter-wave band, which is advantageous for reducing the size
of the antenna element and the components in the array, making it easier for the entire
communication system to be active, higher requirements are proposed for the installation
accuracy of the array element position. This is because even minor installation errors are
likely to be of the same order as the working wavelength, which will have a significant
influence on the antenna’s EM performance and channel quality. Therefore, it is necessary
to quantitatively study the sensitivity of the 5G/6G communication system performance to
the random position error of the antenna elements in the x, y and z directions, respectively.

Therefore, the coupling relationship between the structural factors of base station
active phased array antennas and the channel capacity was studied, and the influence of
factors including the element position offset, pointing deflection, and feed error caused
by thermal power consumption of RF devices on the communication quality was ana-
lyzed comprehensively. Moreover, the sensitivity model of the electric field strength and
channel capacity of the array antenna to the random position error of the elements is
also constructed.

2. Electromechanical Coupling Modeling of Channel Capacity

2.1. Establishment of Electromechanical Coupling Model of Channel Capacity

As shown in Figure 1, a 5G/6G base station phased array antenna is arranged in an
equidistant rectangular grid, with a total of M×N array elements. The spaces between
the elements along the x- and y-axes are dx and dy, respectively, and the maximum beam
direction is (θ0, φ0). The direction cosine of the target direction (θ, φ) at the receiving
end can be expressed with respect to the coordinate axis as

(
cosαx, cosαy, cosαz

)
, shown

in Equation (1), so the direction cosine of the maximum base station transmitting beam
pointing direction can be expressed as (u0, v0, w0) =

(
cosαx0 , cosαy0 , cosαz0

)
.⎧⎨⎩

u = cosαx = sinθcosφ
v = cosαy = sinθsinφ
w = cosαz = cosθ

(1)

Figure 1. A 5G/6G base station phased array antenna.

During the working process, the element position offset and pointing deflection can be
caused by structural distortion, manufacturing, and assembly error of the elements, where
the positional offset of the (m, n) (0 ≤ m ≤ M − 1, 0 ≤ n ≤ N − 1) element is assumed
as (Δxmn, Δymn, Δzmn) and the pointing deflection is (Δθmn, Δφmn), as shown in Figure 1.
In addition, the feeding errors of elements can be generated owing to the thermal power
consumption of a large number of electronic devices in T/R modules, where the normalized
amplitude error and phase error can be expressed as ΔAmn(T) and Δϕmn(T), respectively.
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Based on the electromechanical coupling model [22], the pattern function of the 5G/6G
base station phased array antenna under the influences of structural distortion, manufac-
turing, thermal power consumption, and assembly error of the elements is expressed as
below when neglecting the mutual coupling between the array elements.

FBS(θ, φ) =
M−1
∑

m=0

N−1
∑

n=0
fmn(θ − Δθmn, φ − Δφmn)Imn[1 + ΔAmn(T)]·

exp
{

j
[
k
(
mdxu + ndyv

)
+ ΔΦmn + Δϕmn(T)

]} (2)

where Imn = Amnexp(jϕmn) is the initial excitation current of the (m, n) element, Amn and
ϕmn are the amplitude and phase, respectively, ΔΦmn is the far-field spatial phase change
caused by the offset between the (m, n) element and the (0, 0) element, as expressed in (3),
fmn(θ − Δθmn, φ − Δφmn) is the pattern of the element itself, as expressed in (4), k = 2π/λ
is the wave propagation constant, and λ is the wavelength of the base station phased
array antenna.

ΔΦmn = k[(Δxmn − Δx0,0)(u − u0) + (Δymn − Δy0,0)(v − v0) + (Δzmn − Δz0,0)w] (3){
fmn(θ, φ) = cosφ f (θ, φ)− cosθsinφ f (θ, φ)

f (θ, φ) = sinc
(

kW
2 sinθsinφ

)
cos

(
kL
2 sinθcosφ

) (4)

The pointing deflection angle (Δθmn, Δφmn) can be found by the following step. First,
assume that the surface equation of the entire base station antennas after deformation can
be expressed by z = f (x, y). Then, the normal vector of the tangent plane at the point of

an element on the surface can be expressed by
→
l mn = ±

(
− ∂z

∂x ,− ∂z
∂y , 1

)
. The relationship

between the direction cosine of the normal vector
→
l mn and its angle (Δθmn, Δφmn) with

respect to the coordinate axis can be obtained as follows.⎧⎪⎨⎪⎩
cos|Δθmn| = 1√

1+(∂ f (x,y)/∂x)2+(∂ f (x,y)/∂y)2

cos|Δφmn| = |∂ f (x,y)/∂x|
sin|Δθmn |

√
1+(∂ f (x,y)/∂x)2+(∂ f (x,y)/∂y)2

(5)

In the communication downlink, a 5G/6G base station phased array antenna is used
as the transmitting antenna. Channel noise is inevitable in the transmitting process, usually
assumed to be additive white Gaussian noise (AWGN) in communication systems. AWGN
is very representative and widely used as it is the most important and common noise and
interference model in communication channels. The Shannon capacity formula gives the
maximum achievable capacity (transmission bit rate) of a given channel in which the noise
characteristics, operating bandwidth, and other indicators are known [26]. Assume that the
operating bandwidth of the channel is B (Hz) and the signal-to-noise ratio at the receiving
end is SNR, the maximum amount of information C (in bps) that the channel can carry is

C = B × log2(1 + SNR) = B × log2

(
1 + 10lg

PR
BN0

)
(6)

where the SNR is used to evaluate the performance measurement characteristics of the
communication system, representing the ratio between the signal of the channel output
(meaningful information) and the background noise power, and N0 is the AWGN power
spectral density (W/Hz). Channel environments and transmission distance are different
in the analysis of actual problems, but a certain value can always be given in a specific
condition. Therefore, N0 is often treated as a measurable constant when calculating the
noise performance of a communication system.

241



Electronics 2022, 11, 1857

According to the equivalent circuit principle of the receiving antenna, the receiving
power of the antenna is

PR =
|E(θ, φ)|2FR

2(θ, φ)

240πk2 GRγRcos2(ξ) (7)

where E(θ, φ) is the electric field strength of the incoming wave at the receiving antenna,
FR(θ, φ) is the normalized pattern function of the receiving antenna, GR is the gain of
the receiving antenna, γR is the matching coefficient at the receiving end, representing
the matching degree between the receiving antenna and the load, and γR = 1 when the
receiving antenna and the load for the conjugate match, cos(ξ) is the polarization matching
factor. ξ = 0 and cos(ξ) = 1 when it is polarization matching.

According to Poynting vector method, the radiative power flux density of the trans-
mitting antenna in the far field area is

S(θ, φ) =
1
2

E(θ, φ)× H(θ, φ)∗ = |E(θ, φ)|2
240π

(8)

Meanwhile, the radiative power flux density can also be expressed as

S(θ, φ) =
U(θ, φ)

r2 =
UMF2

T,BS(θ, φ)

r2 =
PTGT,BSF2

T,BS(θ, φ)γT

4πr2 (9)

where UM is the radiation intensity in the maximum radiation direction of the transmitting
antenna, GT,BS is the gain of the transmitting antenna, FT,BS(θ, φ) = FBS

|FBS |max
is the normal-

ized electric field strength pattern function of the transmitting antenna, PT is the input
power of the feeding device at the transmitting end, and γT is the efficiency of the feed
system at the transmitting end. γT = 1 in an ideal situation.

According to (8) and (9), it can be determined that

|E(θ, φ)|2 =
60PTGT,BSF2

T,BS(θ, φ)γT

r2 (10)

Then, the received power of the array antenna can be obtained by substituting (10)
into (7), as follows:

PR =
λ2

16π3r2 PTGRFR
2(θ, φ)γRGT,BSFT,BS

2(θ, φ)γTcos2(ξ) (11)

Finally, substituting (11) into (6), the coupling relationship between the channel capac-
ity and the EM performance of the transmitting phased array antenna can be obtained as
follows, which can be used to describe the influence mechanism of the structural and feed
errors caused by the thermal power of RF devices on the communication system channel
quality in 5G/6G base station phased array antennas. In addition, it is assumed that the
transmitting and receiving antennas are both under an ideal matching state and that the
receiving antenna works in the ideal condition; therefore, the electromechanical-thermal
coupling problem of the receiving antenna is not considered.

C = B × log2

(
1 + 10lg

λ2γTγRPTGRFR
2(θ, φ)

16π3r2BN0
GT,BSF2

T,BS(θ, φ)

)
(12)

2.2. Sensitivity Model Establishment of Array Element Position

Based on the established electromechanical-thermal coupling model of the 5G/6G
base station phased array antenna, the sensitivity calculation model of the electric field
strength and channel capacity to the position error of the array element is obtained by
separately solving the partial derivatives of the two technical indicators to the array element
position. The model can be used to demonstrate the influence of the array element position
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error on the communication technical indicators. The random position error of the array
element is very small. Thus, it has an unobvious influence on the array factor pattern,
whereas the array element pattern can be considered unchanged, so the change of the array
element pattern is not taken into consideration in the sensitivity calculation model. The
electromechanical-thermal coupling model of the 5G/6G base station phased array antenna
in Equation (2) can be simplified to

fa(θ, φ) =
M−1
∑

m=0

N−1
∑

n=0
Imn·exp{jk[(mdx + Δxmn − Δx0,0)(u − u0) +(

ndy + Δymn − Δy0,0
)
(v − v0) + (Δzmn − Δz0,0)w]}

=
M−1
∑

m=0

N−1
∑

n=0
Imn·exp{jk[(x′mn − Δx0,0)(u − u0) +

(y′mn − Δy0,0)(v − v0) + (z′mn − Δz0,0)w]}

(13)

The partial derivatives of the array factor pattern function fa(θ, φ) to the actual position
(x′mn, y′mn, z′mn) of the antenna element (m, n) are as follows:

∂ fa(θ,φ)
∂x′mn

= |Imn|jk(u − u0) · exp{jk[(u − u0)(x′mn − Δx0,0)+

(v − v0)(y′mn − Δy0,0) + w(z′mn − Δz0,0)]}
(14)

∂ fa(θ,φ)
∂y′mn

= |Imn|jk(v − v0)exp{jk[(u − u0)(x′mn − Δx0,0)+

(v − v0)(y′mn − Δy0,0) + w(z′mn − Δz0,0)]}
(15)

∂ fa(θ,φ)
∂z′mn

= |Imn|jkwexp{jk[(u − u0) · (x′mn − Δx0,0)+

(v − v0)(y′mn − Δy0,0) + w(z′mn − Δz0,0)]}
(16)

According to the above, the sensitivity matrix of the electric field strength of the base
station antenna array factor to the (m, n) position error of the array element is

S fa
mn =

[
∂ fa(θ, φ)

∂x′mn
,

∂ fa(θ, φ)

∂y′mn
,

∂ fa(θ, φ)

∂z′mn

]
(17)

Then, by combining the sensitivity values in the x, y, and z directions of all the antenna
elements according to the array arrangement, the sensitivity matrix of the array electric
field strength factor to all the element positional errors can be obtained.

Similarly, the partial derivative of the channel capacity C to the actual position
(x′mn, y′mn, z′mn) of the array element can be obtained as follows:

∂C
∂x′mn

=
20B

[1 + 10lgα f 2
a (θ, φ)]ln2 fa(θ, φ)ln10

· ∂ fa(θ, φ)

∂x′mn
(18)

∂C
∂y′mn

=
20B

[1 + 10lgα f 2
a (θ, φ)]ln2 fa(θ, φ)ln10

· ∂ fa(θ, φ)

∂y′mn
(19)

∂C
∂z′mn

=
20B

[1 + 10lgα f 2
a (θ, φ)]ln2 fa(θ, φ)ln10

· ∂ fa(θ, φ)

∂z′mn
(20)

where the parameter α is α =
λ2γTγRPT GR FR

2(θ,φ)GT,BS
16π3r2BN0

.
The sensitivity matrix of the channel capacity to the position error of the (m, n) array

element can be obtained as

SC
mn =

[
∂C

∂x′mn
,

∂C
∂y′mn

,
∂C

∂z′mn

]
(21)

The performance of the communication indicators is mainly related to the main-lobe
area of the transmitting and receiving beams. Thus, (θ, φ) in the above two sensitivity
matrices are selected to choose the main-lobe area of the base station antenna.
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3. Simulation Analysis and Discussion

3.1. Analysis and Discussion of Electromechanical Coupling Model of Channel Capacity

A 5G/6G array antenna model of the communication base station was built with
256 array elements, where the rectangular microstrip patch antenna is used as the element,
and the interval between each element is λ/2. The frequency of the antenna is 28 GHz.
The structural parameters of the array element are shown in Table 1, where the structural
parameters of the array element have been optimized at the specified frequency 28 GHz.

Table 1. Structural parameters of the array element.

Antenna Structure Structural Parameters Variables Values (mm)

Microstrip antenna Length Ld 3.43
Width Wd 3.55

Substrate
Thickness hs 0.20

Length Ls = 2Ld 6.85
Width Ws = 2Wd 7.10

Feeder position Distance L1 0.52

The base station ambient temperature is 25 °C. The thermal power dissipation of a
RF chip on the antenna array is 40mW, and the convective heat transfer coefficient of the
array antenna is 1.2 W/(m2·K). In addition, according to the working conditions of the
base station, the four corners of the antenna array are fully constrained, and the thermal
simulation is conducted in ANSYS. The temperature fields of the base station array antenna
are shown in Figure 2.

 
(a) 

 
(b) 

Figure 2. Temperature field of base station array antenna: (a) Antenna element surface; (b) RF device
surface.

It can be seen that the temperature of the front and back of the array antenna gradually
decreases from the center to the surroundings in the temperature field distribution and
is vertically and horizontally symmetrical. The overall maximum temperature is at the
center of the surface of the RF device. Only linear strain exists during thermal expansion
while the shear strain is zero. Hence, thermal deformation can be regarded as the node
displacement caused by temperature loads. The temperature field distribution of the
array is then used as the load of the structural displacement field analysis to obtain the
thermal deformation. Meanwhile, the interpolation algorithm is used to add temperature
data to the grid nodes meshed by ANSYS. The ANSYS simulation results of the thermal
deformation of the array antenna structure are shown in Figure 3. The deformation of the
entire surface is approximately symmetrical about the center, which is consistent with the
distribution of the thermal deformation caused by the symmetric temperature distribution.
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The maximum displacement occurs in the z-axial direction at the central area of the surface,
and the maximum position offset is 3.435 mm.

 

Figure 3. Thermal deformation of base station array antenna.

By extracting the node displacement of the finite element model of the base station
array antenna after deformation, the surface fitting is performed in MATLAB, and the
surface fitting equation can be expressed as

f (x, y) = 3.426 − 0.004323x − 0.004586y
−0.001003x2+4.894e − 06xy − 0.001034y2 (22)

According to the electromechanical-thermal coupling model of the base station phased
array antenna, the EM performances of the base station antenna before and after thermal
deformation are calculated using MATLAB. All of the elements have the same amplitude
and phase (when the antenna works in an unscanned state). The E-plane (φ = 0◦) and
H-plane (φ = 90◦) power pattern of the base station array antennas, before and after
the thermal deformation during EM performance, are shown in Figure 4. The main EM
performance parameters of the base station antenna are shown in Table 2.

 
(a) 

 
(b) 

Figure 4. Temperature field of base station array antenna: (a) Antenna element surface; (b) RF device
surface.
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Table 2. Parameter variation of base station phased array antenna.

Electrical Performance Parameter

φ = 0◦ φ = 90◦

Ideal
Situation

After
Deformation

Ideal
Situation

After
Deformation

Gain loss/dB 0 −0.94 0 −0.94
Maximum pointing direction/◦ 0 0.02 0 0.03

The first SLL on the left/dB −13.28 −11.92 −13.78 −12.53
The first SLL change on the left/dB 0 +1.36 0 +1.25

The first SLL on the right/dB −13.28 −11.92 −13.78 −12.53
The first SLL change on the right/dB 0 +1.36 0 +1.25

The second SLL on the left/dB −17.91 −17.69 −19.42 −19.24
The second SLL change on the left/dB 0 +0.22 0 +0.18

The second SLL on the right/dB −17.91 −17.69 −19.42 −19.24
The second SLL change on the right/dB 0 +0.22 0 +0.18

The third SLL on the left/dB −20.95 −21.06 −24.12 −24.14
The third SLL change on the left/dB 0 −0.11 0 −0.02

The third SLL on the right/dB −20.95 −21.06 −24.12 −24.14
The third SLL change on the left/dB 0 −0.11 0 −0.02

(PS: “+” means increase, and “−” means decrease).

It can be learned from Figure 4 and Table 2 that:

1. The gain of the base station array antenna decreases because of the thermal deforma-
tion, and the gain loss can reach 0.94 dB.

2. The uplift amount of SLL shows a trend of increasing from the far field to the near
field in both E-plane (φ = 0◦) and H-plane (φ = 90◦), reaching a maximum of 1.36 dB.

3. The maximum direction of the base station array antenna on the E-plane and H-
plane has an offset of 0.02◦ and 0.03◦, respectively. The reason is that the thermal
deformation of the array antenna is approximately symmetrical.

To further evaluate the change in the channel capacity, the SNR of the base station
antenna system is set to 30 dB under the ideal working situation. The ratio of SNR
(Equation (22)) before and after deformation can be obtained by combining Equation (6)
and Equation (7). Meanwhile, the ratio of channel capacity (Equation (23)) before and after
deformation can be obtained from Equation (6). Then, the ratio of SNR and the channel
capacity before and after structural deformation and feed error are 80.52 % and 93.92 %,
respectively. The channel capacity value is rounded to 3 Gbps under the ideal working
situation, for the convenience of subsequent calculations. Thus, the peak rate of the channel
is lost by approximately 3 × 1024 × (1 − 93.92%)=186.8 Mbps when the EM performance
of the base station array antenna is degraded.

SNRde f ormed

SNRideal
=

GT,BS,de f ormedF2
T,BS,de f ormed(θ, φ)

GT,BS,ideal F2
T,BS,ideal(θ, φ)

(23)

Cde f ormed

Cideal
=

B·log2

(
1 + SNRde f ormed

)
B·log2(1 + SNRideal)

(24)

3.2. Analysis and Discussion of Sensitivity Model of Array Element Position

The 5G/6G base station phased array antenna model mentioned above is used as an
example, and the excitation amplitude obeys Taylor’s weighted distribution. The main-lobe
area of the far field pattern is selected as θ ∈ (−0.1396, 0.1396) and φ ∈ (0, 2π), respectively.
The sensitivity numerical distribution of the array factor electric field strength and channel
capacity to the random position error of the antenna elements can be obtained, as shown in
Figures 5–7.
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(a) (b) 

Figure 5. Sensitivity distribution in the x direction: (a) electric field strength of array factor; (b) channel
capacity.

 
(a) (b) 

Figure 6. Sensitivity distribution in the y direction: (a) electric field strength of array factor; (b) channel
capacity.

 
(a) (b) 

Figure 7. Sensitivity distribution in the z direction: (a) electric field strength of array factor; (b) channel
capacity.

It can be determined from Figures 5–7 that:
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1. The sensitivity of the electric field strength of the array factor and channel capacity to
the random position error in the z-axis direction is much greater than the sensitivity in
the x- and y-axis directions, indicating that the tolerance design of the array elements
in the z-axis direction should be more strictly controlled during manufacturing and
installation.

2. The random position error in the x- and y-axis directions has approximately the same
effect on these two technical indicators and the influence on the sensitivity distribution
is similar (rotating by almost 90◦) and having a certain periodicity along the x- and
y-axes, respectively.

3. From the sensitivity of the random position error in the z-axis direction, it can be
seen that the sensitivity value shows a decreasing trend from the central to the edge
area, indicating that the tolerance design of the central area of the array in the z-axis
direction should be stricter than the edge area.

4. For the random position error in the same direction, although the sensitivity distribu-
tion of the electric field strength is similar to that of channel capacity, the magnitude
of the latter is far above the former, indicating that the influence of the same random
position error on the channel capacity is much greater than the influence on the array
electric field strength.

In the process of beam matching between the transmitting beam of the actual base
station antenna and the receiving beam of the user-end, the most optimal beam direction
of the user-end is likely not the direction (0◦,0◦) of the transmitting beam. Therefore, it is
necessary to further analyze the sensitivity of the communication performance indicators
to the random position error in x, y, z directions under the situation where the beam is in
scanning state. The base station is usually sectored into multiple parts. In the 5G era, a
single macro base station usually has 6 sectors, which is superior to the traditional 3-sector
honeycomb structure, for it allows the communication system to make full use of spatial
multiplexing technology to provide additional system service capacity. It is assumed that
the base station is a 6-sector antenna structure. The sensitivity of the array factor electric
field strength to the random position error of the array element in the x, y, and z directions
in the φ = 0◦ plane and φ = 90◦ plane when the base station antenna pattern scans
θ ∈ (−30◦, 30◦) are shown in Figures 8–11. In addition, it can be seen from Figures 5–7 that
the sensitivity distribution of the channel capacity and electric field strength to the random
position error are similar. Therefore, only the electric field strength of the array factor is
selected for analysis.

  
(a) (b) (c) 

Figure 8. Sensitivity distribution of random position error in φ = 0◦ plane with scanning angle
θ = 15◦: (a) x direction; (b) y direction; (c) z direction.
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(a) (b) (c) 

Figure 9. Sensitivity distribution of random position error in φ = 0◦ plane with scanning angle
θ = 30◦: (a) x direction; (b) y direction; (c) z direction.

  
(a) (b) (c) 

Figure 10. Sensitivity distribution of random position error in φ = 90◦ plane with scanning angle
θ = 15◦: (a) x direction; (b) y direction; (c) z direction.

  
(a) (b) (c) 

Figure 11. Sensitivity distribution of random position error in φ = 90◦ plane with scanning angle
θ = 30◦: (a) x direction; (b) y direction; (c) z direction.

It can be learned from Figures 8–11 that:

1. The sensitivity of the electric field strength of the array factor and channel capacity to
the random position error in the z-axis direction is much greater than the sensitivity in
the x- and y-axis directions, indicating that the tolerance design of the array elements
in the z-axis direction should be more strictly controlled during manufacturing and
installation.

2. The random position error in the x- and y-axis directions has approximately the same
effect on these two technical indicators and the influence on the sensitivity distribution
is similar (rotating by almost 90◦) and having a certain periodicity along the x- and
y-axes, respectively.

3. With an increase in the scanning angle, the sensitivity value in the z-direction does
not exhibit an obvious change but still increases gradually.

4. With the increasing of the scanning angle, the sensitivity value in the z-direction does
not have an obvious change, but still increases gradually.
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In summary, from the simulation of the influence of thermal deformation on the
electric field strength and channel capacity and the simulation of the sensitivity of these
two technical indicators to the random error of elements, it can be demonstrated that:

• The EM performance of the base station array antenna will degrade when the antenna
structure undergoes thermal deformation and feed error, thereby causing a loss in the
channel capacity of the communication system to a certain degree.

• The random error of the element position has a significant influence on the perfor-
mance of the 5G/6G communication system. The sensitivity of the two technical
indicators of electric field strength and channel capacity are different from the ran-
dom error of the element position. The channel capacity is much more sensitive to
random errors.

• When the beam is in the scanning state, as the scanning angle increases, the sensitivity
of the channel capacity and the electric field strength to the random error of the element
position in all three directions increases gradually.

4. Conclusions

Owing to the evolution directions of activeness, integration, and miniaturization
of the base station phased array antenna system, electromechanical–thermal coupling is
gradually becoming a major challenge in the process of commercializing 5G/6G commu-
nications. Therefore, this paper effectively coordinates the coupling relationship between
the design of various disciplines from the viewpoint of electromechanical coupling and
interdisciplinarity, taking into consideration the complex working environment of base
stations. The relationship between the field coupling of the structural displacement field,
temperature field, and electromagnetic field of the 5G/6G base station phased array an-
tenna is studied, and the sensitivity distribution characteristics of the channel capacity
of the antenna electric field strength against element position under different working
circumstances are quantitatively evaluated. The work done in this paper could provide a
theoretical basis for electromechanical coupling design and control technology to promote
the commercialization and development of high-quality communication systems for the
next generation.
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Abstract: This paper presents two polarization reconfigurable patch antennas using semiconductor
distributed doped areas (ScDDAs) as active components. One proposed antenna has a switching
polarization between two linear ones, while the other one has a polarization able to commute from
a linear to a circular one. The antennas are designed on a silicon substrate in order to have the
ScDDAs integrated in the substrate, overcoming the needs of classical PIN diodes. Therefore, the
proposed co-design method between the antenna and the ScDDAs permits us to optimize the global
reconfigurable function, designing both parts in the same process flow. Both demonstrators have a
resonant frequency of around 5 GHz. The simulated results fit well with the measured ones.

Keywords: antenna; microstrip; patch antenna; polarization; reconfigurable; ScDDAs; switchable

1. Introduction

Nowadays, wireless systems are everywhere, and designers have to find new solutions
in order to respond to challenges in terms of performance, size and cost. Indeed, the systems
have to coexist without creating disturbances for others, all while providing an increase in
terms of performance, compactness and a reduction in manufacturing cost. The antennas
are one of the main components in these communicating systems and their tunability
allows for a reduced size in a multiple standards system. They can be tuned in terms of
frequency [1–9] in order to work in several frequency bands of radiation patterns [10,11]
in order to modify the orientation of the beam and the polarization [12–21]. Among the
various topologies of antennas, microstrip patch antennas are very common antennas used
for their compactness, ease of manufacture and low cost.

A novel way to design microwave tunable devices has been developed and consists
of a co-design method between active components and passive transmission lines, as
in [22,23]. This integration solution with the so-called semiconductor distributed doped
areas (ScDDAs) allows us to overcome the needs of classical soldered components. Indeed,
the passive devices are designed on a silicon substrate, and thanks to this particular
substrate, doped areas can behave electrically via through the substrate thickness, making
the device reconfigurable.

Therefore, the passive part is optimized in the same amount of time as a global
function. This offers design flexibility, ease of commuting between the working states, a
low switching voltage and no parasitic effects between the active and the passive parts.
With this monolithic integration of the active elements in a semiconductor substrate, it is
also possible to have three working states with a unique DC command [24] and continuous
tuning with a triangular-shaped doped area [25].
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In this paper, a novel way to co-design on-chip polarization, reconfigurable microstrip
patch antennas using ScDDAs are proposed. The flexibility brought by this approach
allows for several implementations inducing different kinds of reconfigurability. Hence,
the second section presents a switchable patch antenna offering two linear polarizations. A
third section proposes a patch antenna with a polarization which commutes from a circular
polarization to a linear one.

2. Two Linear Polarizations Reconfigurable Antenna

2.1. First Antenna Design

The idea is based on a patch antenna design with truncated corners. When the limit
conditions are modified in both corners positioned diagonal, this modifies the surface
current flow and consequently the polarization of the antenna.

Therefore, the patch antenna is designed on a high-resistivity silicon substrate. This
semiconductor substrate allows us to have two semiconductor distributed doped areas
(ScDDAs) forming N+PP+ integrated junctions. These areas act as integrated switches in
the substrate thickness depending on their DC bias voltage, modifying the limit conditions
onto two corners commuting from open circuits to short circuits. A top view of the antenna
design is illustrated in Figure 1a and its side view with the associated technology is shown
in Figure 1b. The dimensions of the final design are given in Table 1 with wa, which stands
for the width of the access line la, and wq the width of the quarter wavelength line lq. lc is
for the length of the truncated corner, i.e., the smallest dimension of the doped area, while
ldop is the longest dimension of the doped area and wdop is the width of the doped area.

 
(a) (b) 

Figure 1. The polarization reconfigurable antenna. (a) Top view. (b) Side view.

Table 1. Dimensions (in mm) of the two linear polarization reconfigurable antenna.

lp lq wq la wa lc ldop wdop hsub

8.7 9.2 0.016 0.3 0.56 1.41 1.84 0.3 0.675

2.2. First Antenna Simulations

The simulations were performed using a full-wave electromagnetic simulator HFSSTM

from Ansys. In the OFF state (considering the junctions without bias voltage), the doping
areas are neglected and the resistivity of ρ = 2500 Ω.cm is taken into account in the loss
tangent calculation thanks to Equation (1) [26].

tanδ =
1

ρωε0εr
+ 0.0018 (1)

In the ON state (when a direct bias voltage is applied to the junctions), the junctions are
simulated with a homogenous resistivity of ρ = 0.5 Ω.cm in the whole substrate thickness
under the surfaces of the doped areas.

Figure 2 presents the simulated reflection coefficient in both states. In the OFF state, the
−10 dB bandwidth is between 4.86 GHz and 4.95 GHz, whereas in the ON state, the −10 dB
bandwidth is between 4.95 GHz and 5.03 GHz. Figure 3 illustrates the electrical field in
both states. In the OFF state, there is no short circuit in the substrate, and the polarization
is a linear one, parallel to the slots, so the patch radiates as a classical one. In the ON state,
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the ScDDAs are some short circuits in the substrate, creating a perturbation in the current
flow and modifying the polarization way to a linear at 45◦ from the original one.

Figure 2. The simulated reflection coefficient in both states of the two linear polarization antennae.

 
(a) (b) 

Figure 3. A simulated EM field. (a) Horizontal Linear Polarization. (b) 45◦ Linear Polarization.

Figure 4 shows the normalized radiation patterns in both states. The diagram is
omnidirectional as a classical patch with a difference between the co- and cross-polarization
higher than 45 dB in the OFF state and 12 dB in the ON state.

  
(a) (b) 

Figure 4. Simulated radiation patterns of the realized gain. (a) In the OFF state at Phi = 0◦ and at
Phi = 90◦; (b) in the ON state at Phi = 45◦.

2.3. First Antenna Fabrication

A high-resistivity silicon P-type substrate was selected for manufacturing to minimize
the loss tangent and the cost. The P+ and N+ areas are doped with a solgel solution and
diffusion technique to reach around 1019 atoms/cm3 with Boron and Phosphorus atoms,
respectively. The depth of the two junctions is around 3 μm. The process steps are described
in [27].
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Indeed, only two masks are required for the manufacturing, as illustrated in Figure 5.
Figure 6 shows a photograph of the fabricated demonstrator. In fact, the chosen SMA
connector allows for measurement of a device with a thickness of 1.2 mm, whereas the
silicon substrate thickness used is 0.675 μm, which is why an aluminum plate was put under
the antenna to ease the placement of the connector, thus making the measurement possible.

 
(a) (b) 

Figure 5. (a) The metallization mask. (b) The doping mask.

 

Figure 6. A photograph of the first prototype.

2.4. First Antenna Measurement

Firstly, the S11 parameter was measured using a vector network analyzer (VNA ZVA
67 from Rohde & Schwarz®). The antenna commutation is provided by applying a DC bias
voltage with a DC source connected directly to the analyzer. The DC bias voltage is applied
with the RF signal, and due to the kind of junctions, a negative voltage is required to apply
direct bias to them. A bias voltage of −6 V is applied at the output of the source. Figure 7
presents the measured results of the reflection coefficient in the OFF and ON states. In the
OFF state, the resonant frequency is 4.93 GHz with a S11 level lower than −22 dB. In the
ON state, the resonant frequency is 4.96 GHz with a S11 level lower than −10.2 dB.

Figure 7. Measured results of the two linear polarization reconfigurable antenna in both states.
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Secondly, the antenna was measured in an anechoic chamber, as illustrated in Figure 8.
Two supports were made in 3D-printing technology; the white one is for the 0◦ and 90◦ radiation
patterns measurement and the red one is added for the 45◦ radiation pattern measurement.

  
(a) (b) 

Figure 8. (a) An antenna under measurement in the anechoic chamber. (b) A close-up of the positioner.

Figure 9a shows the co-polarization and the cross-polarization in both 0◦ and 90◦
planes for the OFF state. The shapes of the measured radiation patterns are identical to
those simulated even if in the OFF state, and the cross-polarization level is higher than the
simulated one.

 
(a) (b) 

Figure 9. (a) Measured radiation patterns of the realized gain. (a) In the OFF state at Phi = 0◦ and at
Phi = 90◦; (b) in the ON state at Phi = 45◦.

This difference is due to the measurement setup. Indeed, the antenna is not soldered
to the connector but only inserted between the pins of the connector and maintained by
adding an aluminum plate. This induces misalignments between the emitting antenna and
the patch antenna, which explains the higher cross-polarization level. Figure 9b shows
the co-polarization and the cross-polarization in the 45◦ plan for the ON state. The shape
and the difference between the co- and cross-polarization are almost the same as in the
simulated results.

3. Circular to Linear Polarization Reconfigurable Antenna

3.1. Second Antenna Design

Figure 10 presents a second demonstrator able to commute from a circular polariza-
tion to a linear one. The patch antenna has two truncated corners to assure the circular
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polarization in the OFF state, and two doped areas are located in the other two corners
to modify the current flows by adding two electrical short circuits in the substrate in the
ON state. Table 2 summarizes the antenna and the doped area dimensions with wa, which
stands for the width of the access la, and wq the width of the quarter wavelength line lq. lc
is for the length of the truncated corner, ldop is for the longest dimension of the doped area
and wdop is for the width of the doped area.

Figure 10. A top view of the circular to linear polarization switchable antenna design.

Table 2. Dimensions (in mm) of the two circular to linear polarization reconfigurable antennae.

lp lq wq la wa lc ldop wdop

8.7 10.2 0.016 0.3 0.56 1.41 1 0.2

3.2. Second Antenna Simulations

This antenna was designed to have a resonant frequency of around 5 GHz in both
states. Figure 11 shows the simulated results of the reflection coefficient. In the OFF state,
the −10 dB bandwidth is between 4.77 GHz and 4.96 GHz and in the ON state, with a
resistivity in the substrate thickness of 0.5 Ω.cm, the −10 dB bandwidth is between 4.9 GHz
and 4.98 GHz.

Figure 11. S11 simulated results of circular to linear polarization reconfigurable antennae in
both states.

Figure 12 presents the simulated radiation patterns in both states. In the OFF state,
the co- and cross-polarizations of the phi angle have the same level, which shows that the
polarization of the antenna is a circular one. The axial ratio is lower than 2.7 dB. In the
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ON state, at phi = 45◦, the difference between the co- and cross-polarization is higher than
12 dB, which is a linear polarization.

 
(a) (b) 

Figure 12. Simulated radiation patterns of the realized gain. (a) In the OFF state in a circular
polarization; (b) in the ON state in a linear polarization.

3.3. Second Antenna Measurement

A demonstrator was manufactured, and Figure 13 shows the antenna with its SMA
connector and its aluminum plate to assure the best maintenance as possible. The measured
results are presented in both states in Figure 14. In the OFF state, the -10 dB bandwidth is
between 4.75 GHz and 4.86 GHz, with a reflection coefficient of −10 dB at 4.96 GHz. In the
ON state, the −10 dB bandwidth is between 4.89 GHz and 4.99 GHz.

 
Figure 13. A photograph of the second antenna.

Figure 14. Measured results of the circular to linear polarization reconfigurable antenna.

The radiation patterns of this antenna were measured in both states in an anechoic
chamber. The measured results are presented in Figure 16a,b in the OFF state with a circular
polarization and in the ON state with a linear polarization, respectively.
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Therefore, except for a slight rise in the reflection coefficient in the bandwidth in the
OFF state, there is a good agreement between the simulated and measured results, as
shown in Figure 15.

Figure 15. A comparison between simulated and measured results in both states.

 
(a) (b) 

Figure 16. Measured results. (a) In the OFF state, in a circular polarization; (b) in the ON state, in a
linear polarization.

4. Discussion

Table 3 shows a comparison between previous polarization reconfigurable antennas
and this work. The antennas are either circularly polarized (CP) in a right-hand circular
polarization (RHCP) and/or left-hand circular polarization (LHCP) configuration or linearly
polarized (LP) in a horizontal polarization (HP) and/or in a vertical polarization (VP)
and/or in a 45◦ polarization. Few polarization reconfigurable antennae can be found in the
literature above 3 GHz. The reconfigurability is achieved thanks to PIN diodes, causing
disturbances that increase with the increase in frequency. The proposed patch antennas are
designed in a simple manufacture process with only two photolithography masks, allowing
small and accurate dimensions of the microstrip lines and particular shapes of the doped
areas, permitting an increase in frequency. Moreover, the codesign method given by the
choice of a silicon substrate allows for on-chip reconfigurable antennas with integrated
junctions in the substrate without requiring additional components.
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Table 3. A comparison between previous polarization reconfigurable antennae and this work.

Ref. Topology of the Antenna Technology Freq. (GHz) Polarization Active Components

[12] Patch Multilayers on PCB 2.4 RHCP/LHCP/LP 4 PIN diodes
[13] Patch PCB 1.6 CP/LP 2 PIN diodes
[15] Circular patch PCB 2.4 RHCP/LHCP/LP 4 PIN diodes
[18] Etched ring shape slot Multilayers on PCB 3.1 RHCP/LHCP/VP/HP 4 PIN diodes
[19] Patch PCB 2.4 RHCP/LHCP/LP 2 PIN diodes
[20] U-slot PCB 5.7 RHCP/LHCP/VP/HP 2 PIN diodes
[28] Patch Multilayers on PCB 2.4 RHCP/LHCP/LP 3 PIN diodes

This study
A1

Patch Silicon 4.9 LP (90◦)/LP (45◦) 2 Integrated ScDDAs

This study
A2

Patch Silicon 4.9 CP/LP 2 Integrated ScDDAs

5. Conclusions

Polarization reconfigurable patch antennas were proposed in this paper as part of a
monolithic integration technology. One of the antennae commutes between two different
linear polarizations (0◦ to 45◦), while the other one switches from a circular to a linear
polarization. The active elements, which are some integrated ScDDAs, overcome the need of
classical PIN diodes which limit the parasitic effects. Moreover, the co-design method offers
flexibility in the ScDDAs shape (such as the complex shape of the proposed demonstrator),
allowing for an optimization of the two commutation states. Two demonstrators were
proposed and analyzed to show an overview of the possibilities. The measured results
validate the proof of concept. These antennas with polarization reconfigurability could be
applied to RADAR applications in a suitable band.
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Abstract: This work presents a dual-band high-gain shared-aperture antenna. The proposed antenna
integrates both the Fabry-Perot and reflectarray mechanisms; the antenna works as a Fabry-Perot
cavity antenna (FPCA) in the S-band (2.45 GHz) and as a reflectarray antenna (RA) in the X-band
(10 GHz). The antenna has a simple structure made up of only two printed circuit board layers. The
bottom layer acts as a source antenna, a ground plane for the FPCA, and as a reflective surface for
the RA. The upper layer contains the source antenna for the RA and serves as a partially reflective
superstrate for the FPCA. The FPCA and RA thus share the same physical aperture but function
independently. As an example, we design, fabricate, and characterize an antenna that operates at 2.45
and 10 GHz with an aperture size of 300 × 300 mm2. The measured results are found to be in good
agreement with the simulations. We show that the proposed antenna achieves a gain of 16.21 dBi
at 2.45 GHz and 21.6 dBi at 10 GHz with a −10 dB impedance bandwidths of 2.39–2.66 GHz and
9.40–10.28 GHz. The isolation between the two antenna ports is found to be larger than 30 dB.

Keywords: dual-band; Fabry-Perot cavity antenna (FPCA); high gain; reflectarray antenna (RA);
shared-aperture antenna

1. Introduction

Shared-aperture antennas have attracted considerable attention in recent years. Due
to the advantages of dual-band/multiband, high aperture utilization rate, low cost and
ease of fabrication, the shared-aperture antenna is appropriate for use in base stations [1,2],
wireless communications [3,4], radio-frequency identification readers [5], and aperture
radars [6]. Various types of shared-aperture antenna have been proposed, including array
antennas [7,8], RAs [9,10] and metasurface-based antennas [11]. There are many recent
works that have investigated the design of dual-band shared-aperture FPCAs [12–16].

Ref. [12] designed a dual-band FPCA with different polarizations. By using two
identical dielectric slabs as superstrate, the proposed antenna realized left-hand and right-
hand circular polarization radiations at 9.65 and 11.75 GHz, respectively. Ref. [13] reported
on a dual-band FPCA with two frequency selective surface layers. Each superstrate was
active at a particular frequency and transparent at another frequency. Ref. [15] proposed a
shared-surface dual-band antenna. By embedding a partially reflective surface unit cell into
the metasurface, S and Ka band radiations were realized. Ref. [16] used a shared aperture
for an FPCA and folded transmitarray antenna. A four-layered, metallic, double-ring
structure was used as the partially reflective surface and phase-shifting surface. Although
the above designs can realize good dual-band working properties and high aperture reuse
efficiency, the gain at low frequencies is not high [14–16]. In addition, all these designs are
based on multilayered superstrate structures [13,14,16].
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An FPCA usually comprises a feed antenna, a partially reflective superstrate and a
metal ground, as shown in Figure 1a. Electromagnetic waves radiated from the feed antenna
experience multiple reflections within the cavity. The distance between the superstrate
and metal ground is nearly half the wavelength of the working frequency [17,18]. An
RA usually comprises a feed antenna and a reflective surface. The reflective surface is
illuminated by the feed antenna, and a planar phase surface is formed in front of the
aperture, as shown in Figure 1b.

Figure 1. Working principle of a (a) Fabry-Perot cavity antenna (FPCA), (b)reflectarray antenna (RA),
and (c) shared-aperture antenna.

This paper explores the design of an FPCA and an RA that share the same physical
aperture, as shown in Figure 1c. The feed source of the RA is located at the center of the
substrate of the FPCA, and the reflective surface of the RA is combined with the metal
ground of the FPCA. The proposed antenna does not need a power division network, and
only a single-layer superstrate is used. The FPCA and RA work independently at S-band
(2.45 GHz) and X-band (10 GHz) frequencies, respectively. This study is organized as
follows: Section 2 introduces the design principles of the shared-aperture antenna. The
simulations and measurements are then presented in Section 3.

2. Shared-Aperture Antenna Design

2.1. FPCA Design

Partially reflective superstrates with a high reflection coefficient should be considered
to realize a high gain in FPCAs [19]. The relative gain and resonant cavity height of an
FPCA can be calculated as,

D = 10 log(
1 + R
1 − R

) (1)

H =
λ1
4π

(ϕR + ϕG + 2Nπ) (2)

where R is the reflection coefficient of the superstrate, D is the relative gain, λ1 is the
working wavelength, H is the cavity height, ϕR and ϕG represent the reflection phases of
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the superstrate and ground, respectively. The FPCA designed in this study is intended to
work at a frequency of 2.45 GHz. To decrease the complexity of the shared-aperture design,
a single-layer uniform superstrate is used. The bandwidth of the FPCA follows,

Bandwidth =
λ1

2πH
· 1 − R√

R
(3)

Figure 2 shows the structure and simulated model of the superstrate unit cell; this
structure comprises a 2-mm-thick dielectric substrate and a 0.035-mm-thick metal layer.
The unit cell size of the substrate is 20 × 20 mm2, and the dielectric constant of the substrate
is 2.65. A square patch with a side length of 18 mm is cut away from the middle square
patch with a side length of 16 mm to realize a hollow square ring. Figure 3 shows the
magnitude of the simulated reflection coefficient, |S11|, and magnitude of the transmission
coefficient, |S21|, of the superstrate unit cell for frequencies from 2 to 12 GHz. The value
of |S11| at 2.45 GHz is found to be −0.55 dB. The value of |S21| at 10 GHz is greater than
−0.45 dB. The superstrate is almost transparent at 10 GHz.

Figure 2. Structure and simulated model of the superstrate unit cell.

Figure 3. Simulated |S11| and |S21| of a superstrate unit cell.

The whole superstrate is made up of an array of 15 × 15 units, and the aperture size is
300 × 300 mm2. The simulated values of ϕR and ϕG at 2.45 GHz were found to be −152.68◦
and 180◦, respectively. According to Equation (2), the theoretical resonant cavity height, H,
is 65.87 mm, which is nearly half the wavelength at a frequency of 2.45 GHz.
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2.2. RA Design

RAs often consist of a feed source and a reflective surface. In this study, a rectangular
microstrip antenna is used as the feed source. The phase distribution on the reflective
surface should satisfy the parabolic distribution [20],

ϕ(x, y) =
2π

λ2
(
√

x2 + y2 + H2 − H)± 2Nπ + ϕ0 (4)

where (x,y) represent the position of the reflective surface unit cell, ϕ0 is the reflection phase
at the reference point, λ2 is the working wavelength of the RA, and H is the focal length. In
the design used here, H is also the height of the FPCA.

Figure 4 shows the structure and the simulated model of the reflective surface unit cell
considered here; this structure comprises a 3-mm-thick dielectric substrate and two metal
layers. The unit cell size of the substrate is 10 × 10 mm2, and the dielectric constant of the
substrate is 2.65. The two metal layers are on either side of the substrate. One of the metal
layers is full metal and the other has a modified I-shape structure [21]. The diameter of the
I shape is 9 mm, and its width, c, is 1.5 mm. Figure 5 shows the simulated reflection phase
distribution of the reflective surface unit cell at a frequency of 10 GHz. By changing the
arc angle, a, and the rotated angle, b, the unit cell can realize the required reflection phase
range of 0◦–360◦. It should be noted that the I shape realizes an orthogonal polarization
conversion. When the incident wave is of x-polarization, the main reflected radiation wave is
of y-polarization. Figure 6 shows the simulated reflection amplitudes of the reflective surface
unit cell with co-polarization and cross-polarization. When the angle a is changed from 27◦
to 87◦, the reflection amplitudes corresponding to radiation of cross-polarization are greater
than −0.96 dB at 10 GHz. On the other hand, the reflective surface provides a co-polarization
reflection at around 2.45 GHz. The reflection amplitudes of the co-polarization radiation
maintain the value of −0.001 dB at 2.45 GHz with the angle a changing.

Figure 7 shows the simulated reflection amplitude and phase of a reflect surface unit
cell under different incident angles. It is found when the incident angle is less than 60◦
that the reflection amplitude and phase of the reflective surface unit cell are constant at
frequencies of around 10 GHz. The phase difference for b = 45◦ and b = 135◦ is independent
of the incident angles. The amplitude will decrease when the incident angle is greater than
60◦, which may affect the efficiency of the reflectarray. However, in order to realize a high
gain (greater than 20 dBi), we retain the use of a reflective surface with a large aperture size.

Figure 4. Structure and simulated model of the reflect surface unit cell.
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Figure 5. Simulated 10-GHz reflection phase distributions of a reflect surface unit cell.

Figure 6. Simulated reflection amplitudes of a reflect surface unit cell with co-polarization and
cross-polarization.

Figure 7. Simulated cross-polarization reflection amplitude and phase of a reflect surface unit cell
under different incident angles.
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3. Measurement Results and Discussion

The feed source of the FPCA is a microstrip antenna which is located at the center
of the lower layer. After optimizing with the method of genetic algorithm, the resonant
cavity height, H, is set to be 65 mm. The feed source of the RA is located at the center of
the superstrate of the FPCA, and the phase distribution on the reflective surface can be
calculated using Equation (3). Figure 8 shows the obtained phase distribution.

Figure 8. Phase-shift distribution on the reflectarray surface.

The shared-aperture antenna designed here was then fabricated and measured. The
fabricated superstrate, reflective surface, and antenna prototype are shown in Figure 9a–c,
respectively. Figure 9a,b also shows the properties of the feed antennas. All of the substrates
are made of polytetrafluoroethylene (εr = 2.65, tan δ = 0.001). Nylon screws were used to
control the cavity height and fix the whole antenna. The values of |S11| and |S21| for the
antenna were then measured using an Agilent E8362B Network Analyzer. As shown in
Figure 10, the measured 10-dB return loss bandwidth of the prototype was found to be
10.82% from 2.385 to 2.658 GHz and 8.94% from 9.4 to 10.28 GHz. The value of |S21| in
both the frequency bands considered here was lower than −30 dB, which indicates good
isolation between the two antenna ports.

Figure 9. Photographs of (a) the fabricated superstrate, (b) reflect surface, and (c) antenna prototype.
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Figure 10. Simulated and measured S parameters.

As shown in Figure 11, the simulated gains at frequencies of 2.45 and 10 GHz were
found to be 17.01 and 22.62 dBi, respectively. The measured gains were 16.21 dBi at
2.45 GHz and 21.6 dBi at 10 GHz, and the corresponding radiating efficiencies were 83.2%
and 79% [22], respectively. The measured gains were lower than those predicted in the
simulations; these reduced values may have been caused by fabrication and measurement
errors. The aperture efficiencies at 2.45 and 10 GHz were found to be 55.39% and 11.55% [23],
respectively. The feed antenna of the FPCA occupied one-ninth of the reflective surface,
which influenced the feed illumination of the RA. According to the simulations, the gain
at 10 GHz can be increased from 22.62 to 25.21 dBi by removing the feed structure. The
RA was found to have a large subtended (half) angle of 72.9◦, which leads to a high
spillover efficiency but low taper efficiency, and therefore a low aperture efficiency [24].
The deteriorated performance of the reflective surface unit cell under large incident angles,
dielectric loss, and center-feed blocking will also decrease the gain of the RA. The 3-dB gain
bandwidths of the two frequency bands were found to be 8.16% and 10.1%. The equivalent
1-dB bandwidths were 4.08% and 6.18%, respectively. When the working frequency deviates
from 2.45 GHz, the fixed cavity height will no longer match the optimal resonance height,
which will result in a decreased gain and thus a narrow gain bandwidth of the FPCA. In
contrast, the gains of the RA depend on the feed source and the reflective surface. The
feed source and reflective surface can work well at frequencies of around 10 GHz, thus the
RA can exhibit relatively stable gains and a wide gain bandwidth. Figure 12 shows the
radiation efficiency of the proposed antenna.

Figure 11. Simulated and measured gains of the proposed antenna at around 2.45 and 10 GHz.
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Figure 12. Radiation efficiency of the proposed antenna.

Figures 13 and 14 show the simulated and measured pattern at 2.45 and 10 GHz,
respectively. The half-power beamwidth of the E- and H-planes were 22.6◦ and 21.44◦ at
2.45 GHz. The beamwidths were 6.31◦ and 5.46◦ at 10 GHz. The cross-polarized gains at
2.45 and 10 GHz were 25 dB and 15 dB lower than the co-polarized gains in both planes,
respectively. The sidelobe level at 10 GHz was relatively high, which may have also been
caused by the feed antenna of the FPCA.

Figure 13. Simulated and measured radiation patterns (dB) of (a) E plane and (b) H plane at 2.45 GHz.

Figure 14. Simulated and measured radiation patterns (dB) of (a) E plane and (b) H plane at 10 GHz.
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Table 1 gives a comparison with some similar works. Compared with [14,16], and [25],
our proposed antenna produced high gain in both frequency bands. Although the gain
improvement is not high for [13], there is no feeding network in the antenna, and only a
single-layer superstrate is used.

Table 1. Comparison with similar works.

Ref.
Frequency

(GHz)
Bandwidth

Layer of
Superstrate

Gain
(dBi)

Size
(λlow × λlow)

Feeding
Network

[25] 2.7/9.7 7.7%/4.8% 2 8.4/21.8 1.125 × 1.125 Yes
[14] 3.45/5 1.5%/2.2% 2 13.7/16.8 1.6 × 1.6 No
[16] 10/28 4%/9% 4 13.8/23.6 2.83 × 2.83 No
[13] 5.3/9.6 7.3%/5.7% 2 16.4/20 2.47 × 2.47 Yes
This
work 2.45/10 10.8%/8.9% 1 16.2/21.6 2.45 × 2.45 No

4. Conclusions

In this work, a dual-band high-gain shared-aperture antenna integrating the Fabry-Perot
and reflectarray mechanisms was proposed. The design hybridizes an FPCA working at
2.45 GHz and an RA working at 10 GHz. The feed source of the RA is located at the center
of the substrate of the FPCA, and the reflective surface of the RA is combined with the
metal ground of the FPCA. In this work, a shared-aperture antenna with an aperture size of
300 × 300 mm2 was designed, fabricated, and measured. The proposed antenna was found to
have a gain of 16.21 dBi at 2.45 GHz and 21.6 dBi at 10 GHz. The isolation between the two
antenna ports was found to be greater than 30 dB. The antenna also has a simple structure
with only a single-layer superstrate, which is preferable for practical applications.
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Abstract: This paper presents the performance comparison of a dual-band conventional antenna with
a split-ring resonator (SRR)- and electromagnetic bandgap (EBG)-based dual-band design operating
at 2.4 GHz and 5.4 GHz. The compactness and dual-frequency operation in the legacy Wi-Fi range
of this design make it highly favorable for wearable sensor network-based Internet of Things (IoT)
applications. Considering the current need for wearable antennas, wash cotton (with a relative
permittivity of 1.51) is used as a substrate material for both conventional and metamaterial-based
antennas. The radiation characteristics of the conventional antenna are compared with the EBG and
SRR ground planes-based antennas in terms of return loss, gain, and efficiency. It is found that the
SRR-based antenna is more efficient in terms of gain and surface wave suppression as well as more
compact in comparison with its two counterparts. The compared results are found to be based on two
distinct frequency ranges, namely, 2.4 GHz and 5.4 GHz. The suggested SRR-based antenna exhibits
improved performance at 5.4 GHz, with gains of 7.39 dbi, bandwidths of 374 MHz, total efficiencies of
64.7%, and HPBWs of 43.2 degrees. The measurements made in bent condition are 6.22 db, 313 MHz,
52.45%, and 22.3 degrees, respectively. The three considered antennas (conventional, EBG-based, and
SRR-based) are designed with a compact size to be well-suited for biomedical sensors, and specific
absorption rate (SAR) analysis is performed to ensure user safety. In addition, the performance of the
proposed antenna under bending conditions is also considered to present a realistic approach for a
practical antenna design.

Keywords: patch antenna; split-ring resonator (SRR); specific absorption rate (SAR); electromagnetic
bandgap (EBG)

1. Introduction

In the modern communication era, the wearable antenna is a topic of interest, with
the recent development of several advanced technologies, such as the Internet of Things
(IoT), for communications both off-body and on-body to fixed or mobile local wireless
networks [1]. These systems are directly attached to the human body or fixed on clothes;
they are of high interest for detecting the motion of a body during exercise and for medical
applications, such as monitoring of blood pressure and heartbeat, and they form a local
network of several sensors using the local Wi-Fi frequency range [2]. The major challenge
for the design of wearable antennas is achieving compactness and the required flexibility
while maintaining a high quality of service for a standard application. The microstrip patch
antenna is a favorable choice for wearable devices, as it is flexible, conformable, lightweight,
inexpensive, easy to fabricate, and low-profile. However, it has certain limitations, such
as low gain, reduced efficiency, narrow bandwidth, spurious radiation, and out-of-phase
reflections [3]. Such worn antennas with high back-lobe radiations may cause increased

Sensors 2022, 22, 5208. https://doi.org/10.3390/s22145208 https://www.mdpi.com/journal/sensors273



Sensors 2022, 22, 5208

electromagnetic absorptions when placed close to the body [4]. To overcome these limita-
tions, metamaterial surfaces or artificial ground planes can serve as an alternative. These
surfaces aid in the suppression of the surface wave and provision of in-phase reflections to
further enhance the antenna performance in terms of gain, directivity, efficiency, and band-
width of the patch antenna [5]. For the use of metamaterials, Veselago’s work revealed that
such materials are artificial and not found in nature [6]. Moreover, as electric permittivity
and magnetic permeability characterize a specific material, metamaterials have negative
values for either one or both [7]. Among such materials, a split-ring resonator (SRR) is a
better choice to achieve optimum surface wave suppression, selectivity, and size miniatur-
ization features in many RF microwave devices [8–10]. The SRR was first recommended by
Pendry [11] and experimentally demonstrated by Smith et al. [12]. To achieve surface wave
suppression, the SRR inhabits double-negative properties, including negative values for
permittivity and its permeability being within the operating frequency range of the sub-6
GHz band [13–15], while EBG only possesses negative permittivity [16]. Thus, the SRR
has an advantage over the EBG, because the phase and the energy of the electromagnetic
waves in the double-negative media flow in opposite directions, which makes the wave
move in a backward direction. For such interesting electromagnetic characteristics of the
SRR there are several applications, including antenna design, electromagnetic cloaking,
and SAR reduction [17], and it is considered in this paper for a wearable antenna design.

The SRR is a thin wire structure employed in the design of antenna structures to
achieve negative values of effective permittivity and permeability [18]. The SRR has
gained eminent attention due to its role in achieving high bandwidth, gain, and coupling
reduction [19]. In the past, prominent researchers have researched different types of
antenna mounted with SRRs and EBG, where the ground plane figures out in the shape of
SRR and EBG metamaterials [20]; with CR-SRR-based negative metamaterial for multiple-
frequency operation in communication systems [21]; improvements of gain and efficiency
using EBG [22]; and mutual coupling reduction by employing an EBG structure [23].
Surface waves propagate in the antenna structure when the surface current on the patch
antennas is excited; by introducing the EBG structure, these waves are suppressed in
the desired band [24]. Antennas have been designed for millimeter wave applications,
but attenuation due to the higher frequency and line of sight losses (LOS) make them
less efficient [25]. Numerous antenna structures backed by EBG have been reported to
increase gain and bandwidth and to reduce the SAR (specific absorption rate), such as
the printed Yagi-Uda Antenna backed by EBG for on-body communication [26], mono
source patch antennas for high-directivity applications [27], and textile antennas inspired
with EBG for wearable medical applications [28]. In this design, holes were introduced for
shunt inductance, which is difficult to fabricate in practical applications [29]. In contrast to
the EBG structure, different researchers have carried out research involving SRRs in the
UWB spectrum for dual-band-notched responses [30]; developed SRR sensors to detect the
permittivity of liquid [31]; and developed SRR metamaterial for pass band and stop band
characteristics [32].

This work extends our previous design in [33] and provides a much improved design.
Considering the poor performance of recently reported designs [24,25], due to low gain and
bandwidth or lack of practicability in the improved designs in [28,30], the objective of this
work is to provide a promising solution for wearable applications. The unique work in this
paper consists in the analysis of an EBG structure-based antenna and its comparison with
SRR for different design parameters. In terms of a significant contribution, the proposed
model of a SRR- and EBG-based antenna shows its dominance in the parameters of gain,
bandwidth, and surface wave suppression over a conventional patch antenna. The detailed
analysis of the optimized design in terms of flexibility and SAR analysis adds to the novel
aspect of our work for wearable antenna applications. It is worth mentioning that EBG
suppressed the wave only in one band, while SRR suppressed the wave in both bands.
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2. Materials and Methods

The design process for the proposed antenna is explained in this section. In the first
step, a conventional approach was used to form a general design (termed as “conventional
antenna” throughout the paper), which was then improved through the characterization of
the EBG and SRR for surface wave suppression in the 2.4 GHz and 5.4 GHz bands.

2.1. Conventional Patch Antenna

The geometry of a conventional microstrip patch dual-frequency operating antenna
(for 2.4 GHz and 5.4 GHz) is shown in Figure 1 as designed in CST Microwave Studio
(MWS). CST MWS was used to perform simulations for this work because it provides
several useful tools for antenna design and analysis. The finite integration-based solver of
CST provides a comprehensive analysis of the performance and efficiency of the designed
antenna. A wearable material with a relative permittivity value of 1.51 (loss tangent
0.025) was used as a substrate, with 3 mm of thickness. The dimensions of the radiating
patch were 52 mm × 54.7 mm × 0.01 mm, representing the length (Lp), width (Wp), and
thickness. In terms of volume (total occupation of the antenna), the proposed design was
98 mm × 109.4 mm × 0.01 mm (L × W × mt). The dimensions of the proposed antenna
are listed is Table 1. Perfect electric conductor (PEC) conditions were considered for
the radiating patch and ground plane of the antenna. Wearable antennas can be made
from microstrip antennas. In RF systems, however, loop, PIFA, slot, and dipole-printed
are commonly used. Wearable antennas could be used in mobile phones, IoT, seekers,
medical systems, 5G communication, HIPER LAN, WLAN, GPS, etc. To the best of our
knowledge, this is a compact antenna for an ISM band (2.4 GHz and 5.4 GHz) with a wide
10 dB operational and fractional bandwidth. The proposed antenna shows satisfactory
performance in terms of operating bandwidth, gain, and efficiency in the bending scenarios.
Additionally, the antenna has promising gain, acceptable bandwidth, and high efficiency
in on-body worn scenarios. Moreover, the antenna has a reasonably low SAR value when
kept in proximity to the human body.

Figure 1. Geometrical representation of the patch antenna (conventional).

The main parametric dimensions can be computed using the following equation for
the patch antennas [34]:
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2 fr
√
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2
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where εr is the relative permittivity of the substrate, C is the speed of light, and fr represents
the resonance frequency. The effective dielectric constant (εe f f ) can be found as:

εe f f =
εr + 1

2
+

εr − 1
2

⎛⎝ 1√
1 + 12h

w

⎞⎠ (2)

where h represents the thickness of the substrate. Therefore, the actual length of the patch
antenna is found by:

L = le f f − 2ΔL (3)

where ΔL represents the extension length and leff represent the effective resonance length of
the patch.

Table 1. Summary of antenna dimensions.

Parameter Description Values (mm)

LP Length of patch 52
WP Width of patch 54.7
LS Length of substrate 98
WS Width of substrate 109.4
H Thickness of substrate 3
mt Thickness of patch 0.01
WS Width of slot 20.35
SL Depth of slot 10
Wf Width of feeder 6
Lf Length of feeder 30.25

2.2. Design of Metamaterials EBG and SRR

A comparison of EBG and SRR structure-based ground planes, as shown in Figures 2 and 3,
respectively, is made here by considering 2.4 GHz. Zelt material was used as a conductor, while
wash cotton was selected as the dielectric substrate to be compatible with wearable design.
The optimized parameters of the proposed EBG- and SRR-based designs, using Sievenpiper’s
equations [23], are listed in Tables 2 and 3, respectively.

2.2.1. Description of EBG Structure

Initially, a dual-band EBG unit cell was designed and analyzed as shown in Figure 2
(zoom view of EBG unit cell); it was observed that the proposed unit cell had in-phase
reflections on the desired bands, i.e., 2.4 and 5.4 GHz, as shown in Figure 3. Then, a 5 × 5
array was designed from the proposed unit cells. This surface was characterized in terms
of surface wave suppression within a specific resonant bandwidth using the two-port
arrangement technique of Figure 2 and fixing a 50 Ω transmission line on the EBG surface
to transmit the surface waves. The transmission line is excited at both ends using discrete
ports, where one port acts as a source and the other acts as a match load. The transmission
coefficient (S21) was, at a minimum, below −35 dB within a desired band at a centered
frequency of 2.4 GHz. This clearly depicts that, within this band, the surface wave was
suppressed and kept to a minimum level. However, at other desired bands at 5.4 GHz,
it lacked the ability to suppress the surface wave. The periodicity of the EBG unit cell is
Lp + Gp = 31.4 mm. The via radius was chosen as r = 1 mm. The geometrical model of the
dual-band EBG structure is shown in Figure 2.
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Figure 2. Geometric model of the dual-band EBG.

Figure 3. In-phase reflection of EBG unit cell.

Table 2. Optimized parameter values for the array EBG model.

Parameter Description Value (mm)

Wc Width or length of unit cell 29.4
G Space b/w adjacent cells 2
R Via radius 1

Lc Length of outer ring of EBG
unit cell 5.525

A Periodicity 31.4
Li Length of inner patch 21.875

Table 3. Optimized parameter values for the array SRR model.

Parameters Descriptions Value (mm)

g1 Adjacent ring gap 4.5 mm
g3 Inner ring gap 11 mm
g2 Outer split 5.7 mm
A Periodicity 30.5 mm
L Width/length of cell 25.5

This surface was characterized in terms of surface wave suppression within a specific
resonant bandwidth using the two-port arrangement technique of Figure 4 and fixing a
50 Ω transmission line on the EBG surface to transmit the surface waves. The transmission
line is excited at both ends using discrete ports, where one port acts as a source and the
other acts as a match load. The transmission coefficient (S21) was, at a minimum, below
−35 dB within a desired band at a centered frequency of 2.4 GHz. This clearly depicts
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that, within this band, the surface wave was suppressed and kept to a minimum level.
However, at other desire bands at 5.4 GHz, it lacked the ability to suppress the surface
wave. The periodicity of the EBG unit cell is Lp + Gp = 31.4 mm. The via radius was chosen
as r = 1 mm. The geometrical model of the dual-band EBG structure is shown in Figure 2.

Figure 4. Simulated S11, S21 of EBG array.

2.2.2. Description of SRR Structure

Initially, a dual-band SRR unit cell was design and analyzed as shown in Figure 5
(zoom view of SRR unit cell); it was observed that the proposed unit cell had in-phase
reflections on the desired bands, i.e., 2.4 and 5.4 GHz, as shown in Figure 6. Then, a 5 × 5
array was designed from the proposed unit cells. The split-ring resonator (SRR) structure
proposed in this paper suppresses the surface wave within a specific band of frequencies.
The band of frequencies within which the propagation of the wave is highly restricted is
called its bandgap. It consists of two rectangular metallic rings and a split on the opposite
sides, as shown in Figure 5. Such a design makes it a LC resonator (with distributed L
and C).

Figure 5. Geometric model of the dual-band SRR.

The geometric model of the SRR array is shown in Figure 5. It is worth mentioning that
the SRR suppressed the propagation of the wave at both centered frequencies of 2.4 GHz
and 5.4 GHz, as shown in Figure 7.
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Figure 6. In-phase reflection of SRR unit cell.

Figure 7. Simulated S11, S21 of 5 × 5 SRR array.

2.3. Mushroom-Like EBG and Split-Ring Resonator (SRR)

A dual-band microstrip patch antenna was placed above the array of EBG cells by
removing a few EBG cells and the transmission line; it was excited by a waveguide port
using a microstrip feedline and simulated in CST. The resulting EBG-based antenna shown
in Figure 8 operated on dual bands, 2.4 GHz and 5.4 GHz.

Figure 8. Geometric model of the dual-band EBG-based antenna.

A dual-band microstrip patch antenna was placed above the array of SRR cells by
removing a few SRR cells and the transmission line; it was excited by a waveguide port
using a microstrip feedline and simulated in CST. In comparison to wired antennas, wear-
able antennas are typically low-profile, compact, flexible, lightweight, and inexpensive.
The resulting SRR-based antenna shown in Figure 9 operated on dual bands, 2.4 GHz and
5.4 GHz.
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Figure 9. Geometric model (front view) of the dual-band SRR-based antenna.

2.4. Bending Scenario
2.4.1. Bending of Conventional Antenna

For on-body analysis other than flat, a microstrip patch antenna was bent on a 120 mm
radius cylinder in CST 2011; we then avoided the cylinder to observe the effect of bending
on the previous result and simulated it. The figure of the bent microstrip patch antenna is
given below in Figure 10a.

Figure 10. Geometric model of dual-band antennas in free space. (a) Conventional antenna. (b) EBG-
based antenna. (c) SRR-based antenna.

2.4.2. Bending of EBG Antenna

For on-body analysis other than flat, an EBG metamaterial-based microstrip patch
antenna was bent on a 120 mm radius cylinder; we then avoided the cylinder to observe
the effect of bending on the previous result and simulated it. The geometry of the bent
EBG-based patch antenna is shown in Figure 10b.

2.4.3. Bending of SRR Antenna

For on-body analysis other than flat, a SRR metamaterial-based microstrip patch
antenna was bent on a 120 mm radius cylinder; we then avoided the cylinder to observe
the effect of bending on the previous result and simulated it. The geometry of the bent
SRR-based patch antenna is shown in Figure 10c.

2.4.4. Bending of Conventional Antenna on Body

To observe the specific absorption rate (SAR) of a conventional patch antenna, a
120 mm radius arm of the body was designed in CST Microwave Studio which consisted
of skin as the upper layer and fat, muscle, and bone as the innermost layer of the body.
A conventional patch antenna was placed and bent on the arm of the human body and
simulated. The geometry is shown in Figure 11a.
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Figure 11. Geometric model of the dual-band antennas bent on human arm. (a) Conventional antenna.
(b) EBG-based antenna. (c) SRR-based antenna.

2.4.5. Bending of EBG-Based Antenna on Body

To observe the specific absorption rate (SAR) of an EBG-based patch antenna, a 120 mm
radius arm of the body was designed in CST Microwave Studio which consisted of skin as
the upper layer and fat, muscle, and bone as the innermost layer of the body. An EBG-based
patch antenna was placed and bent on the arm of the human body—the geometry of which
is shown in Figure 11b as below—and simulated.

2.4.6. Bending of SRR-Based Antenna on Body

To observe the specific absorption rate (SAR) of a SRR-based patch antenna, a 120 mm
radius arm of the body was designed in CST Microwave Studio which consisted of skin as
the upper layer and fat, muscle, and bone as the innermost layer of the body. A SRR-based
patch antenna was placed and bent on the arm of the human body and simulated. The
geometry of the SRR-based patch antenna on the arm is given in Figure 11c. The intrinsic
properties of each layer are summarized in Table 4.

Table 4. Properties of human body tissues.

Tissue
Permittivity

(εr)
Conductivity

(S/m)
Density
(Kg/m3)

Skin 35.61 3.2185 1100
Fat 4.6023 0.58521 1100

Muscle 49.278 4.2669 1060
Bone 9.946 1.0101 1850

3. Results and Discussion

The results of the different scenarios (Normal, OFF Body, ON Body) are presented
here in terms of their return loss comparison and 2D and 3D antenna radiation pattern.

3.1. Normal Scenario

The results of the normal scenario are discussed in Figures 12 and 13.
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Figure 12. Reflection coefficient (S11) comparison of the conventional antenna with EBG- and SRR–
based antennas.

Figure 13. Gain patterns comparisons of conventional antenna with EBG- and SRR-based antennas
under normal conditions. (a) E-plane at 2.4 GHz. (b) E-plane at 5.4 GHz. (c) H-plane at 2.4 GHz.
(d) H-plane at 5.4 GHz.

3.1.1. Return Loss

Return loss is usually considered as the ratio between reflected and incident power,
and it measures how much power is delivered to the antenna. Figure 12 shows a comparison
of a conventional patch antenna, EBG-based patch antenna, and SRR-based patch antenna
through reflection coefficient plots. The resonance frequencies for all of the types of antenna
are 2.4 GHz and 5.4 GHz, shown in Figure 12.

3.1.2. 2D and 3D Gain Plots

The E-plane and H-plane on-body simulated gains of the antennas are compared in
Figure 13. It is clearly shown that the main lobe radiation of the SRR-based antenna was
maximal, at 7.22 dB, as compared to the EBG-based (7 dB) and conventional patch antennas
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(6.55 dB) at 2.4 GHz. In addition, the main lobe radiation of the SRR-based antenna was
highest, at 6.9 dB, as compared to the EBG-based (6.4 dB) and conventional patch antennas
(6.2 dB) at 5.4 GHz. Similarly, the −3dB beamwidth of the SRR-based antenna decayed
up to (62.2 deg) relative to the EBG-based (66.00 deg) and conventional patch antennas
(71.5 deg) at 2.4 GHz. At the other band of the antenna, the −3 dB beamwidth of the SRR-
based antenna was highest (43.2 deg) relative to the EBG-based (36.2 deg) and conventional
patch antennas (42.1 deg) at 5.4 GHz.

The 3D gains of the normal conventional patch and EBG- and SRR-based antennas are
shown in Figure 14. The gains of the conventional patch and EBG- SRR-based antennas
were 6.55 dB, 7.01 dB, and 7.22 dB, respectively, at 2.4 GHz. Similarly, the gains of the
conventional patch and EBG- and SRR-based antennas were 6.17 dB, 7.13 dB, and 7.39 dB,
respectively, at 5.4 GHz. The 3D gain patterns of the antennas in the normal scenario
are presented in Figure 14a–f. The comparative results show that the SRR-based antenna
achieved enhanced results in terms of gains, bandwidth, efficiency, and HPBW at 5.4 GHz.
The detailed comparative results are listed in Table 5.

Figure 14. 3D radiation pattern of normal scenario. (a) Conventional antenna at 2.4 GHz. (b) Conven-
tional antenna at 5.4 GHz. (c) EBG-based antenna at 2.4 GHz. (d) EBG-based antenna at 5.4 GHz.
(e) SRR-based antenna at 2.4 GHz. (f) SRR-based antenna at 5.4 GHz.
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Table 5. Comparative results of (conventional vs. EBG-based vs. SRR-based) antennas in normal
scenario.

Parameters Conventional With EBG With SRR Conventional With EBG With SRR

Frequency (GHz) 2.4 2.4 2.4 5.4 5.4 5.4
Gain (dB) 6.55 7.01 7.22 6.17 7.13 7.39

Bandwidth (MHz) 82 77 79 308 360 374
Total Efficiency (%) 60.25 64.52 62.28 62.6 59.2 64.77

HPBW (deg) 71.2 66.00 62.2 42.1 36.2 43.2

3.2. Bent Scenario
3.2.1. OFF Body Analysis

The bent EBG- and SRR-based antennas are compared here and analyzed in the absence
of a human arm with a conventional patch antenna using CST Microwave Studio 2011.

3.2.2. Return Losses

Bending affects the impedance of the conventional patch antenna and the EBG- and
SRR-based antennas, and the resonance frequencies in all of the antennas slightly shifted
toward the left and right from their basic resonance frequencies of 2.4 GHz and 5.4 GHz, as
shown in Figure 15.

Figure 15. S11 comparison of conventional antenna, antenna on EBG, and SRR/HIS in free space.

3.2.3. 2D and 3D Gain Plots

The off-body E-plane and H-plane simulated gains of the antennas are compared
in Figure 16. It can be seen that the main lobe radiation of the SRR-based antenna was
maximal, at 4.1 dB, as compared to the EBG-based (3.7 dB) and conventional patch antennas
(4.1 dB) at 2.4 GHz. In addition, the main lobe radiation of the SRR-based antenna was
highest, at 6.2 dB, as compared to the EBG-based (5.4 dB) and conventional patch antennas
(5.5 dB) at 5.4 GHz. Similarly, the −3 dB beamwidth of the SRR-based antenna grew up to
(81.2 deg) relative to the EBG-based (73.9 deg) and conventional patch antennas (76.3 deg)
at 2.4 GHz. In addition, the −3 dB beamwidth of the conventional patch antenna was
highest (47.4 deg) relative to the EBG-based (32.7 deg) and SRR-based antennas (37.5 deg)
at 5.4 GHz. The simulated gains comparison of conventional and EBG- and SRR-based
antennas at 2.4 GHz and 5.4 GHz is shown in Figure 16a–d.
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Figure 16. Gain patterns comparisons of conventional antenna under bent condition (free space).
(a) E-plane at 2.4 GHz. (b) E-plane at 5.4 GHz. (c) H-plane at 2.4 GHz. (d) H-plane at 5.4 GHz.

The 3D gains of normal conventional patch and EBG- and SRR-based antennas are
shown in Figure 17. The gains of the conventional patch and the EBG- and SRR-based
antennas are 4.31 dB, 4.08 dB, and 4.05 dB, respectively, at 2.4 GHz. Similarly, the gains
of the conventional patch and the EBG- and SRR-based antennas are 5.54 dB, 5.5 dB, and
4.04 dB, respectively, at 5.4 GHz. Table 6 depicts that, comparatively, the boresight gain of
the antenna does not show a good result, due to mismatching of the impedance owing to
free space. The 3D gain patterns of antennas in free space are presented in Figure 17a–f.

Table 6. Summary of results (conventional vs. EBG-based vs. SRR-based) bent antennas in free space.

Parameters Conventional With EBG With SRR Conventional With EBG With SRR

Frequency (GHz) 2.37 2.33 2.38 5.41 5.24 5.44
Gain (dB) 4.31 4.08 4.05 5.54 5.5 4.04

Bandwidth (MHz) 55.5 36.27 58 324 333.8 287
Total Efficiency (%) 36.4 26.9 34.5 58.00 50.38 41.5

HPBW (deg) 76.3 73.9 101.8 47.4 32.37 34.5

3.3. ON Body Analysis

For practical applications, to observe results for conventional and EBG- and SRR-based
antennas, a model of the human arm was proposed with a radius of 120 mm. It consisted
of four layers: skin, fat, muscle, and bone.

3.3.1. Return Losses

The high-loss nature of the human body lowers the radiating efficiency of a mounted
antenna. This section provides the simulation results in terms of return losses and input
impedance for a scenario where the proposed EBG- and SRR-based antennas are mounted
over a human arm. For comparison, the results from a conventional patch antenna are
also presented. The bending of the antenna patch is an important factor to be considered,
as it causes a significant reduction in the driving point of the antenna impedance. This
results in a small change in the resonant frequency and return loss. Figure 18 shows that
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the metamaterial-inspired antenna performed very well as compared to the conventional
patch antenna in providing low return loss with bending.

Figure 17. 3D radiation pattern of bent scenario (free space). (a) Conventional antenna at 2.4 GHz.
(b) Conventional antenna at 5.4 GHz. (c) EBG-based antenna at 2.4 GHz. (d) EBG-based antenna at
5.4 GHz. (e) SRR-based antenna at 2.4 GHz. (f) SRR-based antenna at 5.4 GHz.

Figure 18. Return loss comparison of conventional antenna, antenna on EBG, and SRR/HIS bent on
human arm.
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3.3.2. 2D and 3D Gain Plots

The E-plane and H-plane on-body gains of the antennas are compared in Figure 19.
The simulation results show that the main lobe radiation of the EBG-based antenna was
minimal, at 3.79 dB, as compared to the SRR-based (4.21 dB) and conventional patch
antennas (4.03 dB) at 2.4 GHz. In addition, the main lobe radiation of the SRR-based
antenna was highest, at 6.22 dB, as compared to the EBG-based (5.39 dB) and conventional
patch antennas (5.56 dB) at 5.4 GHz. Similarly, the −3 dB beamwidth of the EBG-based
antenna grew up to (89.8 deg) relative to the SRR-based (85.7 deg) and conventional patch
antennas (83.0 deg) at 2.4 GHz. In addition, the −3 dB beamwidth of the SRR-based
antenna decayed up to (22.3 deg) relative to the EBG-based (39.8 deg) and conventional
patch antennas (30.5 deg) at 5.4 GHz. The simulated gains comparison of the conventional
and the EBG- and SRR-based antennas at 2.4 GHz and 5.4 GHz is shown in Figure 19a–d.

Figure 19. Gain patterns comparisons of conventional antenna under bent condition (on-body).
(a) E-plane at 2.4 GHz. (b) E-plane at 5.4 GHz. (c) H-plane at 2.4 GHz. (d) H-plane at 5.4 GHz.

The 3D gains of the normal conventional patch and the EBG- and SRR-based antennas
are shown in Figure 20. The gains of the conventional patch and EBG- and SRR-based
antennas are 4.03 dB, 3.79 dB, and 4.21 dB, respectively, at 2.4 GHz. Similarly, the gains of
the conventional patch and the EBG- and SRR-based antennas are 5.56 dB, 5.39 dB, and
6.22 dB, respectively, at 5.4 GHz. Table 7 illustrates that the comparative results of the
SRR-based antenna is maximal in terms of gain, bandwidth, and total efficiency at 5.4 GHz.
The 3D gain patterns of the conventional and EBG- and SRR-based antennas at 2.4 GHz
and 5.4 GHz are presented in Figure 20a–f.
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Figure 20. 3D radiation patterns in bent scenarios (on-body). (a) Conventional antenna at 2.4 GHz.
(b) Conventional antenna at 5.4 GHz. (c) EBG-based antenna at 2.4 GHz. (d) EBG-based antenna at
5.4 GHz. (e) SRR-based antenna at 2.4 GHz. (f) SRR-based antenna at 5.4 GHz.

Table 7. Summary of results (conventional vs. EBG-based vs. SRR-based) of bent antennas on
human arm.

Parameters Conventional With EBG With SRR Conventional With EBG With SRR

Frequency (GHz) 2.4 2.4 2.4 5.4 5.4 5.4
Gain (dB) 4.03 3.79 4.21 5.56 5.39 6.22

Bandwidth (MHz) 223 62.9 128 286.5 267 313
Total Efficiency (%) 23.34 32.58 37.30 41.2 49.8 52.45

HPBW (deg) 83.00 89.8 85.7 30.5 39.8 22.3

4. SAR Analysis

For the proposed design of a dual-band antenna, in order to demonstrate its compati-
bility for human-wearable applications, specific absorption analysis (SAR) was conducted
by considering an arm of 200 mm radius. The bending was considered in E-plane in CST
MW Studio using the IEEE C95.3 averaging method. The ICNIRP EU standard of 10 g of
tissue volume was considered during this analysis. As the human body consists of several
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conductive and dielectric substances, by bringing an antenna in proximity to the body with
an imperfect impedance matching, the human body detunes and reflects backward the
radiated energy and then absorbs some part of it. This results in high SAR values, and the
use of a high-impedance metamaterial surface as the ground serves as an isolation sheet
between the human body and the radiating surface.

Simulation Setup and SAR Calculation

It is clearly shown in Figure 21 that most of the power was reflected and absorbed in
the human body in an unloaded metamaterial antenna; therefore, the SAR value at 2.4 GHz
was 11 W/kg and 5.88 W/kg at 5.4 GHz, which is above a safe level. Similarly, in the case
of the EBG metamaterial-based antenna, the SAR value was 3.40 W/kg at 2.4 GHz and
1.24 W/kg at 5.4 GHz. In the case of the SRR metamaterial-based antenna, the SAR value
was 1.97 w/kg at 2.4 GHz and 1.18 w/kg at 5.4 GHz, which is below a safe level (European
standard: 2 W/kg). The complete SAR comparison is listed in Table 8. A significant
reduction in SAR values was obtained through the metamaterial-inspired design of the
antenna because of the HIS (high-impedance surface) when the metamaterial surface was
utilized for the ground plane. With such a configuration, resonance at the desired frequency
was obtained due to the surface wave bandgap. In addition, this surface also insulates the
antenna from electromagnetic radiations from the body.

(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 21. Conventional antenna bent around human arm: (a) SAR at 2.4 GHz. (b) SAR at 5.4 GHz,
EBG-based antenna bent around human arm. (c) SAR at 2.4 GHz. (d) SAR at 5.4 GHz, SRR-based
antenna bent around human arm. (e) SAR at 2.4 GHz. (f) SAR at 5.4 GHz.
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Table 8. Summary of simulated SAR normalized to 0.5 W (r.m.s.) at 2.4 GHz and 5.4 GHz.

Antenna
10 g Peak

SAR (W/Kg) at 2.4 GHz
10 g Peak

SAR (W/Kg) at 5.4 GHz

Conventional 11 5.88
EBG-based 3.40 1.24
SRR-based 1.97 1.18

Various works have been carried out in the past for the enhancement of parameters
such as gain, bandwidth, and efficiency, etc. Some of the concluded data from the past
works [35–38] are summarized in the Table 9. It is deduced from the table that the proposed
antenna shows supremacy, with reference to the previous work carried out, in terms of
gain, bandwidth, and radiation efficiency.

Table 9. Comparison table.

Ref. No
Antenna

Size (mm2)
Operating
Frequency

Gain
(db/dbi)

Bandwidth Efficiency

[35] 100 × 100 2.42 2.42 db 298 MHz 40%
[36] 50 × 50 2.4 ISM 4.12 dbi 65 MHz 78.97%
[37] 102 × 102 2.4/5.5 5.2 db 55 MHz 83%
[38] 84 × 162.25 1.85 -3.15 3.38 db 130 MHz NA

Proposed
work 98 × 109.4 2.4/5.4 7.13/7.39 db 374 MHz 64.77

5. Conclusions

In this paper, a conventional and metamaterial (EBG, SRR)-based flexible dual-band
(2.4 GHz, 5.4 GHz) wearable patch antenna design is presented and analyzed in terms of
radiation characteristics. A signigicant contribution is made in this paper with the proposal
of a flexible and conformable antenna design for biomedical wearable applications by using
a clothing material (wash cotton) as a dielectric. It was observed that the comparative
results were based on two different frequency ranges, i.e., 2.4 GHz and 5.4 GHz. At 5.4 GHz,
the proposed SRR-based antenna showed enhanced results in terms of gain, bandwidth,
total efficiency, and HPBW, which were 7.39 db, 374 MHz, 64.77%, and 43.2 deg, respectively,
while, in bent condition, the obtained results were 6.22 db, 313 MHz, 52.45%, and 22.3 deg,
respectively. The metamaterial surfaces (EBG and SRR) are proposed to be used as a
high-impedance surface for protection from the risks of electromagnetic radiations, and the
results show that the SAR values were successfully reduced to the safe limit by employing
the metamaterial surfaces. It was observed that, in terms of gain, the SRR-based antenna
performance was more dominant compared to the conventional and EBG-based antennas.
The performance of the three proposed antennas was evaluated in a bent condition. It was
demonstrated that the proposed design offered a great amount of flexibility, and bending
had no prominent effects on the performance of the recommended antennas. However,
the proposed design has a limited bandwidth, low power-handling capacity, and high
power loss at high frequencies, i.e., >12 GHz. Additionally, due to the unavalibility of the
fabrication facilities, measured results are not included in the current version.
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Abstract: An ultra-wideband (UWB) multiple-input, multiple-output (MIMO) antenna with a reason-
ably compact size of 30 × 18 × 1.6 mm3 is presented in this paper. The proposed antenna contains
two radiating components, each of which is made up of three elliptically shaped patches situated
60 degrees apart, and resembles the shape of a flower. Moreover, the proposed antenna design
incorporates a T-like ground branch that functions as a decoupling structure, and is composed of
two modified inverted-L branches and an I-shaped stub, offering an isolation of more than 20 dB
over the whole operation band (4.3–15.63 GHz). Furthermore, the proposed antenna system was
fabricated and tested, and the envelope correlation coefficient (ECC), diversity gain (DG), and total
active reflection coefficient (TARC), as well as the radiation characteristics and MIMO performance,
were analyzed. The proposed UWB-MIMO antenna may be a suitable candidate for diverse UWB
applications, based on the simulated and measured results of this study.

Keywords: UWB; MIMO antenna; decoupling; diversity performance

1. Introduction

Ultra-wideband (UWB) technology has been extensively applied in areas including
short-range communications, radar, location, and tracking due to its extraordinarily low
transmission power and high data speed [1]. The employment of multiple-input, multiple-
output (MIMO) technology in a UWB wireless communication system enhances the signal-
to-noise ratio and data capacity of the communication system by enabling multiplexing,
hence improving the overall performance of the system [2]. The performance of a UWB
MIMO system is influenced by factors such as bandwidth, isolation, and other functional
characteristics. In recent years, researchers have used a variety of ways to improve the
performance of UWB antennas for MIMO systems.

In [3], an antenna designed on a 34 × 34 × 1.6 mm3 FR4 substrate was proposed, with
L-shaped and C-shaped slots embedded in each radiator and an electromagnetic bandgap
(EBG) structure loaded near the microstrip feeding line, thereby allowing the antenna to
exhibit triple-band slot characteristics, resulting in a bandwidth of 2.5–12 GHz. Here, in
addition to the EBG structure being used to enhance the gain of the UWB antennas, the
frequency selection surface (FSS) method will also have a significant gain-enhancing effect.
Reference [4] presented a method for enhancing UWB antennas with FSS, which mini-
mized power loss in the undesired transmission area of the antenna and blocked possible
interference from undesirable and wasteful radiation, in order to obtain constant gain.
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Additionally, ref. [5] utilized FSS to separate and effectively isolate the antenna elements. A
compact UWB antenna printed on a Rogers RO4003 substrate with a size of 30 × 31 mm2

for personal communication and with Bluetooth capability was proposed in [6], where
the UWB characteristics were achieved by employing a conventional cylindrical radiating
patch and an improved partial ground plane. Through the operation of a small resonator
with capacitors, the antenna could also work in the Bluetooth band. In addition, a slit
resonator was integrated in the radiating bulk to prevent interference in the WLAN band,
resulting in a band-notched characteristic. In [7], sound isolation between antenna com-
ponents was available throughout the UWB by adding a vertical stub and an H-slot in
the ground plane. In [8], the combination of the ground stub on the bottom layer and the
EBG structure between the two rectangular patches on the top layer led to a remarkably
low mutual coupling between the two radiating patches. This antenna design possessed a
compact size of 26 × 31 mm2 and displayed a frequency range of 3.1–11 GHz. To increase
the VSWR bandwidth, a bending and defective ground plane for the basic radiator was
proposed in [9]. A longer ground stub was also installed to increase the bandwidth to meet
current automotive needs. However, it had a larger size of 42 × 24 mm2. Progressively, as
described in [10], two homogeneous, semi-circular radiating elements with a synchronous
stepped elliptical structure and an I-shaped ground structure were developed to generate
strong isolation and a broad bandwidth between 1.99 GHz and 10.02 GHz. A fence-style
structure and an L-shaped parasitic branch were placed on the ground to enhance the
impedance bandwidth and isolation at low frequencies, as prescribed in the literature [11].
In [12], a flower-shaped radiator was utilized to boost the isolation of the MIMO elements,
and the isolation was further improved by placing a swastika-shaped stub on the ground to
achieve a return loss of S11 (<−10 dB) and isolation of S12 (<−18 dB) on an FR4 substrate
of 40 × 40 mm2, capable of covering the whole UWB spectrum (3.1–14 GHz). Furthermore,
the authors of [13] proposed a UWB-MIMO antenna with four suppression bands and a
T-shaped stepped stub on the back ground for achieving 3–11 GHz impedance bandwidth
and −15 dB isolation. In [14], a triple bandgap CSRR-loaded EBG structure was inserted
near the UWB antenna feedline, encompassing 2.5–12 GHz. The overall size of the proposed
MIMO/diversity antenna was 30 × 44 mm2. In addition, a hexagonal slot and a mirrored
pair of F-shaped stubs were employed to decrease the mutual coupling. A four-port and
overt-leaf-shaped MIMO antenna with coplanar waveguide feeding was proposed in [15]
to achieve wideband (12.75–16.05 GHz) by optimizing the ground plane and radiating
elements. In addition, a fan-shaped decoupler was inserted in the middle of the back
surface of the substrate in sequence, with further low coupling between components to
provide more than 20 dB of isolation. However, the above-mentioned design approaches
have fundamental flaws, such as complex structure or excessive size.

In this work, we demonstrate a compact and unique dual-port UWB-MIMO antenna
with an incredibly simple construction. Each radiating element has three flower-like
elliptically shaped patches situated 60 degrees apart. On one hand, the branches of the
modified ground structure are used to generate multiple frequencies in order to broaden
the frequency band through resonance, and on the other hand, these branches are utilized
to achieve a high level of isolation by effectively absorbing the current and reducing the
mutual coupling between the two radiating patches. The ECC, DG, and TARC of the
proposed system are all within an acceptable range.

The structural layout of this paper is as follows: Section 2 discusses the proposed UWB-
MIMO system’s structure, design evolution, parameter analysis, and current distribution.
Section 3 presents the proposed MIMO system’s simulated and measured performance,
including S-parameters, far-field characteristics, and MIMO features. A comparison with
literature is provided in Section 4 to emphasize the benefits of the proposed design. The
conclusions are detailed in Section 5.
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2. The Proposed Antenna System

2.1. Antenna Geometry

Figure 1 depicts the topology of the proposed dual-port, flower-shaped UWB-MIMO
antenna system, and Figure 2 shows the fabricated prototype. Compared with the antennas
reported in [3,6,8,9,11,12,14], the MIMO antenna system proposed in this study has a
smaller size of 30 × 18 mm2 (0.84λ × 0.50λ), and was designed on an FR4 substrate with
1.6 mm thickness (tanδ = 0.02 and εr = 4.4). Two similar flower-shaped radiating elements
and a metal ground make up the overall antenna model. Each flower-shaped radiating
element directly supplied by a microstrip line is made up of three elliptically shaped
patches set above the substrate, each at an angle of 60 degrees from the others. Next,
improved and inverted L-shaped branches with mirror symmetry and an I-shaped stub
above L-shaped branches are added to create a T-like branch at the bottom of the substrate
and above the rectangular floor, thereby establishing the proposed ground structure with a
rectangular floor. The role of the T-like branching in this design is comparable to that of
the ladder resonator proposed in [16], which will effectively block or absorb the surface
current between the patch antenna elements at the operating frequency, thereby reducing
the mutual influence. The specific design process and principle are described below. The
parameters of the proposed dual-port UWB-MIMO antenna are listed in Table 1.

Figure 1. The proposed dual-port, flower-shaped UWB-MIMO antenna system structure.

 
(a) 

 
(b) 

Figure 2. Fabricated prototype of the proposed dual-port, flower-shaped UWB-MIMO antenna:
(a) front view, (b) back view.
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Table 1. Dimensions of the proposed MIMO antenna structure (f = 4 GHz).

Parameter Dimension Value (mm)

L Length of MIMO antenna 30 (0.84λ)

W Width of MIMO antenna 18 (0.50λ)

Ld Length of microstrip feed line 5.416 (0.15λ)

W1 Width of microstrip feed line 1.8 (0.05λ)

R1 Radius of ellipse 1 3.75 (0.10λ)

R2 Radius of ellipse 2 5.25 (0.15λ)

S Width of rectangular metallic ground 3 (0.084λ)

Lg Vertical length of modified L-shaped ground branch 14 (0.39λ)

W2 Width of modified L-shaped ground branch 2 (0.056λ)

Lf Length of I-shaped ground stub 10 (0.28λ)

W3 Width of I-shaped ground stub 1 (0.028λ)

2.2. Design Evolution Stages of the MIMO Antenna

To examine the implications of different MIMO antenna configurations, the 50 Ω
transmission line feed is utilized in combination with the fractional ground plane. The
overall design procedure for the proposed UWB-MIMO antenna system is elaborated in
Figure 3, and the MIMO system’s working principle, using its reflection coefficient and
transmission coefficient curves, is presented in Figures 4 and 5.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Evolution of the design process of UWB-MIMO system: (a) step 1, (b) step 2, (c) step 3,
(d) step 4 (proposed MIMO system).
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Figure 4. Comparison of reflection coefficients of 4 proposed UWB-MIMO antenna designs.

Figure 5. Comparison of transmission coefficients of 4 proposed UWB-MIMO antenna designs.

The radiating element in step 1 (Figure 3a) is made up of two mutually perpendicular
elliptical patches and a microstrip line, along with a full rectangular ground at the bottom.
Notably, the radiating element in this case is identical to the one proposed in [17], which
is utilized for 5G communication. Although the antenna designed in step1 can cover
4.58–12.85 GHz, its reflection coefficient is poor, and the best value for S11 is only −15.2 dB,
as shown in Figure 4. Meanwhile, the isolation between the antennas in the covered
frequency range is less than 19 dB, since there is no decoupling structure involved, as
illustrated in Figure 5.

Therefore, the radiating element is modified by merging three elliptically shaped
patches in step 2, resembling a flower, but the ground structure is left unchanged. This
antenna structure generates two resonant modes at 8.4 GHz and 12.8 GHz from its reflection
coefficient, and the impedance-matching performance is improved. In the resonant modes,
reflection coefficients are −43 and −21 dB, respectively, and the impedance bandwidth
reaches 4.89–14.13 GHz. The transmission coefficient between the antennas, on the other
hand, has not improved.

Progressively, in step 3, a horizontal I-shaped stub is placed above the inverted L-
shaped branch to produce a T-like branch on ground, which improves the impedance
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matching and isolation compared with step 2. The antenna is stimulated into five reso-
nant modes (5.38, 5.8, 7.8, 9.6, and 13 GHz), as shown by its reflection coefficient results,
thus suggesting that the new T-like branch functions as a resonator, hence extending the
bandwidth so that it spans between 4.48 and 15.26 GHz. From these results, we can see
that the antenna’s bandwidth has been increased. Furthermore, the total reflection coeffi-
cient is lowered, indicating that the impedance-matching ability is improved. Due to the
separation impact of the T-like branch on the antenna components, isolation is enhanced,
reaching more than 14.2 dB. These findings suggest that the adoption of the T-like branch
is important for boosting the bandwidth and isolation.

In the MIMO antenna system, increasing the independence between the antenna
components has long been a desired aim. However, as a result, additional reductions
in the correlation and improved isolation between the antenna components are required.
Accordingly, we enhanced the shape of the metallic ground in step 4, which completed
the design of the proposed UWB-MIMO system. To construct the final ground structure,
the shape of the inverted L-shaped branch was slightly modified, i.e., the vertical width
was extended and the triangular patches were proportionately cut out at the edges of the
inverted L-shaped branches. The resonance frequencies stimulated in step 4 are shifted to
the right compared with those of step 3, which are now 5.4, 6, 8, 11.2, and 14.6 GHz, respec-
tively, as displayed in Figure 4. Although the reflection coefficient performance is worse
than that of step 3, the design of step 4 still covers the frequency range of 4.3–15.63 GHz.
More importantly, Figure 5 shows that the isolation in step 4 has been enhanced compared
with that in step 3, reaching more than 20 dB, which suggests that the mutual coupling has
been decreased. Essentially, these results imply that the improved ground structure makes
a significant contribution toward improving the isolation.

2.3. Parameter Analysis

The lengths of the modified T-like branches Lg and Lf have a dramatic impact on the
UWB-MIMO system’s impedance-matching and isolation performance. Only the impact
of these particular factors on system performance is examined, while other parameters
are kept constant. The S-parameters for tuning Lg from 12 mm to 14 mm are illustrated in
Figure 6. The impedance bandwidth is further improved when Lg changes from 12 mm
to 14 mm, as shown in Figure 6a. Neither UWB features can be achieved when Lg has a
value of 12 mm or 13 mm. Different values of Lg also exhibit various isolation effects in
terms of their influence on isolation. Although the isolation effect is optimal overall when
Lg is at 14 mm, as shown in Figure 6b, the transmission coefficient must be enhanced in the
6–8 GHz band region when Lg is at 14 mm. These results demonstrate that the S-parameters
of the system are significantly influenced by the vertical length of the modified L-shaped
ground branch (Lg), and it is best to select a value of 14 mm for Lg when taking into account
the size of the system.

 
(a) (b) 

Figure 6. Simulated S-parameters for tuning Lg: (a) reflection coefficient, (b) transmission coefficient.

The simulated variation in characteristics of Lf from 9 mm to 11 mm are presented in
Figure 7. As can be seen from Figure 7a, the effect of Lf on return loss is not very significant
at these values, and all can achieve acceptable ultra-wideband properties. However, the
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effect of Lf on isolation is even more pronounced. As can be observed in Figure 7b, the
optimal isolation effect is obtained when Lf is 10 mm, that is, when the I-shaped ground
stub and modified L-shaped ground branch are exactly combined to form a T-like branch,
which also confirms the authenticity of the proposed decoupling structure.

 
(a) (b) 

Figure 7. Simulated S-parameters resulting from the tuning of Lf: (a) reflection coefficient,
(b) transmission coefficient.

2.4. Current Distribution

Figure 8 presents the surface current distribution in the resonance modes, to visually
emphasize the decoupling effect of ground plane geometry. In the proposed MIMO system,
port 1 is stimulated, while port 2 is terminated with a 50 Ω matched load. When just
port 1 is stimulated, the current is largely distributed on antenna 1 and its modified T-like
branch on the same side, as shown in Figure 8, whereas the current distribution on the
surface of antenna 2 is relatively weak. It can be deduced that current-absorbing effect
of the improved ground branch successfully improves the port isolation between the two
monopole antennas.

 

(a) (b)

 

(c) 

 

(d) 

 

(e) 

Figure 8. Surface current distribution when port 1 is stimulated at (a) 5.4 GHz, (b) 6 GHz, (c) 8 GHz,
(d) 11.2 GHz, (e) 14.6 GHz.

3. Results and Discussion

3.1. S-Parameter Results

HFSS and an Agilent N5247A vector network analyzer were used to simulate and
measure the proposed UWB-MIMO antenna, and the results are provided in Figure 9.
The measured S11 can cover 4.51–15.1 GHz, while S12 is below −15 dB, as shown in
Figure 9. It is worthwhile to note that there are significant differences between the measured
and simulated results of S12, especially in 6.5–7.5 GHz and 10–11 GHz bands, where
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some frequencies with a difference of more than 20 dB can be seen. Manufacturing and
measurement errors might be responsible for the discrepancy between the simulated and
measured S12 results, which does not affect the overall high-isolation performance of the
system. From these findings, the proposed antenna offers a wide operation band with
high isolation.

Figure 9. Simulated and measured S-parameters.

3.2. Far-Field Properties

The UWB-MIMO antenna was tested in an anechoic chamber for its radiation patterns,
and the results are presented in Figure 10. By stimulating port 1 and terminating port 2 with
a matched load, the corresponding radiation patterns were measured. It can be seen from
Figure 10a,b that the antenna almost achieved omnidirectional radiation on both the XOZ
plane and the YOZ plane at low frequencies (5.4 GHz and 6 GHz). At 8 GHz from (c), the
radiation direction of the antenna on the XOZ surface was mainly distributed between 180◦
and 360◦, and the maximum radiation gain reached 4.4 dB at approximately 255◦, while
on the YOZ surface, the maximum radiation direction was approximately 0◦ and 180◦. At
11.2 GHz, the XOZ surface achieved almost omnidirectional radiation characteristics, while
on the YOZ surface, the radiation gain obtained its maximum value at approximately 90◦.
However, at high frequency, it can be seen from Figure 10e that the radiation pattern of
the XOZ plane was not as good as that of the YOZ plane. According to these results, the
antenna had acceptable radiation characteristics on the XOZ (E-plane) and YOZ (H-plane)
at frequencies of 5.4, 6, 8, 11.2, and 14.6 GHz, and the measured results are consistent with
the simulated results.

The proposed MIMO antenna’s radiation efficiency and peak gain are shown on
Figure 11. As the radiators of the proposed MIMO antenna were structured symmetrically,
the following values are shown for only one radiator. The radiation efficiency varied
from 85 to 93 percent, implying that the majority of the energy was radiated away. The
maximum gain of a single antenna at 5.4 GHz was 5.35 dBi, whereas the peak gain values
at 6.4–7.6 GHz were relatively low, in the range of 2.5–4 dBi. Throughout the whole
operational frequency range, the proposed MIMO antenna showed a positive gain value.
Based on the results described above, the proposed UWB-MIMO antenna system offers
promising radiation features.
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(a) (b) (c)

(d)   (e)

Figure 10. Simulated and measured far-field patterns on XOZ and YOZ planes at (a) 5.4 GHz,
(b) 6 GHz, (c) 8 GHz, (d) 11.2 GHz, and (e) 14.6 GHz.

Figure 11. Calculated radiation efficiency and peak gain.

3.3. MIMO Performance

Different performance metrics of MIMO antennas, such as ECC (envelope correlation
coefficient), DG (diversity gain), and TARC (total active reflection coefficient), should be
examined to ensure their efficient operation.

The ECC value is a critical parameter for evaluating the performance of the radiation
patterns of MIMO radiators. A lower ECC value indicates a lower effect on other antennas
while working alone, and greater efficiency. To guarantee effective operation of each
antenna, the specified ECC value of a MIMO system in wireless communication networks
is generally less than 0.5 [18]. The ECC can be calculated from the S-parameters using
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Equation (1). The results of simulated and measured ECC are displayed in Figure 12, which
shows an acceptable isolation performance.

Figure 12. Simulated and measured ECC.

ECC can be computed from the S-parameters using the following equation.

ECC =
|S∗11S12 + S∗21S22|2

(1 − |S11|2 − |S21|2)(1 − |S22|2 − |S12|2)
, (1)

Another key MIMO performance metric is DG, which describes how effective the
diversity is. ECC is used to represent its value, which can be computed by Equation (2).

DG = 10 ×
√

1 − |ECC|, (2)

The value of DG, calculated from the S-parameters of the proposed MIMO antenna
system, is shown in Figure 13. In the working frequency band, DG is larger than 9.96 dB,
thereby indicating a strong MIMO diversity performance.

Figure 13. Calculated DG.

Furthermore, the statistic TARC is related to the total reflected power and total incident
power, and it is used to assess the MIMO system’s effectiveness. TARC should ideally be
zero, which indicates that the antenna receives all of the incident power [19]. TARC can
be computed using Equation (3) for a two-port system. Figure 14 displays a comparison
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between simulated and measured TARC values, which reveals that TARC is less than
−20 dB in operating frequency range.

TARC = −
√

(S11 + S12)
2 + (S21 + S22)

2

2
, (3)

Figure 14. The comparison of simulated and measured TARC.

4. Comparison with Existing Models

Table 2 compares the performance of the proposed structure with the performance of
various previously published UWB-MIMO antenna configurations. In contrast with the
other reported designs, the proposed UWB-MIMO antenna structure provides obvious
benefits. As can be observed from the table, the proposed UWB-MIMO antenna structure
outperforms all the other designs. The proposed candidate is ideally suited for numerous
UWB wireless applications owing to its small size, moderate impedance bandwidth, strong
isolation capability, low ECC, high gain, and relatively steady radiation efficiency.

Table 2. Comparison of several reported UWB-MIMO antennas.

Ref
Size

(mm2)
Ports

Number
Bandwidth

(GHz)
Isolation

(dB)
Decoupling
Technique

ECC
Radiation
Efficiency

(%)

Gain
(dBi)

[3] 34 × 34 4 2.5–12 15 Perpendicular Placement and
a Parasitic Strip <0.05 >75 2.5–5.5

[8] 26 × 31 2 3.1–11 25 Ground Stub and EBG <0.01 >70 0–5.5

[9] 42 × 24 2 3.1–10.9 15 Vertical Placement <0.2 >75 0–3.5

[12] 40 × 40 4 3.1–14 18 Swastika-shaped Stub <0.012 >89 5.5

[20] 42 × 27 2 3.1–11.5 15 Defected Ground Structure
(DGS) <0.005 >75 0–2

[21] 29 × 23 2 3.0–12.0 15 Inverted L-shaped Stub and
CSRR <0.15 >82 4.7

[22] 26 × 28 2 2.9–10.8 15 T-shape Stub <0.08 Not Given 1.6–4

[23] 32 × 32 2 2.9–12 15 Placed Perpendicularly <0.04 >60 1.7–4.2

[24] 35 × 35 4 3.8–15 15 Ground Stubs <0.07 >70 3–5

[25] 28 × 22 2 2.9–11.8 20 H-shape Slot <0.03 Not Given 1.4–3.7

This work 30 × 18 2 4.3–15.63 20 Ground Branch <0.0075 85–93 2.5–5.35
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5. Conclusions

A compact-sized, dual-port, flower-shaped UWB-MIMO antenna with high isolation is
presented in this paper. Three elliptically shaped metal patches, located at 60 degrees from
each other, were combined to form a flower-shaped radiating element. The adopted ground
structure improvements, including two modified inverted L-shaped branches and an I-shaped
stub, expand the impedance bandwidth by generating multiple resonance modes to cover the
4.3–15.63 GHz (relative bandwidth 113.4%) range, which is typically used for multi-standard
wireless applications, such as 5G N79 (4.4–5 GHz), WLAN (5.15–5.35 GHz/5.72–5.825 GHz),
5G spectrum band (5.9–6.4 GHz), X-band for satellite communication (8–12 GHz), FSS
(11.45–11.7 GHz/12.5–12.75 GHz), and Ku band (12–18 GHz). These improvements also
effectively reduce the mutual coupling between the antennas by absorbing the current,
thereby enhancing the isolation to more than 20 dB. In addition, the measured results sug-
gest that the proposed antenna displays favorable radiation patterns, where the radiation
efficiency is between 85% and 93%, while the peak gain ranges from 2.5–5.35 dBi. Moreover,
the antenna also possesses acceptable values for ECC (<0.0075), DG (>9.96 dB), and TARC
(<−20 dB), demonstrating that the proposed MIMO antenna is highly compatible with the
UWB communication systems.
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Abstract: This research proposed a portable wideband horizontally-polarized directional antenna
scheme with a radome for digital terrestrial television reception. The operating frequency band of the
proposed antenna scheme is 470–890 MHz. The portable antenna scheme was an adaptation of the
Yagi-Uda antenna, consisting of a folded bowtie radiator, a semicircular corrugated reflector, and a V-
shaped director. Simulations were carried out, and an antenna prototype was fabricated. To validate,
experiments were undertaken to assess the antenna performance, including the impedance bandwidth
(|S11| ≤ −10 dB), gain, and unidirectionality. The measured impedance bandwidth was 75.93%,
covering 424–943 MHz, with a measured antenna gain of 2.69–4.84 dBi. The radiation pattern was
of unidirectionality for the entire operating frequency band. The measured xz- and yz-plane half-
power beamwidths were 150◦, 159◦, 160◦ and 102◦, 78◦, 102◦ at 470, 680, and 890 MHz, with the
corresponding cross-polarization below −20 dB and −40 dB. The radome had a negligible impact
on the impedance bandwidth, gain, and radiation pattern. The power obtained for the outdoor test,
at 514 MHz, was 38.4 dBμV (−70.4 dBm) with a carrier-to-noise ratio (C/N) of 11.6 dB. In addition,
the power obtained for the indoor test was 26.6 dBμV (−82.2 dBm) with a C/N of 10.9 dB. The novelty
of this research lies in the concurrent use of the Yagi-Uda and bowtie antenna technologies to improve
the impedance bandwidth and directionality of the antenna for digital terrestrial television reception.

Keywords: corrugated reflector; digital television; portable antenna; radome; wideband antenna

1. Introduction

In recent years, attempts have been made to synthesize diverse antenna technologies to
improve the impedance bandwidth of antennas for digital television reception. Specifically,
in [1], a wideband dipole antenna for digital television reception was proposed using a
multi-loop radiator and a coplanar waveguide feed. In [2], an antenna with seven resonance
pads on the ground plane was proposed to improve the impedance bandwidth.

In [3], an internal antenna that combined a planar inverted F antenna (PIFA) and a
loop antenna for digital television reception achieved an impedance bandwidth of 48%,
covering 470–771 MHz. In [4], a miniaturized wideband meander-line antenna using a mag-
neto dielectric material was developed for the DVB-H/LTE13/GSM850/900 applications.
Despite wide impedance bandwidth [1–4], these antennas suffer from low gain.

As a result, further attempts were made to develop antennas for digital television recep-
tion with wide impedance bandwidth, high gain, and stable radiation pattern throughout
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the operating frequency band (470–890 MHz). Specifically, the bowtie antenna technol-
ogy was adopted in the development of antennas for digital television reception due to
impedance bandwidth enhancement [5]. In addition, the Yagi-Uda antenna technology was
deployed to achieve high gain and directionality [6].

For the bowtie antenna technology, a U-shaped bowtie magneto-electric dipole uni-
directional antenna with a dual-layered horn reflector was proposed for ultra-wideband
applications [7]. In [8], multiple bowtie patch antenna configurations with broadband oper-
ation, adjustable beamwidth, and multiple-beam capability were proposed for broadband
indoor wireless communication. In [9], an adaptive ground penetrating radar (GPR) an-
tenna based on bowtie antenna technology was proposed for the classification of soil types.

In [10], an antenna with a bowtie dipole element above the ground plane and a metallic
bridge for wide beamwidth was proposed for base station applications. A tapered bowtie
slot antenna [11] and a cavity-backed bowtie antenna [12] achieved the unidirectional
radiation pattern. In [13], a substrate integrated waveguide (SIW) cavity backed bowtie
slot antenna was proposed to improve the gain and unidirectionality. In addition, a unidi-
rectional bowtie array antenna with an incision gap for digital video broadcasting-T2 base
station applications was proposed in [14].

The Yagi-Uda antenna is conventionally used for television signal reception, and it is
normally installed on the rooftop. The advantages of the Yagi-Uda antenna are its simple
design, low cost, and reasonably high gain. The principal elements of the Yagi-Uda antenna
include the radiator, the reflector, and the director [15]. In [16,17], the broadband Yagi-Uda
antennas were proposed for wireless communication applications.

Currently, the antennas commonly used for digital television signal reception include
loop antennas, omnidirectional dipole antennas, monopoles, log-periodic dipole arrays
(LPDA), and quasi-Yagi antennas [18]. The loop antennas, omnidirectional dipole antennas,
and monopoles can receive signals from every direction but achieve a low gain [19–23].
Meanwhile, the LPDA and quasi-Yagi antennas realize a high gain by using multiple
dipoles. However, the unidirectionality of the LPDA and quasi-Yagi antennas gives rise to
several installation challenges [24–26]. To overcome such shortcomings, this research thus
combined the Yagi-Uda and bowtie antenna technologies in the development of the portable
wideband directional antenna scheme with a radome for digital television reception.

By definition, a radome is a structural enclosure that protects an antenna and is
constructed of materials that minimally attenuate the electromagnetic signal transmitted
and received by the antenna [27,28]. The materials used in the radome construction
include fiber reinforced plastics (FRP), glass reinforced plastics (GRP), polypropylene (PP),
acrylonitrile butadiene styrene (ABS), polystyrene unplasticized polyvinyl chloride (UPVC),
and polycarbonate [29,30].

Specifically, this research proposed a portable wideband directional antenna scheme
with a radome for digital terrestrial television reception (470–890 MHz). The portable
antenna scheme was an adaptation of the Yagi-Uda antenna, consisting of a folded bowtie
radiator, a semicircular corrugated reflector, and a V-shaped director. The radome was of
ABS material. In the study, simulations were carried out, and an antenna prototype was fab-
ricated. In addition, experiments were undertaken to determine the antenna performance,
including the impedance bandwidth (|S11| ≤ −10 dB), gain, and unidirectionality. The
outdoor and indoor testing was also carried out to assess the outdoor and indoor reception
performance of the proposed antenna scheme.

The organization of this research is as follows: Section 1 is the introduction. Section 2
details the antenna structure, and Section 3 deals with the parametric study. Section 4 is
concerned with the fabrication of the prototype antenna and experimental results. Section 5
discusses the indoor and outdoor application testing. The concluding remarks are provided
in Section 6.
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2. Antenna Structure

Figure 1 shows the geometry of the portable wideband directional antenna scheme for
digital terrestrial television reception, and Figure 2 illustrates the proposed antenna scheme
of 75 Ω input impedance with radome. The proposed antenna scheme was an adaptation
of the Yagi-Uda antenna, consisting of the folded bowtie radiator, semicircular corrugated
reflector, and V-shaped director.

 
Figure 1. Geometry of the portable wideband directional antenna: (a) top view, (b) perspective view,
(c) side view, and (d) folded bowtie radiator.

 
(a) (b) 

175 mm 209 mm

Radome

Supporting pillar

Base plateSupporting plate

x
y

z

x
y

z

Figure 2. Geometry of the portable wideband directional antenna with radome: (a) top view,
(b) side view.
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The folded bowtie radiator and the corrugated reflector were made of a thin stainless-
steel sheet (0.2 mm in thickness). The semicircular reflector was corrugated to reduce the
overall physical size of the antenna while increasing its electrical size. In addition, the
V-shaped director was made of a hollow aluminum tube 8 mm in diameter. The director
was incorporated to improve the directivity and gain of the antenna.

The three elements (i.e., the folded bowtie radiator, corrugated reflector, and V-shaped
director) were mounted on a circular plastic supporting plate 165 mm in diameter. The
antenna was fed by a coaxial cable connected to a 75 Ω F-type connector, and a balun
(λ/4 coaxial balun) was utilized to convert unbalanced to balanced output signal. The
portable wideband directional antenna was also covered with a 0.5 mm-thick cylindrical
acrylonitrile butadiene styrene (ABS) radome 175 and 209 mm in diameter and height.

Simulations were carried out to optimize the antenna parameters using CST Mi-
crowave Studio Suite [31]. Table 1 tabulates the optimal physical dimensions of the portable
wideband directional antenna scheme for the 470–890 MHz frequency band. (Note: The
experimental results revealed that the ABS radome had a negligible effect on the antenna
performance, including the impedance bandwidth, gain, and radiation pattern).

Table 1. The optimal dimensions of the portable wideband directional antenna for digital terrestrial
television reception.

Symbol Description
Physical Size,

mm
Electrical Size

at 680 MHz

h Spacing between the lower base plate and the reflector 139.00 0.315 λC
p Thickness of the supporting plate and the base plate 5.00 0.011 λC

Hbalun Balun height 140.32 0.318 λC
hdi Antenna height 156.00 0.353 λC

Dbalun Distance between center to center of the balun 19.24 0.043 λC
href Reflector height 45.00 0.102 λC
Lref Reflector length 226.42 0.513 λC
Dref Distance from center of the supporting plate to the reflector 78.61 0.178 λC

AGdp Angle of the folded bowtie radiator (degree) 15.00 -
Wdi Width of the folded bowtie radiator 30.00 0.068 λC
Ddi Distance between director and center of the supporting plate 25.00 0.056 λC
Ldi Director’s arm length 43.34 0.098 λC

AGdi Angle of the director’s arm (degree) 34.60 -
Ddp Length of triangular section of the folded bowtie radiator 18.70 0.042 λC
hmi Height of the folded bowtie radiator 15.00 0.034 λC
Wmi Width of the 1st and 2nd sections of the folded bowtie radiator 15.20 0.034 λC
Wr Width of the final section of the folded bowtie radiator 6.90 0.015 λC

λC is the wavelength at the center frequency of the target operation band (470–890 MHz).

3. Parametric Study

3.1. Conceptualization of the Portable Directional Antenna Scheme

Figure 3a–c illustrates the conceptualization of the proposed portable wideband direc-
tional antenna scheme for digital terrestrial television reception, starting with the Yagi-Uda
antenna (model I), the modified antenna with the U-shaped reflector and director (model II),
and the proposed antenna scheme (model III).

Model I is the Yagi-Uda antenna of a wire-type structure. The main advantages of
the Yagi-Uda antenna are unidirectionality and high gain. However, model I suffered
from a narrow impedance bandwidth. Given the center frequency of 680 MHz, the length
of the radiator element was λC/2 (220.58 mm), where λC was the wavelength of the
center frequency.
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(a) (b) (c) 

Figure 3. Conceptualization of the portable directional antenna scheme: (a) the Yagi-Uda antenna
(model I), (b) the modified antenna with the U-shaped reflector and director (model II), and (c) the
proposed portable antenna scheme (model III).

In model II, to improve the impedance bandwidth, the radiator element of model
I was replaced with the folded bowtie radiator. The wire reflector was replaced with
the stainless-steel U-shaped reflector, and the director was reshaped into the U shape.
In model III, the U-shaped reflector was corrugated to reduce the overall physical size
of the antenna while increasing the electrical size. Moreover, the corrugated reflector
improved the electromagnetic reflection of the proposed antenna scheme [32,33]. The
U-shaped director was reshaped into the V shape for the antenna compactness without
compromising the antenna performance.

Figure 4 compares the simulated impedance bandwidth (|S11| ≤ −10 dB) of the
antenna models I, II, and III. Model I achieved a narrow impedance bandwidth, covering
620–700 MHz. The narrow impedance bandwidth rendered model I operationally unsuit-
able for digital television reception. Model II experienced an impedance mismatch between
590–780 MHz, rendering it operationally inapplicable. Model III achieved the simulated
impedance bandwidth of 63.85%, covering 468–907 MHz, which encompassed the target
frequency band (470–890 MHz). Figure 5 compares the antenna gain of models I, II, and III.
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Figure 4. Simulated impedance bandwidth (|S11| ≤ −10 dB) of the antenna models I, II, and III.
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Figure 5. The simulated antenna gains of models I, II, and III.

Figure 6 compares the simulated xz- and yz-plane radiation patterns of the antenna
models I, II, and III. The three antenna models exhibited similar radiation patterns. How-
ever, models I and II failed to cover the target frequency band (Figure 4). The xz- and
yz-plane cross-polarizations of model III were below −40 dB and −20 dB, with the corre-
sponding half-power beam width (HPBW) of 149◦, 194◦, and 158◦ and 99◦, 92.8◦, and 84.2◦
at 470, 680, and 890 MHz, respectively. The xz- and yz-plane back lobe levels were −10 dB.

 

yz-plane xz-plane
θ← →

Model I: Co-pol.                          Model I:  Cross-pol.
Model II: Co-pol.                         Model II:  Cross-pol.
Model III: Co-pol.                        Model III:  Cross-pol.

θ← →

  90φ =   0φ =

Figure 6. Simulated xz- and yz-plane radiation patterns of the antenna models I, II, and III.

3.2. Evolution of the Portable Wideband Antenna Scheme

This section discusses the evolutionary stages of the proposed portable wideband
directional antenna scheme (model III), consisting of three antenna generations: first,
second, and third generations. As shown in Figure 7, the first generation was the antenna
scheme without a reflector and director, and the second generation was the antenna scheme
with the corrugated reflector but without the director. The third generation was the
proposed portable wideband directional antenna scheme with the corrugated reflector and
the V-shaped director.
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(a) (b) (c) 

Figure 7. Evolutionary stages of the portable antenna scheme: (a) first generation, (b) second
generation, and (c) third generation.

Figure 8 compares the simulated impedance bandwidth (|S11| ≤ −10 dB) of the
first-, second-, and third-generation antenna schemes. The first-generation antenna scheme
achieved a narrow impedance bandwidth, covering 830–925 MHz, rendering the scheme op-
erationally unsuitable for digital terrestrial television reception. The impedance bandwidth
of the second-generation antenna scheme closely resembled that of the third-generation
scheme, covering a 468–907 MHz frequency band. Both the second- and third-generation
antenna schemes covered the entire target operating frequency band of 470–890 MHz.
However, the overall gain of the third-generation antenna scheme was higher than that of
the second-generation scheme, as shown in Figure 9.

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

400 500 600 700 800 900 1000

|S
11

| (
dB

)

Frequency (MHz)

First-generation

Second-generation

Third-generation

Figure 8. Simulated impedance bandwidth (|S11| ≤ −10 dB) of the first-, second-, and third-
generation antenna schemes.

Figure 10 compares the simulated xz- and yz-plane radiation patterns of the first-,
second-, and third-generation antenna schemes. The radiation pattern of the first-generation
antenna scheme was of omnidirectionality due to the absence of the corrugated reflector
(Figure 7a). The first-generation scheme failed to cover the entire target operating frequency
band (Figure 8). The radiation patterns of the second- and third-generation antenna schemes
were closely similar. However, the gain of the third-generation scheme was higher than
that of the second-generation scheme.
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Figure 9. Simulated antenna gains of the first-, second-, and third-generation antenna schemes.
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Figure 10. Simulated xz- and yz-plane radiation patterns of the first-, second-, and third-generation
antenna schemes.

3.3. Surface Current Distribution

This section focuses on the third-generation antenna scheme (i.e., the proposed
portable wideband directional antenna scheme) due to its wide impedance bandwidth
(Figure 8), high gain (Figure 9), and unidirectional radiation pattern (Figure 10).

Figure 11a–c illustrates the simulated surface current distribution of the proposed
portable wideband directional antenna scheme at 470, 680, and 890 MHz, respectively.
At 470 MHz (the first resonant frequency), the currents are concentrated around the feeding
point and along the corrugated reflector, as shown in Figure 11a. In Figure 11b, at 680 MHz
(the second resonant frequency), the currents are concentrated around the feeding point,
the lower part of the balun, and the upper edge of the corrugated reflector. At 890 MHz
(the third resonant frequency), the currents are concentrated around the feeding point,
the folded bowtie radiator, and the balun, as shown in Figure 11c. Essentially, the third-
generation antenna scheme (i.e., the proposed portable wideband directional antenna
scheme) covered the target frequency band for the digital terrestrial television reception of
470–890 MHz, as indicated in Figure 8.
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(a) (b) (c) 

Figure 11. Simulated surface current distribution of the proposed portable wideband directional
antenna scheme at: (a) 470 MHz, (b) 680 MHz, and (c) 890 MHz.

3.4. Parametric Sweep of the Antenna Scheme

This section investigates the effect of variable antenna parameters on the impedance
bandwidth of the proposed portable wideband directional antenna scheme. The results are
graphically presented in Figures 12–15.
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Figure 12. Simulated impedance bandwidth (|S11| ≤ −10 dB) under variable parameters: (a) width
of folded bowtie radiator (Wdi), (b) angle of the folded bowtie radiator (AGdp).

Figure 12a,b shows the simulated impedance bandwidth (|S11| ≤ −10 dB) under
various widths of the folded bowtie radiator (Wdi; 20, 25, 30, 35, and 40 mm) and angles of
the folded bowtie radiator (AGdp; 0, 7.5, 15, 22.5, and 30◦). As shown in Figure 12a,b, the
optimal Wdi and AGdp were 30 mm and 15◦, respectively.

In addition, the optimal length of the triangular section of the folded bowtie radiator
(Ddp) was 18.7 mm, and the optimal height of the folded bowtie radiator (hmi) was 15 mm.
The optimal width of the first and second sections of the folded bowtie radiator (Wmi)
were 15.2 and 15.2 mm, while the optimal width of the final section of the folded bowtie
radiator (Wr) was 6.9 mm. The optimal length of one arm of the folded bowtie radiator was
thus 101 mm. In other words, the optimal overall length of the folded bowtie radiator was
202 mm.

Figure 13a,b shows the simulated impedance bandwidth (|S11| ≤ −10 dB) under
variable distance from the center of the supporting plate to the reflector (Dref) and reflector
length (Lref). As shown in Figure 13a,b, the optimal Dref and Lref were 78.61 mm and
226.42 mm, respectively, covering the target operating frequency band of 470–890 MHz.
Figure 13c shows the simulated impedance bandwidth under variable reflector height (href)
(25, 45, 65, and 85 mm), and Figure 13d illustrates the corresponding simulated radiation
pattern at 890 MHz. The larger href improved the back lobe level (i.e., front-to-back ratio),
especially in the upper frequency band. In Figure 13d, despite the high back lobe level of
−21.3 dB under href = 85 mm, the final antenna was bulky. As a result, the reflector height
(href) of 45 mm, with a back lobe level of −14.14 dB, was selected for compactness.
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Figure 13. Simulated impedance bandwidth under variable parameters: (a) distance from center
of the supporting plate to the reflector (Dref), (b) reflector length (Lref), (c) reflector height (href),
and (d) radiation pattern at 890 MHz under variable href.
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Figure 14. Simulated impedance bandwidth (|S11| ≤ −10 dB) under variable parameters: (a) dis-
tance between the director and center of the supporting plate (Ddi), (b) director’s arm length (Ldi),
and (c) angle of the director’s arm (AGdi).
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Figure 15. Simulated impedance bandwidth (|S11| ≤ −10 dB) under variable parameters: (a) balun
height (Hbalun), (b) distance from center to center of the balun (Dbalun).

Figure 14a–c shows the simulated impedance bandwidth (|S11| ≤ −10 dB) under
variable distance between the director and the center of the supporting plate (Ddi), the
director’s arm length (Ldi), and the angle of the director’s arm (AGdi). The optimal Ddi, Ldi,
and AGdi were 25 mm, 43.34 mm, and 34.6 mm, respectively, covering the target operating
frequency band of 470–890 MHz.

Figure 15a,b shows the simulated impedance bandwidth (|S11| ≤ −10 dB) under
variable balun height (Hbalun) and distance from the center to the center of the balun (Dbalun).
The optimal Hbalun and Dbalun were 140.32 mm and 19.24 mm, respectively. Meanwhile,
the antenna height (hdi; 156 mm) and the spacing between the lower base plate and the
reflector (h; 139 mm) were proportional to the balun height (Hbalun) (Table 1).

4. Prototype Fabrication and Measured Results

Figure 16a,b depicts the prototype of the portable wideband directional antenna
scheme for digital terrestrial television reception without and with ABS radome. Experi-
ments with the antenna prototype (75 Ω input impedance) were carried out in an anechoic
chamber using a 50 Ω vector network analyzer (Agilent E5061B) [34]. The impedance trans-
former (TME ZT-205) was used to match a 75 Ω antenna with a 50 Ω measurement system.

 
(a) (b) 

Figure 16. Prototype of the portable wideband directional antenna scheme: (a) without radome,
(b) with radome.

Figure 17 compares the simulated and measured impedance bandwidth (|S11| ≤−10 dB)
of the portable wideband directional antenna scheme. The measured impedance bandwidth
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was 75.93%, covering the 424–943 MHz frequency band, with the measured antenna gain
of 2.69–4.84 dBi (Figure 18).
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Figure 17. Simulated and measured impedance bandwidths of the portable wideband directional
antenna scheme.
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Figure 18. Simulated and measured gains of the portable wideband directional antenna scheme.

As shown in Figure 19, the radiation pattern of the proposed portable wideband
horizontally polarized directional antenna scheme was of unidirectionality. The measured
xz- and yz-plane cross-polarizations were below −20 dB and −40 dB, respectively, with the
corresponding HPBW of 150◦, 159◦, and 160◦ and 102◦, 78◦, and 102◦ at 470 MHz, 680 MHz,
and 890 MHz, respectively. The discrepancy between the simulated and measured cross-
polarization could be attributed to the use of self-trapping screws in the antenna prototype
fabrication, as shown in Figure 16a. The measured xz- and yz-plane back lobe levels
were below −9 dB. The experiments also revealed that the ABS radome had negligible
impacts on the impedance bandwidth and the antenna gain, vis-à-vis the antenna scheme
without the ABS radome. Table 2 tabulates the simulated and measured performance of
the proposed portable wideband directional antenna scheme. Table 3 shows a comparison
between previous works and the proposed portable wideband directional antenna scheme.
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Figure 19. Simulated and measured xz- and yz-plane radiation patterns of the portable wideband
directional antenna scheme: (a) 470 MHz, (b) 680 MHz, and (c) 890 MHz.
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Table 2. Simulated and measured performances of the portable wideband directional antenna scheme.

Specifics
Simulation Measurement

470 MHz 680 MHz 890 MHz 470 MHz 680 MHz 890 MHz

|S11| < −10 dB
Bandwidth, % (468–907), 63.85% (424–943), 75.93%

Gain (dBi) 3.45 4.07 5.21 2.69 3.75 4.84

HPBW in xz-plane, (deg.) 149 194 185.1 150 159 160

HPBW in yz-plane, (deg.) 99 92.8 84.2 102 78 102

Cross-pol. in xz-plane (dB) ≤−40 ≤−20

Cross-pol. in yz-plane (dB) ≤−40 ≤−40

Back lobe level (dB) ≤−10 ≤−9

Radiation pattern Unidirectional Unidirectional

Table 3. Comparison between previous works and the proposed portable wideband directional
antenna scheme.

Reference Antenna Type Bandwidth (MHz), (%) Gain (dBi)
Dimension (mm)

(Electrical Size at 470 MHz)

[1] Printed dipole with multiple
loops antenna 430–1180 (93.16%) 1.78–2.83 58.5 × 241 × 1.6

(0.091λ × 0.377λ × 0.0025λ)

[2] Printed monopole with spiral
loops antenna 470–862 (58.85%) −19–(−12) 20 × 30 × 0.4

(0.031λ × 0.047λ × 0.0006λ)

[3] PIFA-loop antenna 470–771 (48.50%) 2.2–4.8 17 × 375
(0.026λ × 0.587λ)

[4] Printed meander line antenna
with magneto dielectric 467–1012 (73.69%) 0.86–1.65 10 × 25 × 1

(0.015λ × 0.039λ × 0.0015λ)

[19] Printed dipole antenna 455–1070 (80.65%) −0.57–1.15 20 × 200 × 0.8
(0.031λ × 0.313λ × 0.001λ)

[20] Printed dipole antenna 452–897 (65.97%) 2.09–3.85 45 × 250 × 1.6
(0.070λ × 0.391λ × 0.002λ)

[21] Printed dipole antenna 441–890 (67.46%) 4.65 (peak) 35 × 243 × 1.6
(0.054λ × 0.380λ × 0.002λ)

[23] Printed loop antenna 461–806 (54.45%) 1.9–2.5 165 × 165 × 0.8
(0.258λ × 0.258λ × 0.001λ)

[24] Printed quasi-Yagi antenna 450–848 (61.32%) 3.5–4.6 200 × 240 × 1.6
(0.313λ × 0.376λ× 0.002λ)

[26] Log-periodic antenna 470–790 (50.79%) 8 (peak) 302.6 × 356 × 35
(0.474λ × 0.557λ 0.054λ)

Proposed
antenna Yagi-Uda with bowtie antenna 424–943 (75.93%) 2.69–4.84 175 × 175 × 209

(0.274λ × 0.274λ × 0.327λ)

5. Indoor and Outdoor Application Testing

The proposed portable wideband directional antenna scheme was tested for the indoor
and outdoor reception of digital terrestrial television signals in the 470–862 MHz frequency
range. This research was conducted in Thailand, which adopted the DVB-T2 standard for
digital terrestrial television broadcasting. As a result, the indoor and outdoor tests were
carried out within the 470–862 MHz frequency band.

The transmitting station is located in Thailand’s capital Bangkok at the coordinates
13◦45′16′′ N 100◦32′24′′ E, with an effective isotropic radiated power (EIRP) of 50 kW. The
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broadcast range encompasses the capital and neighboring provinces in the central region,
as indicated by the area in pink in Figure 20. The height of the transmission antenna was
328.4 m. The receiving antenna (i.e., antenna under test (AUT)) for both the indoor and
outdoor testing was located at the coordinates 14◦20′52′′ N 100◦33′55′′ E, which is 65.73 km
from the transmitting station. In the indoor and outdoor testing, the AUT was placed at a
height of at least 10 m above ground. The transmitting and receiving (AUT) antennas were
in the line of sight.

 

Figure 20. Distance between the transmitting and receiving antennas without obstructions (line
of sight).

Figure 21 shows the experimental setup for the outdoor and indoor testing of the
proposed portable wideband directional antenna scheme with a digital video broadcasting
(DVB) signal receiver (Promax Ranger Neo+). The measurements were taken in a concrete
building. Figure 22 depicts the outdoor reception performance of the proposed antenna
scheme at the first multiplexer (MUX) of 514 MHz in Thailand for the DVB-T2 system [35].
The power obtained was 38.4 dBμV (−70.4 dBm), with a carrier to noise ratio (C/N) of
11.6 dB. The signal spectrum was of a Rician fading channel, rendering the proposed
antenna scheme suitable for outdoor digital terrestrial television reception [34].
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Figure 21. The portable wideband directional antenna scheme with a DVB signal receiver.

 

Figure 22. The outdoor reception performance of the portable wideband directional antenna scheme.

Figure 23 demonstrates the indoor reception performance of the proposed antenna
scheme at 514 MHz. The power obtained was 26.6 dBμV (−82.2 dBm) with a C/N of
10.9 dB. The signal spectrum was of a Rayleigh fading channel, rendering the proposed
antenna scheme suitable for indoor digital terrestrial television reception [36].

 

Figure 23. The indoor reception performance of the portable wideband directional antenna scheme.

Figure 24 shows the experimental setup used to assess the reception performance of
the proposed antenna scheme in actual use, whereby the AUT was connected by a 75 Ω
RG6 coaxial cable to the set top box and a television set. The results indicate that the

321



Sensors 2022, 22, 5338

proposed antenna scheme is capable of receiving the transmitted signals from all television
channels, as evidenced by high-quality images and sound.

 

Figure 24. The experimental setup for the reception test in actual use.

6. Conclusions

This research proposed a portable wideband of a horizontally polarized directional
antenna scheme with a radome for digital terrestrial television reception (470–890 MHz).
The proposed antenna scheme was adapted from the Yagi-Uda antenna, consisting of
a folded bowtie radiator, semicircular corrugated reflector, and V-shaped director. The
radome was of thin cylindrical ABS material. Simulations were carried out to optimize
the antenna parameters. An antenna prototype was fabricated, and experiments were
undertaken to determine the antenna performance. The performance metrics included the
impedance bandwidth (|S11| ≤ −10 dB), gain, and unidirectionality. The results indicated
that the folded bowtie radiator enhanced the impedance bandwidth of the antenna. The
corrugated reflector improved the impedance bandwidth and unidirectionality, and the
V-shaped director increased the antenna gain. The measured impedance bandwidth of
the proposed antenna scheme was 75.93%, covering 424–943 MHz, with the measured
antenna gain of 2.69–4.84 dBi. The radiation pattern was unidirectional for the entire
target operating frequency band. The measured xz- and yz-plane HPBWs were 150◦, 159◦,
and 160◦ and 102◦, 78◦, and 102◦ at 470, 680, and 890 MHz, with the corresponding cross-
polarization below −20 dB and −40 dB. In addition, the ABS radome had a negligible effect
on the impedance bandwidth and the antenna gain, vis-à-vis the antenna scheme without
the ABS radome. The outdoor and indoor testing was also carried out to assess the outdoor
and indoor reception performance of the proposed antenna scheme. The power obtained
for the outdoor test, at 514 MHz, was 38.4 dBμV (−70.4 dBm) with a C/N of 11.6 dB.
Meanwhile, the power obtained for the indoor test was 26.6 dBμV (−82.2 dBm) with a
C/N of 10.9 dB. Essentially, the proposed portable wideband directional antenna scheme
is operationally suitable for indoor and outdoor digital terrestrial television reception.
Moreover, the portable antenna with a radome serves as a home decorative accessory given
its modern and stylish design.
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Abstract: The pattern synthesis of antenna arrays is a substantial factor that can enhance the effec-
tiveness and validity of a wireless communication system. This work proposes an advanced marine
predator algorithm (AMPA) to synthesize the beam patterns of a non-uniform circular antenna array
(CAA). The AMPA utilizes an adaptive velocity update mechanism with a chaotic sequence parameter
to improve the exploration and exploitation capability of the algorithm. The MPA structure is simpli-
fied and upgraded to overcome being stuck in the local optimum. The AMPA is employed for the joint
optimization of amplitude current and inter-element spacing to suppress the peak sidelobe level (SLL)
of 8-element, 10-element, 12-element, and 18-element CAAs, taking into consideration the mutual
coupling effects. The results show that it attains better performances in relation to SLL suppression
and convergence rate, in comparison with some other algorithms for the optimization case.

Keywords: advanced marine predator algorithm; beam pattern; circular antenna array; sidelobe level

1. Introduction

Antenna arrays have many applications in communications systems, radars, medical
imaging, remote sensing, Internet of Things (IoT), and signal processing because of their
ability to provide high directive characteristics [1], spatial diversity [2], adaptive beam-
forming, and beam steering [3]. The effectiveness of antenna arrays is highly dependent on
their geometry, the number of antennas, element spacing, beam pattern, and sidelobe level
(SLL). To meet the necessities of long-distance communication, antenna arrays with very
directional qualities are required in many applications [4]. To deal with the high free-space
route loss problem of millimeter-wave (mmWave) transmissions and fulfill the increasing
capacity demand, the fifth-generation (5G) cellular communication technology requires
large-scale antenna array systems [5]. The urgency to meet the demand for qualitative
and quantitative energy has necessitated vast research into improving the efficiency of
antenna arrays, in the aspect of SLL reduction, interference nulling, narrow directivity, and
high gains.

Many research works have been dedicated to developing techniques for the pattern
synthesis of antenna arrays with a narrow main lobe and reduced sidelobe level [2,6].
Pattern synthesis of different types of antenna such as linear array, circular array, hexagonal
array, concentric circular array, time modulated arrays, and many more using some heuristic
algorithms has been carried out by several researchers [7–11]. To solve the antenna array
optimization, the choice of the optimization algorithm is essential, as is the objective
function capturing the designated relevance of the antenna array. Mutual coupling is
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likewise a relevant factor to consider in the design of the antenna array, for it has a great
effect on the field performance of the antennas. Thus, recent research work carefully put
into consideration the mutual coupling effect during the antenna array synthesis [7,9,12].

Over the years, the addition of refined or optimal parameters and hybridization of
multiple metaheuristic algorithms has been an effective way of improving the efficiency of
the algorithms combined for antenna array synthesis. Ref. [13] applied an invasive weed
optimization algorithm to the synthesis of a rectangular array, circular arrays, and the
bee-hive. The modification of the IWO algorithm for the optimization of time-modulated
LAA was proposed by Basak et al. [14]. The IWO was improved by including two parallel
populations and a new routine of changing the mutation step-size with iterations, which
made the algorithm achieve better performance. Jang et al. performed the circular lattice
array structure optimization in aperture synthesis radiometers using particle swarm opti-
mization (PSO) [15]. Hosseini and Jafarian [16] came up with the concept of hybridizing
invasive weed optimization and particle swarm optimization (HIWOPSO) so that IWO will
benefit from the swarm intelligence of PSO and avoid being trapped in local solutions. A
hybrid invasive weed optimization (IWO) and wind driven optimization (WDO) was also
proposed and adopted for the synthesis of uniformly spaced LAA and non-uniform CAA
by Mahto and Choubey [17].

The optimization of a circular array using efficient biogeography-based optimization
(EBBO) was proposed by ref. [18]. The authors improved the standard BBO and applied
it to optimize jointly the amplitude current and element position of the CAA. A convex
improved genetic algorithm (CIGA) was proposed by Li et al. [19] for the beam pattern
synthesis of sparse arrays. This hybrid algorithm was able to adjust the excitation and
positions of the arrays to suppress the peak SLL and obtain better results as compared to
some other existing algorithms. The least mean square (LMS) algorithm and sample matrix
inversion (SMI) were also combined to optimize the weight of the adaptive antenna array at
different arrival angles [20]. Ref. [21] introduced the use of a hybrid cuckoo search algorithm
with convex programming (CS–CP) to solve the sparse LAA based on a subarray scheme
synthesis problem. In each subarray, the number, excitation, and spacing are optimized
with the minimum or maximum spacing constraints. The optimized array was able to
achieve an improved peak SLL and reduced excitation control number. Wei et al. [22]
proposed a hybrid artificial neural network (ANN) and convex optimization for linear and
planar antenna array design, taking into consideration the coupling effect between the
antenna elements. The ANN was applied to design and optimize the radiation pattern and
element positions of the array antenna, whereas the convex optimization was employed for
the synthesis of the main lobe direction and SLL of the array.

An improved differential evolution (DE) algorithm combined with the successful-
parent-selecting (SPS) framework, named SPS-JADE, was proposed and adopted for the
pattern synthesis of LAA by Zhang et al. [23]. In this algorithm, the SPS framework
was used to mitigate the stagnation problem of DE algorithms, and hence improved the
overall performance of the algorithm in terms of the global searchability, convergence rate,
and robustness. To the synthesis of LAA using GWO [24], Lakhlef et al. [25] proposed
a modified GWO by introducing the competitive exclusion selection inspired from the
genetic algorithm in the proposed algorithm with the inclusion of Gaussian function.
However, a Jaya-grey wolf optimizer was suggested for the design of the antenna array for
5G communications systems [26]. Both GWO and the Jaya algorithm have the advantage
of only two parameters setting; therefore, the features of both algorithms are aggregated to
form a new hybrid, which proved to be effective.

The marine predator algorithm (MPA) [27] has recently been proposed for solving
optimization problems of various kinds. The MPA optimization method has been applied
to solving some engineering problems such as fault diagnosis of rolling bearing [28] and
the PID tuning problem for DC motor speed control [29], but it is yet to be adopted in
solving antenna synthesis problems. Therefore, this work introduces the MPA to the
electromagnetic world both in its standard form and also in its improved form. Research
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has proven the standard MPA to exhibit deficiency in terms of the inability to produce
a diverse initial population with high productivity, slow escape from the local optimum,
and a little exploration of the search space [29,30]. We propose a novel algorithm called
the advanced marine predator algorithm (AMPA) for better optimization performance
in solving engineering problems, most especially in the electromagnetic field. AMPA’s
velocity update strategy aids MPA in overcoming the problem of slow escape from the
local optimum and increases the algorithm’s convergence rate.

The major contributions of the work are as follows:

1. Introduction of an improved velocity (stepsize) update strategy and an adaptive
parameter to control the velocity of the prey, thus improving the exploration capability
and mitigating the stagnancy problem of MPA.

2. A chaotic sequence called the Chebyshev map is added to the prey update to aid the
stepsize and thus enhance the exploitation ability of the algorithm. These improve-
ments effectively help MPA to overcome the problem of being stuck easily in local
optimum, as well as improve the convergence rate of the overall algorithm.

3. We formulated the peak SLL suppression optimization problem for the synthesis of
CAA and applied the novel AMPA to solve the objective functions. The excitation
current and the inter-element spacing of four examples of CAA elements are jointly
optimized by using AMPA and five other existing algorithms.

The rest of the work is arranged as follows. Section 2 explains the CAA model and
optimization objective. Section 3 describes the AMPA technique and Section 4 presents the
simulation results. Lastly, Section 5 gives the conclusion.

2. Antenna Array Model and Problem Formulation

2.1. The CAA Model

As shown in Figure 1, we consider an asymmetric circular antenna array of N isotropic
elements with equal excitation and element spacing. The array factor is expressed as [18]:

AF(θ) = ∑M
m=1 Im × ei(kr. cos(θ−φm)+αm). (1)

kr =
2πr

λ ∑M
j=1 dj. (2)

φm =

(
2πr

λ

)
.∑m

j=1 dj. (3)

where AF, Im, dm, and αm denote the array factor, the excitation, the position of the mth
element, and the phase of the antenna array.

Figure 1. Asymmetric N isotropic circular antenna array (CAA).
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2.2. Problem Formulation

This work aims at minimizing the SLL of the CAA by jointly optimizing its excitation
amplitude and inter-element spacing. Hence, the objective function is given as:

f = w1 ×
(

max(AF(θR1
PSL)) + max(AF(θR2

PSL))
)

︸ ︷︷ ︸
SLL supression

. (4)

where w1 is the weight, and θR1
PSL and θR2

PSL denote the peak SLL suppression angles. The
equation suppresses the SLL region of the array pattern; thus, the optimization problem is
formulated as:

min f (I1, I2, I3, . . . . . . , In, d1, d2, d3, . . . . . . , dn). (5)

s.t.? θR
PSL =∈ max([−π, θR1] ∪ [θR2, π]). (6)

0 ≤ Im < 1, m = 1, 2, 3, . . . . . . , M (7)

dmi − dm ≥ dmin < dmax, m = 1, 2, 3, . . . . . . , M (8)

where [−π, θR1] and [θR2, π] are the regions of the SLL suppression. dmin and dmax are the
minimum and maximum inter-element distances.

3. Proposed Algorithm

This section discusses the MPA, and the novel proposed advanced marine predator
algorithm’s (AMPA) operation mechanisms.

3.1. Marine Predators Algorithm (MPA)

In MPA, the initial solution is randomly generated and uniformly distributed over the
search space, keeping in view the upper and lower range of values of the design variables.
The fittest solution is nominated as the top predator to construct a matrix called Elite. In
this algorithm, both the predator and prey are considered search agents because as the
predator is in search of its prey, the prey is also in search of its food.

The optimization phase of the standard MPA is divided into three stages based on
the velocity ratio and the entire activity of the predator and prey. The first phase is the
exploration stage, and it occurs in the first third of iterations. The mathematical expression
is written as:

While Iteration < 1
3 Max_Iteration

−−−−−→
Stepsizej =

→
r b ⊗ (

−−→
Elite −→

r b ⊗
−−→
Preyj) j = 1, 2, . . . n

−−→
Preyj =

−−→
Preyj + C · →r ⊗−−−−−→

Stepsize j

(9)

where rb represents the Brownian motion, which is a random number based on normal
distribution, and r is a uniform random number between 0 and 1. C is a constant number
that equals 0.5. The second phase of the algorithm commences at the two-third stage of
the iteration, while the predator and the prey are moving at the same pace. This can be
expressed as:

While 1
3 Max_Iteration < iteration < 2

3 Max_Iteration
For the first half of the population
−−−−−→
Stepsize j =

→
r l ⊗ (

−−→
Elitej −→

r l ⊗
−−→
Preyj) j = 1, 2, . . . n/2

−−→
Preyj =

−−→
Preyj + C · →r ⊗−−−−−→

Stepsize j

For the sec ond half of the population
−−−−−→
Stepsize j =

→
r b ⊗ (

→
r b ⊗

−−→
Elitej −→

r l ⊗
−−→
Preyj) j = n/2, . . . n

−−→
Preyj =

−−→
Elitej + C · AP ⊗−−−−−→

Stepsize j

(10)
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where
→
r l represents the Lévy movement, which is a random number based on the Lévy

distribution. AP is the adaptive parameter assigned to control the step size of the predator
movement and it is expressed as:

AP = (1 − Iteration
Max_Iteration

)
(2 Iteration

Max_Iteration )

(11)

The third phase occurs when the iteration is greater than two-thirds of the maximum
iteration. This phase is presented as:

−−−−−→
Stepsize j =

→
r l ⊗ (

→
r l ⊗

→
Elite − −−→

Preyj) j = 1, 2, . . . n
−−→
Preyj =

−−→
Elitej + C · AP ⊗−−−−−→

Stepsize j

(12)

Environmental factors, such as the fish aggregating devices (FADs) effects or the eddy
formation effect, also cause behavioral changes in the predator. These FADs serve as local
optima where the predators can be easily trapped. To escape the FADs and avoid stagnation,
the predator or prey needs to make a longer jump, else it will become trapped. The FADs
effect is expressed as:

−−→
Preyj =

⎧⎪⎨⎪⎩
−−→
Preyj + AP

[→
x min +

→
r ⊗ (

→
x max −→

x min)
]
⊗→

u i f r ≤ FADs
−−→
Preyj +

[
FADs(1 − r1) + r1](−−→Preyr1 −

−−→
Preyr2) i f r > FADs

(13)

where
→
x min and

→
x max represent the vectors containing the lower and upper bound of the

dimensions. r1 is a random number, whereas r1 and r2 subscripts are random indexes of
the prey matrix.

→
u is a binary vector that has arrays that include 0 and 1. The probability of

the FADs effect equals 0.2.
The steps of MPA can be found in [27].

3.2. Advanced Marine Predators Algorithm (AMPA)

The operation mechanisms of the AMPA are as follows:

3.2.1. Initialization

The predator and prey are a matrix formed from the best or fittest randomly generated
solution, which are called Elite and Prey, respectively, as conformed to the standard MPA.
The format of the Elite and Prey for the AMPA is expressed as:

Elite/Prey =

⎡⎢⎢⎢⎣
X1,1 X1,2 . . . . . . X1,d
X2,1 X2,2 . . . . . . X2,d

...
...

...
...

Xn,1 Xn,2 . . . . . . Xn,d

⎤⎥⎥⎥⎦
n×d

(14)

where n is the population size, d is the dimension, and X represents the randomly generated solution.

3.2.2. Optimization Process

The AMPA optimization process is divided into two phases, unlike the standard MPA
which has three phases. This algorithm is also subjected to the same environmental factor
effects as the standard MPA.

(1) Phase 1: In the first phase, an improved velocity update and position update are
introduced to the algorithm. This velocity update takes into consideration both the personal
best fitness of individual prey or Elite, and also their global best fitness. This gives room
for the expansion of the exploration capacity of the algorithm, unlike the standard MPA
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that uses only the best fitness. The velocity update used in this technique is expressed
mathematically as:

−−−−−→
Stepsizei,j = AP × −−−−−→

Stepsizei,j + b1e−βr2
p(pbesti,j − Preyi,j) + b2e−βr2

g(gbesti,j − Preyi,j) (15)

where AP, stepsize, and β are the adaptive weight, velocity, and distance sight coefficient,
respectively. b1 and b2 are learning coefficients. gbest and pbest symbolize the global and
personal best positions, respectively. rp represents the Euclidean distance between the
personal best positions and the current positions of the prey, whereas rg represents the
Euclidean distance between the global best position and the current positions of the prey.
The updated Prey is thus expressed as:

−−→
Preyi,j =

−−→
Preyi,j + C × RC × −−−−−→

Stepsizei,j (16)

where C is a constant number that equals 0.4, and RC is the chaos called the Chebyshev map.
Chebyshev map: This is a one-dimensional chaotic map with an easy and simple

to implement iterative equation. It exhibits pseudo-randomness of output sequences, as
well as high ergodic property and sensitivity to parameter and initial value [31]. It is
mathematically expressed as [31]:

xs+1 = cos(k cos−1(xs)) (17)

In this work, the Chebyshev map is used to generate chaotic sequences to improve
the stepsize, and hence enhance the exploitation and convergence of the algorithm. The
chaos introduces randomness generated by a simple deterministic dynamic system called
the chaotic system into the algorithm to help the algorithm explore the search space more
dynamically and globally without being trapped into local optima. The starting value and
the number of iterations used for the Chebyshev map are 0.7 and 100, respectively.

(2) Phase 2: The second phase of this algorithm is made to conform to the last phase
of the standard MPA algorithm. At this phase, the predator is assumed to move at a
faster pace than the prey, with high exploitation capability, and a low-velocity ratio of 0.1
(v = 0.1). Here, the predator’s movement is Lévy, and the phase is presented as shown in
Equation (12).

The mathematical expression for the Lévy movement is given as:

→
r l = 0.05 ∗ ( Nrandn × δ

[abs(Nrandn)]
1
β

) (18)

δ =

⎧⎨⎩Γ(1 + β)× sin(π
2 × β)[

Γ( 1+β
2 )× β × 2(

β−1
2 )

]
⎫⎬⎭

1
β

(19)

where Nrandn, β, Γ, and δ represent the random number, spatial exponent, gamma function,
and random variable, respectively. This optimization process is subjected to the same FAD
effect as that of the standard MPA expressed in Equation (13).

The basic steps of the AMPA are summarized in the pseudo-code shown in Algorithm 1.

Algorithm 1 Pseudo-code of advanced marine predator algorithm (AMPA) (AMPA code)

Initialize parameters: m, FADs, C
Initialize search agents (Prey) populations xi = (xi, xi, . . . , xi) and step size
While maximum iteration is not met
Evaluate the fitness
Construct the Elite and Prey matrix using Equation (14)
Accomplish memory saving
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If rand < 0.6
Update the stepsize and prey using Equations (15) and (16)
Else

Update prey using Equation (12)
End (if)
Evaluate fitness of the updated prey
Save and update the Elite
Apply the FADs effect and update using Equation (13)
End while

4. Simulation Results

The performance of the proposed algorithm is evaluated by applying it to the circu-
lar antenna array pattern synthesis. The simulation results obtained by the AMPA are
compared with five other state-of-art algorithms, which are MPA, arithmetic optimiza-
tion algorithm (AOA), moth flame optimization (MFO) algorithm, grey wolf optimization
(GWO), and IWO. The parameter settings of all algorithms are given in Table 1. The sim-
ulations are performed on an AMD A10-5750M APU with a Radeon (tm) HD Graphics
personal computer with Windows 10 operating system, 2.5 GHz processor, and 8 GB ram,
using MATLAB 2020a. The tuning of the parameter values of the proposed AMPA for CAA
pattern synthesis is also performed.

Table 1. Parameter settings of the algorithms.

Algorithm Parameters Values

AMPA
b1 and b2 1.7

FADs and C [0.2, 0.4]

MPA FADs and C [0.2, 0.5]

AOA α and μ [5, 0.499]

MFO Spiral constant 1
Convergence constant [−1, −2]

Random factor [−1, 1]

IWO Exponent 2

Minimum and maximum number of seeds [0, 5]
Initial and final SD [0.01, 0.1]

GWO Control parameter [2, 0]

4.1. Parameter Value Tuning

The parameters of AMPA are tuned for antenna optimization. The learning coefficient
values ‘b1 and b2’ are very sensitive parameters that play a great role in improving the
exploration capability of the algorithm; therefore, it is being tuned. We vary the values of
b1 and b2 from 1.0 to 2.0, at a step size of 0.1, while using the AMPA to solve the formulated
optimization problem. The test was repeated 50 times to eliminate random bias, and the
best results are presented in Figure 2. We observed that the 8-CAA and 18-CAA elements
obtained an optimal peak SLL at a value of 1.7. Therefore, we choose to set the values of
the learning coefficients to 1.7 for the CAA synthesis in this research work.

4.2. Simulation Result for the CAA Pattern Synthesis

In this subsection, the proposed AMPA and other algorithms stated in Table 1 are
applied to solve the formulated CAA optimization problem in Section 2. The maximum
number of iterations, population size, and number of runs are set to 100, 20, and 50,
respectively, for all the algorithms. The simulation is performed on four different examples
of CAA, which are 8-element, 10-element, 12-element, and 18-element CAA. To cater for
the mutual coupling between the elements and avoid possible grating lobes, the inter-
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element spacing was constrained to range between 0.252 λ and 0.999 λ. The excitation
amplitude ranged from 0 to 1. The best optimization results for each algorithm are recorded
in this work.

Figure 2. Selection of b1 and b2 for both 8–element and 16–element CAA.

4.2.1. Beam Pattern Synthesis of 8-Element CAA

Table 2 shows the peak SLL, FNBW, circumference, and total computational time
obtained by different optimization algorithms for the synthesis of 8-element CAA. AMPA
obtained the lowest SLL of −15.3811 dB, which is 0.9659 dB, 5.3435 dB, 2.2027 dB, 5.3183 dB,
2.2158 dB, and 11.2109 dB lower than MPA, AOA, MFO, GWO, and IWO, respectively. The
optimized excitation amplitude and element spacing obtained by AMPA is displayed in
Table 3. Though AMPA achieved the best SLL, it was also able to acquire an FNBW of 81.00◦,
which is narrower than that of AOA and GWO. The radiation pattern and convergence
rate of this analysis are shown in Figure 3a,b. The convergence curve clearly shows how
AMPA is able to overcome being stuck in local optimum, and thus achieve the best SLL
suppression results.

Table 2. Results of 8-element CAA obtained by different algorithms for PSLL minimization.

Algorithm Peak SLL (dB) FNBW (◦) Circumference (λ) CPU Time (s)

Uniform −4.1702 70.00 3.75 0.00
IWO −13.1653 80.00 4.49 0.34
GWO −10.0628 80.00 4.45 0.39
MFO −13.1784 81.00 4.41 0.38
AOA −10.0376 86.00 4.40 0.38
MPA −14.4152 80.00 4.52 0.66

AMPA −15.3811 80.00 4.55 0.77

Table 3. Amplitude (I) and element spacing (d) obtained by using AMPA for 8-element CAA
PSLL minimization.

Element 1 2 3 4 5 6 7 8

I 0.8111 0.4236 0.9577 0.9793 0.0435 0.3654 0.8533 0.0962
d (λ) 0.3137 0.8028 0.8627 0.6000 0.3684 0.4822 0.7883 0.3272

4.2.2. Beam Pattern Synthesis of 10-Element CAA

The peak SLL values of −14.4185 dB, −12.4175 dB, −9.2885 dB, −12.2772 dB, −8.8086 dB,
and −12.7904 dB are achieved by IWO, GWO, MFO, AOA, MPA, and AMPA, respectively,
as shown in Table 4. The proposed AMPA obtained the best SLL suppression with an
FNBW of 64◦ and an aperture length of approximately 6.00 λ. MPA obtained the narrowest
FNBW, followed by the AOA and other algorithms, whereas IWO had the largest FNBW.
With the aid of the velocity update mechanism, it became easy for the AMPA to escape
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local optimum, while the chaos improves its ability to exploit a larger search space. This is
obvious from the radiation pattern and convergence plot depicted in Figure 4a,b. Table 5
shows the optimized parameters used to plot the radiation pattern of AMPA for the
10-element CAA. The 3D beam pattern reflecting the level of improvement between the
uniform and AMPA-improved CAA for 8-, and 10-element CAA is shown in Figure 5a–d.

Figure 3. 8−element CAA. (a) Radiation patterns obtained by different algorithms for reducing the
PSLL. (b) Convergence rates of different algorithms for reducing the PSLL.

Table 4. Optimization results of 10-element CAA obtained by different algorithms for peak sidelobe
level (PSLL) minimization.

Algorithm Peak SLL (dB) FNBW (◦)
Circumference

(λ)
CPU Time (s)

Uniform −3.5975 56.00 4.75 0.00
IWO −12.7904 67.00 5.87 0.59
GWO −8.8086 63.00 5.97 0.47
MFO −12.2772 65.00 5.83 0.45
AOA −9.2885 62.00 5.75 0.49
MPA −12.4175 60.00 6.00 0.85

AMPA −14.4185 64.00 6.00 0.87
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Figure 4. 10−element CAA. (a) Radiation patterns obtained by different algorithms for reducing the
PSLL. (b) Convergence rates of different algorithms for reducing the PSLL.

Table 5. Amplitude (I) and element spacing (d) obtained by using AMPA for 10-element CAA
PSLL minimization.

Element 1 2 3 4 5 6 7 8 9 10

I 0.9540 0.4040 0.3468 0.9940 0.9864 0.3329 0.5148 0.1317 0.9996 0.3978
d (λ) 0.2920 0.9990 0.4042 0.9990 0.5748 0.9509 0.5501 0.4142 0.4803 0.3313

4.2.3. Beam Pattern Synthesis of 12-Element CAA

The numerical results in terms of the PSLL, FNBW, circumference, and total compu-
tational time are recorded in Table 6. The solutions I and d, obtained by AMPA for this
optimization goal, are recorded in Table 7. It can be seen from Table 6 and Figure 6a that
the proposed AMPA not only attained the lowest peak SLL as compared with the other
benchmark algorithms, but also had an FNBW of 41.00◦, which is narrower than that of
the uniform array by 5◦. This proves that the AMPA has an excellent performance. MFO
achieved the highest aperture length of 9.35 λ and the narrowest FNBW. GWO had the
highest peak SLL, followed by AOA and MFO. The computational time of both AMPA and
MPA compares favorably. The convergence curve of the algorithms is shown in Figure 6b.
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Figure 5. 3D radiation patterns of CAA. (a) 8−element CAA uniform array; (b) 8−element CAA for
AMPA; (c) 10−element CAA uniform array; (d) 10−element CAA for AMPA.

Table 6. Optimization results of 12-element CAA obtained by different algorithms for PSLL minimization.

Algorithm Peak SLL (dB) FNBW (◦) Circumference (λ) CPU Time (s)

Uniform −7.165 46.00 5.75 0.00
IWO −13.0541 48.00 7.23 0.64
GWO −9.34022 44.00 7.66 0.53
MFO −11.6163 35.00 9.35 0.47
AOA −10.3039 57.00 5.97 0.53
MPA −13.5153 47.00 7.34 1.00

AMPA −14.9518 41.00 9.15 1.07

Table 7. Amplitude (I) and element spacing (d) obtained by using AMPA for 12-element CAA
PSLL minimization.

Element 1 2 3 4 5 6

I 0.9993 0.7689 0.0865 0.6451 0.9850 0.9998
d (λ) 0.6822 0.9854 0.9781 0.9981 0.6357 0.4636

Element 7 8 9 10 11 12

I 0.8172 0.8431 0.0100 0.8646 0.5589 0.9988
d (λ) 0.4424 0.9990 0.3813 0.9463 0.9515 0.6832

4.2.4. Beam Pattern Synthesis of 18-Element CAA

The optimization result comparison of the 18-element CAA is made in Table 8, and
the array pattern is shown in Figure 7a. According to the result, it is observed that AMPA
attained a peak SLL of −18.1481 dB, which obviously supersedes MPA, AOA, MFO, GWO,
IWO, and uniform array by −3.9114 dB, −7.4804 dB, −5.3536 dB, −8.5261 dB, 4.5531 dB,
and −10.2312 dB, respectively. The solutions obtained by AMPA are recorded in Table 9.
The capability of the AMPA is reflected in the radiation pattern and convergence curve
(Figure 7). Though AMPA covered the largest circumference, it still attains excellent SLL
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reduction with an FNBW of 37.00◦. With the low SLL obtained by AMPA, it is easy to avoid
the interference with the other system operating in the same frequency band. Figure 8a–d
depict the 3D beam pattern that compares the 12- and 18-element CAA’s uniform and
AMPA-improved beam patterns. The computational time obtained by each algorithm for
optimizing the 8-, 10-, 12-, and 18-element CAA is presented in Figure 9. It can be seen that
the AMPA has the highest computational time throughout the entire simulation. This is
owed to the algorithm’s computational complexity, as it requires more mathematical steps
to achieve the given optimal results than others. Figure 9 also shows that each algorithm’s
computational time increases as the CAA’s elements increases.

Figure 6. 12−element CAA. (a) Radiation patterns obtained by different algorithms for reducing the
PSLL. (b) Convergence rates of different algorithms for reducing the PSLL.

Table 8. Optimization results of 18-element CAA obtained by different algorithms for PSLL minimization.

Algorithm Peak SLL (dB) FNBW (◦) Circumference (λ) CPU Time (s)

Uniform −7.9169 30.00 8.75 0.00
IWO −13.5950 40.00 9.15 0.68
GWO −9.6220 38.00 9.17 0.70
MFO −12.7945 37.00 9.07 0.85
AOA −10.6677 36.00 9.02 0.66
MPA −14.2367 39.00 9.16 1.41

AMPA −18.1481 37.00 10.69 1.46
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Figure 7. 18−element CAA. (a) Radiation patterns obtained by different algorithms for reducing the
PSLL. (b) Convergence rates of different algorithms for reducing the PSLL.

Table 9. Amplitude (I) and element spacing (d) obtained by using AMPA for 18-element CAA
PSLL minimization.

Element 1 2 3 4 5 6 7 8 9

I 0.9215 0.6189 0.5579 0.3879 0.0850 0.8766 0.8956 0.6880 0.9204
d (λ) 0.3028 0.4996 0.9128 0.6433 0.7766 0.5094 0.9317 0.4235 0.2744

Element 10 11 12 13 14 15 16 17 18

I 0.8215 0.7992 0.6829 0.7112 0.3970 0.4189 0.3077 0.8632 0.7655
d (λ) 0.3560 0.4245 0.9459 0.6335 0.7798 0.5515 0.9937 0.4096 0.3166
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Figure 8. 3D radiation patterns of CAA. (a) 12−element CAA uniform array; (b) 12−element CAA
for AMPA; (c) 18−element CAA uniform array; (d) 18−element CAA for AMPA.

Figure 9. Bar graph for the computational time obtained by the algorithms for each CAA example.

5. Conclusions

This study proposes a new method called advanced marine predator algorithm
(AMPA) for the synthesis of CAA. The proposed method is easy to implement, and it
effectively optimizes both excitation current and element-spacing simultaneously. It is
computationally fast and has a better convergence rate than MPA, AOA, MFO, GWO,
and IWO, which it was compared with; thus, it proves to be more efficient in the CAA
optimization. The optimal peak SLL values of −15.3811 dB, −14.4185 dB, −14.9518 dB,
and −18.1481 dB, obtained by the AMPA for 8-, 10-, 12-, and 18- element CAA, respectively,
verified the efficacy of the algorithm to easily escape local optima and obtain better opti-
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mization solutions. With the information provided in this research, a practical antenna
array design can be made to meet the needs of the optimal communication system. Fur-
ther improvement can be made to this algorithm by exploring other chaotic sequences to
enhance its optimization potential.
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Abstract: A compact four-port multiple-input multiple-output (MIMO) antenna for ultrawideband
(UWB) applications is presented in this paper. The proposed antenna has four unit cell antennas.
Each unit cell is placed orthogonal to its adjacent elements. The radiation element of each unit cell
is composed of a cut semicircular patch and a stepped microstrip feed line. The whole ground on
the back side consists of four parts of defective ground and their extended branches, which are

connected through a “ ” structure. The main decoupling technology used in the MIMO antenna is
polarization diversity. In addition, protruded ground and parasitic elements are added to achieve a
higher isolation. This compact antenna has a small area of 45 mm × 45 mm and is printed on a single
layer substrate (FR4) with an εr = 4.4 and a thickness of 1.6 mm. This antenna has an impedance
bandwidth (S11 < −10 dB) of 3.1–13.1 GHz (123%) and an isolation of less than −17 dB. The envelope
correction coefficient (ECC) is less than 0.02 and the average gain is 4 dBi. The ultrawide bandwidth
and compact size of the proposed antenna make it a promising candidate for UWB applications.

Keywords: UWB antenna; MIMO antenna; compact antenna; polarization diversity; high isolation

1. Introduction

UWB technology has become a hot topic in recent research. It is a communication
method implemented by a series of pulses with very short period; it is also called pulse
communication technology. Compared with traditional narrowband technology, it has
many advantages, such as high data rate wireless transmission, rich multipath diversity,
and very low power consumption. Due to the overlap between UWB signal frequency
range and the existing narrowband signal frequency range, the FCC limits the transmission
power of UWB (3.1–10.6 GHz). In order to obtain better performance with the limited
transmission power, extensive research has been conducted and many solutions proposed.
A promising method is to combine MIMO and UWB technology.

Multiple antennas at the transmitter and receiver are used in MIMO technology.
This manages to suppress channel fading due to its multipath characteristics and can
significantly improve the spectrum utilization. In order to integrate multiple antenna
elements on a small substrate, appropriate decoupling is introduced between antenna
elements to increase the isolation.

Many decoupling methods have been proposed. In [1], a neutralization line is added
between two radiation elements, and it connects to the elements. The neutralization line
contains two metal strips connected via rhombus plate. The line effectively reduces the
coupling current at ground and achieves a wideband decoupling current. A high isolation
is achieved by exploiting the polarization of the multiple elements [2]. A UWB MIMO
antenna with a high isolation (less than −22 dB) by loading a parasitic unit decoupling
structure on the floor was proposed in [3]. The parasitic element consists of a T-junction and
a pair of symmetrical bending lines. Other decoupling methods include defective ground
structure (DGS) [4], protruded ground [5], self-decoupling, electromagnetic band gap (EBG)
structures [6], decoupling network, and metamaterial [7]. The frequency selective surfaces
(FSSs) [8,9] could enhance the antenna’s gain for UWB frequencies.
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In [2], a four-element MIMO antenna with polarization diversity technology has a high
isolation and a small size. However, the substrate of this antenna is Rogers TMM4. The
material is very expensive. The size of the four-element MIMO antenna mentioned in [10]
is small, but the isolation is not good, only less than −16 dB. For the antennas described
in [11,12], due to their single decoupling structure, their isolation is not ideal; it is about
−15 dB for both.

A compact four-port MIMO antenna for UWB applications with a high isolation and
a wide bandwidth is proposed in this paper. The antenna achieves a high isolation, less
than −17 dB, by using the polarization diversity method, protruded ground structures, and
parasitic elements. Besides, this antenna provides a good impedance matching from 3.1 to
13.1 GHz and has a good average gain of about 4 dBi. In addition, the ECC result is less
than 0.02. It indicates that the antenna meets the polarization diversity requirements. In
summary, the highlights of the proposed antenna are its ultrawide bandwidth and compact
size. At the same time, the other properties are also good, including the isolation, the gain,
and the ECC.

The rest of the paper is organized in the following sections: Section 2 presents the
geometry of the antenna. To improve the isolation, three configurations (polarization
diversity, protruded ground, and parasitic elements) are analyzed in detail. The wide
bandwidth is developed by cutting the current path of the patch. Section 3 presents the
measured and the simulated results, including return loss, isolation, ECC, diversity gain
(DG), radiation pattern, and gain, with detailed analysis. Section 4 is the conclusion.

2. Antenna Design

The design of the proposed antenna starts from a circular monopole antenna called
ant1, as shown in Figure 1a. The return loss (S11) of ant1 is shown in Figure 1b. The
monopole antenna is cut into two identical parts to obtain two semicircular radiation
elements for miniaturizing called ant2, as shown in Figure 1a. In order to reduce the mutual
coupling between these two elements, protruded ground structure is added. It can be seen
from Figure 1b that the ant2′s return loss is improved compared with ant1.

Based on ant2, a four-element MIMO antenna is constructed, named ant3. It consists
of an orthogonal structure that aims to improve the isolation between elements, as shown
in Figure 2a. It also retains the protruded ground structure in ant2. The return loss and
isolation (S21, S31) of ant3 are shown in Figure 2b. The S11 of ant3 is poor in high-frequency
band, and the isolation of this antenna is above −15 dB in the low-frequency band.

Figure 3 depicts the surface current distribution at 6.5 GHz of ant3. In order to
improve the bandwidth, the geometry of the antenna patch is changed to adjust the current
distribution, trying to improve impedance matching. As shown in Figure 4a, the result
after cutting the patch of ant3 is ant4. Figure 4b shows the return loss and isolation of ant4.
Both the bandwidth and isolation have been improved. However, the isolation still does
not meet the requirement in some frequency bands.

(a) 

Figure 1. Cont.
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(b) 

Figure 1. ant1 and ant2: (a) geometry; (b) S-parameters.

  
(a) (b) 

Figure 2. ant3: (a) geometry; (b) S-parameters.

Figure 3. Surface current distribution at 6.5 GHz for ant3.
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(a) (b) 

Figure 4. ant4: (a) geometry; (b) S-parameters.

To further improve the isolation, a “ ” structure is introduced on the metal ground
side, as shown in Figure 5a. This generates ant5. It can be seen in Figure 5b, after adding
this structure, that the isolation between adjacent elements is significantly improved. This
is because the magnitude of mutual coupling currents generated between adjacent elements
is the same, while their directions are opposite. They offset each other after passing through
the “ ” structure. Besides, the structure also improves the impedance matching of the
antenna, and produces a better return loss.

  
(a) (b) 

Figure 5. ant5: (a) geometry; (b) S-parameters.

The schematic diagram of the final proposed antenna (ant5) is shown in Figure 6. The
antenna’s geometric parameters are listed in Table 1.

Table 1. Geometric parameters of the proposed MIMO antenna.

Dimension Value (mm) Dimension Value (mm) Dimension Value (mm)

W 45 Wg4 14.4 W2 1.4
L 45 Lg 10.3 W3 4.8
H 1.6 Lg1 2 Lf 11

Wg 19 Lg2 22.2 Lf1 4
Wg1 2 Lg3 2.5 Wf1 2
Wg2 0.5 Lg4 3.5 Wf2 1.3
Wg3 2.8 W1 9.5 a1 0.95

b1 15.5 a2 1.45 b2 13.5
R 7.4
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(a) (b) 

Figure 6. The schematic diagram of the proposed antenna: (a) top; (b) bottom.

3. Results and Discussion

The proposed antenna is fabricated on a FR4 substrate with a thickness of 1.6 mm, as shown
in Figure 7. The measured results are presented and discussed in the following subsections.

  
(a) (b) 

Figure 7. Photograph of the fabricated antenna: (a) top; (b) bottom.

3.1. S-Parameters

The simulated and measured return loss results of port 1 are provided in Figure 8.
The simulated bandwidth (S11 < −10 dB) is 10.5 GHz (3.1–13.6 GHz) and the measured
bandwidth is 10 GHz (3.1–13.1 GHz). Due to the manufacturing process, welding prob-
lems, and substrate quality, there are slight discrepancies between the simulated and the
measured results.

The simulated and measured isolation results between port 1 and port 2, and between
port 1 and port 3, are given in Figure 9. The isolation of adjacent elements is less than
−17 dB, and that of diagonal elements is less than −20 dB. Because the antenna is completely
symmetric, these two parameters only are enough to characterize the antenna’s isolation.
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Figure 8. Simulated and measured return loss (S11).

 
Figure 9. Simulated and measured isolation (S21, S31).

The surface current distribution of the antenna is shown in Figure 10. All the ports of
the prototype are terminated to 50 Ω broadband matched loads, except the excited one. The
solution frequencies are 3.5 GHz, 7 GHz, and 10 GHz, respectively. As shown in Figure 10,
the currents are confined within the area of the active element, protruded ground, and
parasitic elements. In the adjacent ports, the currents are very low. The surface current
distribution exhibits good isolation.

3.2. Diversity Performance

The diversity performance of the UWB-MIMO antenna system is evaluated by ECC,
diversity gain (DG), and total active reflection coefficient (TARC).

ECC parameters reflect the degree of correlation between the adjacent elements of
MIMO antennas. For a MIMO system, the ECC parameters are expected to be less than
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0.5. When the radiation efficiency is high, ECC could be calculated from the following
equation [13,14]:

ECC =

∣∣∣S∗
iiSij + S∗

jiSjj

∣∣∣2(
1 − |Sii|2 −

∣∣Sji
∣∣2)(1 − ∣∣Sjj

∣∣2 − ∣∣Sij
∣∣2) (1)

The ECC parameters between the antenna’s ports are shown in Figure 11; these are
less than 0.02 in the operating frequency band. This indicates good isolation between ports.

 
(a) 

(b) 

Figure 10. Cont.
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(c) 

Figure 10. The surface current distribution at: (a) 3.5 GHz; (b) 7 GHz; (c) 10 GHz.

DG evaluates the quantified improvement in signal-to-noise ratio when the antennas
in the MIMO system receive the RF signal. Equation (2) provides the diversity gain [15].

DG = 10
√

1 − |ECC|2 (2)

The diversity gain of the proposed antenna can be calculated by the ECC. The DG
parameters between different ports are given in Figure 12. A larger value of DG indicates
better diversity characteristics. Figure 12 shows that over the whole operating frequency
band (3.1–13.1 GHz), the DG values are above 9.9985.

 
Figure 11. The ECC parameters between different ports.
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Figure 12. Diversity gain between different ports.

TARC is defined as the ratio of the square root of the total reflected power to the
square root of total incident power. It could accurately characterize the effective operating
bandwidth of the whole MIMO antenna system and the effect of the change in the phase of
signal on the bandwidth of the MIMO antenna. Equation (3) can be used to calculate TARC
of the four-port MIMO antenna [13].

TARC =

√√√√√
∣∣∣(S11 + S12ejθ + S13ejθ′ + S14ejθ′′

)∣∣∣2 + ∣∣∣(S21 + S22ejθ + S23ejθ′ + S24ejθ′′
)∣∣∣2

+
∣∣∣(S31 + S32ejθ + S33ejθ′ + S34ejθ′′

)∣∣∣2 + ∣∣∣(S41 + S42ejθ + S43ejθ′ + S44ejθ′′
)∣∣∣2

2
(3)

We obtain the average TARC curve by selecting 10 sets of random phases (θ, θ’, θ”)
as shown in Figure 13. TARC typically takes less than 0 dB to characterize the antenna’s
performance. The measured TARC obtained is less than −25 dB. It shows that the proposed
antenna has a good performance in the MIMO system.

 
Figure 13. Simulated and measured TARC.

3.3. Radiation Pattern, Gain, and Efficiency

The far-field results are obtained in a microwave anechoic chamber; the excited port
is connected to the testing cable and the other ports terminated to 50Ω matched loads.
Figure 14 shows the normalized measured and simulated radiation patterns of one element
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of the antenna at 3.5 GHz, 7 GHz, and 10 GHz, respectively. The radiation pattern of the
antenna is distorted with the increase in the frequency. This is mainly because the electrical
size of the antenna becomes larger as the frequency increases. It is no longer an electrically
small antenna, so the radiation pattern becomes distorted.

The radiation pattern is almost omni-directional in the H-plane. The 3 dB bandwidth
at 3.5 GHz is 40◦ in the E-plane, at 7 GHz is 120◦ and at 10 GHz is 30◦.

The measured gain and simulated gain are shown in Figure 15. From 3.1 GHz to
13.1 GHz, the gain value ranges from 1.6 dBi to 7.3 dBi and the average gain is 4 dBi. There
are some discrepancies between the simulated and measured gain. The reason is that the
SMA welded at the antenna’s ports and three 50 Ω matched loads are equivalent to metal
conductors, which will reflect electromagnetic waves. Therefore, these metal conductors
will affect the radiation and the gain of the antenna.

The simulated radiation efficiency is shown in Figure 15. It is between 73% and
95% over the entire UWB frequency band. The radiation efficiency of the antenna is
relatively stable.

The comparisons between the proposed antenna and existing ones reported in the
recent publications are summarized in Table 2. With regard to the characteristics, including
size, bandwidth, ECC, gain, and isolation, the proposed antenna has its own advantages
compared with others.

 
(a) 

 
(b) 

Figure 14. Cont.
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(c) 

Figure 14. Radiation pattern at: (a) 3.5 GHz; (b) 7 GHz; (c) 10 GHz.

 

Figure 15. Antenna gain and radiation efficiency.

Table 2. Comparison of the stated UWB MIMO antennas within recent studies.

Ref.
Operating
Frequency

(GHz)

Bandwidth
(%)

Size
(λ0) 1

Gain
(dBi)

ECC
Iso.

(dB)
Radiation
Efficiency

Substrate
No. of

Elements

[2] 2.5~12 131% 0.42λ0 × 0.33λ0
(50 mm × 39.8 mm) N/A <0.03 >17 N/A TMM4 4

[12] 3~11 114% 0.42λ0 × 0.42λ0
(42 mm × 42 mm) 3.5 <0.05 >15 >70% FR4 4

[15] 3~11 114% 0.6λ0 × 0.6λ0
(60 mm × 60 mm) 3.4 <0.02 >20 >68% FR4 4

[16] 3.1~10.6 109% 0.49λ0 × 0.97λ0
(47 mm × 93 mm) 3.5 <0.2 >31 >70% FR4 2

[17] 3.1~17.3 139%
0.78λ0 × 0.78λ0

(75.10 mm × 75.19
mm)

5.5 <0.1 >13 N/A FR4 4

[18] 2.7~10.6 119% 0.54λ0 × 0.54λ0
(60 mm × 60 mm) 3.5 <0.063 >15 N/A FR4 4
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Table 2. Cont.

Ref.
Operating
Frequency

(GHz)

Bandwidth
(%)

Size
(λ0) 1

Gain
(dBi)

ECC
Iso.

(dB)
Radiation
Efficiency

Substrate
No. of

Elements

[19] 3~13.2 126% 0.383λ0 × 0.383λ0
(38.3 mm × 38.3 mm) 4.1 <0.02 >17 >72% Taconic

RF-45 4

[20] 3~13.5 127% 0.58λ0 × 0.58λ0
(58 mm × 58 mm) 2.9 <0.008 >22 N/A FR4 4

[21] 3.1~11 112% 0.46λ0 × 0.46λ0
(45 mm × 45 mm) 4.3 <0.015 >16 N/A FR4 4

Pro. 3.1~13.1 123% 0.46λ0 × 0.46λ0
(45 mm × 45 mm) 4.0 <0.02 >17 >73% FR4 4

1 λ0 represents the wavelength in air at the lowest frequency.

4. Conclusions

A compact four-port UWB MIMO antenna with overall dimensions of 45 mm ×
45 mm × 1.6 mm is described in this paper. The proposed antenna can operate in the
whole UWB band (3.1–10.6 GHz) with a high isolation (−17 dB). Polarization diversity,
protruded ground, and parasitic elements are used in the MIMO antenna to achieve the
higher isolation. The measured return loss, isolation, and radiation pattern agree with the
simulated ones. The antenna has an average gain of 4 dBi. The diversity performance of
the proposed antenna is good, with an ECC less than 0.02, DG larger than 9.9985 dB, and
TARC less than −25 dB. In summary, the proposed antenna is a promising candidate for
UWB-MIMO wireless applications.
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Abstract: Four novel substrate-integrated waveguide (SIW) antennas are proposed, in order to obtain
K-band beam scanning through the coplanar meta-surfaces of properly devised complementary split-
ring resonators. More specifically, coplanar rhombus- and hexagon-shaped meta-surfaces replace the
metallized via holes in the traditional SIW structure, achieving low reflection and wide bandwidth,
respectively. Another trapezoid-shaped meta-surface is introduced, in order to realize good leaky-
wave radiation performance with high-gain beam scanning in both rhombus- and hexagon-shaped
SIW components. These designs are further extended to two different mixed types of two-row
meta-surfaces, with the rhombus and hexagon structures combined in different orders to enhance
the complex SIW transmission lines and antennas, which can simultaneously obtain good reflection
and bandwidth with different priority, depending on the arrangement. We explain the performance
differences with rhombus and hexagon meta-surfaces through the analysis of relevant equivalent
circuit models and extracting the effective medium parameters, and we verify the bandwidths and
radiations of four SIW antennas both numerically and experimentally. The maximum gains of the four
antennas are 18.1 dBi, 17.0 dBi, 18.8 dBi and 17.1 dBi, where the corresponding relative bandwidths
are 10.74%, 19.42%, 14.13% and 18.38%. The maximum simulated radiation efficiency and aperture
efficiency of the proposed antennas are 91.20% and 61.12%, respectively. Our approach for generating
flexible and selectable tuned electromagnetic fields from SIWs is applicable for the development of
mm-Wave antennas or sensors on PCB-integrated platforms for highly directive scanning radiation.

Keywords: substrate-integrated waveguide (SIW); mm-Wave antennas; meta-surface; beam scanning;
broadband

1. Introduction

Substrate-integrated waveguides (SIWs) have attracted the attention of various re-
searchers, due to their great capacity for easy integration and good propagation character-
istics on printed circuit board (PCB) substrates, where the double-coated copper and two
rows of metallized via holes forming the low-profile and closed structure naturally adapt
to the PCB board [1]. The integration advantage of SIWs is due to their similarity to the
micro-strip transmission line, while avoiding the large radiation loss from the micro-strip
structure as the frequency increases [2,3]. On the other hand, the propagating modes of
an SIW imitate those of rectangular waveguides, with the desirable features of low return
loss, high Q, and large power capacity, while solving the miniaturization compatibility
problem of conventional waveguides [4,5]. As mobile communication technology shifts to
5G and 6G bands, PCB-integrated SIWs are expected to become more widely applied in
antennas and sensors [6–8]. Drilling and metallization techniques become more difficult in
mm-Wave bands, due to the reduced volume of the electromagnetic devices. The thinner
PCB board is also easily deformed under mechanical pressure, resulting in a deterioration
in electromagnetic performance. Meanwhile, the flexible adjustment of bandwidth and
radiation is urgently required in antennas or sensors for various complex platforms.
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The use of meta-surfaces [9–12] has been shown to be an efficient way to build novel
electromagnetic devices, including high-gain beam redirection [13–15] and multi-beam
control with enhanced radiations [16,17], where the abrupt phase discontinuities provided
by meta-surfaces could offer a straightforward method to manipulate electromagnetic
waves. Such a method is also similar to frequency selective surfaces (FSSs), which is
one of the periodic interface structures, where the sub-wavelength units enable us to
tune the electrical properties, such as amplitude, phase and polarization, of the incoming
waves, thus fulfilling the high-gain radiations through reshaping the wavefront simply
at surfaces [18,19]. Moreover, the capacity of meta-surfaces of perfectly integrating with
PCB platforms simply by using copper cladding has also been demonstrated [20–23]. On
this basis, specifically designed classical complementary split-ring resonators have been
proposed to imitate a virtual electric wall in the SIW design and remove conventional
metallized via holes [24]. However, in order to design mm-Wave SIW devices with stronger
performance and more flexible parameters, it is necessary to further couple the meta-
surface and SIW structure. We can achieve the free manipulation of electromagnetic fields
and specific adjustment of the bandwidth, reflection coefficient and pattern performance
through the introduction of different types of sub-wavelength meta-atom arrays into
the desired SIWs [25–29], thus initiating the quest for tangible applications in the SIW
transmission line and antenna scenarios.

In this paper, we propose four packs of SIW antennas to obtain beam scanning, low
reflection and wide bandwidth performance through arranging series of properly devised
coplanar meta-surfaces. Rhombus- and hexagon-shaped meta-units are independently
built to simulate virtual electric walls and replace metal via holes, where the rhombic
structure has a steeper S-curve and numerically better electric wall performance, while the
hexagonal structure focuses on realizing a wider frequency band. These different perfor-
mances are well explained through analysis of relevant circuit models and calculating the
normalized impedance. Rhombus and hexagon meta-surface inspired SIW transmission
lines are thus established, achieving lower reflection and wider bandwidths, respectively,
as expected. By bringing trapezoid-shaped meta-surfaces to the rhombus and hexagon
SIW lines, the coplanar meta-surface-based SIW antennas are further established, demon-
strating better leaky-wave performance as well as preservation of the original bandwidth
parameters. Finally, we combine the rhombus and hexagon structures in different orders
to simultaneously obtain good reflection and bandwidth, with different emphasis due to
the relative SIW transmission lines. Trapezoid-shaped meta-surfaces are also introduced
to these hybrid SIWs, forming two other new coplanar meta-surface-based SIW anten-
nas, which achieve the expected radiations. All four of the proposed antennas have the
advantages of more flexibly controlling the reflection coefficient and bandwidth, while
also demonstrating good leaky-wave and beam-scanning performances. Our work aims
to guide the selection of a specific combination of meta-surfaces to meet the various de-
mands of electromagnetic devices, thus broadening the application scope of mm-Wave
PCB-integrated antennas or sensors.

2. Meta-Surface-Based SIW Component Design and Analysis

2.1. Unit Cell Design

Let us start with the design of unit cells for the rhombus- and hexagon-shaped meta-
surfaces around 20 GHz, as shown in Figure 1. The two unit elements share a similar
complementary split-ring resonator template, but have different geometric structures and
sizes, leading to different S-parameter simulations and circuit parameters. Considering
a traditional SIW, the metallized via holes are equivalent to small dipoles and, thus, act
as an electric wall, fulfilling the surface current loop driven by the TEm0 mode flowing
along each via [1]. Note that the classical complementary split-ring resonator is capable
of imitating the virtual electric wall and keeping the horizontal incoming waves fixed
in the closed cavity at specific narrow bands [30,31]. Hence, we modify the geometric
structures of classical resonators and rebuild the rhombus- and hexagon-shaped unit cells
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with different wide-bands around 20 GHz. The unit length a is set to 2.5 mm that is λ0/6
at 20 GHz, which meets the requirements that the periodic composite structure could
be applied as sub-wavelength atoms of meta-surfaces at such volume scale and specific
frequency [32–36]. Further, the length l1 and l2 of the rhombus- and hexagon-shaped cells
could be determined by their specific geometry and unit length a, following the traditional
design method of meta-surface units. The rhombus (or hexagon)-shaped slots are etched
on the top and bottom PEC planes, where the two slots have the same geometric sizes
as listed in the figure caption but opposite opening directions of the gaps, as shown in
Figure 1a (or Figure 1b). To verify the blocking performance generated from the coupling
effect between the complementary rings of the unit, the S-parameter performances are
simulated based on the enhanced Floquet mode with a vertically polarized electric field
feeding in port 1 and receiving in port 2, where the ports are attached to the front and
back of the substrates, which are vertical to the y-axis. The symmetrical spaces above
and below the substrates are filled with air, with the top and bottom boundaries as a
perfectly matched layer (PML), while the remaining boundaries are set as perfect magnetic
conductors (PMCs). Periodic boundary conditions are, thus, indirectly enforced, repeating
the modeled structure periodically along the x- and y-axes. The simulated results are
shown in Figure 1c,d. We can observe that both the rhombus and hexagon units present
sufficiently wide bands, where the S11 results higher than −10 dB range from 18.53 to
26.72 GHz and 15.86 to 26.66 GHz, respectively. The −1 dB bandwidth of S11 results used
for evaluating shielding effects are 19.45 to 25.05 GHz for the rhombus-shaped unit cell and
16.98 to 24.10 GHz for the hexagon-shaped unit cell, as shown in the gray areas. Moreover,
the phase component of the S11 value is also simulated for further analysis, plotted as black
dotted lines in Figure 1c,d. Both the phases of the rhombus- and hexagon-shaped units
decrease approximately and linearly within the transmission interval and the shielding
interval, while experiencing abrupt value changing near the resonance frequency points.
A high S11 level corresponds to a low S21 value, which means that the unit is equivalent
to an electric wall at these frequency ranges, and that the propagating mode through the
cell is prohibited. We can also observe that the rhombus unit has a steeper slope near the
minimum transmission regions at 19.97 GHz and 24.17 GHz, while the hexagon structure
has 31.87% more bandwidth, based on the S11 values.

Figure 1. The Floquet model and corresponding equivalent circuits of the (a) rhombus- and
(b) hexagon-shaped unit cells. Each unit has the dimensions of 2.5 mm × 2.5 mm × 0.787 mm and
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the substrate is chosen as RT5880 material, with relative permittivity of 2.2 and loss tangent of 0.001.
Moreover, a = 2.5 mm, h = 0.787 mm, H = 3.75 mm, l1 = 1.58 mm, l2 = 1.2 mm, θ1 = 90◦, θ2 = 120◦,
g1 = 0.16 mm, g2 = 0.5 mm, w1 = 0.2 mm, and w2 = 0.2 mm, based on the optimization results.
The S-parameter of the (c) rhombus- and (d) hexagon-shaped unit cells is also provided.

To explain these different resonant properties, we propose the equivalent circuit mod-
els of rhombus and hexagon cells, as shown in Figure 1a,b, based on the basic equivalent
circuits of classical split-ring resonators [37,38], as well as the duality principle [39–42].
In particular, the equivalent circuit of the classic double-layer split ring resonator is an LC
parallel resonance circuit [24,43,44]. We start with such a classical resonance circuit extracted
from a circular ring and change the circuit form to adapt to rhombus and hexagon unit cells
using the duality principle and analyzing geometry changes. For the physical structure of
the classical circular ring and the proposed rhombus and hexagon rings, the corresponding
circuit parameters could be calculated through analyzing the detailed micro-structure of the
rings, where the intervals between rings mainly represent capacitance, and the ring with
a specific length mainly represents inductance. Therefore, the corresponding capacitance
and inductance could be updated through comparing the geometric differences between
the classical circular ring and proposed rhombus and hexagon rings. The total capacitance
is obtained by calculating the series capacitances CSRR/2 of two semi-circular ring loops.
As the ring is a double-layer structure, the unit length capacitance of the microstrip line
can also be calculated as a series capacitance of two microstrip lines on both layers. That is,
the unit length capacitance Cm of each side can be expressed as Cm =

√
εeff /c0Z0, with its

substrate height equal to half of the total substrate thickness, where εeff , c0 and Z0 are the
effective dielectric constant, speed of light and microstrip line characteristic impedance,
respectively [45]. The total unit length capacitance is equal to Cm/2, when considering
the series effect of the two layers. Thus, the capacitance value, CSRR, can be expressed as
CSRR = CmLeff /2, where Leff is the effective perimeter of the ring. The total inductance of
the standard circular ring loop can be expressed as LSRR = u0ur(Deff /2)(ln(8Deff /w)− 2),
based on [46], where Deff and w represent the effective diameter and wire width of the
ring, respectively. On this basis, the complementary split-ring resonators of rhombus
and hexagon cells are equivalent to a duality circuit of the LC parallel resonance circuit
mentioned above, as the units used here are complementary rings [44,47]. Thus, the con-
verted capacitance Cr (Ch) is calculated by multiplying the original inductance LSRR by
a factor of 4ε0/μ0, while the converted inductance Lr (Lh) is equal to the quotient of the
original capacitance CSRR and the same factor [38]. The derived formulas are as follows:

Cr = 2ε0μr
l1√
π

(
ln

8l1√
πω1

− 2
)

, (1)

Ch = 2ε0μr
l2√
3
√

3
2π

⎛⎝ln
8l2√
3
√

3
2π ω2

− 2

⎞⎠, (2)

Lr =
μ0

8ε0

√
εeff

c0z0

[
4(l1 − ω1)−

√
2g1

]
, (3)

Lh =
μ0

8ε0

√
εeff

c0z0

[
6
(

l2 − ω2√
3

)
− 2√

3
g2

]
, (4)

where l1, l2, w1, w2, g1 and g2 are labeled in Figure 1 and their values are listed in the
corresponding figure caption. The effective diameter and perimeter of the two meta-units,
expressed as Deff and Leff in the original formulas, can be represented by the specific
structural parameters, according to the geometric properties of the rhombus and hexagon
unit cells. By comparing the values of the geometric parameters for the rhombus- and
hexagon-shaped units shown in Figure 1, we obtained the following expressions: Ch > Cr
and Lh > Lr. Therefore, the hexagon unit design has lower resonant frequencies than the
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rhombus unit. Considering the electromagnetic response of the periodic composite material
at different volume scales and frequency ranges, the analytical model of the electromagnetic
structure with constant size may change from the classical medium to the meta-surface, then
move to a frequency-selective surface as the frequency increases, where the wavelength
gradually becomes comparable to the geometry of electromagnetic devices [32–35]. This
means that the media properties of the rhombus and hexagon unit cells gradually move to
the transition region of the meta-surface and frequency-selective surface when the second
resonant frequency (i.e., the upper stop-band frequency point) appears as the frequency
continues to increase. Compared to the lower-side resonant frequency, the upper-side
frequency is less sensitive to the geometric microstructure of the unit cell, leading to the
fact that the upper-side frequencies of the rhombus and hexagon meta-units are closer to
each other. This phenomenon and Equations (1)–(4) work well together to explain that
both of the resonant frequencies of the hexagon unit (17.85 GHz and 22.41 GHz) are lower
than those of the rhombus unit (19.97 GHz and 24.17 GHz), and the frequency difference
of the lower-side frequencies of the two unit cells is larger than that for the upper-side
frequencies. In summary, the hexagon-shaped design has a wider bandwidth than that of
the rhombus design.

Another method for analyzing the electromagnetic response of a meta-surface is effec-
tive medium theory [48,49], which can be extracted and calculated from the S-parameter
results. We used the MATLAB software to calculate the normalized transfer impedance
ZT of the lower- and upper-side resonant frequencies of the rhombus and hexagon units,
which can be applied to quantify the shielding effectiveness of the virtual electric walls.
The normalized transfer impedances of the rhombus unit were 7.79 × 10−7 and 4.63 × 10−7

at 19.97 GHz and 24.17 GHz, respectively, while the normalized transfer impedances of the
hexagon unit were 1.05 × 10−5 and 7.00 × 10−5 at 17.85 GHz and 22.41 GHz, respectively.
A lower ZT value means that the incoming waves experience a stronger impedance mis-
match and amplitude decay, resulting in steeper slopes and narrower bands in the resonant
curve. We can conclude that the rhombus design has stronger shielding effectiveness and
better virtual electric wall performance near the minimum transmission regions, despite the
narrower bands, while the hexagon design has a significantly broader band with acceptably
raised S21 performance.

2.2. SIW Topology

First of all, we would like to demonstrate the design method and logical relationship of
all proposed coplanar SIW transmission lines and antennas that are constructed with meta-
surfaces of sub-wavelength meta-atom arrays mentioned in Figure 1, which are summarized
and listed in Table 1. One row of rhombus (or hexagon) units could construct one side
of the virtual electric walls of basic meta-surface-based SIW transmission lines, as shown
from Figures 2–4. For the extended version of SIW lines, another row of meta-units is
introduced to combine into rhombus–hexagon (or hexagon–rhombus) virtual electric walls,
in order to obtain different bandwidth performances, as shown in Figure 5. Furthermore,
all four proposed SIW transmission lines could be evolved into four SIW antennas through
enabling trapezoid-shaped meta-surfaces, respectively. We now practically construct the
basic version of coplanar SIW transmission lines and antennas with meta-surfaces, as shown
in Figure 2. The double-layer rhombus (or hexagon)-shaped unit slots are etched on the top
metal surface and bottom grounded plane instead of drilling the substrate, substituting
for the metallized via holes of the standard SIW structure near the same locations and
assembling the coplanar meta-surface-based SIW line, as shown in Figure 2a (or Figure 2b).
The gaps of the double-layer ring slots are face-to-face on the top and in opposite directions
on the bottom. The micro-strip feeding lines and transitions are attached to the SIW
structure on the both ends. As the transmission lines or antennas exhibit periodic structures
along the direction of wave propagation, we cut off the central parts of the SIWs, in order
to better illustrate the detailed structure, in Figure 2. The width of the virtual electric walls
from meta-surface-based SIW lines, expressed as wr (or wh), is the key geometric dimension
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in the proposed design, where most of other parameters are related to it. Since the meta-
surfaces would substitute the metallized via holes shown in the top areas of Figure 2a,
the geometry sizes of the novel SIW structure, including wr or wh, could be calculated and
optimized from the classical method of the traditional SIW design. The equivalent width of
the traditional SIW expressed as weff could be calculated as [50]

weff = w − 1.08
d2

s
+ 0.1

d2

w
(5)

where w refers to the physical width of the two rows of via holes, d is the diameter of a
single hole, and s is the distance between neighboring holes. Thus, the parameter weff
would determine the transmission characteristics and operating frequency [50], which
would help us to determine the initial dimensions of wr and wh, and we could further tune
and optimize these values to fulfill the actual working frequency around 20 GHz. On this
basis, the other parameter values could be determined within specific ranges. The W value
is almost the same as the entire width of the traditional SIW, if choosing the same frame
structure, material and working frequency. The L value depends on the actual requirements
of the PCB board. Finally, the size of the transition structures, which are sensitive to the
S-parameter, should be initialized and further optimized to satisfy the impedance matching
requirements when we introduce the 50 Ω micro-strip lines at both ends [51–53], and such
values should also be limited in the ranges smaller than wr and wh.

Figure 2. The coplanar (a) rhombus and (b) hexagon meta-surface-based SIW transmission lines
compared with the traditional SIW structure, as well as the coplanar (c) rhombus–trapezoid and
(d) hexagon–trapezoid meta-surface-based SIW leaky-wave antennas. The structural parameters
are L1 = 50 mm, W = 22 mm, t1 = 6 mm, d1 = 4 mm, wr = 13 mm, t2 = 5 mm, d2 = 2.5 mm,
wh = 13 mm, L2 = 200 mm, m = 9.4 mm, p = 8 mm, t3 = 7 mm, d3 = 1.8 mm, t4 = 5.7 mm, d4 = 1.7 mm,
and h = 0.787 mm. For the trapezoid unit, the geometric sizes are set as: l3 = 2.9 mm, l4 = 3.9 mm,
l5 = 4.9 mm, s1 = 0.9 mm, w3 = 0.2 mm, l6 = 3 mm, l7 = 4 mm, l8 = 5 mm, and s2 = 1 mm.

359



Sensors 2022, 22, 6353

Table 1. The design method and logical relationship of all proposed coplanar meta-surface-based
SIW transmission lines and antennas.

Basic Meta-Surface-Based Design Extended Meta-Surface-Based Design
Figures 2–4 Figure 5

Transmission line Rhombus row Hexagon row Rhombus–hexagon rows Hexagon-rhombus rows

Antenna Rhombus row Hexagon row Rhombus–hexagon rows Hexagon–rhombus rows
(Trapezoid enabled) (Trapezoid enabled) (Trapezoid enabled) (Trapezoid enabled)

Figure 2c,d further illustrate the rhombus and hexagon meta-surface-based SIW slot-
antenna designs, respectively. The transverse multiple-slot meta-surfaces are introduced
and periodically etched on the top plane of the SIW transmission lines, in order to con-
struct the coplanar leaky-wave antennas with slow-wave structure. Such periodic profile
modulation would introduce infinite space harmonics [54–57], and the phase constant βn
of the nth space harmonic is calculated as

βn = β0 +
2nπ

p
, n = 0,±1,±2 . . . (6)

where β0 refers to the phase constant of the dominant mode, and p is the periodic length
of the slot-units shown in Figure 2c. The space harmonic with phase constant β−1 is
usually chosen to be a fast mode, capable of converting transmission wave to radiation
wave with backward beam angle as θ−1 = sin−1(β−1/k0), where k0 is the wavenumber
in free space, while the other harmonics remain in slow-wave mode and do not gener-
ate radiation. Therefore, these conditions could be quantified as β0 > k0, |β−1| < k0
and |βn| > k0, where n < −1. Further, we can derive the range of p expressed as
2π/(β0 + k0) < p < 4π/(β0 + k0) from these formulas to satisfy the condition that only
n = −1 space harmonic can generate radiated fields. In addition, the minimum length of the
slot can be calculated as l = λ0/(4

√
εr) [58]. Taking 20.0 GHz as an example, we could ob-

tain β0 = 601.57 rad/m, k0 = 418.88 rad/m, β−1 = −183.83 rad/m, β−2 = −969.23 rad/m,
l = 2.53 mm and 6.16 mm < p < 12.32 mm, which exactly meets the requirements of n = −1
mode radiation. At the beginning, the main single slot contributing the radiation is thus
built using these calculated parameters, with dimensions of l5 and w3 in Figure 2c, as well
as l8 and w3 in Figure 2d. Based on the single-slot structure, the updated unit consists of
three transverse slots arranged in a trapezoid shape, which is proposed to construct the
multiple-slot meta-surface and etch on the top plane of the SIW component. Inside each
unit cell, the slot located in the end side with the longest length acts as the original main
slot, and the extra two shorter slots that are linearly trapezoidal are designed to reduce
undesired reflection, where the width gradient increases along the direction of the inside
transmission wave. Since the parameter values or ranges, especially l and p, are calculated
by classical theory, fulfilling the n = −1 space harmonic that adapts to a standard SIW struc-
ture with metallized via holes, we take them as the initial values or ranges and continue
to optimize the geometric sizes of the main slot to satisfy the specific meta-surface-based
designs, where the rest of the dimensions of the trapezoid unit would undergo synchro-
nized optimization to hold the low reflections. All the corresponding geometric sizes in
Figure 2 are labeled and listed in the figure and caption, and the sizes of the trapezoid units
have a minor difference between the rhombus and hexagon meta-surface-based designs,
in order to achieve their respective optimum performance. Compared to the conventional
leaky-wave antenna with identical single slots, each unit of the trapezoid meta-surface in
our proposed antennas enables local impedance transitions to suppress extra reflections,
where all the slots are distributed with uniform aperture. There are also two common
impedance gradient methods in the traditional SIW leaky-wave antenna designs, such as
locating tapered increased single slots at the beginning [59,60] and periodically changing
the slot length throughout the entire line [61,62]. Both of these design methods can achieve
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a significantly optimized S11 level, while the overall length of the SIW structure cannot
be arbitrarily set, due to the demands involved with adapting to a gradually changing
geometry. Meanwhile, our proposed trapezoid meta-surface could also obtain low reflec-
tions, and the minimum changing step size is the small distance p of the trapezoid unit.
As a result, the rhombus-, hexagon- and trapezoid-shaped meta-surfaces assembled in the
SIWs all have a coplanar design and can be etched by copper cladding technology, which
avoids the drilling of metallized via holes while realizing easy fabrication and significantly
increasing device reliability.

2.3. Full-Wave Simulations

Full-wave simulations (CST Microwave Studio with Frequency Domain Solver) were
performed to verify the coplanar SIW transmission lines and SIW antennas, as shown in
Figures 3 and 4, respectively. Figure 3a (or Figure 3b) demonstrates the two-dimensional
E-field distributions on the cutting plane of h/2 for the rhombus (or hexagon) meta-surface-
based SIW transmission line at 19.99 GHz (or 19.27 GHz). We can observe that the TE10
mode, the same as the rectangular waveguide, was successfully established, with minor
leakage of the E-field outside the meta-surface rows. The E-field results prove that the two
proposed meta-surface-based SIW lines can well imitate virtual electric walls and replace
metallized via holes. The rhombus design demonstrates better electric wall performance
with lower sidewall leakage of E-fields than the hexagon design. Figure 3c,d illustrate
the corresponding S-parameters of the rhombus and hexagon SIW lines, respectively.
We can observe that the rhombus design has S11 values less than −10 dB ranging from
18.59 GHz to 20.37 GHz, with a minimum value of −38.37 dB at 19.99 GHz and relative
bandwidth of 9.14%, while the hexagon design has S11 values less than −10 dB ranging
from 16.78 GHz to 20.68 GHz, with a minimum value of −27.47 dB at 19.27 GHz and
relative bandwidth of 20.82%. We can also observe that there were some frequency shifts in
the SIW lines and the original units, which can mainly be attributed to the fact that the unit
cells were stimulated using ideal periodic Floquet models, while the meta-surfaces etched
in practical structures would be affected by truncated boundary conditions. However, both
the rhombus and hexagon SIW lines still achieved satisfactory power transfer with a lower
reflection coefficient and wider bandwidth, respectively.

Figure 3. The E-field distributions of the (a) rhombus and (b) hexagon meta-surface-based SIW
transmission lines, as well as the corresponding S-parameters of the (c) rhombus and (d) hexagon
meta-surface-based SIW transmission lines.
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Figure 4a,b demonstrate the corresponding E-field distributions on the top plane of
the rhombus and hexagon meta-surface-based SIW antennas at 19.60 GHz and 18.00 GHz,
respectively. We can observe that the significant E-fields were distributed over the trapezoid-
based meta-surfaces, which would excite high-gain radiations in the far-field. The field
leakage at the sides still remained at a low level, as with the previous SIW lines. Figure 4c,d
illustrate the corresponding S-parameters of the rhombus and hexagon SIW antennas
with their comparison groups, respectively. In order to verify the effect of suppressing
extra reflections from the trapezoid meta-surfaces, the traditional single-slot SIW antennas
with the same external rhombus and hexagon meta-surface-based structures were also
included in the S11 simulations, for comparison purposes. Note that the proposed designs
in Figure 4c,d and their comparison groups of single-slot structures should optimize the
respective sizes of the microstrip transitions, achieving their best S-parameter performances.
The −10 dB bandwidths of the trapezoid meta-surface designs are marked as red areas,
while those of single-slot designs are marked as blue areas, and the intersections are
marked as purple areas. We can observe that the trapezoid meta-surface designs had
better reflection coefficients than the single-slot design, which proves that our trapezoid
design enables better impedance matching through the transitions of the gradient slots.
The rhombus–trapezoid design has S11 values less than −10 dB ranging from 18.94 GHz to
21.09 GHz, with a minimum value of −50.04 dB at 19.31 GHz and a relative bandwidth
of 10.74%, while the hexagon–trapezoid design has S11 values less than −10 dB ranging
from 17.20 GHz to 20.90 GHz, with a minimum value of −20.65 dB at 20.29 GHz and a
relative bandwidth of 19.42%. We can also observe that the trapezoid meta-surface SIW
antennas and the corresponding transmission lines showed similar trends in S11, indicating
that the introduction of a trapezoidal meta-surface only affects the reflection coefficient,
to a certain extent.

Figure 4e–h continue to illustrate the two- and three-dimensional far-field radiation
patterns of the coplanar trapezoid meta-surface-based SIW antennas, as well as the max-
imum gains over frequencies. We can observe that both the proposed designs generate
highly directive fan beams and achieve satisfactory beam scanning within their operating
frequency bands. For example, at the frequencies of 19.6 GHz and 18.0 GHz, the maximum
gains of the rhombus and hexagon SIW antennas were 18.10 dBi and 17.00 dBi, respectively.
The radiation efficiency and aperture efficiency thus could be obtained through comparing
the gains to the directivity or aperture of the antenna. To be more specific, the radiation
efficiency is calculated from the ratio of gain to directivity, expressed as ηra = G/D, where
the directivity can be obtained from the simulations [63–65]. Meanwhile, the aperture effi-
ciency of the meta-surface-based SIW antenna can be calculated by ηap =

(
Gλ2)/(4πA),

where A is the physical aperture of the antenna [66–68]. Therefore, the radiation efficiencies
of the rhombus–trapezoid and hexagon–trapezoid SIW antennas are 87.10% and 81.28%, re-
spectively, and the corresponding aperture efficiencies are 52.02% and 47.88%, respectively.
The rhombus–trapezoid design has a 3-dB beamwidth of 4.7◦ in the E-plane and 58.9◦ in the
H-plane, while the hexagon–trapezoid design has a 3-dB beamwidth of 5.4◦ in the E-plane
and 46.1◦ in the H-plane. We can also observe that the beam-scanning performances of
the two proposed antennas are well demonstrated when the operating frequency varies
within certain ranges with high-gain performance. The rhombus–trapezoid meta-surface-
based SIW antenna has scanning beams in −24◦, −22◦, −20◦, −18◦ and −16◦ at 19.2 GHz,
19.4 GHz, 19.6 GHz, 19.8 GHz and 20.0 GHz, respectively, while the hexagon–trapezoid
design has scanning beams in −42◦, −37◦, −32◦, −28◦ and −23◦ at 17.2 GHz, 17.6 GHz,
18.0 GHz, 18.4 GHz and 18.8 GHz, respectively. Every 0.4 GHz frequency offset would
result in 4◦ beam steering for the rhombus antenna and 5◦ beam steering for the hexagon
antenna. Some of the three-dimensional radiation patterns are shown in Figure 4g,h. Both
the rhombus–trapezoid- and hexagon–trapezoid-shaped antennas maintain high-gain ra-
diations over the examined bandwidth, from 19.0 GHz to 20 GHz and from 17.0 GHz to
18.8 GHz, respectively. Although there are some fluctuations in the maximum gains, this is
reasonable, as the electromagnetic responses from the meta-surfaces vary with frequency.
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Figure 4. The E-field of the (a) rhombus and (b) hexagon meta-surface-based SIW leaky-wave
antennas, and the corresponding reflection coefficients of the (c) rhombus- and (d) hexagon-shaped
SIW antenna designs with comparison groups. The 2D radiation patterns of the (e) rhombus and
(f) hexagon meta-surface-based SIW leaky-wave antennas, and the corresponding maximum gains
and 3D radiations of the (g) rhombus- and (h) hexagon-shaped designs.
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2.4. Extended SIW Design and Simulations

We extend our design to coplanar two-row based meta-surfaces by combining rhom-
bus and hexagon structures in different orders, based on the original transmission lines and
antennas in Figure 2. Figure 5a demonstrates the rhombus–hexagon meta-surface-based
SIW transmission lines, where the rows of hexagon unit cells are etched at one cell spac-
ing outside the rhombus cell rows of the original rhombus meta-surface-based SIW line.
Similarly, Figure 5b demonstrates the opposite structure to Figure 5a, with hexagon rows
inside and rhombus rows outside. Moreover, the same trapezoid-shaped meta-surfaces
are also introduced to the two mixed SIW transmission lines, thus constructing the com-
plex coplanar meta-surface combined SIW antennas shown in Figure 5c,d. Based on the
optimization process of the original meta-surface-based SIWs, the four proposed designs
in Figure 5 could use the optimized results from Figure 2 as initial values and further
simulate and adjust specific geometric sizes such as transition sizes to obtain low reflections.
The corresponding E-field distributions and S11 parameters of the four proposed designs
are illustrated in Figure 5e–h. We can observe, from the E-fields, that good TE10 mode trans-
mission is achieved in each of the transmission lines and antennas, with less edge leakage
compared to that shown in Figures 3 and 4. The −10 dB bandwidths of the meta-surface-
based antennas are marked as red areas, while those of transmission lines are marked
as blue areas, and the intersections are marked as purple areas. The rhombus–hexagon
transmission line in Figure 5a has S11 values less than −10 dB ranging from 17.62 GHz to
20.50 GHz, with a minimum value of −46.22 dB at 17.71 GHz and a relative bandwidth
of 15.11%, while the hexagon–rhombus transmission line in Figure 5b has S11 values less
than −10 dB ranging from 16.63 GHz to 20.21 GHz, with a minimum value of −49.39
dB at 16.95 GHz and a relative bandwidth of 19.44%. For the complex SIW antennas in
Figure 5c,d, the corresponding ranges are from 17.89 GHz to 20.61 GHz with a minimum
of −35.61 dB at 20.05 GHz and relative bandwidth of 14.13%, and from 17.24 GHz to
20.73 GHz with a minimum of −46.99 dB at 20.02 GHz and relative bandwidth of 18.38%.
The original rhombus structures in Figure 2a,c concentrate on obtaining lower reflections,
while the new rhombus–hexagon designs in Figure 5a,c increase the bandwidth on this
basis. Similarly, the original hexagon structures in Figure 2b,d have significantly wider
bands with acceptable reflections, while the hexagon–rhombus designs in Figure 5b,d
retain these broad bands and achieve greatly reduced reflections at specific frequencies.
These different results are mainly attributed to the primary shielding effect of the inside
meta-surfaces and the secondary shielding effect of the outside meta-surfaces, where the
primary meta-unit rows determine the overall transmission performance and the secondary
cells fine-tune the reflections on this basis. As a result, all of the proposed devices obtain
good reflection and bandwidth, but with different priority.

For the complex coplanar meta-surface combined SIW antennas, the far-field radiation
patterns, including the beam-scanning performance, are demonstrated in Figure 5i–l. We
can observe that both the proposed antennas in Figure 5 obtained similar high-gain fan
beams and satisfactory beam scanning, compared to the originals in Figure 4. For exam-
ple, at 19.6 GHz and 18.2 GHz, the maximum gains of the two coplanar SIW antennas
were 18.8 dBi and 17.1 dBi, respectively. Based on the same calculation method for the
rhombus and hexagon antennas from Figure 3, the radiation efficiencies of the rhombus–
hexagon and hexagon–rhombus meta-surface-based SIW antennas are 91.20% and 83.18%,
respectively. Moreover, the corresponding aperture efficiencies are 61.12% and 47.92%,
respectively. The other radiation results of the SIW antennas from Figure 5c,d, including
the 3-dB beamwidth on the E- and H-plane, beam scanning angles at specific frequencies
and beam scanning rate, are all summarized and listed in Table 2. We can conclude that the
extended SIW transmission lines and antennas in Figure 5 are still capable of propagating
the electromagnetic fields well and generating high-gain beam-scanning fan beams. More-
over, every 0.4 GHz frequency offset resulted in approximately 4◦ and 5◦ beam steering
for the proposed meta-surface-based SIW antennas. Moreover, the S-parameter results
appear more flexible and tunable, compared to those of the original devices. The complex

364



Sensors 2022, 22, 6353

coplanar meta-surface-based designs provide promising candidates for building novel
electromagnetic devices on PCB-based systems. The four SIWs can flexibly handle dif-
ferent bandwidth requirements, where the length value L of the two antennas could be
freely adjusted with a minimum step value of p, instead of a larger length, for impedance
matching with traditional single-slot designs.

Figure 5. Cont.
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Figure 5. The coplanar (a) rhombus–hexagon and (b) hexagon–rhombus meta-surface-based SIW
transmission lines, and the corresponding trapezoid-enabled meta-surface-based SIW leaky-wave
antennas, as shown in (c,d). The geometric sizes are L1 = 50 mm, W = 22 mm, t5 = 6 mm, d5 = 4 mm,
wrh = 13 mm, t6 = 6 mm, d6 = 2.5 mm, whr = 13.1 mm, L2 = 200 mm, m = 9.4 mm, p = 8 mm, t7 = 7 mm,
d7 = 1.8 mm, t8 = 5 mm and d8 = 2 mm. E-field distributions of the meta-surface-based SIW designs:
(e) rhombus–hexagon and (f) hexagon–rhombus transmission lines and antennas. The corresponding
reflection coefficients of the four SIW designs: (g) rhombus–hexagon and (h) hexagon–rhombus
transmission lines and antennas. The far-field radiations of the meta-surface-based SIW leaky-wave
antennas are demonstrated as follows: 2D patterns of (i) rhombus–hexagon and (j) hexagon–rhombus,
and maximum gains of (k) rhombus–hexagon and (l) hexagon–rhombus with 3D patterns.

Table 2. Comparison of radiation performance between rhombus–hexagon and hexagon–rhombus
meta-surface-based SIW antennas.

Radiation Performance
Rhombus–Hexagon

Meta-Surface-Based SIW
Antenna

Hexagon–Rhombus
Meta-Surface-Based SIW

Antenna

3-dB beamwidth on E-plane 4.7◦ 5.2◦
3-dB beamwidth on H-plane 60.1◦ 49.3◦

−29◦ @ 18.8 GHz −41◦ @ 17.4 GHz
−24◦ @ 19.2 GHz −35◦ @ 17.8 GHz

Beam-scanning angles −20◦ @ 19.6 GHz −30◦ @ 18.2 GHz
@ frequency −16◦ @ 19.9 GHz −25◦ @ 18.6 GHz

−13◦ @ 20.2 GHz −23◦ @ 18.9 GHz

Beam-scanning rate 4◦/0.4 GHz 5◦/0.4 GHz

3. Discussion of Experimental Results

Finally, we fabricated the coplanar rhombus, hexagon, rhombus–hexagon and hexagon–
rhombus meta-surface-based SIW leaky-wave antennas and carried out corresponding ex-
periments in a microwave chamber to verify the proposed designs, as shown in Figure 6a,b.
Through simple copper cladding and etching technology, the meta-surfaces and microstrip
structures were printed on both sides of the substrate slabs. In addition, standard SMA
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connectors were soldered on both ends of the substrates for feeding excitation. The four
meta-surface-based SIW antennas under test with equal height to the receiving antenna
were set as transmit antennas and properly assembled on the center position of the turntable.
A vector network analyzer was applied for measuring the reflection coefficients of the
proposed antennas, and a standard diagonal horn antenna with the distance of 3.72 m to
the center of the turntable was utilized to receive the electromagnetic fields and measure
the radiation performance. The experimental far-field radiation results of four proposed
SIW antennas are demonstrated in Figure 6c–f, with a comparison to the corresponding
simulations. We can observe that all proposed antennas demonstrated highly directive
radiation and beam-scanning performance, as designed. The measured gain values of the
center frequencies were 17.06 dBi, 15.79 dBi, 17.9 dBi and 15.97 dBi at 19.6 GHz, 18 GHz,
19.6 GHz and 18.2 GHz, respectively, as shown in Figure 6c–f. Based on these gain re-
sults, we could calculate the measured radiation efficiencies of the rhombus, hexagon,
rhombus–hexagon and hexagon–rhombus meta-surface-based SIW antennas as 68.55%,
61.52%, 74.13% and 64.12%, and the measured aperture efficiencies were 40.94%, 36.23%,
49.68% and 36.94%, using the same methods as those for calculating the simulated ra-
diation and aperture efficiencies. The measured efficiencies are approximately 10–18%
lower than the simulated efficiencies. The corresponding beam-scanning measurements
are also illustrated, with nearly the same frequency ranges as in Figures 4 and 5. The cor-
responding S11 results are shown in Figure 6g,h with a comparison to the corresponding
simulations, where the trends of the S-parameter curves are similar to those in the original
simulations, achieving their different bandwidth design aims. For Figure 6g, the rhombus
SIW antenna has S11 values less than −10 dB ranging from 18.05 GHz to 21.1 GHz, with a
minimum value of −49.35 dB at 18.55 GHz and relative bandwidth of 15.58%. Meanwhile,
the hexagon SIW antenna has S11 values less than −10 dB ranging from 16.20 GHz to
21.40 GHz, with a minimum value of −30.33 dB at 17.45 GHz and relative bandwidth of
27.66%. For Figure 6h, the rhombus–hexagon SIW antenna has S11 values less than −10 dB
ranging from 17.35 GHz to 21.00 GHz, with a minimum value of −34.57 dB at 17.85 GHz
and relative bandwidth of 19.04%. Meanwhile, the hexagon–rhombus SIW antenna has S11
values less than −10 dB ranging from 16.80 GHz to 20.95 GHz, with a minimum value of
−23.04 dB at 20.65 GHz and relative bandwidth of 21.99%. We can observe that the mea-
sured gains and S-parameters were mostly in agreement with the simulations, with only
a few degradations or frequency shifts. As a result, there are some discrepancies in the
simulated and measured results from the proposed antennas. These degradations were
mainly attributed to the fabrication tolerance of the meta-surfaces, the welding quality of
the SMA connectors and the measurement deviations. The fabrication tolerance could affect
the geometric sizes and substrate electromagnetic properties of the unit cells, which would
result in discrepancies in the electromagnetic response from the meta-surfaces. The welding
quality would affect the transmission characteristics of the SMAs, which in turn affects
the radiation performance of the antennas. Moreover, the potential antenna deformation
during the measurement and the effects of fixed brackets on electromagnetic waves could
also lead to measurement deviations. However, all four of the proposed meta-surface-based
SIW antennas demonstrated their beam-scanning ability, with flexible reflection coefficients
and bandwidths.
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Figure 6. Photos and experimental results of the manufactured meta-surface-based SIW leaky-wave
antennas with comparison to the corresponding simulations. (a) Photos of the four SIW antennas. (b)
The corresponding experiments in a microwave chamber. The measured radiation patterns of the
(c) rhombus, (d) hexagon, (e) rhombus–hexagon and (f) hexagon–rhombus meta-surface-based SIW
leaky-wave antennas, The measured reflection coefficients of the (g) rhombus and hexagon designs,
and (h) rhombus–hexagon and hexagon–rhombus designs.
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4. Conclusions

In conclusion, we introduced coplanar rhombus- and hexagon-shaped meta-surfaces
into the design of SIW transmission lines, and constructed four associated coplanar meta-
surface-based SIW antennas through the application of trapezoid-shaped meta-surfaces.
The four antennas obtain maximum gains of 18.1 dBi, 17.0 dBi, 18.8 dBi and 17.1 dBi,
where the simulated radiation efficiencies are 87.10%, 81.28%, 91.20% and 83.18%, and the
simulated aperture efficiencies are 52.02%, 47.88%, 61.12% and 47.92%. By replacing
metallized via holes with specifically modified meta-surfaces, all of the proposed designs
were shown to possess more flexible and tunable reflection coefficients and bandwidth
performances, where the relative bandwidths thus are 10.74%, 19.42%, 14.13% and 18.38%.
Further, the four coplanar meta-surface-based SIW antennas presented highly directive
beam-scanning fan beams at K-bands with beam-scanning rate 4◦ (rhombus and rhombus–
hexagon designs) and 5◦ (hexagon and hexagon–rhombus designs) per 0.4 GHz, paving
the way for the development of mm-Wave PCB-integrated antennas or sensors with freely
customizable electrical performance.
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Abstract: The rapid growth of wireless spectrum access through cellular and IoT devices, for example,
requires antennas with more capabilities such as being conformal and self-adapting beamforming. In
this paper, the adaptive beamforming patterns of microstrip patch antenna arrays on changing flexible
(or conformal) curved surfaces are developed by deriving array coefficients based on the projection
method that includes the mutual coupling between elements. A linear four-element microstrip patch
antenna array is then embedded on two deformed conformal surfaces to investigate the projection
method for desired beamforming patterns. The generated beamforming radiation patterns using the
computed weighting coefficients are validated with theoretical equations evaluated in MATLAB, full-
wave simulations in HFSS and measurement results. The measured results of the fabricated system
agree with the simulated results. Furthermore, new guidelines are provided on the effects of mutual
coupling and changing conformal surfaces for various beam-forming patterns. Such demonstrations
pave the way to an efficient and robust conformal phased-array antenna with multiple beam forming
and adaptive nulling capabilities.

Keywords: beam-forming antenna array; conformal surface; self-adapting

1. Introduction

More sophisticated wireless technology will certainly be required to meet the demand
of an increasing number of wireless users and IoT devices throughout the world accessing
the spectrum. One major component of a wireless system that will fulfill this need of
spectrum access is a smart antenna [1–10]. This is because a smart antenna can measure the
surrounding electromagnetic environment and steer the main lobe of the pattern towards
the desired users and move the nulls of the antenna toward unwanted noise sources; thus,
making the antenna adaptive and increasing the capacity of the overall system in real time.
Furthermore, to increase the coverage and capacity of multifunctional wireless platforms,
conformal smart antennas are being placed in unique locations such as buildings, vehicles
and aircraft [9,10]. In many of these locations, however, the conformal smart antennas
are subjected to forces that may deform the topology of the antenna and thus degrade
the performance.

In the area of conformal antennas, researchers have studied how the radiation pattern
of a conformal antenna changes as it is deformed in various ways [11–16]. It has been
shown that the overall gain of an antenna array can be reduced by as much as 25 dBi in
a particular direction without appropriate phase and amplitude compensation [16]. To
mitigate some of the unwanted effects of deformation on the overall gain of the array, sev-
eral compensation techniques have been proposed [17–26]. The aforementioned literature
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study shows that the main focus is on the broadside radiation pattern correction of a confor-
mal antenna array attached to a changing surface (i.e., vibrating surface) using composite
amplitude and phase errors measurements, mechanical calibration methods, hardware
sensor monitoring and the null points adjusting method. Then again, the previous work
(with the exceptions of [27–30]) was developed under the assumption that the main lobe
direction of the radiation pattern was fixed and the location of the nulls for beamforming
was not defined.

Thus, the objective of this work is to study the theory of beamforming for confor-
mal antenna arrays attached to the changing wedge- and cylindrical-shaped surfaces in
Figure 1a,b for a specific main lobe direction and null locations for the first time. Moreover,
the changing surface effects on the radiation properties of conformal beamforming anten-
nas will be explored. In particular, this work will focus on the beamforming for the one
dimensional 1 × N arrays on the wedge- and cylindrical-shaped surfaces in Figure 1a,b,
respectively. For both Figure 1a,b, the location of each antenna element on the conformal
surface is shown as a black dot and denoted as A±n where N is assumed to be even and
n = −N/2, . . . ,−1, 1, . . . , N/2. It should be mentioned that similar work could be carried
out for an odd value of N. Moreover, the wavefront is denoted as a grey dotted line and the
direction of propagation is shown with a black arrow. The wavefront is shown away from
the origin for illustration purposes only.

 

Figure 1. (a) Illustration of the antenna elements on a singly curved (wedge) surface and (b) illustra-
tion of the antenna elements on a cylindrical-shaped surface.

2. Theory of Beamforming Antennas on Changing Conformal Surfaces

2.1. Beamforming of Antenna Array on a Singly Curved (Wedge Shaped) Surface

For this work, the 1 × 4 array (i.e., N = 4) on the singly curved (wedge)-shaped
surface shown in Figure 2a with a bend angle of θb will be considered first. The spacing
between adjacent antenna elements lying along the wedge is denoted as d and the location
of element A±n is denoted as (x±n, z±n). The motivation for using a beamforming antenna is
the feature of being able to generate a main beam in a desired direction while simultaneously
defining nulls in the radiation pattern in other directions. The main lobe can then be used
to communicate with a desired user in a particular direction and the nulls can be used
to reduce the incoming signal from users not of interest. For this work, the angle of the
signal of interest will be denoted as θSOI and one user of interest will be assumed while
the angle of the nth user not of interest will be denoted as θSNOIn . Because a four-element
array is being considered here, three nulls at θSNOI1 , θSNOI2 and θSNOI3 are defined. Now,
the goal is to define appropriate array weights that can be used to drive the four-element
array in Figure 1a,b to give a main lobe at θSOI and three nulls at θSNOI1 , θSNOI2 and θSNOI3 .
Furthermore, to determine how the shape of the wedge changes the weights, they are to be
determined for various bend angles θb of the wedge.
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Figure 2. Geometrical illustration of the proposed projection method for (a) antenna array on a
wedged-shaped surface with desired signal at angle θSOI; (b) antenna array on a wedged-shaped
surface with undesired signal at angle θSNOI and (c) antenna array on a cylindrical curvature with
desired (undesired) signal at angle θSOI(SNOI).

To compute the surface-dependent array weights, the projection method [31] will be
used along with the matrix method for computing antenna weights defined in [1]. Since a
maximum radiation in the direction of θSOI and nulls in the directions of θSNOI1 , θSNOI2 and
θSNOI3 are desired, the array will be considered as a transmitter. First, suppose the antenna
array is radiating in the direction of θSOI , as shown in Figure 2a. One method used to provide
a field in the direction of θSOI is to ensure that the fields radiated from elements A−2,
A−1, A1 and A2 reach at the reference wavefront with equal phases, thereby resulting in a
broad-side pattern to the wavefront. To ensure that these fields arrive with the same phase,
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the voltage phase driving each individual element can be adjusted with a phase shifter.
The amount of phase required is equal and opposite to the sign of the phase introduced by
the free-space propagation from the antenna element to the wavefront. To compute this
distance, the values for Δ−2, Δ−1, Δ1 and Δ2 in Figure 2a, which denote the distance from
the elements A−2, A−1, A1 and A2, respectively, to the wavefront (or the projected elements
on the wavefront), need to be computed. Furthermore, the expressions for A−2, A−1, A1
and A2 should be written in a general manner including surface dependent position of
each antenna element and the bend angle θb. A similar argument can be made for the case
when the array is transmitting a null in the direction of θSNOIn , which is shown in Figure 2b.
For this case, the values of Δ±n still need to be computed.

2.2. Computing the Distance to the Projected Elements on the Wave Front

For this work, the values of θSOI and θSNOIn are between −π/2 and π/2. Because of this,
the problem will be broken down into two cases. For the first case, −θb ≤ θSOI(SNOIn) ≤ θb.
For these angles of θSOI(SNOIn), the projected elements on the wavefront are all outside
of the wedge-shaped surface. For the second case, θb ≤ θSOI(SNOIn) ≤ π/2 or
−π/2 ≤ θSOI(SNOIn) ≤ −θb. For these angles of θSOI(SNOIn), half of the projected el-
ements are outside of the wedge-shaped surface and half are inside of the surface. This is
because when θSOI(SNOIn) ≥ θb or θSOI(SNOIn) ≤ −θb, the projected elements for A1 and
A2 or A−1 and A−2, respectively, are inside of the wedge-shaped surface in Figure 2a,b.

2.2.1. Case 1: Computing Δ±n for −θb ≤ θSOI(SNOIn) ≤ θb

Using the notation in Figure 2a,b and several identities, the projected distance from
antenna elements on the wedge to the reference wavefront is given by:

Δ±n = d
|n|
2n

(2|n| − 1)sin
(

θb ∓ θSOI(SNOIn)

)
(1)

for 0 ≤ θSOI(SNOIn) ≤ θb and

Δ±n = d
|n|
2n

(2|n| − 1)sin
(

θb ±
∣∣∣θSOI(SNOIn)

∣∣∣) (2)

for −θb ≤ θSOI(SNOIn) ≤ 0. Notice that the expressions in (1) and (2) are written as
a function of the flexing (bend) angle θb of the wedge and the location of each antenna
element, indicating the generality of the expressions.

2.2.2. Case 2: Computing Δ±n for θb ≤ θSOI(SNOIn) ≤ π/2 or −π/2 ≤ θSOI(SNOIn) ≤ −θb

Next, for the remaining values of θSOI(SNOIn), the projected distance from each antenna
element in the array to the reference wavefront can be calculated as:

Δ±n = d
|n|
2n

(2|n| − 1)sin
(

θSOI(SNOIn) ∓ θb

)
(3)

for θb ≤ θSOI(SNOIn) ≤ π/2 and

Δ±n = d
|n|
2n

(2|n| − 1) sin
(∣∣∣θSOI(SNOIn)

∣∣∣ ± θb

)
(4)

for −π/2 ≤ θSOI(SNOIn) ≤ θb. Notice that (3) and (4) are also written in terms of θb of the
wedge and the position of each antenna element in a general fashion.
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2.3. Computing the Radiation in the Direction of θSOI, θSNOI1 , θSNOI2 and θSNOI3

Next, the field from the array in the direction of θSOI (signal of interest), and θSNOI1 ,
θSNOI2 and θSNOI3 (signals of no interest) on the singly curved surface (wedge) is computed
with the Array Factor (AFw) expression in [15]:

AFw(θ, φ) =
−1

∑
n=−2

Fn,Lejk[uxn+vyn+zn cos θ] +
2

∑
n=1

Fn,Rejk[uxn+vyn+zn cos θ] (5)

where
Fn,L = wn cos θPLe±jkΔ±n (6)

and
Fn,R = wn cos θPRe±jkΔ±n (7)

A spherical coordinates system is assumed in (5) with u = sin θ cos φ, v = sin θ sin φ,
Δ±n is defined in (1)–(4), (xn, yn, zn) is the location of the nth array element and wn are the
array excitation weights (amplitudes and phases) to drive the individual antenna elements.
Furthermore, the element patterns for A1 and A2 are denoted as eR(θ) = cosθPR and the
element patterns for A−1 and A−2 are denoted as eL(θ) = cos θPL where θPR and θPL are
defined in Figure 2.

2.4. Computing the Array Weights for N = 4 Elements

The complex weighting functions (i.e., array weights) in (5) are of interest in this work
because these are the array weights that need to be computed for beamforming of the array.
To compute these weights, the matrix method for smart antennas presented in [1] will be
used. Because the array studied here has four elements, four array weights are needed.
This then requires a set of four equations with four unknowns that can be written as a
square matrix. Then, the array weights can be computed using a matrix solver. The sum in
(5) has four terms for N = 4 and to obtain four equations with four unknowns, (5) will be
evaluated at each value of θSOI , θSNOI1 , θSNOI2 and θSNOI3 . This then gives the following
array factor matrix for antenna array on wedge-shaped conformal surface AFw:

AFw =

⎡⎢⎢⎣
AFw(θSOI)

AFw
(
θSNOI1

)
AFw

(
θSNOI2

)
AFw

(
θSNOI3

)
⎤⎥⎥⎦ (8)

where θ = θSOI , θSNOI1 , θSNOI2 or θSNOI3 and φ = 0. Then, factoring out the array weights
gives,

AFw = AW (9)

where A is the array factor in (5) for antenna array on wedge-shaped conformal surface
with factoring out the complex weights and

W =

⎡⎢⎢⎣
w−2
w−1

w1
w2

⎤⎥⎥⎦ (10)

Next, to ensure that the conformal antenna will have a main beam at the scan angle
θSOI , AFw(θSOI) must equal 1 in (8), or AFw(θSOI) = 1. Then, in order to provide nulls in the
direction of θSNOI1 , θSNOI2 and θSNOI3 , AFw

(
θSNOI1

)
= AFw

(
θSNOI2

)
= AFw

(
θSNOI3

)
= 0

in (8). This can be written in matrix form in the following manner:

AW = C (11)

376



Sensors 2022, 22, 6616

where

C =

⎡⎢⎢⎣
1
0
0
0

⎤⎥⎥⎦ (12)

and AW is defined in (9). Finally, solving for the weights in (11) gives

W = A−1C (13)

By setting the first element in (12) to be 1 and the rest of the elements to be 0, the array
factor is forced to give nulls (or a zero field) analytically at the angles of θSNOI1 , θSNOI2

and θSNOI3 . Thus, the solution of (13) are the array weights required to give these pattern
null features. Furthermore, since the values of Δ±n in the array factor expression in (8)
are written in terms of the wedge angle θb and the location of each antenna element, the
weights computed with (13) are determined in a setting where the antenna, and hence the
wedge, can change shape.

2.5. Computing the Array Weights for N Elements

The previous expressions were determined for N = 4 and can be generalized for more
elements. More, specifically, (8)–(13) can be generalized in the following manner:

AFw =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

AFw(θSOI)
.
.
.

AFw
(
θSNOI1

)
.
.
.

AFw(θSNOIn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)

where

AFwn(θ, φ) =
−1

∑
n=− N

2

Fn,Lejk[uxn+vyn+zn cos θ] +

N
2

∑
n=1

Fn,Rejk[uxn+vyn+zn cos θ] (15)

and Fn,L and Fn,R are defined in (6) and (7), respectively. Then, factoring out the array
weights gives

AFwn = AnWn (16)

where An is the array factor in (15) for antenna array on wedge-shaped conformal surface
with factoring out the complex weights and

Wn =
[
w− N

2
. . . w−1 w1 . . . w N

2

]T
(17)

Finally, the coefficients in (12) can be generalized as

Cn = [c1 c2 . . . cn]
T (18)

and the weights can be computed using

Wn = An
−1Cn (19)
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Equation (19) can then be used to solve for the array weights that will result in a main
radiation pattern in the direction of θSOI and nulls in the directions of θSNOI1 , θSNOI2 , . . .
θSNOI(N−1)

for an N-element array, on a changing wedge-shaped surface.

2.6. Beamforming of a 1 × 4 Array on a Cylindrical-Shaped Surface

Next, the complex weights for antenna array on the cylindrical curvature shown in
Figure 2c are computed. Again, for illustration, the derivations will be carried out for
N = 4 elements. As with the wedge-shaped conformal surface, the projected distance
from the antenna elements on the cylindrical surface to the transmitted wavefront at angle
θSOI(SNOIn) must be computed. Again, these distances are denoted as Δ±n in Figure 2c.
First, the distance from the point where the cylinder intersects the z-axis (denoted as point
P in Figure 2c) to each antenna element is computed using the following equation

h±n =

√
(0 − x±n)

2 + (r − z±n)
2, (20)

where again (x±n, z±n) is the location of the nth element on the cylindrical surface, x±n =
r cos φ±n, z±n = r sin φ±n and φ±n is defined in Figure 2c. As with the wedge-shaped
surface, the problem will be considered as two different cases.

The first case is for θSOI(SNOIn) ≥ 0 and the second case is for θSOI(SNOIn) ≤ 0. The
first case is shown in Figure 2c. The projected elements of A−2, A−1 and A2 in the direction
of θSOI(SNOIn) are outside of the cylindrical surface and the projected element of A1 in
the direction of θSOI(SNOIn) is inside of the cylindrical surface. Because some projected
elements are outside of the cylinder and some are inside, each case will be broken into
two parts. The first part will compute the distance from the elements A−1 and A±2 to the
projected elements on the wavefront and the second part will compute the distance from
the element A1 to the projected element on the wavefront (as shown in Figure 2c).

2.6.1. Case 1: θSOI(SNOIn) ≥ 0

Next, using (20) and several trigonometric identities, the projected distance from the
elements A−1 and A±2 to the transmitted wavefront is calculated as:

Δ±n = h±n sin(∓θSOI(SNOIn) + θ±n) (21)

where θ±n = cos−1|x±n/h±n|. Then, for the element A1 the distance to the projected
element can be computed as:

Δ+n = h+n sin
(

θSOI(SNOIn) − θ+n

)
(22)

2.6.2. Case 2: θSOI(SNOIn) ≤ 0

Again, using (20) and several trigonometric identities, the distance from the elements
A1 and A±2 to the projected elements can be computed as:

Δ±n = h±nsin (±
∣∣∣θSOI(SNOIn)

∣∣∣+ θ±n) (23)

where θ±n = cos−1|x±n/h±n|. Then, for the element A−1, the distance to the projected
element can be computed as:

Δ−n = h−n sin
(∣∣∣θSOI(SNOIn)| − θ−n

)
(24)

Several comments can be made about (21)–(24). As with the wedge-shaped surface,
these expressions have been written in a general manner in terms of antenna position on
the cylindrical surface and the radius of curvature. Moreover, special care should be taken
when implementing these equations if

∣∣∣θSOI(SNOIn)

∣∣∣ ≤ θ±n. This is because for these
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projected elements, angles on the wavefront will be outside of the cylindrical surface. In
this case, the distance to the wavefront can be computed using (21) or (23) (depending on
whether θSOI(SNOIn) ≤ 0 or θSOI(SNOIn) ≥ 0 and the computations of (22) and (24) are
not required.

2.7. Computing the Array Weights for N = 4 Elements

Next, as with the antenna array on the wedge-shaped conformal surface, the array
weights can be computed using (13). For the computations of these array weights on
the cylinder, the distance from the elements to the wavefront should be computed using
(21)–(24).

2.8. Computing the Array Weights for N Elements

Finally, (19) can be used (with the updated distances computed using (21)–(24)) to
compute the array weights for an N-dimensional array on a cylindrical surface with radius
r. As with the wedge-shaped surface, the expressions to compute the array weights
have been written in a general manner that includes element spacing and the radius of
the cylinder. This makes the technique presented here useful for an array attached to a
changing cylindrical surface.

2.9. Computing the Weighting Coefficients with Mutual Coupling

For the previous derivations of (13) and (19), it was assumed that there was no mutual
coupling between the elements. To model the mutual coupling, the work presented in [32]
was considered. More specifically, the work in [32] proposed a model for the mutual coupling
in adaptive arrays and demonstrated that the mutual coupling between the elements of an
adaptive array can cause a significant degradation in the signal-to-interference-plus-noise
ratio (SINR). The methods in [32] will be adopted here to model the mutual coupling
effects on the radiation pattern of the conformal beamforming array. The coupling between
the antenna elements can be modelled as an N + 1 port network, as shown in Figure 3.
The antenna elements in the array are all terminated with ZL and denoted as ports 1, 2, . . .
N. The antenna port driven by a voltage source Vs is denoted as N + 1. The port driven
with Vs is the representation of the transmitted (or incoming) signals at angles θSOI or
θSNOIn . Then, using the Kirchhoff relations for the N + 1 terminal network, the voltage at
the terminated port n can be written as:

VTn = I1Zn,1 + I2Zn,2 + . . . + InZn,m + . . . + IsZn,s (25)

where Zn,m is the mutual impedance between the nth and mth port, In is the current going
through the terminating load on the nth port, Zn,n is the self-impedance of the nth port and
Zn,s represents the mutual coupling term between the driven element with Vs and the nth

antenna element. Furthermore, the current at the nth port can be written in terms of the
terminal voltage and load impedance in the following manner:

In =
−VTn

ZL
(26)

Then, making use of the open circuit condition and removing the terminating impedances
results in I1 = I2 = . . . IN = 0. This simplifies (25) to VTn = IsZn,s. Under these conditions,
(25) represents the open circuit voltages at the nth port caused by the mutual coupling
between the driven element and the nth port, and can be computed as VTn = IsZn,sVOCn.
Next, substituting (26) into (25), making use of the open-circuit condition and writing (25)
in matrix form results in the following:

ZcVT = VOC (27)

379



Sensors 2022, 22, 6616

where

Zc =

⎡⎢⎢⎢⎢⎢⎢⎣
1 + Z1,1

ZL

Z1,2
ZL

· · · Z1,N
ZL

Z2,1
ZL

1 + Z2,2
ZL

· · · Z2,N
ZL

...
...

. . .
...

ZN,1
ZL

ZN,2
ZL

. . . 1 + ZN,N
ZL

⎤⎥⎥⎥⎥⎥⎥⎦ (28)

VT = [VT1 VT2 . . . VTn]
T (29)

and
VOC = [VOC1 VOC2 ···VOCn]

T (30)

The normalized impedance matrix Zc includes self- and mutual-terms, and can be
determined from a 3D full wave simulator such as HFSS [33]. The open circuit voltage
column matrix VOC represents the array weights (i.e., the complex voltages used to drive
the beamforming conformal antenna) without including mutual coupling. This then results
in VOC = Wn where Wn is given in (19). The terminal voltage column matrix VT repre-
sents the array weights that include the mutual coupling and can be computed from (27)
as follows:

VT = Zc
−1VOC (31)

Next, to write the array weights with mutual coupling in terms of Zc, substitute
VOC = Wn into (19) and rearranging gives the following expression:

AnVOC = Cn (32)

Then, solving for VOC in (32) and substituting into (31) gives:

VT = Zc
−1An

−1Cn = Wc
n (33)

where Wc
n represents the new array weights with the coupling included in the computations.

In the next Section, validation of Wn using (19) and Wc
n using (33) for various values of

θSOI and θSNOIn will be presented followed by the characteristics of the array weights for
various conformal surfaces.

Figure 3. N-port network illustration of conformal array with a signal of interest at angle θSOI

or θSNOIn .

3. Validation with Analytical, Simulations and Measurement Results

In this Section, a beamforming array is used to validate the previously derived array
weight expressions using simulations and measurements. More specifically the array
weights are computed using (19) and (33) for the 1 × 4 element array on the singly curved
wedge and cylindrical curvature surfaces, shown in Figure 2. Two different beam-formation
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patterns were considered, and each pattern was evaluated on three different conformal
surfaces. The characteristics of each beam-formation pattern, denoted as pattern 1 and
pattern 2, are mentioned in Table 1. Furthermore, the three conformal surfaces considered
were the singly curved wedge surface with θb = 30◦ and θb = 45◦ and a cylindrical surface
with r = 10 cm.

Table 1. Specifications of the beamforming patterns.

Variable Pattern 1 Pattern 2

θSOI 0◦ 40◦
θSNOI1 −30◦ −45◦
θSNOI2 30◦ −25◦
θSNOI3 40◦ 10◦

3.1. Four-Element Beamforming Array

For measurement purposes, the four-element beamforming array shown in Figure 4a
was manufactured. The array consisted of connectorized voltage-controlled phase shifters,
voltage-controlled attenuators, a four-way power divider, an amplifier and four microstrip
patches designed to operate at 2.47 GHz. A picture of the attenuators, phase shifters and
power divider of the manufactured array is shown in Figure 4b, and a picture of the four
microstrip patches is shown in Figure 4c. Four individual microstrip patches were used for
the convenience of placing the array on the various conformal surfaces. The phase shifters
were manufactured by Hittite Microwave Corporation [34] (PN: HMC928LP5E) and the
power divider, attenuators and amplifiers were manufactured by Mini-Circuits [35] (PNs:
ZN8PD1-53-S+, ZX73-2500-S+ and ZX60-33LN-S+, respectively). Identical SMA cables
were used to connect each patch to a port on the power divider.

 

Figure 4. (a) Topology of the four-element beamforming array, (b) a picture of the power divider,
voltage-controlled phase shifters and voltage-controlled attenuators used for measurements and (c) a
picture of the microstrip patch elements used for attachment to conformal surfaces.

3.2. Beamforming Results on the Conformal Wedge Antenna Array with θb = 30◦

First measurements taken were for the 1 × 4 element beamforming array on the singly
curved flexing wedge in Figure 2a for θb = 30◦, and the array weights were computed using
(33). The inter-element spacing was 0.5 λ and a picture of the array being measured on the
surface with a 2-port network analyzer in a fully calibrated anechoic chamber is shown in
Figure 5a. The results from these measurements for both patterns summarized in Table 1
are shown in Figure 6a,b. Next, the four-element beamforming array was modelled in
HFSS and the weights computed using (33) were used to drive the array. More specifically,
the separate substrates, conducting layers and SMA connectors were modelling in HFSS to
provide an accurate representation of the measurement setup in Figure 5. The radiation
pattern from these simulations can also be seen in Figure 6a,b at 2.47 GHz. Then, for a third
comparison both patterns were computed analytically using the array factor expression

381



Sensors 2022, 22, 6616

in (5) with the weights determined using (19). These results are also shown in Figure 6a,b.
Finally, new weights that include the mutual coupling were computed using (33) and used
in (5) to compute the radiation pattern analytically. These results are shown in Figure 6a,b.
Overall, agreement between measurements, simulations and analytical computations (with
both sets of array weights) is shown. The array weights for the results in Figure 6a,b are
shown in Tables A1 and A2 in Appendix A.

 

Figure 5. (a) Photograph of the four-element beamforming array being measured on the singly curved
non-conducting wedge surface with θb = 30◦ and (b) photograph of the four-element beamforming
array being measured on the cylindrical-shaped surface with r = 10 cm.

 
(a) 

 
(b) 

Figure 6. (a) Pattern 1 beamforming results for the 1 × 4 microstrip patch array on the singly curved
(wedge-shaped) surface with θb = 30◦; (b) Pattern 2 beamforming results for the 1 × 4 microstrip
patch array on the singly curved (wedge-shaped) surface with θb = 30◦.
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3.3. Beamforming Results on the Conformal Wedge Antenna Array with θb = 45◦

Next, measurements were taken for the four-element beam-forming array on the
singly curved flexing wedge in Figure 2a for θb = 45◦. The adjacent element spacing was
again 0.5 λ and (33) was used to compute the new array weights. The results from these
measurements for both patterns summarized in Table 1 are shown in Figure 7a,b. Next, the
four-element beamforming array was simulated in HFSS with the array weights computed
using (33) for θb = 45◦ and the radiation pattern can also be seen in Figure 7a,b at 2.47 GHz.
Then, for a third comparison, the expression in (19) was used to compute the analytical
results shown in Figure 7a,b. Next, the four-element beamforming array was simulated in
HFSS with the array weights computed using (33) for θb = 45◦ and the radiation pattern can
also be seen in Figure 7a,b at 2.47 GHz. Then, for a third comparison the expression in (19)
was used to compute the analytical results shown in Figure 7a,b. New weights that include
the mutual coupling were also computed using (33) for the new value of θb = 45◦. These
weights were then used in (5) to compute the radiation pattern and these results are shown
in Figure 7a,b. As with the θb = 30◦ results, agreement between measurements, simulations
and analytical computations is shown. The array weights for the results in Figure 7a,b are
shown in Tables A3 and A4 in Appendix A.

 
(a) 

 
(b) 

Figure 7. (a) Pattern 1 beamforming results for the 1 × 4 microstrip patch array on the singly curved
(wedge-shaped) surface with θb = 45◦; and (b) Pattern 2 beamforming results for the 1 × 4 microstrip
patch array on the singly curved (wedge-shaped) surface with θb = 45◦.

383



Sensors 2022, 22, 6616

3.4. Beamforming Results on the Conformal Cylindrical Antenna Array with r = 10 cm

Finally, the same comparison between measurements, simulations and analytical
computations was conducted for the four-element array on the cylindrical-shaped surface
with r = 10 cm. The array being measured in the full anechoic chamber is shown in Figure 5b
and the results are shown in Figure 8. It should be mentioned that in order to measure the
array on a cylindrical surface, a sphere was used and the antenna elements were placed
along the equator. This then resulted in an antenna shape similar to a cylindrical surface.
Simulation results and analytical computations with and without the coupling are also
shown in Figure 8 and overall agreement is shown. The array weights for the results in
Figure 8 are shown in Tables A5 and A6 in Appendix A.

 
(a) 

 
(b) 

Figure 8. (a) Pattern 1 beamforming results for the 1 × 4 microstrip patch array on the cylindrical
curvature surface with r = 10 cm; (b) Pattern 2 beamforming results for the 1 × 4 microstrip patch
array on the cylindrical curvature surface with r = 10 cm.

4. Discussions

For the results in Figures 6 and 7, the most agreement is between the measured results,
the HFSS simulations and the analytical computations with the array weights including
the mutual coupling. This illustrates the improved accuracy of the weights computed
using (33).

Moreover, when comparing the pattern 2 results in Figure 6b and b, it is shown that
more agreement between the results around −60◦ exist for the θb = 45◦ surface than for
the θb = 30◦ surface. This is thought to be due to the more severe surface deformation that
exists for the θb = 45◦. Overall though, the array weights computed using (19) and (33)
have been shown to be accurate and the effects due to the mutual coupling and surface
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deformations on the radiation pattern have been demonstrated. Thus again, the weights
computed using (33) can be used to model the coupling, and with proper optimization, an
improved beam-formation could be achieved in a general setting that includes the mutual
coupling between elements on a changing conformal surface.

The approach to beamforming presented in this paper has many applications ranging
from IoT devices, 5G and mobile satellite communications. As devices in these spaces
become smaller, phased array antennas are required to operate in the vicinity of scattering
surfaces and other array elements, hence requiring knowledge of mutual coupling.

5. Dependence of Complex Weights on the Geometry of the Conformal Surface

Next, the array weights for a three-element array were computed analytically using
(19). This was undertaken to show how the array weights are dependent on bend angle
θb and the radius of curvature r. It should be mentioned that = 3 was chosen because the
problem becomes much more complex for N > 3 and requires a numerical analysis of the
matrices in (19). After several algebraic steps it can be shown that the array weights can be
written as:

w+1 =
1

F1,R
Δ − DF−1,L

Δ (34)

w0 = 1 − w+1[F1,R(θSOI)− DF−1,L(θSOI)] (35)

and
w−1 = −w+1D (36)

where

D =
F1,R

(
θSNOI2

)− F1,R
(
θSNOI1

)
F−1,L

(
θSNOI2

)− F−1,L
(
θSNOI1

) (37)

F1,R
Δ = F1,R(θSOI)− F1,R

(
θSNOI1

)
, F−1,L

Δ = F−1,L(θSOI)− F−1,L
(
θSNOI1

)
and Fn,L and

Fn,R are defined in (6) and (7), respectively, with the weights factored out. For a small value
of N the results in (34)–(36) show that the expression for the array weights can be quite
complicated. Then again, it does also show the dependency of each weight on the angle
θSOI(SNOIn) and the location of each antenna element in the array.

To illustrate the behavior of the weights using (34)–(36) for various surfaces, the
three-element array was considered on a wedge-shaped surface for various values of θb.
For these computations, the values of θSOI and θSNOIn were θSOI = 40

◦
, θSNOI1 = −45

◦

and θSNOI2 = 10
◦
. The amplitude and phase of the array weights computed using (34)–(36)

are shown in Figure 9. The results show that for a fixed beam-formation there is a strong
relationship between the array weights and the conformal surface. A similar derivation
could be conducted to compute (33) for the array weights that include coupling, and the
same relationship between the array weights and the surface deformation was shown to
exist for the cylindrical surface.
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(a) 

 
(b) 

Figure 9. (a) Magnitude of the array weights for the 1 × 4 array on the singly curved (wedge) surface
and (b) Phase of the array weights for the 1 × 4 array on the singly curved (wedge) surface.

6. Conclusions

Beamforming of a one-dimensional array on a changing singly curved wedge and
cylindrical curvature surface was investigated. New matrices for computing the array
weights that both do not include and include the mutual coupling between elements are
presented. The computations of these array weights were then validated with the simulation
and measurements of a four-element beamforming array. Overall agreement between the
results was shown and the characteristics of a beamforming array on a conformal surface
were discussed.
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Appendix A

The following tables summarize the array weights for the results in Figures 6–8.

Table A1. Array weights of the conformal antenna on the wedge-shaped surface with θb = 30◦

without coupling using (19).

Pattern 1 Weights Pattern 2 Weights

w−2 = 0.98∠+ 128.76
◦

w−2 = 0.31∠− 72.72
◦

w−1 = 0.21∠− 75.85
◦

w−1 = 0.56∠+ 135.57
◦

w1 = 1.00∠+ 35.24
◦

w1 = 1.00∠− 2.34
◦

w2 = 0.59∠− 174.73
◦

w2 = 0.84∠− 78.45
◦

Table A2. Array weights of the conformal antenna on the wedge-shaped surface with θb = 30◦ with
coupling using (33).

Pattern 1 Weights Pattern 2 Weights

w−2 = 0.96∠+ 88.34
◦

w−2 = 0.35∠− 112.26
◦

w−1 = 0.26∠− 108.76
◦

w−1 = 0.61∠+ 91.65
◦

w1 = 1.00∠− 8.1
◦

w1 = 1.00∠− 39.52
◦

w2 = 0.65∠+ 146.62
◦

w2 = 0.84∠− 124.1
◦

Table A3. Array weights of the conformal antenna on the wedge-shaped surface with θb = 45◦

without coupling using (19).

Pattern 1 Weights Pattern 2 Weights

w−2 = 1.00∠− 154
◦

w−2 = 0.26∠− 14.85
◦

w−1 = 0.74∠− 31.9
◦

w−1 = 0.26∠+ 165.14
◦

w1 = 0.62∠+ 65.6
◦

w1 = 1.00∠+ 39.57
◦

w2 = 0.52∠− 107.1
◦

w2 = 0.88∠− 16.86
◦

Table A4. Array weights of the conformal antenna on the wedge-shaped surface with θb = 45◦ with
coupling using (33).

Pattern 1 Weights Pattern 2 Weights

w−2 = 1.00∠− 155.1
◦

w−2 = 0.34∠− 15.8
◦

w−1 = 0.41∠− 56.29
◦

w−1 = 0.14∠+ 121.26
◦

w1 = 0.24∠+ 55.72
◦

w1 = 0.17∠+ 21.0
◦

w2 = 0.53∠− 116.44
◦

w2 = 1.00∠− 28.94
◦
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Table A5. Array weights of the conformal antenna on the cylindrical-shaped surface with r = 10 cm
without coupling using (19).

Pattern 1 Weights Pattern 2 Weights

w−2 = 0.95∠+ 48.27
◦

w−2 = 0.53∠− 133.55
◦

w−1 = 0.22∠+ 38.35
◦

w−1 = 0.86∠+ 83.9
◦

w1 = 1.00∠− 7.36
◦

w1 = 0.91∠− 51.41
◦

w2 = 0.60∠+ 110
◦

w2 = 1.00∠− 136.1
◦

Table A6. Array weights of the conformal antenna on the cylindrical-shaped surface with r = 10 cm
with coupling using (33).

Pattern 1 Weights Pattern 2 Weights

w−2 = 0.97∠+ 5.39
◦

w−2 = 0.59∠+ 168.29
◦

w−1 = 0.26∠+ 102.15
◦

w−1 = 0.94∠+ 29.34
◦

w1 = 1.00∠− 75.79
◦

w1 = 1.00∠− 102.68
◦

w2 = 0.93∠+ 61.92
◦

w2 = 0.88∠+ 169.59
◦
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Abstract: The high band pattern distortions in an 1810–2690 MHz frequency band, introduced due
to low band radiators working in 690–960 MHz, are mitigated by a simple yet effective change to
the low band-radiating elements. A novel horizontal and vertical radiating element is designed
instead of a conventional slant polarized low band-radiating element to reduce the scattering. The
slant polarization is achieved from the horizontal and vertical dipoles, using a 180◦ hybrid coupler.
The vertical dipole length is optimized to improve the high band patterns. The experimental results
verified that the proposed horizontal and vertical low band dipole result in the reduction of high
band pattern distortions. The low band-radiating elements provide >12 dB return loss over the entire
frequency band 690–960 MHz and provide comparable pattern performance to a conventional slant
low band dipole.

Keywords: base station antenna; hybrid-matching circuits; pattern distortion; crossband scattering
suppression; wideband matching

1. Introduction

The growth in connected devices requires high connection density in 5G networks. In
fact, requirements specify more than 1 million devices per square kilometer for 5G massive
machine-type communication (mMTC), a 10-fold increase compared to 4G [1]. This is
catered through small cell densification and improved spectrum utilization, which both
require compact multiband antenna systems. The compactness and need for multiband
antenna systems present conflicting demands, since the need for multiple bands requires
multiple arrays and thus more space [2,3]. The only way to realize a compact antenna is
to interleave these multiband arrays. The main challenge is to then ensure the radiation
patterns are not distorted due to scattering from other radiating elements in the vicinity.
In such multiband interleaved array, the high-frequency element patterns are impacted
due to the scattering from the currents induced in low-frequency radiating elements and
vice versa. The impact can be on multiple parameters such as beamwidth, squint, and
cross-polarization discrimination (XPD). Often, it is attempted to ensure that each radi-
ating element is transparent to each other in their operating frequency bands, which is a
challenging task.

The common approach to reducing the crossband scattering is to adopt different sizes
and shapes of metal cavities or walls [4–7]. Cavity-backed antenna is used in [8] to improve
the isolation of antenna elements in an array. In [9], the high-frequency band (HB) pattern
distortions caused by the lower frequency band (LB) radiating elements are minimized by
introducing chokes into the LB element. These chokes are quarter-wavelength open-circuit
segments at high band frequencies, which minimizes scattering. In [10], the printed dipole is
segmented into smaller segments that are not resonant in the higher-frequency band region.
Each segment is connected to the other by inductive thin lines. This makes the lower band
elements transparent to the high band-radiating elements. In [11], a cloaked antenna system
is realized to minimize the scattering of closely located antennas. Filtering techniques with
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different configurations are also employed to obtain better isolation between radiating
elements. As in [12], the filtering antenna as array elements has been proposed. The
radiating element realized the filtering response by adding the shorting pins and E-slot
to reduce the crossband scattering. A coupled resonator-based decoupling network is
deployed in [13] to improve crossband scattering. The currents induced by the coupled
resonator help to suppress the strong coupling between the antennas operated in two
frequency bands. The addition of a frequency-selective surface between the high band
and low band elements has been deployed in [14] to reduce the crossband scattering.
Although these techniques suppress the crossband scattering, they do require significant
modifications to LB or HB elements which can increase the cost of manufacturing due to
added complexity of products.

The novelty in this work is in the simple and effective approach proposed to reduce
the crossband scattering at HB by orienting the LB radiating element in horizontal (H)
and vertical (V) directions, as shown in Figure 1b, in contrast to the conventional slant
LB dipole configuration shown in Figure 1a. The main challenge then is to generate the
slant polarization (±45◦) from an H and V oriented dipoles. This has been overcome by
utilizing a 180◦ hybrid coupler. Below is a list of abbreviations in Table 1 to provide a better
understanding of acronyms used in the proposed technique.

Figure 1. (a) Slant dipole configuration used in traditional interleaved scheme for dual-band dual-
polarized BSA. (b) The proposed horizontal and vertical LB dipole configuration (LBHV) with HB
subarrays. P1 and P3 refer to +45 polarizations; P2 and P4 refer to −45 polarization.

Table 1. List of Acronyms.

No. Acronym Description

1 HB High band
2 LB Low band
3 BSA Base station antenna
4 LBHV Low band horizontal–vertical
5 HPBW Half power beamwidth
6 HD Horizontal dipole
7 VD Vertical dipole
8 TL Transmission line

2. Low Band Horizontal and Vertical Configuration

The HB and LB elements are interleaved in the current base station antenna (BSA)
for space savings. Due to the use of ±45 polarized elements, the dipoles are oriented in a
slant configuration, as shown in Figure 1a. It should be noted that a full array has multiple
such elements arranged vertically, and that only a segment is depicted in this figure for
clarity. The presence of the LB radiator on top of the HB radiators can induce HB currents
on the LB dipoles, acting as resonating structures and distorting the patterns. In addition,
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being directly in front of the HB radiators disrupts the nearfield distribution and scatters
the desired HB patterns. This results in undesirable HB patterns, as shown in Figure 2.

 

Figure 2. High band-only and high band with slant LB antenna-measured azimuth patterns at
(a) 1.8 GHz, (b) 2.4 GHz and (c) 2.6 GHz.

The aim of this work is to mitigate such HB pattern effects due to LB antenna element.
The location of the dipoles of the LB antennas on top of the HB antenna elements was
investigated. It was found that pattern distortions were significant as long as the LB dipole
was directly above the HB antenna element, irrespective of the type of the HB radiator.
This study uses a square-shaped cross-dipole antenna as the HB element [4]. The HB array
itself, without any LB radiators, has cleaner patterns with half-power beamwidth (HPBW)
around 65 ± 5◦ and almost no squint, as shown in Figure 2.

A careful observation of the current distribution at HB frequencies revealed that the
induced HB currents reduce in magnitude as the LB dipoles are moved away from a slant
position to horizontal and vertical positions. As a result, HB patterns are cleaner, as shown
in Figure 3. This LB configuration is referred to as Low Band Horizontal–Vertical (LBHV)
from here onwards. The measured results show that the pattern performance of HB arrays
with LBHV elements is similar to HB-only radiation patterns.

 
Figure 3. High-band measured azimuth radiation patterns with a LBHV element at (a) 1.8 GHz,
(b) 2.4 GHz, and (c) 2.6 GHz.

It is observed that the main beam shows a significant 3 dB and 10 dB beam squint
with the slant dipoles compared to the LBHV, as shown in Figure 4a–f. The proposed work
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is also compared with the recent state-of-the-art works in Table 2, which shows isolation
performances and the addition of structure type to radiating elements.

 

 

 
Figure 4. Measured 10 dB azimuth beamwidth of HB arrays with (a) LBHV element (b) LB slant
element, 10 dB azimuth beam peak of HB arrays with (c) LBHV element (d) LB slant element, 3 dB
azimuth beam peak of HB arrays with (e) LBHV element (f) LB slant element. The P1, P2, P3, and P4
refer to polarizations indicated in Figure 1.
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Table 2. Comparison of recent state-of-the-art works with proposed work.

References Modification Type to Improve Isolation
Frequency

Band (GHz)
Isolation (dB)

HPBW
(Measured)

[4] Metal baffles 0.77–0.98
1.65–2.9

>23
17.5

64.5 ± 57.1◦
84.4 ± 74.1◦

[5] Arc-shaped baffle plates 0.74–0.96
1.7–2.6 >27.5

61.5◦
90◦

[9] Chokes in LB element 0.82–1
1.71–2.28 NG

69.5 ± 4◦
65 ± 5◦

[12] Filtering antenna elements 1.71–1.88
1.9–2.17 >30 65 ± 5◦

Proposed Antenna No added structure 0.69–0.96
1.8–2.6

>36
>20

60 ± 5◦
65 ± 11◦

3. Virtual Slant Polarizations

The base station antennas require ±45 polarized antenna elements, and the proposed
horizontal and vertical dipoles provide only horizontal and vertical polarization. Therefore,
a novel technique creates a ±45 polarization virtually from H- and V-oriented dipoles. The
180◦ hybrid coupler is a common microwave component which can be realized either as a
rat-race, ring or magic T-hybrid. The 180◦ hybrid coupler is commonly used to get in and
out of phase signals. Different design approaches have been followed in the literature, just
as in [15] where a specialized TL is designed for a compact rat race coupler.

As shown in Figure 5a, a 180◦ hybrid coupler is used between the inputs and the
LBHV element. Port 2 feeds the horizontal polarized element, and port 3 of the hybrid
provides the vertically polarized dipole.

Figure 5. (a) Conversion of slant-polarized inputs to H and V polarized inputs, (b) creation of virtual
slant polarizations from H and V feed signals.

The AH and AV can be expressed in terms of the +45 and −45 input signals A+45 and
A−45 as: [

AH
AV

]
= [S180◦ ]

[
A+45 ∠ θ+45
A−45 ∠ θ−45

]
AH =

1√
2
[A+45 ∠ θ+45 + A−45 ∠ θ−45]

394



Electronics 2022, 11, 3423

Av =
1√
2
[A+45 ∠ θ+45 + A−45 ∠ θ−45 − 180◦]

The output at port 2, fed to the horizontal-polarized dipole, contains the in-phase
components of both the +45 and −45 polarizations, while the output port 3 contains signals
of +45 in-phase and a −45 signal with a 180◦ phase shift. Since the +45 signal is fed in phase
to both the H and V polarizations, it virtually creates a sum vector in the +45 direction,
as shown in Figure 5b. The −45 component fed to the vertically polarized element has a
180◦ phase difference compared to the horizontally polarized dipole. Therefore, it creates a
signal polarized in the −45 direction, as shown in Figure 5b. By the theory of reciprocity,
the received signals at H and V dipoles provide the sum and difference signals, which are
+45 and −45 signals, back to the baseband unit.

4. Low Band Element

The LBHV element should have a comparable performance in terms of patterns to
a slant dipole, while providing minimum distortions to the HB patterns. The length of
the dipoles in the H and V polarizations are optimized to meet these requirements. The
optimized values were obtained through a series of parametric studies. It was found that
the vertical dipole length presents more resonant behavior at the high band and needs to
be shorter to reduce HB pattern distortions. This can result in a wider 3 dB beamwidth for
LB patterns. A longer dipole close to a full wavelength is required in the H orientation to
compensate for this.

The LB dipoles need to be impedance-matched for the 690–960 MHz band. The
impedance-matching network is based on a feed network design proposed in [16]. A ladder-
type band-pass filter using a serial and shunt resonant LC circuit is used for wideband
matching. As shown in Figure 6, a circuit model contains three tuners, i.e., a series resonator
and a shunt resonator used to control/reduce the changing reactance, followed by a quasi-
quarter wavelength transmission line (TL2). The optimization and physical realization
were conducted in a CST studio to obtain the best match over the required band.

Figure 6. Circuit theory model of matching circuit.

The matching circuit was implemented using microstrip technology, as shown in
Figure 7a. The lines TL1 (transmission line) and SL (short line) are realized as coupled
lines that are printed on the back-conducting layer, while TL2 and OL (open line) are
conventional microstrip layers.
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Figure 7. (a) Perspective view of the LBHV. The horizontal dipole is 135 mm long, and the vertical
dipole is 60 mm long, (b) details of the LB horizontal dipole (LBHD) feed, (c) details of the LB vertical
dipole (LBVD) feed.

The configuration of horizontal dipole balun is shown in Figure 7b, while short dipole
balun is depicted in Figure 7c. They are orthogonally arranged to feed the pair of horizontal
and vertical LB arms. Although matching the short dipole is quite challenging, the antenna
is well-matched with a reflection coefficient of better than 12 dB for horizontal polarization,
and better than 10 dB for vertical polarization from 690 MHz to 960 MHz, as shown in
Figure 8a. To have an insight into the working mechanism of the proposed antenna, VSWRs
are studied and shown in Figure 8b. The optimized dimensions of the structure are those
listed in Table 3. A fabricated prototype of the antenna is shown in Figure 9.

 
(a) (b) 

Figure 8. (a) The measured return loss of the short V-dipole and long H-dipole. (b) VSWR of proposed
antenna LBHV.
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Table 3. Optimized parameters of the proposed antenna.

Parameters. Values LB-HD (mm) Values LB-VD (mm) Description

W-SL 6.5 10 Width of SL

L-SL 95 95 Length of SL

W-TL1 8.5 8.5 Width of TL1

L-TL1 17 17 Length of TL1

W-TL2 2 3 Width of TL2

L-TL2 60 50 Length of TL2

W-OL 4 5 Width of OL

L-OL 18 17 Length of OL

g 19 13 Gap between SL

 
Figure 9. Fabricated prototype with (a) LBHV antenna element (b) LB slant element.

Despite this, the achieved HPBW with LBHV configuration is relatively stable, with a
reflection coefficient larger than 12 dB. The port-to-port-measured worst-case isolation of
LBHV configuration in hybrid mode is 36 dB at 960 MHz and 20 dB at 2 GHz, as shown in
Figure 10, in the desired whole-band 690–960 MHz and 1810–2690 MHz, respectively.

Figure 10. Measured isolation of proposed antenna LBHV with slant.
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5. Conclusions

The high band pattern distortions can be reduced by using a horizontal and vertical
low band element instead of a conventional slant low band element. The scattering from
this low band element is minimized since dipoles are moved away from the high band-
radiating elements. This method is simpler compared to other techniques available in the
literature that require significant modifications to radiating element design, resulting in
an increased cost. The construction of the horizontal low band element is almost similar
to a conventional low band element design, and therefore, construction and assembly are
simple. The only addition is a 180◦ hybrid coupler, which is used to generate the slant
polarizations. The new low band element is matched over the entire low band frequency
range with >12 dB return loss and the low band patterns are identical to conventional slant
low band element pattern with 6.2 dB gain, 60 ± 5◦ beam width for a single element.
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Abstract: On the African continent, South Africa has world-class astronomical facilities for advanced
radio astronomy research. With the advent of the Square Kilometre Array project in South Africa
(SA SKA), six countries in Africa (SA SKA partner countries) have joined South Africa to contribute
towards the African Very Long Baseline Interferometry (VLBI) Network (AVN). Each of the AVN
countries aims to construct a single-dish radio telescope that will be part of the AVN, the European
VLBI Network, and the global VLBI network. The SKA and the AVN will enable very high sensitivity
VLBI in the southern hemisphere. In the current AVN, there is a gap in the coverage in the central
African region. This work analyses the increased scientific impact of having additional antennas in
each of the six countries in central Africa, i.e., Cameroon, Gabon, Congo, Equatorial Guinea, Chad,
and the Central African Republic. A number of economic human capital impacts of having a radio
interferometer in central Africa are also discussed. This work also discusses the recent progress on
the AVN project and shares a few lessons from some past successes in ground stations retrofitting.

Keywords: radio astronomy; square kilometre array; very long baseline interferometry; radio
interferometer

1. Introduction

The spatial resolution of a particular telescope determines how well one can see the
details of cosmic objects. This resolution depends on the size of the telescope and the
wavelength of the astronomical sources. To have a better resolution, one solution is to build
a telescope with a large diameter. However, there is a practical limitation on the size of a
telescope, and this led to the development of interferometry. That is, instead of having one
large telescope, one can cross-correlate signals from individual antennas, and the resolution
of the combined array of the antennas (the so-called interferometer) is determined by the
largest separation (baseline) between the individual antennas. The combined array is
therefore equivalent to a large single-dish telescope with a diameter equal to the longest
baseline. Many radio telescopes were built after the development of the interferometry
techniques. However, by the mid-1960s [1], it was realised that some radio sources could not
be resolved even with radio telescopes of a few hundred km baselines. The quest for higher
resolution led to the development of the Very Long Baseline Interferometry (VLBI) [2]. The
VLBI is a technique of cross-correlating signals recorded by different antennas (and/or an
array of antennas) separated by a large distance of up to the diameter of the earth. With this
technique, detailed images of astronomical objects at milliarcsecond resolution have been
obtained. In addition, high-precision astrometry has also been achieved.

South Africa and Australia are currently leading one of the most powerful and mod-
ern radio telescopes, the Square Kilometre Array (SKA) [3]. The SKA will be split in a
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mid-frequency (350 MHz–14 GHz) part build in South Africa, which will incorporate the
MeerKAT telescope [4], and a low-frequency (50–350 MHz) part in Australia. To enable
high-resolution interferometry through the VLBI, the SKA South Africa currently leads an
effort to convert existing unused telecommunication dishes in partner countries (Botswana,
Ghana, Kenya, Madagascar, Mauritius, Mozambique, Namibia, and Zambia) to radio tele-
scopes. The converted antennas will then become part of a network of antennas distributed
throughout Africa to form the African VLBI Network (AVN) [5]. Ghana has already suc-
cessfully converted its old telecommunication dish to a working radio telescope [6]. Efforts
to do the same in other African partner countries are underway. The AVN will significantly
improve the science capabilities of the global VLBI community [7]. The AVN combined
with the existing international VLBI facilities will produce huge quantities of data, present-
ing new challenges in data processing and storage. New techniques to manage the data
must be developed, including: storage systems and data compression techniques; machine
learning methods; software design techniques, control, and monitoring systems that paral-
lel the internet of things; data flow architecture; and systems dealing with massive-scale
computing. All of these challenges will strengthen the scientific collaborations between
South Africa and its partner countries. In addition, Africa will become an international
science and technology focus.

The central African states are currently not part of the AVN. This paper investigates
the technical impact of this in terms of the AVN image quality and science capabilities.
We will demonstrate by means of simulations how the AVN image signal-to-noise ratio
(S/N) improves if antennas were added in these countries. This paper also highlights
the economical and technological benefits for these countries should they join the AVN
project. The main objective of this work is to stimulate a discussion within the global VLBI
community on the need for additional antennas in the central African region.

2. Motivations

The Central African States (ECCAS—Economic and Community of Central African States)
is a group of countries located in the centre of the African continent. These countries are located
along the equator, have an ideal position, with a tropical climate, constant duration between
days and nights, and no harsh climate, hence being ideal for observation. The ECCAS countries
are mostly French speaking, with little use of English, and their integration to world scientific
projects has been significantly slower compared to that of other African countries. Except for
Cameroon, the countries in that space rank at the bottom of all continental and worldwide
scientific metrics. In Africa, most scientific projects are split/shared between the North and
the South. Northern African states are very close to Europe, hence they enjoy the benefit of
that proximity in terms of scientific collaboration and industrial outsourcing. Southern African
states are mostly English speaking and slightly wealthier than other parts of the continent,
hence they have been very successful in attracting world-class scientific projects to their area.
A similar trend is observed in the East and West African countries which have a large number
of English-speaking countries. The ECCAS states are lagging, and the low scientific output,
in terms of projects and journal publications in the region, correlates these facts [8]. To date,
the ECCAS have not joined the AVN, even though significant advantage could open up for the
region by becoming part of the AVN. Moreover, due to their geographical locations, the existing
AVN community will significantly benefit from the participation of that region. Below are some
non-exhaustive benefits of joining the AVN.

2.1. Education and Research Impacts

Joining the AVN will boost international cooperation in the field of astronomy and
engineering and enable participation in international scientific research. Running a radio
telescope requires skilled engineers, scientists, and technicians who will manage and
run the facility. These personnel need to be trained in various disciplines, from radio
astronomy and astrophysics to computer science and engineering. The decision to join the
AVN network will trigger the development of critical skills and the institutional capacity
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necessary to optimise the ECCAS participation in the SKA. The high-end technologies and
high-performance computing facilities needed to operate and maintain the telescopes are
being developed in South Africa. The Centre for High-Performance Computing (CHPC) is
already in place and running.

Ghana has already successfully converted its old telecommunication dish into a func-
tioning radio telescope [6]. This is a demonstration that Africa can participate in high-level
scientific research. The skills and experience from the development of these facilities will
be transferred to the ECCAS if they join the AVN project. In addition, the project will
bring new scientific opportunities to the ECCAS countries in a relatively short timescale.
Currently, students in the AVN partner countries are benefiting from a number of scholar-
ships to pursue further studies, train, and acquire more skills. Some of those scholarships
include but are not limited to: the South African Radio Astronomy observatory (SARAO)
scholarship; the Development for Africa with Radio Astronomy (DARA) project in the
United Kingdom; and a number of South African Research Chairs Initiative (SARChI)
of the Department of Science and Technology and the National Research Foundation.
Another benefit in joining the project includes the training of African scientists, engi-
neers, and technicians, with a view to ensuring that partner countries benefit from the
second phase of the SKA. Along this issue of human capacity consolidation, a number of
surveys have already highlighted the relatively weak hands-on exposure to core engineer-
ing and artificial intelligence skills among graduates trained in mathematical sciences in
Africa. Towards possibly mitigating this diffuse pathology in the African Higher Educa-
tion ecosystem, it is worth noting that a growing number of open-source hardware (and
software) platforms offer, today, compelling tools for early exposure to what we could
naively term the applied component of mathematical sciences. Due to its cross-discipline
nature, radio interferometry has long been recognised as a suitable operational frame-
work for impacting both conceptual and practical aptitudes to graduates. This can be
illustrated by a pathfinding teaching and learning approach jointly adopted by Otago
University (New Zealand), Rhodes University, and Stellenbosch University (South Africa)
in deploying three mature versions of the Transient Array Radio Telescope (TART). TART
(https://en.wikipedia.org/wiki/Transient_Array_Radio_Telescope accessed on 15 June
2022, https://www.womeninscience.africa/newly-launched-radio-telescope-opens-up-
stem-learning-opportunities/ accessed on 15 June 2022) is an inexpensive open-source
24-elements radio telescope specifically designed to be a platform for experimental imaging
algorithms for undergraduate and graduate students as well as researchers. It has the
unique feature to allow the filling of multi-scale gaps in a value chain ranging from a basic
knowledge of a diode to the most advanced mathematics embedded in artificial intelligence
and related fields [9]. TART holds the range of versatility and affordability suitable for
various intensities and targets for training African graduates in aperture synthesis as a way
to better integrate a number of them into the AVN and SKA era.

2.2. Economic Impacts

The AVN will trigger foreign investment and expenditure (including local contracts
and suppliers). The skills development that will be promoted by the project should en-
hance ECCAS’ engineering and scientific capabilities, promoting science and engineering
breakthroughs for other sectors, such as medicine, remote sensing, and telecommunication,
thereby enhancing innovation and competitiveness among industries. The construction or
conversion of the telescopes will pave the way for a major boost to the local businesses,
e.g., tourism industries, construction industries, and hospitality industries, thus creating
new job opportunities and enhancing local revenue.

2.3. Scientific Impacts and Capabilities

Each AVN antenna will be designed to work as a single-dish radio telescope and as
part of a larger VLBI network. The Ghana Radio Astronomy Observatory (GRAO) can
serve as a reference case of what would be the science capabilities of the AVN antenna.
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The GRAO currently operates at 6.7 and 5 GHz frequencies. Future bands potentially
include the L-band and the K-band receivers. Thus, as a single dish, it can be used to
detect methanol masers, water masers, and pulsars; perform spectral line imaging; and
observe continuum sources from AGNs and star-forming regions. The first detection
of the methanol maser, G9.621+0.196E, was successfully performed by the GRAO on
21 November 2016. In addition, the GRAO detected the Vela pulsar (PSR J0835-451) at
5 GHz on 30 April 2017 [10]. In addition, the GRAO is currently being used to promote
astronomy outreach [11] and was also used to detect the planet Mercury as it transited in
November 2019 [12]. As part of a VLBI network, the AVN has a range of applications. This
includes astrometry, geodesy, spacecraft tracking, and high-resolution imaging of distant
radio sources. When combined with the global VLBI network worldwide, the AVN will
significantly improve the imaging capability of the current VLBI network by providing
more arrays and longer baselines.

2.4. Recent Progress on the AVN Project

The latest developments in the AVN project in each of the partner countries were
reported during the 6th SKA Africa Partner Countries Meeting from 14 to 17 October 2019
in Pretoria, South Africa. As reported by South Africa’s Department of Science and Tech-
nology (DST), capacity building was one of the top priorities for each of the AVN partner
countries. For example, through the two-dish interferometer concepts, universities in
partner countries will be equipped with small radio telescopes aimed at radio astronomy
training and astronomy outreach activities. The Botswana International University for
Science and Technology already secured its two-aerial dish interferometer, UK Newton
Funding, and a 10-PC laboratory to train students in radio astronomy. In this regard, Kenya
also reported during the meeting that it plans to set up its two-dish interferometer in the
near future. Training in the field of high-performance computing and big data is also
underway, as presented in Section 2.5.

2.5. Scientific and Technical Training

The DARA project is intended to develop technical and scientific skills in a number
of African countries, targeted to form the AVN. This program consisted of four training
modules that were provided to 10 students from three countries, namely Zambia, Kenya,
and Namibia, and four more AVN partners, which are Botswana, Ghana, Madagascar,
and Mozambique. The JUMPING JIVE WP9 collaborated with the DARA project in a
number of ways. From its pool of scientific and technical expertise, the JUMPING JIVE
WP9 incorporated necessary skills into the already existing DARA network. More specif-
ically, the JUMPING JIVE WP9 mobilised and supported European Union experts and
scientists to tutor, advertise, and develop an interest in astronomy within the AVN partners.
The JUMPING JIVE WP9 also allowed for African personnel to visit or have placements
at European institutes as well as setting up an AVN technical support forum. Some of the
organisations involved in providing personnel from the UK are the universities of Leeds,
Oxford, Manchester, Central Lancashire, and Bristol. South African institutes and universi-
ties, including the SARAO, also contribute to the DARA project. In order to develop the
technical and scientific skills necessary for the ECCAS to join the AVN network, it would
be necessary for the DARA to extend its network into the ECCAS and initiate training
programs in these countries.

3. Background and Past Successes on Ground Stations Retrofitting

In this section, we discuss some currently abandoned telecommunication antennas in
the ECCAS region and present the requirements for a station to join the AVN, then discuss
lessons learned from past successes on ground stations retrofitting.
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3.1. Existing Abandoned Telecommunication Facilities

The potential benefit of converting ground stations for radio astronomy has been
recognised worldwide. The SKA Africa partner countries that currently host such redun-
dant large antennas are South Africa (3 antennas), Ghana, Kenya, Madagascar, and Zambia.
Similar facilities have been located in Algeria (2), Benin, Cameroon (2), the Congo Peo-
ples Republic, Egypt (2), Ethiopia, Malawi, Morocco, Niger, Nigeria (3), Senegal, Tunisia,
Uganda, Gabon (2), and Zimbabwe. As illustrated in Figure 1, Gabon is a country in the
ECCAS community currently hosting such an idling ground station. This station is typical
of others in the ECCAS region. It was of the type commissioned between 1970 and 1985,
as a node of access into the global network of the Intelsat Satellite Earth Stations. The radio
bands allocated for these satellite communications were typically 5.925–6.425 GHz for the
up-link and 3.700–4.200 GHz for the down-link. For optimal operations, these antennas
had to be at least 30 m in diameter [5]. Today, while remaining the property of the state,
the idling dish in Figure 1 is part of the infrastructure currently leased to a private operator
in the mobile telephony sector. It is located in an area known as Nkoltang, in the Northern
part of Libreville. The dish is adjacent to the telemetry ground station used by the French
CNES to perform follow-up of the ARIANE launch from French Guyana. If refurbished,
idling satellite earth station antennas such as the one in Gabon will operate from existing
facilities relatively close to cities in a relatively populated neighbourhood. The issue of a
relatively high level of pre-existing Radio Frequency Interference (RFI) will therefore need
to be dealt with appropriately. Standard procedures currently in place in Kuntunse easily
serve as a template. Kuntunse, in Ghana, is currently the site hosting the first ever idling
ground station in Africa that has been successfully refurbished to become an operational
radio telescope. In the absence of dedicated protocols, the dominant approach there consists
of performing standard flagging during the data analysis with standard packages. Such
an approach has the advantage of providing further opportunities for building capacity
in standard procedures, using standard resources often very well supported by the com-
munity. Coupled with the advent of the MOOC (Massive open online course), the initial
demand on expert human capital as trainers is therefore minimised.

Given their relative availability on the African continent, the case for ground stations
retrofitting raises two points of interest that we explore in the next sections. Namely,
(1) what is required for a typical station to join the AVN and (2) what are some of the
lessons learned from previous success stories of ground stations retrofitting.

3.2. Minimal Requirements for a Typical AVN Station

We use the GRAO as a benchmark for a typical AVN station. The GRAO is a former
telecommunications satellite earth station whose initial conversion phase was concluded
in August 2017. It was in part funded by South Africa and the African SKA partnership
agreement. The GRAO is the first station of the intended network of radio telescopes,
on the African continent, to support the existing VLBI. In the African context (excluding
South Africa), and given the effort already spent on it, we conservatively base indications
for minimal specifications for joining the AVN on the GRAO ones listed below. We base
most of this section on [6,10,13].

With a primary 32 m diameter for its reflector and an estimated aperture efficiency
of 0.5, the GRAO can achieve a System Equivalent Flux Density (SEFD) of 860 Jy using
an ambient (uncooled) receiver at a temperature of 125 K. The switch to a cryogenically
cooled receiver was assessed to be able to provide a decrease by a factor of 5 in the GRAO’s
SEFD [13]. The GRAO has a fully steerable, Cassegrain beam-waveguide design dish.
It is connected to a room temperature receiver and is currently capable of observing at
5 and 6.7 GHz (C band) with a bandwidth of up to 400 MHz. Although still short of funding,
the current intentions are for the future acquisition of a 1.4–1.7 GHz (L-band) receiver.
With further funding, subsequent plans are to replace the original C-band feed horn with
a wider band design covering more VLBI bands and introducing cryogenic receivers for
improved sensitivity [6].
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Figure 1. Decommissioned 32-m large satellite earth station antennas in Gabon.

As the VLBI observations require coherent per-baseline sampling while on target,
the timing and frequency reference considerations suggested the choice of a hydrogen
maser frequency reference, on-site, for the GRAO. Although the choice of such a frequency
reference comes with issues of sensitivity to vibrations, thermal and magnetic field changes,
this provides a benchmark that could be systematised for other facilities of a similar nature
on the continent. At the GRAO, the VLBI backend is supported by the standard EVN
hardware comprised of a Digital-Baseband Convertor (DBBC) and Mark-5b data recorder.
A data archiving system using an HDF5 container and data-visualisation software was
adopted as a standard for the GRAO [13,14].

The e-VLBI mode of operation consists of transferring data over a suitable link directly
from the station to the correlator. It is a modern departure from the standard VLBI data
transfer via physical disks shipping. In the e-VLBI mode, the required data rate (in Megabits
per second) is given by Δν× npol × nbit × 2, where Δν is the bandwidth in Megahertz, npol is
the number of observed polarisation, and nbit is the number of bits per sample. A 128 MHz
observing frequency would require 1024 Mbps connectivity to support a dual-polarisation
e-VLBI mode observation using 2-bit sampling [13]. Presently, at the GRAO, internet
connectivity to support the e-VLBI mode is not available yet.

3.3. A Few Lessons from Some Past Successes in Ground Stations Retrofitting

Ghana is uniquely located at 5 deg north of the equator. This allows viewing the
entire plane of the Milky Way galaxy and nearly the whole sky, thus suggesting potentially
compelling science cases. Already in 2017, the very first VLBI fringe tests were performed.
These tests were satisfactorily conducted with the C-band (3.8–6.4 GHz) communication
receiver. The outputs were clear VLBI fringes obtained at the JIVE on baselines between the
GRAO and stations at Medicina (Italy), Yebes (Spain), Zelenchukskaya (Russia), and Har-
tebeesthoek (South Africa) [15]. The Jodrell Bank Centre for Astrophysics, supported by
the UK’s STFC/Newton Fund, has developed a new pulsar timing system (Hebe) for the
GRAO, with the first pulsar detection made in the C band on 30 April 2017 [10]. The tar-
geted radio continuum flux measurements and emission lines spectroscopy make up most

404



Sensors 2022, 22, 8466

of the single-dish science cases [6]. The GRAO science cases above should be contrasted
with those at similar retrofitted facilities elsewhere in the world. Below, we list a few of
other such facilities while highlighting the congruence and potential paths for the GRAO
and future AVN stations.

In 2001, the National Astronomical Observatory of Japan (NAOJ) was given a 32 m
antenna from the KDDI corporation. The NAOJ successfully converted the latter into the
Yamaguchi 32 m class radio telescope, in collaboration with the Yamaguchi University and
other institutes. The facility was dedicated to (1) use as an element of the Japanese global VLBI
network, (2) methanol (6.7 GHz) and water (22 GHz) maser monitoring campaigns, and (3) the
education and popularisation of radio astronomy among surrounding communities [16]. Most
of these goals are congruent with what is at stake at the GRAO and future AVN stations.

In 2008, an idling telecommunications station with a 32 m parabolic antenna was donated
to the Geophysical Institute of Peru. With major support from the National Astronomical
Observatory of Japan, the facility was converted into the Sicaya radio telescope. Initially, in the
single-dish mode, it was aimed at methanol maser and young stellar objects observations,
using an uncooled 6.7 GHz (C band). Joining the VLBI observations remains in sight [17].

Around 2011, a consortium of universities was set up with the goal of using the
decommissioned telecommunications infrastructure at the Goonhilly Earth Stations in
Cornwall (UK) for astronomical purposes at the L, C, and K bands. The simulations
showed that the inclusion of the 30 m class antennas at the Goonhilly Earth Station into
e-MERLIN would double the resolving power of the array by increasing the maximum
baseline from 217 to 441 km. Resolving the molecular gas at high-redshift with a resolution
exceeding that of all but the highest ALMA bands was recognised as a major strength
of the intended facility [18]. This illustrates the potential at stake when proper human
and financial capital are assembled. One notes with strong interest the increasingly tight
working relationship between key members of the consortium above and AVN partners
through such initiatives as the DARA.

The 3-year-long conversion, in New Zealand, of the Warkworth 30 m antenna into a
radio telescope is probably the most recent example that bears the most relevance to the
phased process at the GRAO while also providing foresight on what can be routed beyond
retrofitting for future AVN stations. The Warkworth 30 m radio telescope had its “official”
First Light on 4 July 2014. By that time, it was already a fully steerable radio telescope
operating at the C band for commissioning observations using an uncooled receiver, much
like the GRAO today. Already a valuable instrument in its own right for single-dish
observations, on 11 December 2014, the first geodetic and astrophysical scientific VLBI
experiment was conducted. Although the VLBI fringes checks have been performed at the
GRAO, both the full-scale geodetic and astrophysical scientific VLBI remain to be tested
at the GRAO. The observatory has access to a 10 Gbit/s connection to the Research and
Education Advanced Network New Zealand, providing high-speed data transfers for the
e-VLBI. The plans underway include equipping the facility with a cryogenically cooled
C-band receiver, an X-band receiver, and a 2 Gbps recording system. For the science case,
both the VLBI and single-dish spectral observations in the C band can potentially include
spectral line observations of OH maser lines at 6.03 and 6.035 GHz and methanol masers
at 6.7 GHz. The addition of S- and X-band receivers would enable the use of the facility
for geodetic research [19,20]. The human capital impact has already proven valuable with
the radio telescope providing a facility for unparalleled laboratory work and students’
research projects, some of it geared towards design work for the SKA, from New Zealand.
Unambiguously, the Warkworth 30 m radio telescope provides a compelling example for
what a typical AVN station can be and do, once established.

4. Radio Interferometer, uv-Coverage, and VLBI

Following the van Cittert–Zernike theorem [21], the output from a two-elements inter-
ferometer is a complex measurement; the so-called “visibility’, under specific conditions
(e.g., assuming no sampling and other corruption effects), is given by:
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V(u, v, w) =
∫ ∫ I(l, m)

n
e−2iπ(ul+vm+w(n−1))dldm, (1)

where n2 = 1 − l2 − m2 and I is the apparent sky with coordinates (l, m). The signals
received by each of the two-elements interferometer are cross-correlated, either in real
time or offline, these cross-correlation products are accumulated during a defined period
(the integration time) and at each channel. If the number of antennas is n, then the
instantaneous number of correlation during the integration time is n(n − 1)/2. Because the
relative orientation of the antennas and the sources change as the earth rotates, one can
take advantage of the earth’s rotation to measure more samples. For an in-depth discussion,
we refer the reader to [21,22].

The differential of the spatial frequencies u, v, and w measured in wavelength as a
function of the baseline vector with components Lx, Ly, Lz along the axes of the Interna-
tional Terrestrial Reference Frame (ITRF, a terrestrial coordinate system that provides the
coordinates of points on the earth’s surface [23]) is given by:

∂u
∂t

=
ωe

λ

(
Lx cos h − Ly sin h

)
(2)

∂v
∂t

=
ωe

λ

(
Lx sin δ sin h + Ly sin δ cos h

)
(3)

∂w
∂t

=
−ωe

λ

(
Lz cos δ sin h + Ly cos δ cos h

)
, (4)

where the baseline is tracking a source at declination δ and hour angle h, ωe = 7.2925 ×
10−5 rad·s−1 is the angular velocity of the earth. The uv-coverage is the set of all the projected
baseline vectors, (u, v, w) in the Fourier plane or uv-plane. An efficient way to fill the uv-
coverage is to add many antenna telescopes together while making use of the earth’s rotation,
the frequency coverage, and antennas layout of the interferometer. The more complete
the uv-coverage, the better the response of the instrument, and therefore the image quality.
In order to achieve a milliarcsecond resolution, the network of antennas requires baselines
longer than 104 km. Achieving such a high-resolution observation requires a VLBI technique.

Why the Missing Samples in the EVN + MeerKAT + Kuntunse uv-Coverage?

In this section, we discuss the performances of the uv-coverage density of the com-
bined Kuntunse antenna in Ghana with the MeerKAT telescope in South Africa, correlated
to the full EVN. The full EVN consists of 12 stations across the globe, i.e., Badary, Effelsberg,
Hartebeesthoek, Jodrell Bank, Medicina, Noto, Onsala, Shanghai, Svetloe, Torun, Wester-
bork, and Zelenchukskaya. Figure 2 shows an African map where the green points are the
Kuntunse antenna in Ghana, the MeerKAT telescope in South Africa, and the EVN. There
are some stations of the EVN that do not appear on the map (e.g., Shanghai); these are
stations that are on the other side of the globe. The 64 antennas of the MeerKAT telescope
do not appear all on the map; this is because the antennas are very close to each other,
making it difficult to visualise them on a bigger scale. The points in red are some of the
locations of the abandoned old telecommunications satellites in the ECCAS countries or
locations suitable to build new radio antennas.
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Figure 2. Green points: locations of the Kuntunse antenna in Ghana, the MeerKAT stations in South
Africa, and the EVN. Red points: locations of abandoned old telecommunication satellite facilities in
the ECCAS region and/or possible sites to build new radio telescopes.

Figure 3 shows the uv-coverage of the MeerKAT telescope correlated to the EVN (left
panels) and the Kuntunse combined with the MeerKAT telescope and both correlated to
the EVN (right panels). These uv-coverages are obtained by a simulation at a frequency
of 16 GHz, during a total period of 10 h with 1 s integration time and 16 MHz bandwidth
divided into 64 channels. Using the casacore (https://pypi.org/project/python-casacore/,
accessed on 15 June 2022), we generate the casa table from the antenna positions specified
in the ITRF coordinate system [23] and then we create an empty measurement set using
simms (https://github.com/ratt-ru/simms, accessed on 15 June 2022). From the empty
measurement set, the uv-coverage is extracted. The uv-coverages are tracking a source at
the declination of −20, +20, and +60 deg. It is clearly seen from the correlation between the
MeerKAT telescope and the EVN (left panels in Figure 3) that there are missing samples
in the middle area. The latter correlation is then combined with the Kuntunse antenna
in Ghana which still does not optimally sample these missing areas (see the right panels
in Figure 3). In these uv-coverages, the samples from the core are from shorter baselines;
these shorter baselines are the internal baselines of the MeerKAT telescope and the EVN.
The samples at the outer core are from the longer baselines; these baselines relate the AVN
antennas in the northern hemisphere to the MeerKAT telescope and Hartebeesthoek in the
southern hemisphere. There are few medium-length and long baselines coming from the
correlation between the antennas in the northern hemisphere or southern hemisphere to
the Kuntunse antenna in Ghana. The areas sampled by these medium-length and long
baselines linked to the Kuntunse antennas are seen in blue from Figure 3, right panels. To
fill these missing samples, we need more medium-length baselines. These medium-length
baselines can only be obtained if some of the antennas are placed around the equatorial
line in Africa. Most of the countries in Africa around the equator are the French-speaking
countries or the ECCAS countries. Using simulations, we show in this work that if one
were to build radio telescopes and/or convert old abandoned telecommunication satellite
antennas to radio telescopes in the ECCAS countries, no matter where these antennas are
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to be located in each of these countries, this should significantly improve the uv-coverage
of the current EVN + MeerKAT + Kuntunse.

Figure 3. The EVN combined with the MeerKAT telescope (left panels) and the EVN combined with
the MeerKAT telescope and the Kuntunse antenna in Ghana (right panels).
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5. Simulations and Discussion

Two simulations are performed using antennas, as shown in Figure 2. Firstly, to evaluate
the performance of the single interferometer array represented by the six antennas of the
ECCAS countries (i.e., the antennas with their position marked in red in Figure 2), we generate
a measurement set using the procedure described in Section 4 and then fill the measurement
set with simulated visibilities using MeqTrees [24]. Secondly, using the same simulation tools,
we correlate the six ECCAS antennas with the AVN and the EVN and then we simulate the
visibilities. To demonstrate the scientific advantages of adding these six antennas to the current
VLBI network, for each of the two simulations, we made an image and measure its S/N.

5.1. Performance Assessment of the uv-Coverage of the ECCAS Antennas

Figure 4 shows the uv-coverage of the six antennas in the ECCAS countries at 1.4 GHz
and for four declinations. This uv-coverage is simulated during 10 h total time with 1 s
integration time and a total bandwidth of 16 MHz divided into 64 channels. The positions
of the antennas are shown in Figure 2, red points. As expected, the uv-coverage is very poor
as the six antennas are spread over a large distance. Each of these antennas can function as
a single-dish radio telescope and can perform high-level science, e.g., observing pulsars,
masers, and hot gas from the Milky Way or distant galaxies.

Figure 4. ECCAS antennas uv-coverage at 1.4 GHz at four declinations (−20, +20, +45, and +60 deg),
10 h observation, and 16 MHz total bandwidth showing a lot of holes or gaps.
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5.2. Filled uv-Coverage for ECCAS + MeerKAT + EVN + Kuntunse

This time, the MeerKAT telescope, EVN, and Kuntunse are correlated to the ECCAS
antennas. The full antennas used in the simulation are shown in Figure 2. The black points
in Figure 5 are the data from the EVN, MeerKAT telescope, and Kuntunse antenna while the
red points are the data coming from the ECCAS antennas and their correlation to the EVN,
MeerKAT telescope, and Kuntunse. We note that while the six ECCAS antennas on their own
give poor uv-coverage, as shown in Figure 4, they significantly improve the current uv-coverage
of the full VLBI network; the uv-coverage is now well filled because of the extra medium-
length baselines that relate the EVN and MeerKAT telescope to the ECCAS antennas. These
uv-coverages can even be optimised further if more antennas are added at the equatorial line.
Below, using simulated images, we demonstrate that adding these antennas at the equatorial line
will improve the S/N and therefore the image quality of the combined radio interferometers.

Figure 5. Performance of the global VLBI uv-coverage. The ECCAS antennas are correlated with the
Kuntunse antenna, the MeerKAT telescope, and the EVN. The uv-coverage is well-filled because of the
extra medium-length baselines that relate the EVN and MeerKAt telescope to the ECCAS antennas.

5.3. An Estimate of the Image S/N

In this section, we describe the procedure used to estimate the S/N in our images. As
discussed in [25], an approximate of the S/N is given as:

S/N ∼ Aflux
C + σ

, (5)
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where Aflux is the brightness distribution of a point source, C is the confusion noise, i.e., the
unwanted signals that contaminate the field of the source of interest. The root mean square
noise σ describes the sensitivity of the instrument and is approximated as:

σ ∼ σvis√nchnintnpolnbal
, (6)

where σvis and nch are the noise per visibility and the number of channels in the bandwidth,
respectively, nint and npol are the number of correlations in time and polarisations, respectively,
and nbal is the total number of baselines. The product nchnintnpolnbal is the total number of
visibilities in the uv-plane. For an in-depth discussion on how to derive Equation (6), we refer
the reader to [25]. During an observation, the confusion noise decreases with the increasing
sampled Fourier coefficients in the uv-coverage. Moreover, adding antennas increases the num-
ber of baselines which then decreases the root mean square noise. In other words, by adding
the ECCAS antennas to the current AVN, we optimise for the unsampled Fourier coefficients
in the AVN uv-coverage which then limits the far-field contamination while reducing the
dynamic range required to image the source and relaxes the requirements for deconvolving the
source. Thus, assuming that Aflux remains constant for both the EVN + MeerKAT + Kuntunse
and EVN + MeerKAT + Kuntunse + ECCAS, we see that the S/N will increase for the EVN
+ MeerKAT + Kuntunse + ECCAS because, by definition, as shown in Equation (6), C and σ
are smaller when observing with the EVN + MeerKAT + Kuntunse + ECCAS compared to the
EVN + MeerKAT + Kuntunse. To demonstrate the latter, the measurement sets described
above are used to simulate the EVN + MeerKAT + Kuntunse and the EVN + MeerKAT +
Kuntunse + ECCAS telescopes.

To populate the measurement sets with visibilities, the MeqTrees [24] software is used
to simulate a sky model with two point sources: a 1 Jy point source at the phase centre
and a far-field point source with 5 Jy brightness located at 6 arcmin from the phase centre.
The 1 Jy point source at the phase centre represents our source of interest for which we
want to measure its S/N. This source is simulated at the phase centre to limit the amplitude
attenuation or the effect of smearing so that one can estimate the Aflux effectively from
the simulation. In the VLBI regime, a source at 6 arcmin is already a far-field source and,
therefore, can be used to measure the contamination, C, at the phase centre. MeqTrees
is used to corrupt the simulated visibility data with 1 Jy Gaussian noise per visibility.
The WSclean imager [26] is then used to translate the visibilities to the image using uniform
weighting, as shown in Figure 6, where a few pixels are imaged to visualise only the
single source at the phase centre. The left panel and the right panel of Figure 6 show the
1 Jy point source as seen by the EVN + MeerKAT + Kuntunse and EVN + MeerKAT +
Kuntunse + ECCAS telescopes, respectively. It is easy to see from this result that the point
source sidelobes as seen by the EVN + MeerKAT + Kuntunse + ECCAS telescope are lower
compared to the sidelobes of the same source as seen by the EVN + MeerKAT + Kuntunse
telescope: this is a straightforward result from sampling more Fourier coefficients in the
uv-plane. We also note that the resolution of both images in Figure 6 does not vary (i.e.,
the size or shape of the source main lobe does not change): this is due to adding more
antenna telescopes that do not increase the longest Fourier modes and, therefore, preserve
the same resolution of the instrument. To estimate the S/N of the source at the phase
centre, we adopt the following procedures using uniform weighting:

• The 1 Jy point source at the phase centre is simulated separately (as a single source) for
each of the radio interferometers and its amplitude Aflux is measured for each image
after cleaning.

• The 5 Jy point source at 6 arcmin from the phase centre is also simulated separately as
a single point source. Note that one would expect no signal at the phase centre except
the contamination C from this far-field source.

• An empty measurement set (without a source) is simulated for each of the instruments,
and then a 1 Jy Gaussian noise per visibility is used to corrupt the measurement sets.
The root mean square of the image around the phase centre provides an approximate of σ.
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Figure 6. Simulated sky model with two point sources: a 1 Jy point source at the phase centre and a
far-field point source with 5 Jy brightness located at 6 arcmin from the phase centre as seen by the
EVN + MeerKAT + Kuntunse telescope (left) and by the EVN + MeerKAT + Kuntunse + ECCAS
telescope (right) for a simulated observation at 16 GHz. To corrupt the simulation, 1 Jy Gaussian
noise per visibility is used. The data are sampled during a total period of 10 h with 1 s integration
time and using a total bandwidth of 16 MHz divided into 64 channels. Then, a few pixels are imaged
to visualise only the source at the phase centre.

At the end of these simulations, we then estimate the S/N from the measured pa-
rameters in Table 1. The EVN + MeerKAT + Kuntunese station gave an S/N of ∼1069.5.
By adding the ECCAS station, i.e., the EVN + MeerKAT + Kuntunese + ECCAS combina-
tion, the S/N improved significantly, and we measure an S/N of ∼1360.5. This clearly
demonstrates the strength of the ECCAS station when combined with the AVN network.

Table 1. Measured parameters used to calculate S/N.

Telescope Aflux C σ S/N

EVN + MeerKAT + Kuntunse 1 0.000767 0.000168 1069.5
EVN + MeerKAT + Kuntunse + ECCAS 1 0.000589 0.000146 1360.5

6. Conclusions

We conclude that the uv-coverage for a full VLBI observation will improve if a few
antennas were to be added in the ECCAS region. The resulting Fourier transform of the
uv-coverage compactness will only lead to a low confusion noise limit which is suitable for
the high signal-to-noise or dynamic range images requirement. Building or converting old,
abandoned satellite telecommunication facilities in the ECCAS region is a guarantee that
the science results from these antennas will expand the universities’ international visibility.
As part of the VLBI, the scientific community of the ECCAS region will be fully prepared
for strong scientific involvement with the SKA.
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Abstract: This paper proposes a dual-polarization dipole antenna for a cylindrical phased array
working in Ku-band. The dipole antenna is double-layer structured and is composed of two orthogo-
nal butterfly shaped dipole radiators, two ground co-planar waveguide (GCPW) feeding structures
and vias. Each dipole is in the shape of a butterfly. The dipole patch is grooved triangularly and
one side of it is bent into an N shape, which effectively expands the working frequency band of the
antenna. The double-layer structure improves the isolation between the antenna ports. The antenna
works between 15 GHz to 16.2 GHz and the isolation between the antenna’s two feeding ports in
this band is better than 20 dB. The proposed dipole antenna is applied in a 32-element cylinder
array. The simulation and measured results show that the array can scan between −60◦ to +60◦

in the azimuth plane with a gain fluctuation less than 2.5 dB. Therefore, the proposed design is an
attractive candidate for conformal devices at Ku-band frequencies, and it also has a great potential
for application in larger antenna arrays.

Keywords: cylindrical phased array; dual-polarization; ground co-planar waveguide (GCPW); Ku-band

1. Introduction

Compared with traditional planar arrays, conformal arrays have unparalleled advan-
tages in reducing aerodynamic drag, wide-angle coverage and low radar cross section
(RCS) on aircraft and missiles [1]. Therefore, the conformal phased array antenna has great
potential in radar system.

Dual-polarization antennas radiate and receive electromagnetic waves with the same
frequency and orthogonal polarizations, and are widely applied to different fields. In
wireless communications, the application of dual-polarized antennas can enlarge channel
capacity and enhance spectral efficiency [2,3]. When used in wireless energy transmission
systems, they can enhance the efficiency of energy transfer [4]. Particularly, it is an efficient
approach for radar systems to solve the anti-jamming and multipath immunity problems.
In radar detecting, they can further obtain other information except amplitude and phase
from the scattered wave of the target and lead to a higher detecting level [5–8].

In recent years, many researchers focus on the study of conformal arrays and dual-
polarization antennas. P. Wang et al. [9] introduce a broadband conformal antenna array
installed on a large metal cylinder. By using several Vivaldi antenna elements, the antenna
array achieves ultra-wideband and low cross polarization level. However, the antennas
cannot fit the cylinder completely, and reduce the aerodynamic performance of the carrier.
Microstrip antenna has always been one of the main candidates for conformal arrays for
its good conformal ability, though it often suffers from the problem of narrow bandwidth.
Ref. [10] proposes a cylindrical conformal array with microstrip antenna elements. It
introduces the defective ground structures (DGS) to solve the problem of narrow bandwidth
caused by the deformation of the array antenna when conformal to the cylindrical surface.
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In [11], a full solid angle scanning cylindrical-and-conical conformal phased array antenna
is proposed. As a part of it, a cylindrical array with microstrip antennas as the elements is
designed. It shows a good scanning performance, but the bandwidth is only 1.74%. In [12],
the differential feeding technique is applied to dual-polarized microstrip antenna to achieve
a good cross polarization level. Based on a dual-polarized patch antenna element with
vertical orthogonal baluns, a non-planar conformal dual-polarized phased array antenna is
proposed in [13,14]. The antenna has a port isolation of better than 40 dB, but its profile is
relatively high. Due to the virtues of low profile, various forms, easy processing etc., printed
dipoles are also widely used in conformal antennas. In [15–17], tightly coupled dipole are
applied to realize dual-polarization cylindrical conformal arrays. Ultra-wide bandwidth
and large scanning range can be achieved. Ref. [18] introduces a novel conformal dipole
antenna with polarization diversity. The polarization diversity is achieved by placing
two dipole antennas orthogonally on the outside of a capsule shell. In [19], two curved
patch dipoles are arranged orthogonally in the cross contour of a hemispherical shell
to realize a circularly polarized antenna for the ground terminal facilities of the global
satellite navigation system. Based on the polyimide film, J. J. Peng et al. [20] propose a
dipole conformal array working in P-band for the UAV radar. Y. Gao et al. [21] propose a
dual-polarized monopulse conical conformal antenna with Yagi antennas as the radiation
structures. The antenna achieves wide bandwidth by taking double diamond dipoles as
excited elements [22]. In [23], a crossed dipole antenna element is employed to a cylindrical
phased array for weather surveillance radars. A port isolation over 50 dB is achieved at the
cost of antenna profile.

As stated above, it is difficult for conformal dual polarized phased arrays to simul-
taneously have wide bandwidth, high isolation, low profile and large scanning angle. In
this article, a dual-polarization dipole antenna, which is used to a cylindrical phased array
antenna in Ku-band, is proposed. The antenna consists of dual pairs of dipoles placed
orthogonally. Different from the conventional printed dipole antenna, this paper proposes
a dipole with the shape of a butterfly wing. With the dipole shape modification, the
impedance bandwidth and the port isolation of the antenna is greatly improved. Taking it
as the antenna element, a linear conformal phased array which has 32 elements is designed,
fabricated, and measured. The measured results show that the proposed dual-polarization
conformal phased array antenna can realize beam scanning in the range of −60◦ to 60◦
with the gain fluctuation less than 2.42 dB.

2. Design of the Dipole Antenna

As a simple planar antenna, the printed dipole antenna is not only simple in forms but
also has many variants to improve its performance. It is a promising antenna candidate for
conformal antennas. In this paper, a dual polarization printed dipole is designed, which
has the characteristics of certain frequency band, high isolation, simple structure, and
low profile.

The model of the proposed antenna is shown in Figure 1. It is composed of metal radi-
ators, two dielectric substrates, isolation ground, vias, and grounded coplanar waveguide
(GCPW) feed structures. The butterfly shaped dipole is printed on the top surface of the
upper substrate. The GCPW feeding structure is printed on bottom surface of the lower
substrate. The isolation ground is between the two substrates, which improves the port
isolation by reducing the effect of the CPW slot to the antenna’s radiation. The substrates
are both F4B, which has better flexibility and makes the antenna array easy to install on
the cylindrical surface. The dielectric constant is 2.2 and the loss tangent is 0.007. The
thicknesses of the upper and lower substrates are both 1 mm.

416



Electronics 2022, 11, 3796

Figure 1. Dipole Antenna model.

The radiator consists of two pairs of rotationally symmetrical dipoles. The length
of one dipole arm is 0.2λ0 (L = 3.8 mm), and the length of a pair of dipoles is 0.437λ0,
where λ0 is the free space wavelength at the center frequency. The dipoles are designed
in the shape of a butterfly by grooving the redating patch and bending the side into an N
shape. Through the bending structure, an additional capacitance is introduced, and the
antenna bandwidth is widened. The antenna is simulated with Ansys HFSS 2019. Figure 2
shows the impedance performance and the port isolation of two equal sized antennas
with and without bending. Because the two pair of dipoles are rotationally symmetrical,
only |S11| is shown in the figure. Figure 2a shows that the frequency band of |S11| less
than −10 dB is 15.6–16.0 GHz before side bending, while after side bending it becomes
15.0–16.2 GHz. An improvement of the relative bandwidth from 1.9% to 8% is achieved
with the addition of the bending structure. Figure 2b shows the port isolation of the
antennas. It can be observed that the isolation is better than 20 dB only in the frequency
range of 16.2–16.5 GHz before side bending. After side bending, the bandwidth of 20 dB
isolation increases to 14.9–16.56 GHz, with the −10 dB impedance bandwidth contained.

Figure 2. Effect of side bending on antenna bandwidth. (a) |S11| and (b) |S12|.

Since the distance between the two dipole feeding points is only 1.7 mm, directly
connecting the SMP connectors with the feeding points will lead to the contradiction.
Therefore, a grounded coplanar waveguide (GCPW) structure is introduced. It combines
the advantages of microstrip line and coplanar waveguide structure [24,25]. The GCPW
structure not only solves the problem of feeding contradiction, but also leads to a better
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impedance match. Four vias are drilled through the substrates, with two for grounding,
and the others as part of the feed to connect the dipole with the GCPW.

The detailed antenna structure and parameters are shown in Figure 3. The parameters
are analyzed and optimized to obtain good antenna performance. The optimal parameters
of the proposed antenna are listed in Table 1.

Figure 3. Detailed antenna structure: (a) side view; (b) top view; (c) isolation ground; and
(d) bottom view.

Table 1. Dimensions for the Proposed Antenna (unit: mm).

Parameter Size Parameter Size

L 3.8 Rs 1.9
L1 6.25 Lf1 2.54
L3 2 Lf2 0.84
L4 0.8 Lf3 1.39
L5 3 Wf 1.1
Ls 3 Wf1 0.4
W1 3 Ws 1.21
W2 2 H 1
Lf 0.75

Figure 4 shows the simulated and measured results of |S11|, |S12| and radiation
patterns of the proposed dipole antenna. It can be observed that the measured results
agree well with the simulated results. The measured bandwidth of |S11| and |S12|is
just as the simulated ones described above. Figure 4c shows the co-polarization and
cross-polarization patterns of the antenna when one port is fed. Because of the rotational
symmetry, the patterns are the same when the other port is fed. As can be seen from the
figure, the antenna has a gain of about 6.2 dBi, and the cross-polarization level is lower
than −16.5 dB.
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(a) (b) 

 
(c) 

Figure 4. Simulation and measurement results of the dipole antenna: (a) |S11|; (b) |S12|; and
(c) co/cross-pol radiation patterns.

The surface current distributions of the antenna at 15.6 GHz are shown in Figure 5. It
can be seen that the synthesizing surface current on the dipole is mainly along the y-axis
when Port 1 is excited, while along the x-axis with Port 2 fed. Therefore, two orthogonal
polarizations are achieved with a relatively good purity of polarization.

  
(a) (b) 

Figure 5. Current distributions of the proposed antenna fed by (a) Port 1 and (b) Port 2.

3. Design of the Cylindrical Array

With the proposed dipole antenna, a dual-polarization cylindrical phased array an-
tenna is designed for Ku-band radar applications. The geometry and prototype of the
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antenna array is depicted in Figure 6. By comprehensive consideration of the size of the
cylindrical surface and the grating lobe suppression of the antenna array, the element
spacing is set to be 9 mm (approximately 0.47λ0). The array is conformal to a cylindrical
aluminum surface The radius of the cylindrical surface is 185 mm, the height is 30 mm, the
overall center angle of the metal cylindrical surface is 96◦, and the array spanning angle
is 88◦. A distance of 1 mm is reserved between the antenna and the cylindrical surface to
reduce the influence of the metal surface on the feed. There are holes in the metal cylindrical
surface through which the SMP connectors are connected to the antennas.

Figure 6. Array antenna model of (a) overall view (b) top view.

The antenna elements conformal to the cylindrical surface are excited with equal
amplitude and proper phase to direct the array beam. The feeding phase of the ith element is

phasei = −2π

λ
(xi sin θ0 cos ϕ0 + yi sin θ0 sin ϕ0 + zi cos θ0) (1)

where (θ0, ϕ0) is the scanning angle, and (xi, yi, zi) represents the coordinate of the ith
element. With the coordinate system shown in Figure 6, the scanning angles in the azimuth
plane have θ0 of 90◦. Figure 7 shows the simulation patterns for different scanning angles at
the center frequency 15.6 GHz. Since the scanning performances of the array for horizontal
polarization and vertical polarization are similar, only the patterns for the horizontal
polarization are given.

Figure 7. Simulation results of the array in the azimuthal plane.

It can be seen from the simulation results that when the scanning angle is 0◦, the
maximum gain is 19.06 dBi, and when the scanning angle is −60◦, the gain is17.05 dBi. The
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gain fluctuation is approximately 2 dB in the scanning range of −60◦ to +60◦. In order to
verify the simulation results of the proposed cylindrical array, it is fabricated and measured
in a microwave anechoic chamber. The array photograph and the measurement scene are
as shown in Figure 8. The size of the microwave anechoic chamber is 6.4 m × 5 m × 3.2 m.
Its equipment includes a 2 m × 2 m scanning shelf, a rotating platform, a vector network
analyzer, and a control cabinet. Making use of a standard Ku-band horn as the receiving
antenna, the radiation pattern of the array is measured by far-field measurement.

 
(a) 

 
(b) 

Figure 8. The prototype of the phased array. (a) Array photograph (b) the measurement scene.

Figure 9 shows the simulated and measured results of 0◦, ±30◦, ±60◦ for the horizontal-
polarization patterns. It can be seen that the measured results are in good agreement with
the simulated ones. Table 2 lists the gains at these scan angles. It is observed that the
measured gains are slightly lower than the simulation ones. This is caused by the losses of
the connectors and cables. At broadside, all the 32 elements contribute to the main lobe
and the gain is the maximum. When the beam is scanned, some of the elements on the
opposite side of the scanning angle have less contribution to the main lobe, resulting in the
decreasing gains. However, the scan loss is only 2.42 dB from 0◦ to +60◦, which shows the
excellent wide-angle scanning performance for a cylindrical conformal array.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 9. Simulated and measured results for different scan angles. (a) ϕ = 0◦. (b) ϕ = −30◦.
(c) ϕ = 30◦. (d) ϕ = −60◦. (e) ϕ = 60◦.
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Table 2. Gain of the array at different scan angles.

−60◦ −30◦ 0◦ 30◦ 60◦

Simulation (dBi) 17.32 18.29 19.06 18.12 17.56
Measurement (dBi) 16.66 17.83 18.90 17.96 16.48

Figure 10 shows the simulated radiation efficiency of the array at broadside. As can be
seen, the array has a radiation efficiency better than 96% in the working frequency band.

Figure 10. Simulated radiation efficiency of the array at broadside.

A comparison between this study and other cylindrical arrays in existing literatures is
carried out in Table 3. The proposed dual polarization conformal array has the widest scan
angle with small scan loss and almost the lowest profile. The bandwidth and port isolation
are medium, which is sufficient for many applications.

Table 3. Comparison of cylindrical arrays.

Reference Bandwidth Port Isolation Thickness Scan Angle Scan Loss
Gain

(Broadside)

[11] 1.74% Sigle-polarized 0.052l0 −30◦~+30◦ 1.25 dB 20.8 dBi
[13] 20.98% >45 dB 0.21l0 −45◦~+45◦ 1.88 dB 14.92 dBi
[15] 100% >17 dB 0.28l0 −60◦~+60◦ 2.5 dB Not mentioned
[23] 7.14% >50 dB 1.05l0 Switching beam - Not mentioned
This work 8.0% >21 dB 0.11l0 −60◦~+60◦ 2.42 dB 19.06 dBi

4. Conclusions

This article proposes a dual-polarization dipole antenna in Ku-band. By grooving
the patch and bending the dipole side, the antenna bandwidth is effectively widened, and
the port isolation is greatly improved. Additionally, the proposed double-layered design,
which introduces an isolation ground between two substrates also plays an important role
in the port isolation improvement. The designed dipole antenna is applied to a cylindrical
phased array, which realize a scan range of −60◦ to 60◦ with the gain fluctuation less than
2.42 dB. The measured results verify the simulation results, which provides a guidance for
the design of large-scale arrays and dual polarization arrays.

This study only discusses the performance of a one-dimensional linear array. An array
on a two-dimensional surface will be further studied in the future.

423



Electronics 2022, 11, 3796

Author Contributions: Conceptualization, N.Z. and Z.X.; methodology, N.Z. and L.G.; software, N.Z.,
P.Z. and L.G.; validation, N.Z. and P.Z.; formal analysis, N.Z. and P.Z.; investigation, L.G.; resources,
J.Q.L.; data curation, N.Z. and J.Q.L.; writing—original draft preparation, N.Z.; writing—review
and editing, N.Z. and Z.X.; visualization, P.Z. and L.G.; supervision, J.Q.L.; project administra-
tion, J.Q.L.; funding acquisition, Z.X. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The raw/processed data required to reproduce these findings cannot
be shared at this time as the data also forms part of an ongoing study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Mailloux, R.J. Phased Array Antenna Handbook; Artech House: Boston, MA, USA, 2005; p. 185.
2. Li, H.; Kang, L.; Wei, F.; Cai, Y.M.; Yin, Y.Z. A Low-Profile Dual-Polarized Microstrip Antenna Array for Dual-Mode OAM

Applications. IEEE Antennas Wirel. Propag. Lett. 2017, 16, 3022–3025. [CrossRef]
3. Yang, B.; Huang, H.; Feng, B.; Deng, L. A Dual-Polarized Zhe-Shaped Conformal Patch Antenna for 5G Millimeter-Wave

Applications. In Proceedings of the IEEE 4th International Conference on Electronic Information and Communication Technology
(ICEICT), Xi’an, China, 18–20 August 2021; pp. 866–868.

4. Liao, L.; Li, Z.; Tang, Y.; Chen, X. Dual-Polarized Dipole Antenna for Wireless Data and Microwave Power Transfer. Electronics
2022, 11, 778. [CrossRef]

5. Benny, S.; Sahoo, S. Analysis of Optimized Subarray Configuration for Cross Polarization Reduction for Phased Array Antennas
used in Weather Radar. In Proceedings of the IEEE International Symposium on Antennas and Propagation and USNC-URSI
Radio Science Meeting (APS/URSI), Singapore, 4–10 December 2021; pp. 519–520.

6. Wang, X.; Zhou, S.; Liu, H.; Yan, J.; Su, H.; Li, H.; Yin, K.; Sun, W.; Zhou, L. Polarization Parameter Estimation of Conformal
MIMO Radar Targets. In Proceedings of the IEEE Radar Conference (RadarConf20), Florence, Italy, 21–25 September 2020;
pp. 1–5.

7. Huai, W.; Yanyan, Z.; Xinghui, P.; Xinying, B. An S/C Dual-Band Dual-Polarization Array for Synthetic Aperture Radar. In
Proceedings of the IEEE 9th International Symposium on Microwave, Antenna, Propagation and EMC Technologies for Wireless
Communications (MAPE), Chengdu, China, 26–29 August 2022; pp. 184–187.

8. Kobayashi, T.; Ko, K.; Choi, S.J.; Choi, J.H. Orthogonal Dual Polarization GPR Measurement for Detection of Buried Vertical Fault.
IEEE Geosci. Remote Sens. Lett. 2022, 19, 1–5. [CrossRef]

9. Wang, P.; Wen, G.; Zhang, H.; Sun, Y. A Wideband Conformal End-Fire Antenna Array Mounted on a Large Conducting Cylinder.
IEEE Trans. Antennas Propag. 2013, 61, 4857–4861. [CrossRef]

10. Liu, Y.; Wang, T.; Zhong, P.; Wang, S. Cylindrical conformal broadband array antenna based on defective ground structure.
In Proceedings of the IEEE 4th Advanced Information Technology, Electronic and Automation Control Conference (IAEAC),
Chengdu, China, 20–22 December 2019; pp. 382–385.

11. Xia, Y.; Muneer, B.; Zhu, Q. Design of a Full Solid Angle Scanning Cylindrical-and-Conical Phased Array Antennas. IEEE Trans.
Antennas Propag. 2017, 65, 4645–4655. [CrossRef]

12. Zhang, J.; Chai, S.; Xiao, K.; Ding, L.; Zhao, F. Differential feeding technique for full-polarization conformal phased array. In
Proceedings of the International Workshop on Electromagnetics: Applications and Student Innovation Competition, London, UK,
30 May–1 June 2017; pp. 87–88.

13. Lang, L.; Mei, L.; Zhang, N. Design and Simulation of Dual-polarized Non-planar Conformal Phased Array Antenna. In
Proceedings of the Photonics & Electromagnetics Research Symposium—Fall (PIERS—Fall), Xiamen, China, 17–20 December
2019; pp. 2385–2392.

14. Li, J.; Yang, S.; Gou, Y.; Hu, J.; Nie, Z. Wideband dual-polarized magnetically coupled patch antenna array with high port isolation.
IEEE Trans. Antennas Propag. 2016, 64, 117–125. [CrossRef]

15. Xiao, S.; Yang, S.; Zhang, H.; Xiao, Q.; Chen, Y.; Qu, S.-W. Practical Implementation of Wideband and Wide-Scanning Cylindrically
Conformal Phased Array. IEEE Trans. Antennas Propag. 2019, 67, 5729–5733. [CrossRef]

16. Long, X.-P.; Zhou, S.-Z.; Zong, Z.-Y.; Wu, W. Design of Broadband Dual-Polarized Conformal Phased Antenna. In Proceedings
of the IEEE International Symposium on Antennas and Propagation and USNC-URSI Radio Science Meeting (APS/URSI),
Singapore, 4–10 December 2021; pp. 989–990.

17. Xiao, Q.; Yang, S.; Bao, H.; Chen, Y.; Qu, S. A wideband dual-polarized conformal phased array based on tightly coupled dipoles.
In Proceedings of the Sixth Asia-Pacific Conference on Antennas and Propagation (APCAP), Xi’an, China, 16–19 October 2017;
pp. 1–3.

18. Wang, Y.; Yan, S. Novel Conformal Dipole Antenna with Polarization Diversity for Biomedical Applications. In Proceedings of
the International Conference on Microwave and Millimeter Wave Technology (ICMMT), Shanghai, China, 20–23 September 2020;
pp. 1–3.

424



Electronics 2022, 11, 3796

19. Yan, Y.-D.; Jiao, Y.-C.; Zhang, C.; Zhang, Y.-X.; Chen, G.-T. Hemispheric Conformal Wide Beamwidth Circularly Polarized Antenna
Based on Two Pairs of Curved Orthogonal Dipoles in Space. IEEE Trans. Antennas Propag. 2021, 69, 7900–7905. [CrossRef]

20. Peng, J.-J.; Qu, S.-W.; Xia, M.; Yang, S. Wide-Scanning Conformal Phased Array Antenna for UAV Radar Based on Polyimide Film.
IEEE Antennas Wirel. Propag. Lett. 2020, 19, 1581–1585. [CrossRef]

21. Gao, Y.; Jiang, W.; Hu, W.; Wang, Q.; Zhang, W.; Gong, S. A Dual-Polarized 2-D Monopulse Antenna Array for Conical Conformal
Applications. IEEE Trans. Antennas Propag. 2021, 69, 5479–5488. [CrossRef]

22. Gao, Y.; Jiang, W.; Hong, T.; Gong, S. A High-gain Conical Conformal Antenna with Circularly Polarization and Axial Radiation
in X-band. In Proceedings of the 13th European Conference on Antennas and Propagation (EuCAP), Krakow, Poland, 31 March–5
April 2019; pp. 1–4.

23. Golbon-Haghighi, M.-H.; Mirmozafari, M.; Saeidi-Manesh, H.; Zhang, G. Design of a Cylindrical Crossed Dipole Phased Array
Antenna for Weather Surveillance Radars. IEEE Open J. Antennas Propag. 2021, 2, 402–411. [CrossRef]

24. Hu, J.; Sligar, A.; Chang, C.H.; Lu, S.L.; Settaluri, R.K. A grounded coplanar waveguide technique for microwave measurement of
complex permittivity and permeability. IEEE Trans. Magn. 2006, 42, 1929–1931.

25. Chen, J.S. A CPWG-fed dual-frequency rectangular patch antenna. Microw. Opt. Technol. Lett. 2002, 34, 397–398. [CrossRef]

425



Citation: Tang, B.; Cai, L.; Yang, S.;

Xu, J.; Yu, Y. Evolutionary

Computation for Sparse Synthesis

Optimization of CCAAs: An

Enhanced Whale Optimization

Algorithm Method. Future Internet

2021, 14, 347. https://doi.org/

10.3390/fi14120347

Academic Editors: Naser Ojaroudi

Parchin, Chan Hwang See and Raed

A. Abd-Alhameed

Received: 17 October 2022

Accepted: 17 November 2022

Published: 22 November 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2020 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

future internet

Article

Evolutionary Computation for Sparse Synthesis Optimization
of CCAAs: An Enhanced Whale Optimization
Algorithm Method

Bohao Tang, Lihua Cai, Shuai Yang, Jiaxing Xu and Yi Yu *

Changchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences,
Changchun 130033, China
* Correspondence: yuyi@ciomp.ac.cn

Abstract: Concentric circular antenna arrays (CCAAs) can obtain better performance than other
antenna arrays. However, high overhead and excessive sidelobes still make its application difficult.
In this paper, we consider the sparse synthesis optimization of CCAAs. Specifically, we aim to turn
off a specific number of antennas while reducing the sidelobe of CCAAs. First, we formulate an
optimization problem and present the solution space. Then, we propose a novel evolutionary method
for solving the optimization problem. Our proposed method introduces hybrid solution initialization,
hybrid crossover method, and hybrid update methods. Simulation results show the effectiveness of
the proposed algorithm and the proposed improvement factors.

Keywords: concentric circular antenna arrays; sparse synthesis; optimization

1. Introduction

With the rapid development of computer technology and wireless communication
technology, increasing numbers of users are being connected to the network. However, due
to the large number of users accessing 5G and 6G networks, a single common antenna often
cannot provide sufficient network support for users. Increasing the transmission power of
the antenna alone often cannot improve the network quality, and creates severe interference
problems. In this case, using multiple antennas to form an antenna array and conduct
beamforming can be seen as an effective technique to enhance wireless communication
performance [1].

Specifically, multiple antennas can be controlled by a single controller and then emit
the same electromagnetic wave towards the target. These electromagnetic waves are
superimposed and canceled in free space to generate a beam pattern with a distribution of
strengths and weaknesses [2]. We note that the direction with the strongest gain is called
the mainlobe and the rest are called the sidelobes. By pointing the mainlobe to the target
user, the power received by the target user can be greatly enhanced, thus strengthening the
performance of the antenna system in long-range and high-speed scenarios.

The antennas can be distributed in different manners to form different antenna arrays.
Common antenna arrays include linear antenna arrays, square antenna arrays, Yagi–Uda
antenna arrays, etc. In recent years, concentric circular antenna arrays (CCAAs) [3] have
received a lot of attention from researchers due to their unique advantages and inherent
merits [4]. As shown in Figure 1, CCAAs consist of some concentric circular rings, and
each ring contains a various number of antennas. Compared with other antenna arrays,
CCAAs can perform 360-degree beam scanning to achieve more comprehensive cover-
age [5]. On the other hand, CCAAs can obtain relatively small sidelobes, thus reducing the
interference signals.
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Figure 1. CCAA model.

In existing CCAAs, the excitation current weights of array elements are often set as
uniform, as this scheme requires no further design and is easy to implement. However,
these unoptimized and simple uniform CCAAs have some drawbacks that lead to their
limited application in the real world. Specifically, CCAAs often contain a huge number of
array elements which indeed effectively improve the transmission performance of CCAAs
but cause a large overhead. Actually, in most scenarios, not all array elements need to
be turned on. On the other hand, the sidelobes of uniform CCAAs are also difficult to
suppress, which may generate a great deal of interference to the surrounding devices [6].
Therefore, some of the array elements of CCAAs can be turned off and some array elements
can be assigned low excitation current weights, thereby completing the sparse synthesis
optimization of CCAAs.

The existing methods for performing sparse synthesis are based on the following types
of methods. Some work has utilized deterministic optimization methods to perform sparse
synthesis of various antenna arrays, such as convex optimization methods to determine
which antennas need to be turned off and optimize the excitation current accordingly.
However, these methods often require the relaxation of certain key constraints, leading to a
degradation of the optimization performance. Several works have employed evolutionary
computation to perform sparse synthesis tasks. This is due to the fact that evolutionary
computation is able to solve many NP-hard problems and does not require information
about the gradient of the problem. Therefore, evolutionary computation can be seen
as an effective method to perform the sparse synthesis optimization of CCAAs. For
instance, references [7–9] considers using moth flame optimization, a teaching–learning-
based optimization algorithm, and a cuckoo search algorithm to solve the sparse synthesis
optimization of CCAAs and obtain suitable results.

Most of these methods only consider reducing the sidelobes or decreasing the number
of active antennas as much as possible. However, aiming to keep the transmission power
steady, there also is a requirement to reduce the maximum sidelobe level while switching
off a fixed number of antennas. This requirement has been overlooked in the literature.
Note that turning off a specific number of array elements of CCAAs while optimizing
sidelobes is challenging because the structure of the decision variables will be changed.
Different from these methods, we aim to turn off the specific number of antennas while
reducing the sidelobe of CCAAs via a novel evolutionary algorithm in this work. Our
contributions are summarized as follows.

• We formulate a novel optimization problem to turn off a specific number of antennas
while reducing the sidelobes of CCAAs. The problem is challenging because it involves
both binary and continuous decision variables and is an NP-hard problem.

• We propose an enhanced whale optimization algorithm (EWOA) to solve our formu-
lated problem. EWOA introduces chaos theory and thereby proposes a novel hybrid
solution initialization method. Moreover, we propose a hybrid solution crossover
approach to balance the exploitation and exploration abilities of the EWOA. Finally, we

427



Future Internet 2021, 14, 347

propose a hybrid solution update method to handle the specific structure of the prob-
lem. After being enhanced, the proposed EWOA is more suitable and efficient in solv-
ing our considered problem and has a main difference from the conventional EWOA.

• We conduct extensive simulations to verify the performance of the proposed EWOA.
The simulation results show that the proposed EWOA is effective and outperforms
other peer algorithms. Moreover, the proposed improved factors are also evaluated
and demonstrated.

The rest of the paper is organized as follows. In Section 2, we briefly present some
existing works in terms of deterministic methods and evolutionary approaches. Moreover,
Section 3 introduces the considered models and formulates our problem. In addition, we
propose the EWOA and the corresponding improved factors in Section 4. Furthermore,
Section 5 conducts the simulations. Finally, the paper is concluded in Section 6.

2. Related Works

In this work, we consider using an evolutionary algorithm to solve the antenna
optimization problem. Thus, in this part, we briefly present some existing works in the
fields of deterministic methods and evolutionary approaches.

2.1. Deterministic Methods

Some works use deterministic methods to determine the excitation current weights
of array elements. For instance, Buttazzoni et al. [10] proposed an iterative algorithm
for sparse antenna arrays which introduces a compressive sensing approach for trans-
forming the original non-convex optimization problem into a convex problem. Moreover,
the authors in [11] proposed a deterministic approach to the optimal power synthesis
of mask-constrained shaped beams through the CCAAs. Additionally, Fan et al. [12]
formulated a unified sparse array design framework for beam pattern synthesis based
on this design metric. The authors in [13] discussed a novel technique for sparse array
synthesis in which the synthesis strategy was based on a sparse forcing algorithm using
an improvement of reweighted minimization. In [14], a novel analytical approach to the
synthesis of linear sparse arrays with non-uniform amplitude excitation was presented and
thoroughly discussed. Comisso et al. [15] presented an iterative algorithm for the synthesis
of the 3D radiation pattern generated by an antenna array of arbitrary geometry. However,
these methods often require a relaxation of certain key constraints, leading to a degradation
of the optimization performance.

2.2. Evolutionary Computation Approaches

Some approaches have adopted various evolutionary computation approaches to
perform sparse synthesis tasks. For example, the authors in [4] used three evolutionary
optimization algorithms, quantum particle swarm optimization (QPSO), teaching–learning-
based optimization (TLBO), and symbiotic organism search (SOS), to thin the CCAAs.
Moreover, Dutta et al. [16] proposed an improved version of QPSO to minimize the SLLs of
CCAAs, in which the array elements have been considered to be uniformly excited with
unit excitation amplitude. In [7], the authors presented an accurate approach based on moth
flame optimization (MFO) to solve the CCAA synthesis problem for achieving lower SLL.
In addition, Ismaiel et al. [17] proposed an optimization method based on a comprehensive
learning particle swarm optimizer (CLPSO) to reduce the SLL of CCAAs, in which the
excitation current weights are considered. In [18], a method based on a combination of
ant lion optimizer and sequential quadratic programming was proposed for concentric
circular antenna array (CCAA) synthesis, in which excitation amplitudes of array elements
were optimized for CCAAs with low maximum sidelobe level (MSL), narrow first null
beamwidth (FNBW), and low dynamic range ratio (DRR). Challa et al. [19] presented an
optimized CCAA of antennas based on biogeography-based optimization (BBO). In [20],
the authors used a political optimizer (PO), which is a novel evolutionary algorithm, to
reduce the SLL of the CCAA. However, most of these methods only consider reducing the
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sidelobes or decreasing the number of the activated antennas as much as possible and do
not consider turning off the specific number of array elements of CCAAs while decreasing
the sidelobes.

Different from these works, we consider turning off a specific number of antennas
while reducing the sidelobe of CCAAs via a novel evolutionary algorithm in this work. The
details of our model and problem are presented as follows.

3. Model and Problem

In this section, we first present our considered CCAA model. Then, we formulate our
considered sparse synthesis optimization problem in CCAAs.

3.1. CCAA Models

We show CCAA models in Figure 1. As can be seen, CCAAs consist of some con-
centric circular rings, and each ring contains a various number of antennas. Moreover,
we assume that each antenna element of CCAA is radiation isotropic. In addition, all the
antenna elements of CCAA are controlled by a centralized process and these antennas are
synchronized in terms of time, frequency, and initial phase. Furthermore, all the antenna
elements are fixed and the relative positions cannot be changed.

In this case, the electromagnetic waves generated by all the array elements will be
precisely superimposed at the receiver and offset in some directions. Intuitively, these
antennas will generate a beam pattern that contains a mainlobe and some sidelobes [21].
Mathematically, we can use the array factor as the index to show the signal strength of the
CCAA system. In CCAAs, the array factor is a complex function of the excitation current
weights of array elements of CCAAs, which is shown as follows [22].

F(θ, φ) =
M

∑
m=1

Nm

∑
n=1

Imn · ej[krm sin(θ) cos(φ−φmn)]+γmn , (1)

where M is the number of concentric rings. Moreover, Nm is the number of antennas of
the mth concentric rings, where m = 1, 2, . . . , M. Note that we use NT to denote the total
number of antennas in the CCAA, which can be calculated as NL = ∑M

m=1 Nm. In addition,
k = 2π/λm, where λ is the wavelength. Additionally, rm is the radius of the mth circle
with the value of Nmdm/2π, wherein dm is the spacing between the elements on the mth
concentric rings. Furthermore, θ and φ are the zenith and azimuth angles, θ0 and ϕ0 are
the directions of the mainlobe, and φmn is the central angle of the nth antenna element of
the mth concentric rings. The most important parameters of Equation (1) are Imn and γmn,
where Imn is the excitation current weight of nth antenna element of the mth circle and
γmn is the initial phase of nth antenna element of the mth circle. We assume that the initial
phase of all the antennas are synchronized, thus γmn can be calculated as follows.

γmn = −kγm sin(θ0) cos(ϕ0 − ϕmn). (2)

3.2. Inactivated or Activated Antenna Model

In this work, we aim to turn off a specific number of array elements in CCAAs
while achieving some other optimization objective. Thus, we introduce our inactivated or
activated antenna model in this section.

Specifically, we consider the use of a binary vector B = {b1, b2, . . . , bNT} to denote the
antenna’s inactivated or activated condition. As shown in Figure 2, we use 0 to indicate that
the antenna is not turned on, and 1 to indicate that the antenna is turned on. Mathematically,
this model can be expressed as follows.

bl =

{
0, The lth antenna is turned off,
1, The lth antenna is turned on.

(3)
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Figure 2. Inactivated or activated antenna model.

3.3. Sidelobe Suppression Model

As previously mentioned, the portion of the signal that is not the mainlobe belongs to
the sidelobes. Therefore, it is difficult for us to evaluate the suppression of the sidelobes
in a beam pattern. Generally speaking, we use the maximum sidelobe level (SLL) as a
performance index to evaluate the suppression of the total sidelobes. This is because once
the maximum SLL is suppressed, all the sidelobes will be suppressed. Mathematically, the
calculation of the maximum SLL is as follows:

fsll(I) =
B|AF(θSLL)|
|AF(θML)| , (4)

where I = {I1, I2, ..., INT} is a vector denote the excitation current weights of the total
antennas.

3.4. Optimization Problem

In this work, we aim to turn off a specific number of antennas while reducing the
sidelobe of CCAAs. Based on the models and analyses above, we can carefully control B
and I to optimize the maximum SLL. Specifically, our considered optimization problem
can be expressed as follows:

min
{B,I}

f = fsll (5a)

s.t. 0 � Il � 1, ∀l ∈ NT (5b)

bl = [0, 1], ∀l ∈ NT (5c)

We mention that our considered problem is a very complex optimization problem.
Specifically, controlling the excitation current weights of antennas to minimize the max-
imum SLL is already an NP-hard problem. Our problem is more complicated than that,
which means that our problem is also a complex NP-hard problem. Moreover, most ex-
isting works only consider optimizing the excitation current weights, which only have
continuous decision variables. Likewise, there are also some works that only consider
determining whether the antennas should be switched on or switched off, which only have
binary decision variables. Different from these works, we consider both excitation current
weight and antenna switched-on optimizations. Thus, our formulated problem involves
both continuous and binary decision variables, which is difficult to solve with the existing
methods. In this case, a powerful high-performance algorithm is urgently needed to solve
our problem.

4. Proposed Algorithm

In this section, we aim to propose a novel and powerful algorithm to solve our
considered problem. To this end, we introduce an evolutionary computation method and
then enhance the algorithm, thereby achieving better objective values by controlling the
decision variables of B and I.

4.1. Overview of Evolutionary Computation

Evolutionary computation is a very popular advanced optimization method in recent
years. Evolutionary computation refers to the rules and guidelines of nature, physics, and
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chemistry, so as to abstract important mathematical models with solution significance,
thereby achieving the purpose of searching the solution space [23].

Specifically, most evolutionary computation algorithms generate a population in
which each individual in the population is a solution to the problem to be solved. These
individuals can be evaluated by an objective function, and the corresponding individuals
with high objectives will have higher values. Individuals in the population are constantly
updated in iteration, and individuals with high values can influence individuals with low
values to update. In this way, through continuous iteration, the algorithm can continuously
search for better solutions in the solution space.

Mathematically, we denote the population as P, in which P = {X1, X2, ..., XNpop},
wherein Xi is the ith solution of the population. Moreover, Xi must be a feasible so-
lution to the optimization problem shown in Equation (5), which can be denoted as
Xi = {x1, x2, ..., xNdim} = {Bi, Ii}.

4.2. Conventional Whale Optimization Algorithm

Among the various evolutionary computation algorithms, the whale optimization
algorithm (WOA) is a recently proposed algorithm with high performance. In some
engineering problems, WOA often achieves better performance than other algorithms.
WOA considers th prey-encircling spiral bubble-net feeding maneuver, and the search for
prey of the whale population. These models can be expressed as follows.

4.2.1. Encircling Prey

Whales can find prey and surround them. The WOA algorithm allows individuals
other than other individuals to update their positions to approach the optimal position,
which can be expressed as follows.

�D =
∣∣∣�C · X∗(t)− X(t)

∣∣∣,
X(t + 1) = X∗(t)− �A · �D,

(6)

where t indicates the iteration, X∗ is the position vector of the best solution of current
population, and || is the absolute value operator. The coefficient vectors A and C can be
calculated as follows.

�A = 2�a · r −�a,
�C = 2r,

(7)

where a is a parameter that is linearly decreased from 2 to 0 through the iteration and r is a
random number [0, 1].

4.2.2. Bubble-Net Attacking Method

The bubble-net attacking method contains two methods which are detailed as follows.

(i) Shrinking encircling mechanism. This behavior is achieved by reducing the value of
parameter a, and the details can be found in [24].

(ii) Spiral updating position. WOA uses a helix-shaped movement of humpback whales
to guide the update of the population, which can be shown as follows.

−→
D′ = |X∗(t)− X(t)|,
X(t + 1) =

−→
D′ · ebl · cos(2πl) + X∗(t),

(8)

where
−→
D′ is the distance between the current whale and prey, b is a constant parameter, and

l is random in [−1, 1].

4.2.3. Search for Prey

WOA develops a random selection method to enhance the exploration capabilities of
the algorithm, as follows.
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�D =
∣∣∣�C · Xrand − X

∣∣∣,
X(t + 1) = Xrand − �A · �D,

(9)

where Xrand is a random position vector.

4.2.4. Shortcomings

Although WOA has many inherent advantages, there are still some flaws and urgent
problems in WOA that are relevant to solving our problem. For example, the problem
requires that the partial decision variables be binary, and the partial decision variables
are continuous variables from 0 to 1. This makes our problem a very intractable mixed
solution optimization problem, which poses a challenge to the solution of WOA. Second, the
development ability and exploration ability required by WOA to solve different problems
are not the same. These flaws prompted us to improve it and propose an improved version
of WOA.

4.3. Proposed Enhanced Algorithm

In order to make WOA more able to solve our optimization problem, we propose
an enhanced WOA (EWOA) in this part. The details and improved factors are shown
as follows.

4.3.1. Hybrid Solution Initialization Method

The conventional WOA uses a stochastic number generator to generate the initial
population. A generated initial population via this type has the following issues. First, this
method will lead to a decrease in the performance of the initial solution, thereby reducing
the convergence performance of the algorithm. Second, our problem is a mixed solution
problem, and a stochastic number generator can only produce continuous solutions. Due
to these reasons, we propose a hybrid solution update method in this part.

First, we generate the continuous part of the solution via chaos maps. Note that chaos
maps are special mathematical structures that include periodic and stochastic continuous
sequences. Because of their characteristics, they are often used in the improvement of
initialization in evolutionary computation algorithms. Specifically, there are about 10 com-
mon chaotic maps, namely, Chebyshev, circle, Gauss/mouse, iterative, logistic, piecewise,
sine, singer, sinusoidal, and tent. In this work, we select an iterative map to generate the
continuous part of the solutions, which can be detailed as follows.

pq+1 = sin
(

cπ

pq

)
, c = 0.7, (10)

where pq is the qth sequence of the iterative map. Then, the continuous part of a solution
can be initialized as follows.

xk = lbk + pq(ubk − lbk), (11)

By using this method, the initial solution generated by the algorithm will have a more
balanced performance, so the algorithm’s performance is better.

Second, we generate the binary part of the solution, which can be detailed as follows.

B = Rand1,0(Nsel , NS − Nsel ), (12)

where Rand1,0(a, b) can generate a vector combined with a ones and b zeros.

4.3.2. Hybrid Solution Crossover

We consider a crossover method to hybridize solutions to enhance the exploration
ability of our proposed algorithm. Specifically, the best solution for the population often
contains the most information and can guide all individuals to explore in a better direction.
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In each iteration, we select some individuals and use the crossover with the best solution
to improve them. The details of this method are as follows. As with the proposed hy-
brid solution initialization method, this crossover method operates on different classes of
solutions separately.

For the discrete part, we first find the discrete dimension which is different from the
best solution and exchange information between the two. Subsequently, we judge whether
the discrete part of the current individual satisfies the selected number of antennas. If
the number is too large or too small, we invert the random selection solution from the
individual until the number of antennas selected by the individual is appropriate.

For the continuous part, we make individuals exchange information with the best
solution with half the probability. The pseudocode for this method is shown in Algorithm 1.

Algorithm 1: Hybrid Solution Crossover.

1 Define the related parameters: a solution Xi, best solution X′ = [x′1, x′2, ..., x′Ndim
],

dimension number Ndim, etc.;
2 for n = 1 to Ndim/2 do

3 if Nrand< 0.5 then

4 if xn!=x′n then

5 xn=x′n;
6 end

7 xn+Ndim/2=x′n+Ndim/2;
8 end

9 end

10 while sum ([x1, x2, ..., xNdim/2])== Nsel do

11 if sum ([x1, x2, ..., xNdim/2])> Nsel then

12 Select a dimension with value 1 and assign it to 0;
13 end

14 if sum ([x1, x2, ..., xNdim/2])< Nsel then

15 Select a dimension with value 0 and assign it to 1;
16 end

17 end

18 Return Xi;

4.3.3. Hybrid Solution Update

In this section, we update the two parts of the hybrid solution separately. Specifically,
the continuous solution part is still updated using the original WOA update method. For
discrete solutions, we consider mutating and crossing them first. The method is specifically
shown in Algorithm 2.
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Algorithm 2: Hybrid Solution Update.

1 Define the related parameters: a solution Xi, best solution X′ = [x′1, x′2, ..., x′Ndim
],

dimension number Ndim, etc.;
2 if Nrand< 1

3 then

3 [x1, ..., xr1, ..., xr2, ..., xNdim ]= [x1, ..., xr2, ..., xr1, ..., xNdim ];
4 end

5 else if Nrand< 2
3 then

6 for n = 1 to Ndim/2 do

7 if Nrand< 0.5 then

8 if xn!=x′n then

9 xn=x′n;
10 end

11 xn+Ndim/2=x′n+Ndim/2;
12 end

13 end

14 end

15 while sum ([x1, x2, ..., xNdim/2])== Nsel do

16 if sum ([x1, x2, ..., xNdim/2])> Nsel then

17 Select a dimension with value 1 and assign it to 0;
18 end

19 if sum ([x1, x2, ..., xNdim/2])< Nsel then

20 Select a dimension with value 0 and assign it to 1;
21 end

22 end

23 Return Xi;

4.3.4. Main Steps and Complexity Analysis of EWOA

The main steps of the proposed EWOA can be shown in Algorithm 3. Moreover, the
complexity of EWOA is examined. The calculation of the objective function value, which is
considerably more difficult than other steps in our optimization problem, takes the longest.
Thus, other steps can be skipped in this situation. As a result, when the maximum number
of iterations and population size are denoted as tmax and Npop, respectively, the complexity
of EWOA is O(tmax · Npop).

Algorithm 3: EWOA.

1 Define the related parameters: population size Npop, bat dimension Ndim,
maximum iteration tmax, and objective function, etc.;

2 Initialize the population by using Equations (10)–(12);
3 for t = 1 to tmax do

4 Calculate the objective values of all individuals;
5 Select the individual with the highest objective value as the best solution X∗;
6 Update the individuals via conventional WOA method (e.g., Equations (6)–(9));
7 Perform crossover operation via Algorithm 1;
8 Perform solution update via Algorithm 2;
9 end

10 Return X∗; //X∗ is the best solution obtained by the algorithm

5. Simulations

In this section, we perform simulations to evaluate the performance of EWOA. First,
we present our experimental setup, comparison algorithms, etc. Second, we present our
optimization results. Third, we illustrate the effectiveness of the improvement factors.
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5.1. Setups

In this work, we use a CCAA with 10 rings for the simulation. In this case, the total
number of antenna elements in the CCAA is 440, and the number of elements per ring is
8× m, where m is the number of turns. Furthermore, we aim to turn off one half of the
antenna elements. Moreover, our used CPU was an 11th Gen Intel(R) Core(TM) i7-11700 @
2.50 GHz with 16 GB of RAM.

In addition, we introduced some comparison algorithms for comparison, specifi-
cally, the dragonfly algorithm (DA) [25], conventional WOA [24], gray wolf optimization
(GWO) [26], sine cosine algorithm (SCA) [27], and salp swarm algorithm (SSA) [28]. In this
case, all algorithm populations were set to 50, and the number of iterations was set to 200.
Note that these algorithms are both evolutionary algorithms, in which their computational
complexities correspond to the times of fitness calculations. Thus, in this work, these
algorithms have the same complexity which is tmax × Npop, i.e., 50 × 200.

5.2. Simulation Results

We first evaluated the objective function values of different algorithms to solve our
problem and give the average, maximum, and minimum values in Table 1. It can be seen
that our proposed method is superior to all other comparison algorithms. The reason is that
we have a better balance between exploration ability and exploitation ability. Moreover,
as shown in Figure 3, we give the convergence curves of different algorithms. It can be
seen that our algorithm’s convergence is the fastest. It can be seen that our proposed initial
solution method can effectively speed up convergence. In addition, as shown in Table 2,
we give the running time of different algorithms. It can be seen that the running time of all
algorithms is similar, and our algorithm does not increase the running complexity of the
algorithm. Furthermore, as shown in Figure 4, we provide the beam patterns of the CCAAs
obtained by different algorithm. As can be seen, our proposed EWOA achieved the best
beam pattern performance. For a more intuitive demonstration, we plot the structure of the
optimized CCAAs in Figure 5. Specifically, the entire antenna array is the structure of the
original CCAA. After being optimized by our algorithm, some antennas are switched off
while the rest are also switched on.

Table 1. Statistical results of the objective values obtained by different approaches.

(DB) AVE. MAX. MIN.

DA −23.2598 −22.6900 −23.7409
GWO −23.2644 −22.6404 −24.0011
SSA −23.2434 −22.6982 −23.8245

WOA −23.441 −22.8497 −24.0907
SCA −21.2753 −20.1031 −22.3683

EWOA −23.7883 −23.2147 −24.1995

Table 2. Statistical results of the running time obtained by different approaches.

(DB) AVE. MAX. MIN.

DA 409.3217 520.8348 286.9482
GWO 271.8296 298.7387 232.12
SSA 273.4268 302.3688 222.1255

WOA 297.5742 312.5098 290.1445
SCA 254.5393 290.0058 189.7762

EWOA 313.075 250.7853 331.1821
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Figure 3. Beam patterns obtained by different algorithms.
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Figure 4. Convergence rates obtained by different algorithms.

Figure 5. State of the CCAA.
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On the other hand, we evaluated the impact of different improved factors on the
algorithm. We considered different chaotic map-based initialization methods and proposed
crossover methods. The optimization results and running time are shown in Tables 3 and 4,
respectively. It can be seen that our selected chaotic map has the best performance, and the
proposed crossover method can also effectively improve the performance of the algorithm.
In addition, these algorithms are all on the same running time, which means that there is
no additional increase in the running time of the algorithm.

Table 3. Statistical results of the objective values obtained by different improved factors.

(DB) AVE. MAX. MIN.

Chebyshev −23.5074 −23.0789 −23.934
Circle −23.4647 −23.0118 −23.8412

Guass/mouse −23.4788 −22.9087 −24.0222
Iterative −23.5758 −23.0417 −23.9682
Logistic −23.4941 −22.5767 −23.9068

Piecewise −23.4257 −22.7275 −23.8546
Sine −23.4498 −22.8004 −24.0941

Singer −23.4784 −22.9801 −23.9801
Sinusoidal −23.508 −23.0097 −23.9226

Tent −23.4395 −23.0049 −23.9017
Crossover −23.7153 −23.1617 −24.2604

EWOA −23.7883 −23.2147 −24.1995

Table 4. Statistical results of the running time obtained by different improved factors.

(s) AVE. MAX. MIN.

Chebyshev 300.2103 311.8449 273.2599
Circle 300.4639 308.2679 264.3575

Guass/mouse 305.5025 321.2203 285.5261
Iterative 311.7976 337.1776 182.6852
Logistic 306.6116 323.0361 290.9548

Piecewise 306.8332 328.9165 279.5588
Sine 331.7841 340.0234 322.1776

Singer 333.9409 341.0207 314.4988
Sinusoidal 337.2349 350.9823 277.0756

Tent 336.8633 354.8735 274.9848
Crossover 302.2373 316.8397 243.6888

EWOA 313.075 331.1821 250.7853

Except for the considered scenario in our original submission, we further added
examples: one involving a very low population within 440 antenna elements and another
one involving smaller arrays of 100 elements with large and small populations. The
corresponding simulation results are presented as follows. Specifically, Table 5 shows
the simulation results obtained by different algorithms in the case with 10 populations
and 440 elements. Moreover, Table 6 shows the simulation results obtained by different
algorithms in the case with 50 populations and 120 elements. In addition, Table 7 shows
the simulation results obtained by different algorithms in the case with 10 populations and
120 elements. As can be seen, our proposed algorithm also outperforms other compared
algorithms in the three cases. The reason may be that we balance the exploration and
exploitation abilities and can make our proposed algorithm more suitable for solving our
optimization problem.
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Table 5. Statistical results of the objective values obtained by different approach in the case with
10 populations and 440 elements.

(DB) AVE. MAX. MIN.

DA −22.492 −21.281 −23.5388
GWO −22.7027 −21.8035 −23.5196
SSA −22.7403 −22.0197 −23.8178

WOA −22.7205 −21.647 −23.4629
SCA −20.1068 −18.9223 −22.2253

EWOA −23.0437 −22.5879 −23.6858

Table 6. Statistical results of the objective values obtained by different approach in the case with
50 populations and 120 elements.

(DB) AVE. MAX. MIN.

DA −8.73719 −8.39645 −9.46009
GWO −9.05977 −8.16812 −9.57519
SSA −8.99624 −8.71156 −9.36257

WOA −9.09705 −8.32748 −9.47902
SCA −8.91788 −8.3524 −9.36407

EWOA −9.41423 −9.15111 −9.6363

Table 7. Statistical results of the objective values obtained by different approach in the case with
10 populations and 120 elements.

(DB) AVE. MAX. MIN.

DA −8.27269 −7.7332 −9.08744
GWO −8.68996 −7.24128 −9.26944
SSA −8.59402 −7.72822 −9.31861

WOA −8.67264 −7.46379 −9.38475
SCA −8.56307 −7.73576 −9.14937

EWOA −9.1513 −8.67405 −9.45595

6. Conclusions

This paper considered the sparse synthesis optimization of CCAAs. We aimed to
turn off a specific number of antennas while reducing the sidelobe of CCAAs. First, we
formulated an optimization problem and presented the solution space. Then, we proposed
an EWOA method for solving the optimization problem. EWOA introduced hybrid solution
initialization, crossover, and update methods. Finally, we conducted simulations to show
the effectiveness of the proposed EWOA and the proposed improvement factors.
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Abstract: In this paper, 1 × 2 MIMO of Palm Tree Coplanar Vivaldi Antenna is presented that
simulated at 0.5–4.5 GHz. Some GPR applications require wideband antennas starting from a
frequency below 1 GHz to overcome high material loss and achieve deeper penetration. However, to
boost the gain, antennas are set up in MIMO and this is costly due to the large size of the antenna.
When configuring MIMO antenna in the E-plane, there is occasionally uncertainty over which
antenna model may provide the optimum performance in terms of return loss, mutual coupling,
directivity, beam squint, beam width, and surface current using a given substrate size. However, the
configuration of E-plane antenna in MIMO has an issue of mutual coupling if the distance between
elements is less than 0.5λ. Furthermore, it produces grating lobes at high frequencies.We implement
several types of patch structures by incorporating the truncated, tilt shape, Hlbert and Koch Fractal,
Exponential slot, Wave slot, the lens with elips, and metamaterial slot to the radiator by keeping
the width of the substrate and the shape of the feeder. The return loss, mutual coupling, directivity,
beam squint, beamwidth, and surface current of the antenna are compared for 1 × 2 MIMO CVA. A
continuous patch MIMO has a spacing of 0.458λ at 0.5 GHz, which is equivalent to its element width.
From the simulation, we found that Back Cut Palm Tree (BCPT) and Horizontale Wave Structure Palm
Tree (HWSPT) got the best performance of return loss and mutual scattering at low-end frequency
respectively. The improvement of directivity got for Metamaterial Lens Palm Tree (MLPT) of 4.453 dBi
if compared with Regular Palm Tree-Coplanar Vivaldi Antena (RPT) at 4 GHz. Elips Lens Palm
Tree (ELPT) has the best beam squint performance across all frequencies of 0◦. It also gots the best
beamwidth at 4.5 GHz of 3.320. In addition, we incorporate the MLPT into the radar application.
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1. Introduction

The antenna is an important component of the telecommunications system because it
is the final part of the process of sending and receiving data. Presently, there is a continuous
increase in data transmission hence research for improving antenna performance continues
to rise. Many antenna studies have been carried out for microwave imaging [1–3] military
or electronic warfare [4,5], Wifi [6,7], 5G telecommunications [8–11], vehicle communi-
cation [12–14], Maritim, airborne [15,16], and RADAR applications [17–19]. The studies
conducted on RADAR applications including GPR applications usually work in the low
frequency between 500 MHz to 3 GHz [20,21]. Antenna research that discusses its usage in
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an extensive frequency has been conducted [22–24], however, research on planar antennas
that perform at low frequencies below 1 GHz is still quite restricted.

An antenna that has higher bandwidth would contribute immensely to the high
imaging resolution of the radar system. UWB imaging system is designed to detect and
see the object of interest in a structure that can be classified as through-the-wall imaging
biomedical imaging and ground-penetrating radar. The higher the bandwidth the better the
image resolution. The lower the frequency the larger the wavelength, so a radar with a very
large wavelength will not be able to locate anything very precisely. The lower frequency the
poorer the resolution. On the other hand, the lower frequency has its advantage, particularly
when using the radar for GPR or through-the-wall imaging applications as this would ease
the high material losses that will be encountered when using a higher frequency range and
also guarantee deeper penetration of the electromagnetic wave. Furthermore, radar and
telecommunications applications require antennas that work with wide bandwidth and
high gain.

There have also been studies on how to boost its bandwidth and gain by changing its
feeding, ground plane, and radiator, including the inclusion of corrugated slots. Vivaldi is
one of the planar antennas that can work in a wide bandwidth. This antenna produces high
gain coverage by providing corrugated [25], metamaterial [26,27], lens [28,29], fractal struc-
tures [30], and others. In addition to modifying the antenna elements, the increasing gain
can be done by arranging the antenna in the form of an array and MIMO [31] as discussed
in [32–36]. MIMO (Multiple Input Multiple Output) uses multiple antennas in the transmit-
ter and receiver to improve its gain and data output. The MIMO antenna can be applied
for radio astronomy applications, GPR, through-wall imaging applications [37], microwave
tomography [38], and 5G applications [39]. The antenna arrangement in the form of MIMO
on wideband antennas must pay attention to the mutual coupling between neighboring
components in the low-end frequency because it affects the scattering characteristics.

Research on the method of reducing mutual antenna coupling, especially for Vivaldi,
has been discussed by [40] using the corrugated slot technique, in [41] by multiple notch
structure in the ground plane, and [42] by a triangular director. Mutual coupling is a
significant problem in the E-plane because surface current flows in the neighboring element
by the continuous patch, causing coupling between elements, but in the H-plane, the
coupling is caused by an electric field flowing through the air. Mutual coupling antenna
with very wide bandwidth will be risky at low-end frequencies while for high frequencies
there is usually no problem. This is at low frequencies, the antenna has a longer wave-
length. Therefore, to reduce mutual coupling between elements, the antenna must be
more than half the wavelength long. If the antenna is arranged in MIMO for wideband
antennas, there will be a trade-off between the mutual coupling performance and the
radiation pattern performance at low and high frequencies. At low frequencies, The Mutual
coupling performance of the antenna is good if it has the mutual scattering parameter
S21 < −20 dB or the isolation of more than 20 dB. When the distance between elements is
too large relative to the wavelength at high frequencies, a free lobe will emerge, thereby
deteriorating the performance of the radiation pattern. Many different types of antennas
may be used in radar and communications applications, including patch antennas [3],
monopole antennas [6,8], and 3D antennas [5]. However, some of those antennas have an
omnidirectional radiation pattern, or if they do have a directional radiation pattern, the
directivity is minimal. Vivaldi antenna has advantages such as a planar antenna, wide
bandwidth, and directional radiation pattern. There are several types of Vivaldi antennas
including Coplanar Vivaldi Antenna [43,44], Antipodal Vivaldi Antenna (AVA) [45], and
Balanced Antipodal Vivaldi Antenna (BAVA) [46]. The AVA is frequently mentioned in
contrast to the CVA, even though the CVA also offers benefits in its gain performance.
Additionally, the Vivaldi antenna’s elements are explained in greater detail than those of
the MIMO antenna. As a consequence, a discussion about the performance of the CVA
antenna in MIMO is also suggested.
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According to the preceding explanation, many radar applications require antennas that
can operate at low frequencies, and the size of antennas that operate at low frequencies is
often large. Meanwhile, the production of huge antennas and MIMO setups is prohibitively
expensive. Aside from that, other researchers have done studies on Vivaldi antennas with
several models, but very few have compared multiple models with the same substrate
size. And antenna designers are occasionally perplexed about which antenna model to
utilize to optimize certain performances. As a result, a discussion about the performance
of the Vivaldi antenna is required, including return loss, mutual coupling, beam squint,
and a beamwidth of the antenna of the same size, so that the antenna performance results
can be used as a recommendation for which antenna design accommodates the required
performance.

As a result, our contribution is to create 15 different slot structures to the Palm Tree
CVA to investigate the effect of slot shape on mutual coupling reduction as well as the
effect of different slot structure shapes on the performance of the radiation pattern using
the same substrate width. We only discuss mutual coupling in the E-field in this discussion
because mutual coupling in the E-field is a major problem, particularly at low frequencies.
After all, surface currents can flow directly to adjacent elements, whereas mutual coupling
in the H field can occur due to electric field induction through the air. We discovered the
position and shape of the truncated slot that provides the best performance in terms of
return loss performance, the wavy slot shape that provides the best performance in terms of
mutual coupling at low frequencies, and the size of the elliptical structure that can provide
0◦ beam squint performance at all entire frequencies (0.5–4.5 GHz) while also providing
the best beamwidth. Furthermore, we developed a metamaterial in the form of a split ring
resonator that can boost gain by 4.451 dBi when compared to the RPT-CVA without giving
a slot structure, and we evaluate it with measurement data, apply it to radar, and compare
it to relevant research.

In this study, we compared the performance of the return loss, mutual coupling,
side lobe level, beam squint, and a beamwidth of 15 types of 1 × 2 MIMO Palm Tree
Coplanar Vivaldi Antenna using the same feeding shape and the substrate width in the E-
plane. The antennas compared are Regular Palm Tree-Coplanar Vivaldi Antena (RPT-CVA),
Front Cut Palm Tree (FCPT-CVA), Middle Cut Palm Tree (MCPT-CVA), Back Cut Palm
Tree (BCPT-CVA), Complete Cut Palm Tree (CCPT-CVA), Left Tilt Palm Tree (LTPT-CVA),
Right Tilt Palm Tree (RTPT-CVA), Hilbert Fractal Structure Palm Tree (HFSPT-CVA), Koch
Fractal Structure Palm Tree (KFSPT-CVA), Exponential Slot Edge Palm Tree (ESEPT-CVA),
Vertical Wave Structure Palm Tree (VWPT-CVA), Horizontale Wave Structure Palm Tree
(HWPT-CVA), Regular Lens Palm Tree (RLPT-CVA), Elips Lens Palm Tree (ELPT-CVA) and
Metamaterial Lens Palm Tree (MLPT-CVA).

This paper is organized as follows: Section 2 discusses antenna design, Section 3
discussesResults and Discussion, Section 4 discusses Measurement and comparison of
related antenna, and Section 5 conclusion.

2. Antenna Configuration

This study designed 1 × 2 antenna Palm Tree Coplanar Vivaldi antenna in the E-plane,
as shown in Figures 1 and 2, using the same type and size of the substrate. The antenna is
designed with an FR-4 substrate with a thickness of 1.6 mm, while the radiator and feeding
shape is made of copper with a thickness of 0.035 mm. The dimensions of the patch element
are 250 mm × 250 mm × 0.035 mm but it has an additional substrate width of 12.5 mm on
both sides of the antenna width to reduce the mutual coupling. The antenna was simulated
in the frequency range between 500 MHz–4.5 GHz with the dimension as illustrated in
Table 1. Equation (1) is used to determine the tapered side on the bottom of PT CVA, the
flared region, and the ESE structure. The C1 and C2 are constants, and R is the exponential
growth rate with the value of R1, R2, R3, and R4 shown in Table 1 (based on Figure 1a. The
beginning and ending points of an exponential curve are x1, y1, x2, and y2 [44].
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y = C1eRx + C2 , C1 =
y2 − y1

eRx2 − eRx1
, C2 =

y1eRx2 − y2eRx1

eRx2 − eRx1
(1)

Figure 1h delivers the Hilbert curve structure in the third iteration with the total length
of the slot (lh), the line segment (dd), and iteration (in) follows Equation (2) [47]. In this case,
we use 3rd iteration.

dd =
lh

2in − 1
(2)

Figure 2c,d show the vertical and horizontal wave slots. The Constant of the wavy
slot in Equation (3) is B1 = 2, B2 = 1, B3 = 1, B4 = 5, and B5 = 36. The depth of the wave,
the number of waves, and the length of the wave slot can all be modified by changing the
value of Bn [48].

A(t) = B1

(
B2 + B3 cos

(
B4πt

B5

))
(3)

Table 1. Parameter dimension of the antenna.

Dimension (mm)

Par Dim Par Dim Par Dim Par Dim Par Dim

a 550 k 100 u 25 E 10 O 12
b 250 l 50 v 93.53 F 188 P 120◦
c 135 m 99.78 w 6 G 30 Q 12
d 55 n 38 x 17.9 H 150 R 10
e 0.5 o 30◦ y 162 I 50 S 16
f 90 p 30◦ z 25.11 J 51 R1 0.03
g 14 q 35 A 25 K 1 R2 0.05
h 1005 r 25 B 62.39 L 6 R3 −0.2
i 50 s 41 C 5 M 0.7 R4 −02
j 25 t 5 D 25 N 0.4

Figure 1. The 1 × 2 Coplanar Vivaldi Antenna of (a) Regular Palm Tree (RPT-CVA), (b) Front Cut
Palm Tree (FCPT-CVA), (c) Middle Cut Palm Tree (MCPT-CVA), (d) Back Cut Palm Tree (BCPT-CVA),
(e) Complete Cut Palm Tree (CCPT-CVA), (f) Left Tilt Palm Tree (LTPT-CVA), (g) Right Tilt Palm Tree
(RTPT-CVA), (h) Hilbert Fractal Structure Palm Tree (HFSPT-CVA).
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Figure 2. The 1 × 2 MIMO Coplanar Vivaldi Antenna of (a) Koch Fractal Structure Palm Tree (KFSPT-
CVA), (b) Exponential Slot Edge Palm Tree (ESEPT-CVA), (c) Vertical Wave Structure Palm Tree
(VWPT-CVA), (d) Horizontale Wave Structure Palm Tree (HWPT-CVA), (e) Regular Lens Palm Tree
(RLPT-CVA), (f) Elips Lens Palm Tree (ELPT-CVA), (g) Metamaterial Lens Palm Tree (MLPT-CVA).

3. Results and Discussion

3.1. Scattering Parameter Performance

The S11 and S21 performance of RPT, FCPT, and MCPT-CVA are displayed in Figure 3.
The best S11 is obtained from MCPT, at the low-end frequency. According to the simulation
results displayed in Figure 3a, the low-end frequencies for RPT, FCPT, and MCPT-CVA
that got S11 −10 dB are 0.52 GHz, 0.53 GHz, and 0.5 GHz. FCPT experienced poor return
loss due to S11 exceeding −10 dB for frequencies 0.62 GHz to 0.81 GHz. The right side of
Figure 1 shows the S21 performance of the RPT, FCPT, and MCPT. As can be observed, in
the first low-end frequency at −20 dB the mutual scattering parameters for RPT, FCPT,
and MCPT are 0.769 GHz, 0.848 GHz, and 0.58 GHz respectively. The best S21 is achieved
for MCPT at low-end frequencies. However, the best S21 in overall frequency is acquired
for FCPT as shown in Figure 3. The mutual scattering parameter has a lesser value at
higher frequencies. In this study, an antenna with a substrate element’s width of 275 mm
was created, with frequencies of 0.5 GHz and 4.5 GHz and equal to the wavelengths of
600 mm and 66.67 mm, respectively. If the antenna has spacing between elements 275 mm
so electrically, the antenna has a size of 0.458λ at a frequency of 0.5 GHz and 4.125λ at a
frequency of 4.5 GHz. The mutual coupling of the antenna will be large if it has a size of
fewer than 0.5λ (at the low-end frequency). Wideband and Ultra Wideband and also Super
wideband antennas will experience mutual coupling issues at low frequencies. The greater
the frequency, the less mutual coupling. However, it yields the problem of the grating lobe
at high frequency. The performance of return loss and mutual scattering characteristics to
the RPPT, BCPT, and CCPT in 1 × 2 MIMO antenna are assessed in Figure 3b. The best
return loss performance is attained for BCPT. At 0.5 GHz, the antenna’s S11 is −10.736 dB.
At a frequency of 0.79 GHz, it has an S11 of −51.094 dB. The worst return loss for CCPT
appears at low frequency. It demonstrates that at 0.699 GHz, it exhibits S11 −5.985 dB.
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(a) (b)

Figure 3. S11 and S21 performance of 1 × 2 MIMO (a). Regular Palm Tree Coplanar Vivaldi Antena
(RPT-CVA), Front Cut Palm Tree (FCPT-CVA), Middle Cut Palm Tree (MCPT-CVA), and (b). S11 and
S21 of Regular Palm Tree Coplanar Vivaldi Antena (RPT-CVA), Back Cut Palm Tree (BCPT-CVA),
Complete Cut Palm Tree (CCPT-CVA).

However, CCPT has an S11 of −51.359 dB at 1.628 GHz. The S21 of RPT, BCPT, and
CCPT might be visible on Figure 3b’s bottom side. The best S21 performance is in BCPT,
CCPT, and RPT CVA. Meanwhile, the CCPT CVA received S21 at 0.989 GHz of −55 dB. The
CCPT performs well in S21 because it has the largest truncated area without copper on both
edges of the patch.

Figure 4a shows the comparison of return loss performance and mutual scattering
performance of RPT, LTPT, and RTPT CVA. From Figure 4a, it could be seen that LTPT
has the best performance, due to covering S11 below −10 dB almost in the all-frequency
range from 0.5–4.5 GHz. However, the bottom of Figure 4a shows that LTPT has the worst
S21 performance. At 0.5 GHz LTPT has S21 −11.491 dB. LTPT has a distance between the
feeding point is 0.495λ and RTPT of 0.422λ The distance between the two feeds for LTPT is
getting farther away from the distance between the two centers of the tapered slot. RTPT
has the best S21 at 0.885 GHz of −47.506. The electric field between two tapered slots will
propagate away for RTPT while for LTPT. Figure 4b shows that the HFSPT and KFSPT
have better performance of return loss than RPT at low-end frequency. At 0.5 GHz the
S11 performance of RPT, HFSPT, and KFSPT are −8.311 dB, −12.442 dB, and −14.33 dB
respectively. At 4.1 GHz KFSPT result S11 of −51.093 dB. S21 performance of RPT, HFSPT,
and KFSPT is declared at the bottom of Figure 4b. At 0.5 GHz the S21 of RPT, HFSPT, and
KFSPT are −8.311 dB, −14.502 dB, and −15.291 dB. It can be concluded that the KFSPT has
the best S21 performance at low-end frequency.

The performance of S11 and S21 for RPT, ESEPT, VWSPT, and HWSPT is shown in
Figure 5a. We can see that the best S11 performance is found for RPT. However, ESEPT,
VWSPT, and HWSPT have S11 of more than −10 dB in some low frequencies. At 0.5 GHz
ESEPT has S11 −16.859 dB but at 0.517 GHz to 0.628 GHz. it has an S11 of more than −10 dB
as well as the structure of VWSPT and HWSPT.
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(a) (b)

Figure 4. S11 and S21 performance of 1 × 2 MIMO (a). Regular Palm Tree-Coplanar Vivaldi Antena
(RPT-CVA), Left Tilt Palm Tree (LTPT-CVA), Right Tilt Palm Tree (RTPT-CVA) and (b). Regular Palm
Tree-Coplanar Vivaldi Antena (RPT-CVA), Hilbert Fractal Structure Palm Tree (HFSPT-CVA), Koch
Fractal Structure Palm Tree (KFSPT-CVA).

(a) (b)

Figure 5. S11 and S21 performance of 1 × 2 MIMO (a). Regular Palm Tree-Coplanar Vivaldi Antena
(RPT-CVA), Exponential Slot Edge Palm Tree (ESEPT-CVA), Vertical Wave Structure Palm Tree (VWPT-
CVA), and Horizontale Wave Structure Palm Tree (HWPTCVA) and (b) S11 and S21 of Regular Palm
Tree-Coplanar Vivaldi Antena (RPT-CVA), Elips Lens Palm Tree (ELPT-CVA), and Metamaterial Lens
Palm Tree (MLPT-CVA).

The return loss performance of the low frequency will be impacted by the corrugated
structure or wave structure. The electric field will be trapped between the corrugated and
wave structure. However, the Mutual scattering of HWSPT got the best performance than
others. The S21 of RPT, ESEPT, and VWSPT is almost the same. Adding corrugated and
wave structures in the vertical direction will affect the S21 performance at low frequencies.
The return loss performance of RPT and RLPT is almost the same, likewise the performance
of ELPT and MLPT-CVA. It could be shown in Figure 5b that by adding the Ellips and

447



Electronics 2023, 12, 177

metamaterial structure in the mouth flared of the two tapered slots, the return loss perfor-
mance in the low-end frequency becomes worst in the low-end frequency than without
adding structure. From Figure 5b, it can also be seen that RPT and RLPT have almost the
same return loss at frequencies below 3 GHz, but above 3 GHz there are differences. S21
performance of RPT, RLPT, ELPT, and MLPT can be seen at the bottom of Figure 5b. Even
though ELPT and MLPT appear to have S21 below −20 dB at low-end frequency but only a
few frequencies are covered. All four antennas have poor mutual catering parameters at
low frequencies, even if at 0.895 GHz MLPT has S21 of −54.432 dB. According to the overall
scattering parameter simulation findings for the 15 antenna types, BCPT has the best S11
performance at low frequencies, while HWSPT has the most effective S21 performance at
low-end frequencies. Adding the structure in the patch will affect the electric field so that it
interferes with the scattering parameters.

3.2. Radiation Pattern Performance
3.2.1. Directivity Performance

The directivity of the element and 1 × 2 RPT, 1 × 2 of FCPT, MCPT, BCPT, and CCPT
is displayed in Figure 6a. At 2 GHz, by arranging the antenna into a MIMO, there is an
improvement in RPT directivity of 3.2 dBi. At 2 GHz, the directivity of 1 × 2 RPT and
1 × 2 FCPT is 8.894 dBi and 11.587 dBi. This means there is an improvement in a gain of
2.693 dBi. However, at a frequency above 2 GHz, the gain decreases. The highest directivity
is obtained for 1 × 2 BCPT at 4 GHz of 12 dBi.

(a) (b)

Figure 6. Directivity of: (a). Single and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2Front Cut Palm Tree
(FCPT-CVA), 1 × 2 Middle Cut Palm Tree (MCPT-CVA), 1 × 2 Back Cut Palm Tree (BCPT-CVA), 1 × 2
Complete Cut Palm Tree (CCPT-CVA) and (b). Single and 1 × 2 of Regular Palm Tree (RPT-CVA),
1 × 2 Left Tilt Palm Tree (LTPT-CVA), 1 × 2 Right Tilt Palm Tree (RTPT-CVA), 1 × 2 Hilbert Fractal
Structure Palm Tree (HFSPT-CVA), 1 × 2 Koch Fractal Structure Palm Tree (KFSPT-CVA).

Figure 6b shows the directivity comparison between single and 1 × 2 RPT, 1 × 2 of
LTPT, RTPT, HFSPT, and KFSPT. It demonstrates that the directivity changes slightly by
tilting the antenna. It means there is an improvement in directivity by making the antenna
position slightly tilted left and right, in this case, tilted 5 degrees, then the directivity
does not change much. But at a frequency below 3.5 GHz, the 1 × 2 RTPT has a better
performance of directivity than 1 × 2 LTPT and 1 × 2 RPT. At low frequencies, it can be a
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consideration for arranging the antenna with a larger tilt angle outward position so that the
electric field coming out of the two tapered slots does not affect each other. Figure 6b shows
the directivity of 1 × 2 KFSPT of 11.299 dBi while 1 × 2 RPT of 8.894 dBi. At Frequency
4 GHz the 1 × 2 KFSPT has the best directivity of 12.108 dBi.

The directivity performance of single and 1 × 2 RPT, 1 × 2 of ESEPT, VWSPT, and
HWSPT can be observed a Figure 7a. 1 × 2 ESEPT has better performance of directivity
than 1 × 2 RPT and 1 × 2 VWSPT almost at all frequency ranges. The best directivity is
obtained at 4 GHz of 12.877 dBi. Figure 7b shows the directivity performance of single and
1 × 2 RPT, 1 × 2 RLPT, 1 × 2 ELPT, and 1 × 2 MLPT. At frequencies, less than 2.5 GHz the
1 × 2 ELPT got the best performance of directivity. However, at a frequency of more than
2.5 GHz, 1 × 2 MLPT has the best directivity. At 4 GHz, the directivity of 1 × 2 RPT, RLPT,
ELPT, and MLPT is 12.108 dBi, 14.329 dBi, 15.248 dBi, and 16.561 dBi. It means there is an
improvement of directivity of 4.453 dBi. Although the MLPT has a larger substrate size
than regular ones, adding a lens and metamaterial structure can trap the electric field in the
lens causing the gain increase.

(a) (b)

Figure 7. Directivity of (a). Element and 1 × 2 Regular Palm Tree- (RPT-CVA), 1 × 2 Exponential Slot
Edge Palm Tree (ESE-CVA), 1 × 2 Vertical Wave Structure Palm Tree (VWPT-CVA), 1 × 2 Horizontale
Wave Structure Palm Tree (HWPT-CVA), and (b). Element and 1 × 2 Regular Palm Tree-Coplanar
Vivaldi Antena (RPT-CVA), 1 × 2 Regular Lens Palm Tree (RLPT-CVA), 1 × 2 Elips Lens Palm Tree
(ELPT-CVA), And 1 × 2 Metamaterial Lens Palm Tree (MLPT-CVA).

However, in a wideband antenna, the wider the antenna bandwidth, the greater
distance between elements relative to their wavelength (especially at high-end frequencies),
and this cause a grating lobe which will reduce the directivity of the antenna. The grating
lobe is a side lobe that is enlarged and resembles the main lobe, this thing caused by the
effect of changing the distance between the antenna elements further apart. In this case
the 1 × 2 MIMO has spacing between element is 275 mm and it means that at a frequency
of 0.5 GHz, the distance between elements is 0.458λ while at a frequency of 4.5 GHz the
distance between elements is 4.125λ. The distance between elements rises at 4.5 GHz,
causing the grating lobe and antenna directivity to diminish.

3.2.2. Side Lobe Level Performance

Figure 8a shows the Side Lobe Level (SLL) of element RPT, 1 × 2 of RPT, 1 × 2 of FCPT,
MCPT, BCPT, CCPT, LTPT, RTPT, and HFSP. Meanwhile, Figure 8b presents the SLL of
element RPT, SLL 1 × 2 of RPT, 1 × 2 of KSPT, ESEPT, VWSPT, HWSPT, RLPT, ELPT, and
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MLPT-CVA. From the simulation result, It shows that the best SLL performance is reached
for RPT of 11.94 dB at 1 GHz, followed by 1 × 2 HFSPT of 10.357 dB at 3 GHz. Furthermore,
most antennas have an SLL greater than −5 dB at frequencies above 1.5 GHz. Although
mutual scaring parameters of the antenna at high frequencies are good, it produces a high-
level sidelobe. This is because the higher the frequency, the greater the distance between
the elements relative to the wavelength, therefore, the grating lobe will occur, enlarging the
SLL However the SLL of a single element of RPT is better than others at frequency 2, 2.5,
3.5 and 4 GHz. But at frequency 1.5 GHz shows that 1 × 2 RPT has better performance of
SLL than a single element. For wideband antennas, by arranging the antennas into MIMO,
the sidelobe level performance can increase at low frequencies but at high frequencies,
the SLL performance decreases due to the presence of grating lobes because the distance
between elements becomes greater. Figure 8b shows that the 1 × 2 ELPT got the best
SLL performance at 1 GHz of −13.757 dB. At 2 GHz, the 1 × 2 KFSPT results in the best
performance of SLL of −9.426 dB. Meanwhile, at 2 GHz, the worst SLL of −0.677 dB was
obtained for RPT. This means an SLL improvement of 8.749 dB between 1 × 2 KFSPT and
1 × 2 RPT. The best SLL of −6.89 dB was obtained at 2.5 GHz for 1 × 2 MLPT, while at
4 GHz, the 1 × 2 ELPT has the best performance of −4.688 dB. SLL performance can also
be improved by adding a structure and lens at both antenna heights.

(a) (b)

Figure 8. Side Lobe Level of (a). Element and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2 Front
Cut Palm Tree (FCPT-CVA), 1 × 2 Middle Cut Palm Tree (MCPT-CVA), 1 × 2 Back Cut Palm Tree
(BCPT-CVA), 1 × 2 Complete Cut Palm Tree (CCPT-CVA), 1 × 2 Left Tilt Palm Tree (LTPT-CVA),
1 × 2 Right Tilt Palm Tree (RTPT-CVA), 1 × 2 Hilbert Fractal Structure Palm Tree (HFSPT-CVA),
and (b). Element and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2 Koch Fractal Structure Palm Tree
(KFSPT-CVA), 1 × 2 Exponential Slot Edge Palm Tree (ESEPT-CVA), 1 × 2 Vertical Wave Structure
Palm Tree (VWSPT-CVA), 1 × 2 Horizontale Wave Structure Palm Tree (HWSPT-CVA), 1 × 2 Regular
Lens Palm Tree (RLPT-CVA), 1 × 2 Elips Lens Palm Tree (ELPT-CVA), and 1 × 2 Metamaterial Lens
Palm Tree (MLPT-CVA).

3.2.3. Beam Squint and Beamwidth Performance

The boresight to 10 dB beamwidth ratio is known as beam squint. The boresight should
be symmetrical if the beam squint is zero. The feeding network settings, the design of the
patch or radiator, and the design of the antenna substrate can all determine the polarization
of the antenna, which can influence the beam squint. Ideally, the beam squint is zero which
means the boresight is symmetrical. Changes in the beam squint can be induced by changes
in the polarization of the antenna, which can be caused by the feeding network settings,
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the geometry of the patch/radiator, and the shape of the antenna substrate. The squint
beam will reduce the link budget due to the misalignment of the main beam [42].

Figure 9a shows the beam squint of the element and 1 × 2 RPT, 1 × 2 of FCPT, MCPT,
BCPT, CCPT, LTPT, RTPT, and HFSPT-CVA. The simulation results that HFSPT has the
worst performance at 0.5 GHz and 2 GHz. At 2 GHz the result of beam squint is 32,425◦
and −30.613◦ for 1 × 2 HFSPT and 1 × 2 RTPT respectively. Figure 9b describes the beam
squint of the element and 1 × 2 of RPT, 1 × 2 of KFSPT, ESEPT, VWSPT, HWSPT, RLPT,
ELPT, and MLPT-CVA. At 0.5 GHz 1 × 2 KFSPT has the worst beam squint as shown in
Figure 9b. Adding a corrugated slot can affect the beam squint as well as the return loss
performance in the low-end frequency. The 1 × 2 KFSPT also results in the beam squint of
32.87◦, 25.44◦, and 21.048◦ at 2 GHz, 2.5 GHz, and 3 GHz respectively. Figure 9b, found
that ELPT results in the best beam squint performance, in all frequencies between 0.5 GHz
to 4.5. However, the 1 × 2 RPT element maximum Beamsquint is 3.28◦ at frequencies 0.5
and 4 GHz. Adding structure on. both edges of the patch can increase the gain but also
affect the beam squint of the antenna.

(a) (b)

Figure 9. Beam Squint Performance of (a) Element and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2
Front Cut Palm Tree (FCPT-CVA), 1 × 2 Middle Cut Palm Tree (MCPT-CVA), 1 × 2 Back Cut Palm
Tree (BCPT-CVA), 1 × 2 Complete Cut Palm Tree (CCPT-CVA), 1 × 2 Left Tilt Palm Tree (LTPT-CVA),
Right Tilt Palm Tree (RTPT-CVA), 1 × 2 Hilbert Fractal Structure Palm Tree (HFSPT-CVA), and (b).
Element and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2 Koch Fractal Structure Palm Tree (KFSPT-
CVA), 1 × 2 Exponential Slot Edge Palm Tree (ESEPT-CVA), 1 × 2 Vertical Wave Structure Palm Tree
(VWSPT-CVA), 1 × 2 Horizontale Wave Structure Palm Tree (HWSPT-CVA), 1 × 2 Regular Lens Palm
Tree (RLPT-CVA), 1 × 2 Elips Lens Palm Tree (ELPT-CVA), and 1 × 2 Metamaterial Lens Palm Tree
(MLPT-CVA).

Figure 10 shows that the antenna has a large beamwidth at a frequency of 0.5 GHz,
which decreases with increasing frequency. The largest beamwidth obtained by the ELPT-
CVA structure at 0.5 was 78.57◦, while the smallest was by VWSPT-CVA at 41.41◦. The
antenna beamwidth at 4 GHz frequency shows the smallest beamwidth of 3.32◦ for the
ELPT-CVA structure. Although at a frequency of 0.5 GHz, the ELPT-CVA antenna has
the largest beamwidth, the addition of an elliptical structure, with increasing frequency,
makes the beamwidth smaller. The beam width variation across the 15 simulated antenna
in 1 × 2 MIMO configurations is modest at the 1–4.5 GHz frequency. Figure 10 illustrates
that the single-element beamwidth is greater than the antenna in MIMO at all frequencies.
Antennas in MIMO can increase beamwidth performance.
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(a) (b)

Figure 10. Beamwidth of (a). Element and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2 Front Cut Palm
Tree (FCPT-CVA), 1 × 2 Middle Cut Palm Tree (MCPT-CVA), 1 × 2 Back Cut Palm Tree (BCPT-CVA),
1 × 2 Complete Cut Palm Tree (CCPT-CVA), 1 × 2 Left Tilt Palm Tree (LTPT-CVA), 1 × 2 Right Tilt
Palm Tree (RTPT-CVA), 1 × 2 Hilbert Fractal Structure Palm Tree (HFSPT-CVA), and (b). Element
and 1 × 2 Regular Palm Tree (RPT-CVA), 1 × 2 Koch Fractal Structure Palm Tree (KFSPT-CVA),
1 × 2 Exponential Slot Edge Palm Tree (ESEPT-CVA), 1 × 2 Vertical Wave Structure Palm Tree
(VWSPT-CVA), 1 × 2 Horizontale Wave Structure Palm Tree (HWSPT-CVA), 1 × 2 Regular Lens Palm
Tree (RLPT-CVA), 1 × 2 Elips Lens Palm Tree (ELPT-CVA), and 1 × 2 Metamaterial Lens Palm Tree
(MLPT-CVA).

3.2.4. Rectangular Radiation Characteristic

Figure 11 displays some of the outcomes of the RPT antenna’s radiation pattern with
a different slot structure. Figure 11a,b show the 2 GHz radiation patterns between the
RPT, FCPT, and HWSPT antennas in the E-plane. Figure 11c,d show the radiation patterns
comparison of the RPT to the ESEPT, and MLPT antennas at 4 GHz, respectively. At a
frequency of 2 GHz, the main lobe RPT is 8.89 dBi, the side lobe level (SLL) is −0.7 dB,
the Angular width (3 dB) is 15.2◦ and the main lobe direction is 0◦. The FCPT structure
results of 11.6 dBi main lobe, −4.7 dB sidelobe level, 14.1◦ angular widths, and 0◦ main
lobe direction. While the HWSPT structure generates a major lobe of 11.7 dBi, the main
lobe with an angular width of 14.6◦ , and the main lobe direction of 0◦, as well as a sidelobe
level of −4.6 dB. The antenna performance of the FCPT and HWSPT structures at 2 GHz
is superior to RPT in the main lobe, SLL, and Angular width (3 dB). For instance, At the
frequency of 4 GHz, ESEPT generates the main lobe of 12.9 dBi, the main lobe direction of
0◦, an angular width of 7.4◦, and a side lobe level of −2.5 dB. At the frequency of 4 GHz,
the performance of the RPT and ESEPT antenna radiation is almost the same, with only an
increase in the directivity of 0.8 dBi. At 4 GHz, the MLPT produces a main lobe of 16.6 dBi,
a Mainlobe direction of 0◦, an angular width of 23.1◦, and a side lobe level of −11.1 dB.
The directivity of MLPT increased by 4.5 dBi due to the addition of the lens structure and
metamaterial so that electromagnetic waves are embedded in the metamaterial structure.
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Figure 11. Radiation Pattern in the E-Plane of (a). RPT-CVA vs FCPT-CVA at 2 GHz, (b). RPT-CVA
vs HFSPT-CVA at 2 GHz, (c) RPT-CVA vs ESE-CVA at 4 GHz, and (d). RPT-CVA vs MLPT-CVA at
4 GHz.

3.3. Surface Current Performance

Surface current is an electric current induced by an electromagnetic field. The surface
current distribution varies with frequency. Figure 12 depicts the surface current of several
antennas at a frequency of 0.5 GHz while Figure 13 shows the surface current of 15 antennas
at 2 GHz.

In this case, we set the maximum surface current of all antennas at 0.5 A/m. Surface
current varies for all antenna types, as seen in Figures 12 and 13. We designed the antenna by
providing a distance between adjacent patches (copper) of 25 mm (as shown in Figure 1b)
so that the surface current does not flow directly to adjacent patch elements (copper
radiators) when the antennas are placed closely together. At 0.5 GHz, even though the
copper radiators are separated by 25 mm, there is still a dispersion of surface currents
with high intensity in nearby elements (indicated in red in the yellow circle with dotted
lines) as demonstrated in Figure 12a,b. RPT and FCPT had larger surface currents in both
neighboring patches than BCPT. This demonstrates that BCPT outperforms the rest in
terms of S11 performance. There are various places with high surface current intensity in
slots such as HFSPT, ESEPT, VWSPT, and HWSPT that are highlighted in red. Figure 12
shows that at a frequency of 0.5 GHz, the surface current in the elliptical structure and
metamaterial is not excessive. Antennas with a lens structure that has been given an
elliptical slot structure or metamaterial show increased surface current concentration at
4 GHz. A significant electric field is described by the existence of a high surface current.
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Figure 12. Surface current performance of (a) Regular Palm Tree (RPT-CVA), (b) Front Cut Palm Tree
(FCPT-CVA), (c) Back Cut Palm Tree (BCPT-CVA), (d) Hilbert Fractal Structure Palm Tree (HFSPT-
CVA), (e) Vertical Wave Structure Palm Tree (VWSPT-CVA), (f) Horizontale Wave Structure Palm
Tree (HWSPT-CVA), (g) Exponential Slot Edge Palm Tree (ESEPT-CVA), (h) Elips Lens Palm Tree
(ELPT-CVA), and (i) Metamaterial Lens Palm Tree (MLPT-CVA).

Figure 13. Surface current performance of (a) Regular Palm Tree (RPT-CVA), (b) Front Cut Palm
Tree (FCPT-CVA), (c) Middle Cut Palm Tree (MCPT-CVA), (d) Back Cut Palm Tree (BCPT-CVA),
(e) Complete Cut Palm Tree (CCPT-CVA), (f) Left Tilt Palm Tree (LTPT-CVA), (g) Right Tilt Palm Tree
(RTPT-CVA), (h) Hilbert Fractal Structure Palm Tree (HFSPT-CVA), (i) Koch Fractal Structure Palm
Tree (KFSPT-CVA), (j) Exponential Slot Edge Palm Tree (ESEPT-CVA), (k) Vertical Wave Structure
Palm Tree (VWSPT-CVA), (l) Horizontale Wave Structure Palm Tree (HWSPT-CVA), (m) Regular Lens
Palm Tree (RLPT-CVA), (n) Elips Lens Palm Tree (ELPT-CVA), and (o) Metamaterial Lens Palm Tree
(MLPT-CVA).
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4. Measurement and Comparison of Related Antenna

Figure 14 depicts the fabrication and comparison of measurement and simulation
results for ESEPT-CVA and MLPT-CVA. At 4 GHz, both antennas have a greater gain than
the RPT-CVA, as seen in Figure 7. Antenna measurements are carried out by taking S11
antenna data using a brand VNA Siglent which works from a frequency of 100 kHz to
3.2 GHz. From the measurement results, it is found that the S11 antenna measured by VNA
produces better results at low frequencies. It is known that the measurement results are in
agreement with the simulation results where most of the antennas have S11 below −10 dB.
High-gain antennas can be applied to radar applications.

(a) (b)

Figure 14. Simulation and measurement result of (a) ESEPT-CVA and (b) MLPT-CVA.

The Vector Network Analyzer is a tool that can use for measuring radio frequency
scattering properties in radar applications. When two ports of the VNA are linked to the
antenna, the S21 data can explain the transfer function of the signals emitted and received
as shown in Equations (4) and (5). Sx(t) represents the chirp signal with a certain period
and bandwidth, whereas Sy(t) represents the received signal chirp [49].

Sy( f ) = S21Sx( f ) (4)

Sr(t) = F−1Sy( f ) (5)

In this study, we used an antenna to detect objects behind the wall. The antenna used
is MLPT by connecting it to a portable nano VNA that works at a frequency of 0.5–3 GHz.
The antenna and the detected object are varied in distance to the wall. The detected object
is a laptop varying the object’s distance from the wall and the detection process is carried
out by placing the antenna on the E-plane. The antenna is connected to the VNA and the
VNA is connected to the laptop. The Scattering signal received will be seen on the laptop
display as shown in Figure 15.

The detected wall has an area of 60 × 150 cm2 by dividing the area into several
segments area in the x and y direction. The S21 data received on the laptop will be processed
and a signal reconstruction process will be carried out so that object detection results are
produced as shown in Figure 16. The yellow circle shows the position of the detected target
in the x-y plane.
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Figure 15. Radar target measurement with MLPT-CVA prototype.

Figure 16. Radar target detection in the xy-planes.

Table 2 reveals that there has been some research on Vivaldi antennas that operate
at low frequencies, but they have not taken into account mutual coupling. In this case,
we also compare the antenna element. As shown in Table 2, Our antenna has a smaller
width than the antenna at [50]. It employs ceramic materials to operate at a frequency
of 0.5 to 3 GHz. The antenna has a wide bandwidth of 0.5–6 GHz has been discussed
in [51]. That antenna achieves a gain of 8 dBi at a frequency of 2 GHz, but as frequency
increased, the gain declined. A big CVA antenna, which operated at a very low frequency
has been evaluated in [52]. However, the maximum frequency used in research [53,54]
is 2.1 GHz. The AVA antenna for GPR application with metamaterial and DGS structure
has been discussed in [55,56] with a larger size than our purposes study. Aspects of our
research operate between 0.5 and 4.5 GHz. The ESEPT-CVA and MLPT-CVA antennas, with
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respective elemental gains of 9.7 dBi and 13.4 dBi at 4 GHz, are used in this comparison. In
this study, ESEPT-CVA and MLPT-CVA were arranged in MIMO 1 × 2 to produce 12.87 dBi
and 16.561 dBi gains at 4 GHz frequency.

Table 2. Comparison of the proposed antenna and related research.

Ref
Element Dimension

(mm)
Ant. Type Sub. Type

Freq.
(GHz)

Gain
(dBi)

[50] 300 × 360 AVA T-ceramic 0.5–3 -
[51] 258 × 150 CVA FR-4 0.5–6 8
[52] 950 × 780 CVA - 0.02–0.12 -
[53] 260 × 185 AVA Taconic 0.5–2 -

[54] 286 × 300
(with metamaterial) CVA FR4 0.7–2.1 10.5

[55] 450 × 600 AVA Rogers 4350 0.3–2 4.4–11.5
[56] 750 × 525 CVA FR4 0.26–0.34 4.2

ESEPT 275 × 275 CVA FR4 0.5–4.5 9.7
MLPT 275 × 438 CVA FR4 0.5–4.5 13.4

The comparative performance of 15 Vivaldi antennas is displayed in Table 3 to get
the performance in 1 × 2 Palm Tree MIMO antenna. Table 3 shows that the best S11 at the
0.5 GHz frequency was obtained by ESEPT which is −16.86 dB, but for the overall working
frequency included in S11 less than −10 dB is BCPT as shown in Figure 3b. Table 3 also
shows that the best S21 at the 0.5 GHz frequency was obtained by HWSPT which was
−18.57 dB. Table 3 shows that at 0.5 GHz, practically all models still have S21 > −20 dB
because the distance between components is less than 0.5, implying that another strategy for
mutual coupling reduction is required. Table 3 further shows that the maximum directivity
attained by MLPT is 16.56 dBi, whereas ELPT produced the lowest SLL, best beam squint,
and lowest beam width.

Table 3. 1 × 2 MIMO palm tree Coplanar Vivaldi Antena.

Ant. Type
S11 (dB)

At 0.5 GHz
S21 (dB)

At 0.5 GHz
Max Dir (dB) Min SLL (dB)

Max Beamsquit (◦)
(0.5–4.5 GHz)

Min Beamwidth (◦)

RPT −8.33 −13.45 12.11 (4 GHz) −11.94 (1 GHz) 25.46 (2.5 GHz) 3.98 (4.5 GHz)
FCPT −7.29 −13.73 11.58 (2 GHz) −9.73 (1 GHz) 25.84 (2.5 GHz) 3.78 (4.5 GHz)
MCPT −10.04 −15.19 12.09 (4 GHz) −9.43 (1 GHz) 25.50 (2.5 GHz) 4.41 (4.45 GHz)
BCPT −10.48 −14.06 12.10 (4 GHz) −9.9 (11 GHz) 25.46 (2.5 GHz) 4.27 (4.5 GHz)
CCPT −6.57 −16.4 11.19 (4 GHz) −11.02 (1 GHz) −21.17 (3 GHz) 3.99 (4.5 GHz)
LTPT −9.36 −11.49 11.75 (4 GHz) −9.16 (1 GHz) 26.69 (2.5 GHz) 3.64 (4.5 GHz)
RTPT −10.37 −15.38 11.50 (3.5 GHz) −11.11 (1 GHz) −30.63 (2 GHz) 4.4 (4.5 GHz)
HFSP −12.21 −14.5 12.06 (3.5 GHz) −10.35 (1 GHz) −179.62 (0.5 GHz) 5.22 (4.5 GHz)

KFSPT −14.33 −15.29 12.68 (4 GHz) −9.43 (2 GHz) −9.43 (2 GHz) 4.09 (4.5 GHz)
ESEPT −16.86 −13.43 12.87 (4 GHz) −7.79 (1 GHz) −179.81 (0.5 GHz) 4.49 (4.5 GHz)
VWSPT −15.63 −13.73 11.51 (4 GHz) −10.46 (1 GHz) −179.82 (0.5 GHz) 3.69 (4.5 GHz)
HWSPT −6.53 −18.57 11.74 (2 GHz) −9.57 (1 GHz) 25.53 (2.5 GHz) 4.09 (4.5 GHz)

RLPT −8.71 −12.57 14.43 (4 GHz) −11.89 (1 GHz) 25.63 (2 GHz) 3.79 (4.5 GHz)
ELPT −8.92 −12.53 15.25 (4 GHz) −13.77 (1 GHz) 0 3.32 (4.5 GHz)
MLPT −8.87 −12.74 16.56 (4 GHz) −11.91 (1 GHz) 29.27 (4.5 GHz) 5.22 (4.5 GHz)

5. Conclusions

We have simulated 15 kinds of palm tree antennas in the 0.5–4.5 GHz frequency with
several structures, namely Regular Palm Tree-Coplanar Vivaldi Antenna (RPT-CVA), Front
Cut Palm Tree (FCPT-CVA), Middle Cut Palm Tree (MCPT-CVA), Back Cut Palm Tree
(BCPT-CVA), Complete Cut Palm Tree (CCPT-CVA), Left Tilt Palm Tree (LTPT-CVA), Right
Tilt Palm Tree (RTPT-CVA), Hilbert Fractal Structure Palm Tree (HFSPT- CVA), Koch Fractal
Structure Palm Tree (KFSPT-CVA), Exponential Slot Edge Palm Tree (ESEPT-CVA), Vertical
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Wave Structure Palm Tree (VWPT-CVA), Horizontal Wave Structure Palm Tree (HWPT-
CVA), Regular Lens Palm Tree (RLPT-CVA), Elliptical Lens Palm Tree (ELPT-CVA) and
Metamaterial Lens Palm Tree (MLPT-CVA). By giving a different structure to the antenna
radiator while maintaining the same substrate width and feed parameters and the similarity
of the slope of the two tapered slots, the performance of return loss, mutual scaring, beam
squint, and beamwidth produce different performances. From the simulation results, it is
found that HWSPT gets the best mutual scaring performance at low frequencies because
it has less than −10 dB mutual scaring. The maximum directivity of the RPT-CVA is
12.108 dBi, while the MLPT-CVA has a gain of 16.561 dBi at the 4 GHz frequency. The beam
squint at all frequencies is 0◦ for ELPT-CVA and the lowest beamwidth is also obtained
by ELPT-CVA at 4.5 GHz. This comparative analysis can be used as a reference for the
selection of MIMO antenna design in considering the performance requirements of return
loss, mutual coupling, directivity, beam squint, and beam width. From the results of the
return loss measurements, there is also a match between the simulation results and antenna
measurements where the antenna can work at a frequency of 0.5–4.5 GHz so that this
antenna can be recommended for radar applications.
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Abstract: A conformal cylindrical phased array antenna excited with composite right/left-handed
(CRLH) phase shifters is proposed. The phase tuning of the CRLH phase shifter is achieved by
embedding novel magneto-static field-responsive micron-sized particles in its structure. It is shown
that through the tiny magnet activation of these novel magneto-static particles at appropriate locations
along the length of CRLH stub and inter-digital fingers, variable phase shifts are obtained. The
proposed particle-based CRLH phase shifter operates in C-band (5–6) GHz with a low insertion loss
and phase error. The 1 × 4 cylindrical phased array is excited with the four unit cells of the proposed
particle-embedded CRLH transmission line phase shifters to scan the main beam at desired scan
angles. A prototype of a 1 × 4 cylindrical phased array excited with the particle-based CRLH phase
shifters was fabricated, and the results show that the simulated results are in close agreement with
the measured results. The conformal cylindrical array with the proposed particle-based CRLH phase
shifters has great potential for use in printed and flexible electronics design where commercially
available phase shifters have a definite drawback.

Keywords: magneto-static particles; conformal antenna; phased array; metamaterial transmission
line; composite right/left-handed (CRLH) transmission line

1. Introduction

The metamaterial-based phase shifters that use composite right/left-handed (CRLH)
transmission lines have been shown to have practical applications in many wireless commu-
nication systems such as radar systems, phased array antenna systems, and other compact
microwave devices [1]. Conventional phase shifters uses right-handed transmission line
(RH-TL) structures to achieve the phase shift response, by changing the length of the
transmission line structure, so a longer length is required to achieve the larger phase shift.
However, the CRLH-TL structure has unique phase characteristics, which can introduce
positive, zero, and negative phase shifts [1]. In the literature, the phase shift of the CRLH
transmission line is varied using conventional PIN/varactor diodes and a microelectrome-
chanical system (MEMS) as switching elements in the fingers and stub of the structure to
change its capacitance and inductance and therefore, the phase response. Another more
recently introduced approach to obtain the variable phase shift is the use of ceramic ma-
terial in the conventional CRLH structure, where the effective dielectric constant of the
substrate is made variable to obtain the variable phase shift. Here, a brief overview of the
most relevant literature studies is presented where these two common approaches have
been applied to the CRLH-TL structure to achieve the variable phase response.
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The work in [2,3] describes the CRLH-based phase shifter design using lumped
capacitors and inductors as left-handed components. The requirements of unique discrete
component values and switching between a reference line and CRLH transmission line
(CRLH-TL) to calculate the phase shift complicated the design. In [4–6], an n-bit phase
shifter based on CRLH-TL was designed. PIN diodes along the length of fingers of CRLH-
TL were used as switches to obtain various phase shifts. A phased array antenna using
BST/CRLH-TL composite phase shifters was presented in [7]. In [8], the fingers and stub
of the CRLH-TL were loaded with varactor diodes to obtain variable phase constants.
In [9], bulky MEMS switches were incorporated in the CRLH-TL structure to achieve
the desired phase shifts. In [10,11], radiation patterns of a linear antenna array using a
tunable phase shifter based on CRLH-TL with mechanically variable metal–insulator–metal
(MIM) capacitors were presented. The requirements of external dc biasing circuitry for
these diodes/mechanical switches not only complicated the design but could also be a
drawback in fully printing electronics design applications and for large antenna array
systems comprising thousands of phase shifters. A tunable phase shifter based on Inkjet-
printed BST material in between the finger spacings of CRLH-TL was widely studied
in [12–15]. In [16], the design of fully printable conformal antennas with polymer/CRLH-
TL composite phase shifters was investigated. More details about the physical properties
of reinforced polymer composites were presented in [17]. The relative permittivity of BST
and the corresponding phase shift were achieved by applying an electrostatic field across
it. The major drawback was the requirement of the tuning voltage in hundreds of volts
to achieve the required phase shift. In [18,19], metamaterial-based phase shifters using
thick-film ceramic material for phased array antennas were investigated. The complex
process of integrating ceramic/polymer material in the artificial transmission line and the
complex design of the DC biasing circuitry limited its applications in compact electronics
component placement for fully printable and flexible applications. In a nutshell, these two
common approaches for phase tuning of CRLH-TL have shown promising applications in
phased array antenna systems. However, the need of external biasing circuitry, the complex
fabrication process, and the requirements of high external voltage (in hundreds of volts) put
limitations on these approaches for their use in large antenna systems (requiring thousands
of phase shifters) and where space constraint is a major concern.

In the proposed work, a new particle-based CRLH (which we call a P-CRLH) phase
shifter is presented to overcome these potential design obstacles. Then, a 1 × 4 cylindrical
phased array is excited with the proposed P-CRLH phase shifters for main beam scanning
at the desired scan angles. The use of magneto-static-responsive conductive micron-sized
particles has been shown to have practical applications for RF switches [20,21], EBG anten-
nas [22], reconfigurable antennas [23,24], leaky-wave antennas [25,26], metamaterials [27],
the phase shift of a microstrip transmission line [28], and comparison with a PIN diode and
electromagnetic propagation through a dielectric medium [29]. The main advantages of
the proposed design are (a) the use of a single substrate for particle integration unlike the
requirements of the two separate substrates in [22,23], (b) no requirement of discontinuous
transmission line as in [24], and (c) no need for a direct connection of a biasing circuitry as
required in conventional RF switches. A description of the abbreviations used in the study
is given in Table A1 in Appendix A.

The rest of the paper is organized as: Section 2 discusses the design and analysis of a
unit cell P-CRLH phase shifter; Section 3 presents a detailed simulation analysis of the unit
cell P-CRLH phase shifter. Section 4 discusses the P-CRLH excited 1 × 4 conformal phased
array, Section 5 provides detail of the measurement results, and Section 6 concludes the
proposed work.

2. The P-CRLH Unit Cell Design and Analysis

A baseline CRLH-TL unit cell is designed first for a 0
◦

phase shift at the design
frequency f0 = 5.2 GHz. The unit cell architecture is based on the well-known composite
right/left-handed (CRLH) metamaterial transmission line [1] with slight modification of
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introducing symmetrical stub lines as shown in Figure 1. An inductor stub line is used for
left-handed inductance LL and inter-digital fingers represent the left-handed capacitance CL.
The right-handed components LR and CR come from the inherent right-handed parasitic
elements present in the microstrip structure. This baseline CRLH unit cell is designed on a
TMM4 substrate (εr = 4.7, tanδ = 0.002 and thickness = 0.635 mm). After the baseline 0

◦

unit cell has been designed, the variable phase shifts can be achieved by tuning this unit
cell. The tuning of the baseline CRLH unit cell is obtained by embedding novel magneto-
static micron-sized particles (SM25P20 SILVER FERRITE in [30]) in the substrate along the
length of stub (or at appropriate locations in the inter-digital fingers). We call this new
CRLH structure with embedded particles, a ‘Particle-CRLH (P-CRLH)’. The embedding
procedure of these micron-sized conductive particles in the TMM4 substrate is reported in
detail in [31] and is briefly mentioned here. A small cylindrical cavity of diameter d and
height equal to the thickness of the substrate in Figure 1 along the length of stub length of
CRLH-TL is made through the substrate. Then, the cavity is partially filled with the silver-
coated magnetic particles. The top and bottom of the cavity are the stub transmission lines
and ground plane. This small structure of the particle-filled cavity with top and bottom
conducting planes is denoted as the Magneto-static field Responsive Structure (MRS). It
is worth mentioning that the work in [22–24] requires separate MRSs to be manufactured
before their final integration in the transmission line. That is, the MRSs and transmission
line require two separate substrates. Another requirement in these designs is the need for
a discontinuous transmission line for the integration of MRSs. In the proposed P-CRLH
phase shifter, both of these requirements are overcome by embedding the particles in a
single TMM4 substrate. The particles in the cavity are aligned in the direction of the applied
static magnetic field as shown in Figure 1b, thereby changing the electrical length of the
shunted stub in the P-CRLH structure. The novel P-CRLH structure in Figure 1 consists
of six inter-digital fingers and two symmetrical stubs. Sixteen MRS structures numbered
from 1 to 16 are designed in the two stubs. A tiny magnet beneath any MRS structure will
activate the particles in the cavity, which causes a change in the length of the current path
along the stub and thereby changes the value of the left-handed inductance LL. Similarly,
activating these particles in MRS structures at appropriate locations along the inter-digital
fingers of CRLH will cause CL to change. The changes in LL and CL will change the phase
response of the P-CRLH unit cell.

 

 

(a) (b) 

Figure 1. (a) P-CRLH unit cell top view (All dimensions are in mm : LS = 8, WS = 1, Wf = 0.3,
L f = 6, Lμs = 7.6, Wμs = 1.8, d = 0.6, Wg = 9, Lg = 22, S = 0.2); (b) P-CRLH unit cell 3D view.

The equivalent circuit of the proposed P-CRLH unit cell structure is shown in Figure 2,
and its phase shift analysis is based on the guidelines in [1]. Ls

IDC and Ls
SI represent the

inductances of the Inter-Digital Capacitor (IDC) and Stub Inductor (SI) due to their physical
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lengths. LP
SI is the shunted inductance of the current path between the stub inductor and

the ground plane controlled by activating and deactivating the embedded micron-sized
particles inside the MRS cavity. CP

SI and CP
IDC are the inherent parallel plate capacitances

between the stub inductor (or IDC) and the ground plane. Cs
IDC is the capacitance due to

the spacing among the fingers of IDC. Lμs and Cμs are the inductance and capacitance of
the microstrip transmission lines on both ends of the P-CRLH unit cell. Finally, the four
P-CRLH parameters are calculated as follows [1]:

 

Figure 2. Equivalent circuit model of the P-CRLH unit cell.

LR = Ls
IDC + Ls

SI

2
CR = 2CP

IDC + CP
SI

LL = LP
SI

CL = Cs
IDC

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (1)

Next, with the use of the ABCD parameter approach for the proposed P-CRLH unit
cell structure, the phase response is calculated as follows: The cascaded ABCD matrices
of the equivalent cicuit model in Figure 2 of the proposed P-CRLH unit cell design are
given by(

A B
C D

)
PCRLH

=

(
A B
C D

)
μs

(
A B
C D

)
SI

(
A B
C D

)
IDC

(
A B
C D

)
SI

(
A B
C D

)
μs

(2)

Then, the S-parameters of the P-CRLH unit cell design are calculated as [32]

(
S11 S12
S21 S22

)
=

⎛⎜⎜⎝
A + B

ZO
− CZO − D

A + B
ZO

+ CZO + D
2(AD − DC)

A + B
ZO

+ CZO + D

2
A + B

ZO
+ CZO + D

−A + B
ZO

− CZO + D

A+ B
ZO

+ CZO + D

⎞⎟⎟⎠ (3)

Finally, the phase response and insertion loss (IL) of the proposed P-CRLH unit cell
structure from the S-parameters marix in (3) are calculated as

φS21 = phase o f S21 (4)

IL(dB) = 20 × log10|S21| (5)

The expressions in Equations (1)–(5) indicate that various phase shifts from the P-
CRLH unit cell can be obtained by changing the values of left-handed parameters LL and
CL. The values of LL and CL are controlled through the activation of the silver-coated
magnetic particles embedded in the structure. Practically, the value of LL is varied by
changing the physical lengths (Ls) of the shunted stub transmission lines in Figure 1a.
The physical lengths of the stub transmission lines are changed by activating the MRSs
along their lengths numbered from 1 to 16. Similarly, by varying the spacing among the
fingers (s), different values of CL are obtained. The phase response of the P-CRLH unit
cell is a complex function of mainly four parameters (LR, CR, LL, CL) that is calculated
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using the expressions in Equations (1)–(5) once the physical values of these parameters
are determined.

3. Simulation Results of the P-CRLH Phase Shifter

Initially, particles in MRSs at positions 1 and 9 in Figure 1 are assumed to be activated.
This shows that the entire lengths of both stub inductors are in place. Next, the equivalent
circuit model parameters in Equation (1) are extracted using the full-wave simulation at the
design frequency f0 = 5.2 GHz using the procedure outlined in [1], and the extracted values
are Ls

IDC = 0.65 nH, CP
IDC = 1.97 pF, Cs

IDC = 3 pF, Ls
SI = 0.85 nH, LP

SI = 2.91 nH,
CP

SI = 1.94 pF, Lμs = 0.5 nH, and Cμs = 0.36 pF. Then, by implementing Equations (1)–(5)
in MATLAB, the reflection coefficient, Inserion Loss (IL), and phase response of the P-CRLH
phase shifter are shown in Figure 3. The phase response of the P-CRLH phase shifter using
the equivalent circuit model in Figure 2 with the extracted circuit values from the ADS
circuit simulator are also shown in Figure 3. Next, for full-wave results, the microstrip
implementation of the P-CRLH phase shifter in Figure 1 is simulated in the CST microwave
studio suite. For MRS structure implementation in the full-wave simulator, the guidelines
in [22] are followed, and the corresponding CST simulation results are shown in Figure 3.
The analytical (MATLAB) and ADS circuit simulator results in Figure 3 are on top of each
other, validating the analytical modeling in (1)–(5). The −10 dB impedance-matching
characteristics (S11) and Insertion Loss (S12) in the full-wave simulation for the proposed
P-CRLH phase shifter are in good agreement with the analytical and circuit simulation
results shown in Figure 3a. The phase deviation between the analytical and full-wave
simulation results in Figure 3b is around 4

◦
–5

◦
. Next, the parametric study of the silver-

coated magnetic particle activation in MRSs in the symmetrical stub transmission lines of
the P-CRLH phase shifter structure in Figure 1 for different phase shift responses is carried
out, and the full-wave CST results are shown in Figure 4. The results in Figure 4 shows
that almost equal phase slope phase responses are obtained over the C-band by activating
MRSs at different locations along the lengths of the stub transmission lines. The maximum
shift obtained with the unit cell P-CRLH design is approximtely 45

◦
by activating particles

in MRSs 8 and 16 simultaneosuly. The impedance matching characteristics (S11) of the
structure deteriorates in the case of MRSs 8 & 16 activation as compared to MRSs 1 & 9
activation as shown in Figure 4. The reason is that for MRSs 1 & 9 activation, the entire
lengths of the two shunted stub lines are electrically in place and therefore support the
propagation of the electromagnetic wave from port 1 to port 2. In the case of MRSs 8 & 16
activation, almost the entire lengths of the two stubs are effectively out of the circuit, which
negatively affects the impedance matching characteristics. Therefore, the insertion loss
(S12) for MRSs 8 & 16 activation is approximately 0.48 dB greater than the insertion loss for
the MRSs 1 & 9 activation.

Figure 3. (a) Reflection coefficient, insertion loss, and (b) phase response of the unit cell P-CRLH
phase shifter with MRSs 1 & 9 activation.
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Figure 4. Parametric study of particle activation in MRSs along the symmetrical stub transmission
lines. (a) Reflection coefficient, insertion loss, and (b) phase response of the unit cell P-CRLH
phase shifter.

4. Simulated Results of a Cylindrical Phased Array with P-CRLH Phase Shifters

To test the performance of the proposed P-CRLH phase shifter, a 1 × 4 broadband
antenna array placed along the cylindrical arc of radius 30 cm operating in the C-band
(5–6 GHz) with inter-element spacing of λ

2 at f0 = 5.2 GHz was considered a test case
as shown in Figure 5. The required phase shifts for broadside, 15

◦
, and 30

◦
main beam

scanning are given in Table 1 and were calculated using the technique in [33]. Since the
P-CRLH phase shifter in Section 2 can give a maximum 45

◦
phase shift, to achieve the phase

shifts in Table 1, four unit cells of P-CRLH were cascaded. The phase shifts achieved with
the cascaded P-CRLH phase shifters and the corresponding MRSs activation in the structure
are given in Table 2. The activations of specific MRSs for certain required phase shifts are
determined using the phase response graphs in Figure 4b. After achieving the required
phase shifts, the 1 × 4 cylindrical antenna array was excited with cascaded P-CRLH phase
shifters as shown in Figure 5. Initially in the CST simulator, the 1 × 4 cylindrical antenna
array was directly excited with the phase shifts given in Table 1.

Then, the array was exited with four cascaded P-CRLH phase shifters to achieve the
desired radiation patterns. The CST simulated results for directly excited and the P-CRLH
phase shifter-excited 1 × 4 cylindrical antenna array at 5.2 GHz, 5.5 GHz, and 5.8 GHz
in the C-band are shown in Figure 6. The results indicate that the proposed P-CRLH
phase shifters can achieve the desired broadside radiation pattern and 15

◦
, 30

◦
main beam

scanning patterns in the C-band. The broadside and scanning results are shown to agree
well with the results reported in [33].

Table 1. Phases (degrees) for broadside, 15,
◦

and 30
◦

main-beam scanning of a cylinder with
r = 30 cm.

Antenna

θs=0
◦

θs=15
◦

θs=30
◦

Calculated Phases
From [33]

Achieved
P-CRLH

Phases in This
Work

Calculated
Phases from

[33]

Achieved
P-CRLH

Phases in This
Work

Calculated
Phases from

[33]

Achieved
P-CRLH Phases in

This Work

A1 19.4374 19.081 17.4326 19.081 17.4326 19.081

A2 2.1630 2.309 −44.6481 −49.3426 −88.0606 −88.345

A3 2.1630 2.309 −91.2355 −93.649 −178.0606 −173.57

A4 19.4374 19.081 −122.3297 −119.68 −252.5674 −255.342
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Table 2. Achieved phases (degrees) with cascaded four-unit-cell P-CRLH phase shifters.

Scan Angle (θs) P-CRLH Phases
MRSs Activations (See Figure 1a for Numbering of Particle Activation in the Cavities

Unit Cell-1 Unit Cell-2 Unit Cell-3 Unit Cell-4

0
◦

19.081 1, 9 1, 9 1, 9 1, 2, 9, 10

2.309 1, 9 1, 9 1, 9 1, 8, 9, 16

2.309 1, 9 1, 9 1, 9 1, 8, 9, 16

19.081 1, 9 1, 9 1, 9 1, 2, 9, 10

15
◦

19.081 1, 9 1, 9 1, 9 1, 2, 9, 10

−49.3426 1–7, 9–15 1–7, 9–15 1–7, 9–15 1–7, 9–15

−93.649 1–5, 9–13 1–5, 9–13 1–5, 9–13 1–7, 9–15

−119.68 1–4, 9–12 1–4, 9–12 1–4, 9–12 1–7, 9–15

30
◦

19.081 1, 9 1, 9 1, 9 1, 2, 9, 10

−88.345 1, 5, 9, 13 1, 5, 9, 13 1,5, 9,13 1, 8, 9, 16

−173.57 1–3, 9–11 1–3, 9–11 1–3, 9–11 1–3, 9–11

−255.342 1, 9 1, 9 1, 9 1, 9

 

Figure 5. Schematic of the 1 × 4 P-CRLH excited cylindrical phased array.
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Figure 6. Simulation results of a 1 × 4 P-CRLH excited cylindrical phased array operating in C-band:
(a–c) broadside patterns, (d–f) scanned patterns at 15

◦
and (g–i) scanned patterns at 30

◦
.

5. Measurement Results of a Cylindrical Phased Array with P-CRLH Phase Shifters

Next, to validate the simulation results, four cascaded unit cells of the P-CRLH
phase shifter were manufactured on a TMM4 substrate (εr = 4.7, tanδ = 0.002, and
thickness = 0.635 mm). The silver-coated micron-sized magnetic particles used through-
out the measurements were manufactured by Potters Industries (Malvern, PA, USA)
(CONDUCT-O-Fil, part number SM25P20) [30]. MRSs cavities were drilled through the
substrate along the length of stub transmission lines at the locations indicated in Figure 1.
Then, the MRSs cavities were partially filled with these particles, the top of the MRS cavity
is the stub transmission line and the bottom is a ground plane. The activation of particles
inside any MRS cavity was achieved by a tiny magnet beneath the cavity as illustrated
in Figure 7a. For measurement purposes, the MRSs cavities given in Table 2 were filled
with the particles and were activated with tiny magnets. Next, the C-band 1 × 4 antenna
array was placed along the circular arc of a cylindrical surface with radius of 30 cm. The
model of the cylindrical-parabolic conformal antenna array in [34] was adopted. Each
individual antenna in the array was excited with the cascaded four unit cells of the P-CRLH
phase shifter. The entire setup including RF cables in a fully calibrated in-house anechoic
chamber (300 KHz–20 GHz) measurement facility is shown in Figure 7b. The Keysight
VNA (E5071C) and Diamond Engineering desktop antenna measurement system were
used for the radiation patterns synthesis. The measured results of the radiation patterns
for broadside, 15

◦
, and 30

◦
main beam scanning using the P-CRLH phase shifter-excited

conformal phased array at the central frequency of the C-band (5.5 GHz) are shown in
Figure 8. For comparison, the simulated results for the radiation patterns of the P-CRLH-
excited conformal phased array are also shown in Figure 8. The differences in the peak gain
between the simulated and measured results for the 0

◦
, 15

◦
, and 30

◦
scan angles are 0.55 dB,

0.22 dB, and 0.19 dB, respectively. The corresponding differences in the first sidelobe levels
for the three scan angles are 2.8 dB, 1 dB, and 2.3 dB, respectively. Overall, there is a good
agreement between the simulated and measured peak gain results except for the sidelobe
levels as shown in Table 3. This is thought to be due to imperfect P-CRLH phase shifter
fabrication, differences in the manufactured and simulated antenna array modeling, and a
lack of perfect symmetry in the anechoic chamber.
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(a) (b) 

Figure 7. Photographs of (a) A fabricated unit cell P-CRLH phase shifter; (b) A P-CRLH phase
shifter-based 1 × 4 cylindrical antenna array in an anechoic chamber.

Figure 8. Measured radiation patterns of a 1 × 4 P-CRLH-excited cylindrical phased array: (a) broad-
side pattern, (b) main beam scanning at 15

◦
, and (c) main beam scanning at 30

◦
.

Table 3. Comparison between simulated and measured results of a 1 × 4 P-CRLH-excited cylindrical
phased array.

Scan Angle (θs)
Peak Gain (dB) First Sidelobe Level (dB)

Simulated Measured Simulated Measured

0
◦

9.48 8.93 13.1 10.3

15
◦

8.87 8.65 14.1 15.1

30
◦

8.68 8.49 12.9 15.2

6. Conclusions

A novel micron-sized particle-based composite right/left-handed (CRLH) phase
shifter is investigated for conformal phased array antennas. These particles are embed-
ded inside the substrate along the stub and inter-digital fingers of a CRLH transmission
line. Desired phase shifts are obtained by magnetically aligning these particles with a tiny
magnet, which in turn changes the left-handed inductance and capacitance of the CRLH
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transmission line. A 1 × 4 conformal phased array is then excited with these particle-based
CRLH phase shifters for steering the main beam at desired scan angles. The proposed con-
formal phased array with integrated particle CRLH phase shifters is an excellent choice for
flexing electronics applications where commercial phase shifters have drawbacks in fully
printing requirements. One such example is the cylindrical array studied in [33], where
a separate DC biasing circuitry is needed to operate the phase shifters, which can cause
electromagnetic coupling with the phase shifters’ functionality. The proposed P-CRLH
phase shifter needs a magnetic field to be applied from the ground plane to the top layer of
the phase shifter, which effectively isolates the phase shifter from unintended coupling. The
phase shifters in [5–7] need the mounting of additional components (resistors, inductors,
capacitors) with off-chip ICs, and as such cannot be made flexible and fully printable. The
proposed P-CRLH phase shifter does not need the discrete components and therefore can be
easily integrated with conformal arrays and other flexible and printing electronics circuitry.
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Appendix A

Table A1. Abbreviations used in the paper.

Notation Description

TL Transmission Line

CRLH Composite Right/Left-Handed

CRLH-TL Composite Right/Left-Handed Transmission
Line

P-CRLH Particles-CRLH

MRS Magneto-static field Responsive Structure

RH-TL Right-Handed Transmission Line

PIN p-type intrinsic n-type

MEMS Microelectromechanical systems

BST Barium Strontium Titanate

MIM Metal-Insulator-Metal

RF Radio Frequency

EBG Electromagnetic Band-Gap

SI Stub Inductor

IDC Inter Digital Capacitor

IL Insertion Loss

References

1. Caloz, C.; Itoh, T. Electromagnetic Metamaterials: Transmission Line Theory and Microwave Applications, 1st ed.; Wiley-IEEE Press;
John Wiley and Sons, Ltd.: Hoboken, NJ, USA, 2005; p. 376.

2. Vivos, J.; Crépin, T.; Foulon, M.F.; Sokoloff, J. Unbalanced metamaterials applied to phase shifter: Dedicated design method and
application in C-band. Prog. Electromagn. Res. C 2019, 93, 1–17. [CrossRef]

470



Electronics 2023, 12, 306

3. Maassel, M.; Braaten, B.D.; Rogers, D.A. A metamaterial-based multiband phase shifter. In Proceedings of the IEEE International
Conference on Electro/Information Technology, Milwaukee, WI, USA, 5–7 June 2014.

4. Zhang, J.; Cheung, S.W.; Yuk, T.I. A compact 6-bit phase shifter with high-power capacity based on composite right/left-handed
transmission line. In Proceedings of the 40th European Microwave Conference, Paris, France, 28–30 September 2010.

5. Zhang, J.; Cheung, S.W.; Yuk, T.I. Design of n-bit digital phase shifter using single CRLH TL unit cell. Electron. Lett. 2010, 46,
506–508. [CrossRef]

6. Zhang, J.; Cheung, S.W.; Yuk, T.I. Design of n-bit phase shifters with high power-handling capability inspired by composite
right/left-handed transmission line unit cells. IET Microw. Antennas Propag. 2010, 4, 991–999. [CrossRef]

7. Li, P.; Niu, J.; Fu, J.; Chen, W.; Lv, B.; Wang, Z.; Li, A. A novel 360◦ continuously tunable phase shifter based on varactor-loaded
CRLH transmission line at exact 2.4 GHz. In Proceedings of the 2016 IEEE International Conference on Electronic Information
and Communication Technology (ICEICT), Harbin, China, 20–22 August 2016.

8. Wu, Y.S.; Lin, X.Q.; Zhang, J.; Jiang, Y.; Cheng, F.; Fan, Y. Broadband and wide range tunable phase shifter based on composite
right/left handed transmission line. J. Electromagn. Waves Appl. 2012, 26, 1308–1314. [CrossRef]

9. Hwang, S.H.; Jang, T.; Kim, J.M.; Kim, Y.K.; Lim, S.; Baek, C.W. MEMS-tunable composite right/left-handed (CRLH) transmission
line and its application to a phase shifter. J. Micromech. Microeng. 2011, 21, 125022. [CrossRef]

10. Michishita, N.; Kitahara, H.; Yamada, Y.; Cho, K. Tunable phase shifter using composite right/left-handed transmission line with
mechanically variable MIM capacitors. IEEE Antennas Wirel. Propag. Lett. 2011, 10, 1579–1581. [CrossRef]

11. Michishita, N.; Yamada, Y.; Cho, K. Design of composite right/left-handed transmission line for phase shifter of multi-band base
station antenna. EPJ Appl. Metamateri. 2011, 5, 12. [CrossRef]

12. Nikfalazar, M.; Sazegar, M.; Zheng, Y.; Wiens, A.; Jakoby, R.; Friederich, A.; Kohler, C.; Binder, J.R. Compact tunable phase shifter
based on inkjet printed BST thick-films for phased-array application. In Proceedings of the 2013 European Microwave Conference,
Nuremberg, Germany, 6–10 October 2013.

13. Nikfalazar, M.; Sazegar, M.; Friederich, A.; Kohler, C.; Zheng, Y.; Wiens, A.; Binder, J.R.; Jakoby, R. Inkjet printed BST thick-
films for x-band phase shifter and phased array applications. In Proceedings of the 2013 International Workshop on Antenna
Technology (iWAT), Karlsruhe, Germany, 4–6 March 2013.

14. Nikfalazar, M.; Sazegar, M.; Mehmood, A.; Wiens, A.; Friederich, A.; Maune, H.; Binder, J.R.; Jakoby, R. Two-dimensional
beam-steering phased-array antenna with compact tunable phase shifter based on BST thick films. IEEE Antennas Wirel. Propag.
Lett. 2016, 16, 585–588. [CrossRef]

15. Sazegar, M.; Zheng, Y.; Maune, H.; Zhou, X.; Damm, C.; Jakoby, R. Compact left handed coplanar strip line phase shifter on screen
printed BST. In Proceedings of the 2011 IEEE MTT-S International Microwave Symposium, Baltimore, MD, USA, 5–10 June 2011.

16. Haghzadeh, M.; Jaradat, H.M.; Armiento, C.; Akyurtlu, A. Design and simulation of fully printable conformal antennas with
BST/polymer composite based phase shifters. Prog. Electromagn. Res. C 2016, 62, 167–178. [CrossRef]

17. Ebrahimi, F.; Qaderi, S. Stability analysis of embedded graphene platelets reinforced composite plates in thermal environment.
Eur. Phys. J. Plus. 2019, 134, 349. [CrossRef]

18. Sazegar, M.; Zheng, Y.; Maune, H.; Damm, C.; Zhou, X.; Binder, J.; Jakoby, R. Low-cost phased-array antenna using compact
tunable phase shifters based on ferroelectric ceramics. IEEE Trans. Microw. Theory Tech. 2011, 59, 1265–1273. [CrossRef]

19. Sazegar, M.; Zheng, Y.; Maune, H.; Zhou, X.; Damm, C.; Jakoby, R. Compact artificial line phase shifter on ferroelectric thick-film
ceramics. In Proceedings of the 2010 IEEE MTT-S International Microwave Symposium, Anaheim, CA, USA, 23–28 May 2010.

20. Iftikhar, A.; Parrow, J.; Asif, S.; Braaten, B.D.; Allen, J.; Allen, M.; Wenner, B. On using magneto-static responsive particles
as switching elements to reconfigure microwave filters. In Proceedings of the 2016 IEEE International Conference on Electro
Information Technology (EIT), Grand Forks, ND, USA, 19–21 May 2016.

21. Soufizadeh-Balaneji, N.; Rogers, D.A.; Braaten, B.D. New embodiments of static field micro-particle components for reconfigurable
RF applications. In Proceedings of the 2019 IEEE MTT-S International Microwave Symposium (IMS) 2019, Boston, MA, USA,
2–7 June 2019.

22. Iftikhar, A.; Asif, S.M.; Parrow, J.M.; Allen, J.W.; Allen, M.S.; Fida, A.; Braaten, B.D. Changing the operation of small geometrically
complex EBG-based antennas with micron-sized particles that respond to magneto-static fields. IEEE Access 2020, 8, 78956–78964.
[CrossRef]

23. Iftikhar, A.; Parrow, J.M.; Asif, S.M.; Fida, A.; Allen, J.; Allen, M.; Braaten, B.D.; Anagnostou, D.E. Characterization of novel
structures consisting of micron-sized conductive particles that respond to static magnetic field lines for 4G/5G (Sub-6 GHz)
reconfigurable antennas. Electronics. 2020, 9, 903. [CrossRef]

24. Iftikhar, A.; Parrow, J.; Asif, S.; Allen, J.; Allen, M.; Braaten, B.D. Improving the efficiency of a reconfigurable microstrip patch
using magneto-static field responsive structures. Electron. Lett. 2016, 52, 1194–1196. [CrossRef]

25. Jerika, C.; Mitra, D.; Lewis, J.; Braaten, B.D.; Allen, J.; Allen, M. Devolvement of a sub-unit cell consisting of capacitive gaps
and magneto- static particles. In Proceedings of the 2019 IEEE Research and Applications of Photonics in Defense Conference
(RAPID), Miramar Beach, FL, USA, 19–21 August 2019.

26. Cleveland, J.; Lewis, J.; Mitra, D.; Braaten, B.D.; Allen, J.; Allen, M. On the image analysis of conducting magneto-responsive
micro-particles for applications in leaky wave antenna beam steering. In Proceedings of the 2020 IEEE International Symposium
on Antennas and Propagation and North American Radio Science Meeting, Montreal, QC, Canada, 5–10 July 2020.

471



Electronics 2023, 12, 306

27. Cleveland, J.; Braaten, B.D.; Allen, M.; Allen, J.; Wenner, B. On using micron-sized silver coated particles to control the
electromagnetic response of a metamaterial with complementary split ring resonators and wires in a host dielectric. In Proceedings
of the 2018 IEEE Research and Applications of Photonics In Defense Conference (RAPID), Miramar Beach, FL, USA, 22–24
August 2018.

28. Cleveland, J.; Lewis, J.; Mitra, D.; Braaten, B.D.; Allen, J.; Allen, M. On the phase shift of a microstrip transmission line loaded
with magneto-responsive conducting micro-particles. In Proceedings of the 2020 IEEE International Symposium on Antennas
and Propagation and North American Radio Science Meeting, Montreal, QC, Canada, 5–10 July 2020.

29. Parrow, J.M.; Iftikhar, A.; Asif, S.M.; Allen, J.W.; Allen, M.S.; Wenner, B.R.; Braaten, B.D. On the bandwidth of a microparticle-based
component responsive to magnetostatic fields. IEEE Trans. Electromagn. Compat. 2017, 59, 1053–1059. [CrossRef]

30. Potters Industries LLC. Available online: http://www.pottersbeads.com/ (accessed on 12 December 2022).
31. Parrow, J.M. Equivalent circuit modeling and signal integrity analysis of magneto-static responsive structures, and their applica-

tions in changing the effective permittivity of microstrip transmission lines. Ph.D. Thesis, Electrical and Computer Engineering
Department, North Dakota State University, Fargo, ND, USA, 2016.

32. Pozar, D.M. Microwave Engineering, 4th ed.; John Wiley and Sons, Ltd.: Hoboken, NJ, USA, 2011; p. 752.
33. Braaten, B.D.; Roy, S.; Nariyal, S.; Aziz, M.A.; Chamberlain, N.F.; Irfanullah, I.; Reich, M.T.; Anagnostou, D.E. A self-adapting

flexible (SELFLEX) antenna array for changing conformal surface applications. IEEE Trans. Antennas Propag. 2013, 61, 655–665.
[CrossRef]

34. Yang, K.; Zhao, Z.; Nie, Z.; Ouyang, J.; Liu, Q.H. Synthesis of conformal phased arrays with embedded element pattern
decomposition. IEEE Trans. Antennas Propag. 2011, 59, 2882–2888. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

472



Citation: Srikar, D.; Nella, A.;

Mamidi, R.; Babu, A.; Das, S.;

Lavadiya, S.; Algarni, A.D.; El-Shafai,

W. A Novel Integrated UWB Sensing

and 8-Element MIMO

Communication Cognitive Radio

Antenna System. Electronics 2023, 12,

330. https://doi.org/10.3390/

electronics12020330

Academic Editors: Naser Ojaroudi

Parchin, Chan Hwang See and Raed

A. Abd-Alhameed

Received: 22 November 2022

Revised: 12 December 2022

Accepted: 13 December 2022

Published: 8 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

A Novel Integrated UWB Sensing and 8-Element MIMO
Communication Cognitive Radio Antenna System

D Srikar 1, Anveshkumar Nella 2, Ranjith Mamidi 3, Ashok Babu 4, Sudipta Das 5,*, Sunil Lavadiya 6,

Abeer D. Algarni 7 and Walid El-Shafai 8,9

1 Chaitanya Bharathi Institute of Technology, Hyderabad 500075, India
2 School of EEE, VIT Bhopal University, Bhopal 466114, India
3 Vaagdevi College of Engineering, Warangal 506005, India
4 Institute of Aeronautical Engineering, Hyderabad 500043, India
5 Department of Electronics & Communication Engineering, IMPS College of Engineering and Technology,

Malda 732103, India
6 Department of Information and Communication Technology, Marwadi University, Rajkot 360003, India
7 Department of Information Technology, College of Computer and Information Sciences,

Princess Nourah bint Abdulrahman University, P.O. Box 84428, Riyadh 11671, Saudi Arabia
8 Security Engineering Lab, Computer Science Department, Prince Sultan University,

Riyadh 11586, Saudi Arabia
9 Department of Electronics and Electrical Communications Engineering, Faculty of Electronic Engineering,

Menoufia University, Menouf 32952, Egypt
* Correspondence: sudipta.das1985@gmail.com

Abstract: In this article, a cognitive radio (CR) integrated antenna system, which has 1 sensing
and 24 communication antennas, is proposed for better spectrum utilization efficiency. In the
24 communication antennas, 3 different operating band antennas are realized with an 8-element
MIMO configuration. The sensing antenna linked to port 1 is able to sense the spectrum that ranges
from 2 to 12 GHz, whereas the communication 8-element MIMO antennas linked with ports 2
to 9, ports 10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz
and 8.62–12 GHz bands, respectively. Mutual coupling is found to be less than −12 dB between
the antenna elements. Peak gain and radiation efficiency of the sensing antenna are better than
2.25 dBi and 82%, respectively, whereas the peak gains and radiation efficiencies of all communication
antennas are more than 2.5 dBi and 90%, respectively. Moreover, diversity characteristics of the
MIMO antenna are assessed by parameters such as DG, ECC and CCL. It is found that ECC and CCL
are less than 0.42 and 0.46 bits/s/Hz, respectively, and also DG is more than 9.1 dB.

Keywords: CCL; cognitive radio; DGG; ECC; MIMO; spectrum sensing; spectrum utilization efficiency

1. Introduction

In the licensed spectrum, channels are unutilized most of the time, thus leading
to inefficient spectrum utilization. Hence, spectrum utilization efficiency deteriorates.
The unutilized channels (i.e., licensed) can be used effectively for other applications to
reduce the wastage of spectrum issue. CR technology mainly uses the concept of using
the unutilized channels in the spectrum overlay approach. It is believed that the primary
users in the spectrum overlay approach are the owners of the licensed spectrum and do
not utilize their channels in the licensed spectrum completely. So, there exists a continuous
monitoring in the radio environment to find the white spaces (i.e., spectrum holes). When
a white space is detected at any moment, secondary users can use the channel that consists
of the detected white space for other applications until the primary users want to use that
channel. When primary users use that channel, secondary users should shift to any other
unutilized licensed channels.
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A new frequency-agile CR MIMO patch antenna was proposed in [1]. It comprises
two patch antenna elements, which are hexagonal shaped. To achieve compactness and
increase isolation, hexagonal-shaped defected ground structures are incorporated in the
ground plane. The compactness is further attained by utilizing reactive loading. Varactor
diodes are employed in the microstrip feed line to achieve frequency reconfigurability.
Consequently, frequency tuning is achieved at 1.42–2.27 GHz. However, the proposed
CR MIMO antenna cannot sense the spectrum as it does not have a sensing antenna. A
frequency-reconfigurable CR MIMO antenna system for interweave scenario was presented
in [2]. It comprises four reconfigurable antenna elements that are pentagonal slot-based.
Varactor diodes are employed to alter the capacitance of the slot. As a result, a wide tuning
range, which ranges from 3.2 GHz to 3.9 GHz, is achieved with a minimum of 100 MHz
impedance bandwidth in each band. However, the proposed MIMO antenna does not have
a sensing antenna. Additionally, the mutual coupling in the proposed CR MIMO antenna
system is just less than −10 dB. A four-port CR MIMO antenna that works for overlay
and underlay approaches for 5G applications in the 2.5–4.20 GHz range was proposed
in [3]. This type of feature of the proposed antenna is obtained by controlling the operating
modes of the multifunctional reconfigurable filter since the multifunctional reconfigurable
filter, which works in three operational modes such as tunable bandpass filter, tunable
band reject filter, and all pass filter, is integrated with UWB sensing antenna. Four filtennas
are integrated on FR-4 epoxy substrate to make a MIMO system. Additionally, they are
well isolated with the help of reflectors. A two element MIMO antenna, which comprises
sensing antenna operating at 2.2–7 GHz and two similar reconfigurable antennas, was
proposed in [4]. By varying the capacitance of varactor diodes, reconfigurable antennas
can be tuned to any frequency from 2.3 to 6.3 GHz. A four-port MIMO antenna in which
two antennas are dedicated for sensing the spectrum 2.35–5.9 GHz and two other antennas
are dedicated for communication was proposed. The reconfigurable narrowband antennas
for communication can be tuned to any frequency from 2.6 to 3.6 GHz.

The undesired radio frequency interference can be avoided when sensing antenna and
communication antennas are well isolated. Consequently, good performance is guaranteed
for a CR device. When spectrum holes change rapidly in the radio environment and a single
reconfigurable antenna is used for sensing the spectrum and performing the communication
tasks, it becomes very hard for the antenna to switch from sensing mode to communication
mode and vice versa. Moreover, in case of reconfigurable antennas, loses become high due
to the presence of lumped elements, diodes, etc. Consequently, the performance of the
antenna deteriorates to some extent. Additionally, it is noticed that the existing CR MIMO
antennas in the literature [5–19] have a small tuning range since it is quite hard to tune the
antenna to a desired frequency in a wide bandwidth. The drawbacks, which are associated
with the available reconfigurable CR antennas in the literature, are power consumption,
use of extra hardware, nonlinear effects of switches and biasing line effects. Moreover, the
reconfigurable mechanisms may require the presence of motors and some additional biasing
circuitry at times. Nevertheless, they have been extensively used by many researchers to
make the antenna compact and tunable. Additionally, they are very difficult to implement in
real time. In addition, the available reconfigurable CR antennas in the literature are able to
perform only communication operations despite multiple spectrum holes being identified.
Since it is well known that low profile planar antennas are advantageous and reconfigurable
antennas have some unavoidable drawbacks [20,21], integrated sensing antennas and
multiple communication antenna systems [22–26] are treated as the best alternative to
reconfigurable antenna systems for CR applications. These antenna systems have a striking
feature of performing multiple communication operations simultaneously due to the
presence of multiple communication antennas. Since the spectrum is utilized in an efficient
manner by performing multiple communication operations simultaneously, spectrum
utilization efficiency increases significantly with these antenna systems. Whenever a
white space (spectrum hole) identified by the sensing antenna matches with the operating
frequency of the communication antenna, the respective communication antenna is given
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access to the secondary users. Otherwise, it is terminated by a 50-ohm load. In integrated
sensing antennas and multiple communication antenna systems, communication antennas
are selected by an excitation switching reconfigurable mechanism.

In this article, a cognitive radio (CR) integrated antenna system, which has 1 sensing
and 24 communication antennas, is proposed for better spectrum utilization efficiency.
The sensing antenna linked to port 1 is able to sense the spectrum that ranges from 2 to
12 GHz, whereas the communication 8-element MIMO antennas linked with ports 2 to 9,
ports 10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz
and 8.62–12 GHz bands, respectively. Mutual coupling is less than −12 dB. The HFSS
EM simulation tool is used for the proposed structure design. The fabricated prototype is
verified and a good agreement is noted between the simulated and measured results. To
the best of our knowledge, this is the only sensing and 8-element MIMO communication
integrated antenna system that has the notable feature of performing a maximum of
three communication operations concurrently in the CR environment. Moreover, this
antenna system is the best alternative for all reconfigurable CR MIMO antenna systems.
Additionally, it is less complex compared to all the other existing CR MIMO antennas in
the literature.

The rest of the paper is organized as follows. The design of the proposed structure,
UWB and narrow band antenna design steps, along with performance characteristics, are
reported. Later, results and discussion on each and every performance parameter are
provided. Thereafter, MIMO diversity characteristics are discussed. Finally, the conclusion
of the work is given.

2. Twenty-Five Port CR Integrated Antenna System

The proposed CR integrated antenna system schematic is shown in Figure 1. The
performance and 10 dB return loss bandwidth of each antenna are given in Table 1. The
dimensions of the proposed CR integrated antenna system are given in Table 2. Sensing
antenna is linked to port 1, whereas the communication 8-element MIMO antennas are
linked with ports 2 to 9, ports 10 to 17 and ports 18 to 25. FR4 epoxy substrate of a thickness
of 1.6 mm is used in the present design. Additionally, the design procedures for sensing
and communication antennas are explained in this section.

 
(a) 

Figure 1. Cont.
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(b) (c) 

Figure 1. Geometry of the 25-port CR MIMO antenna. (a) Structure of the antenna. (b) Top view. (c)
Back view.

Table 1. Specifications of the 25-port CR MIMO antenna.

Antenna Usage 10 dB Return Loss Bandwidth

Ant (P1) Sensing 2–12 GHz
Ant (P2) to Ant (P9) Communication 2.17–4.74 GHz

Ant (P10) to Ant (P17) Communication 4.57–8.62 GHz
Ant (P18) to Ant (P25) Communication 8.62–12 GHz

Table 2. Dimensions of the 25-port CR MIMO antenna.

Parameter Dimension (mm) Parameter Dimension (mm)

R1 8.78 l1 22.5
R2 5.28 w1 14
R3 4 lg1 16
p1 1.16 wg1 16
lg 5 ln1 5.5

wg 18.98 wn1 1
wf 3 p2 2.5
ln 1.57 lw1 13

wn 4.5 wf1 3
p4 0.2 l2 11.5

wf3 3.2 w2 9.5
W 160 L 160
lg2 5 w3 8

wg2 10 lm 4
wf2 3 wm 12
wn2 1.1 lg3 4
p3 0.95 wg3 12
l3 5.8 g1 1.16

3. Design Process of the Sensing Antenna Linked with Port 1

The structure of the sensing antenna that operates at 2–12 GHz is shown in Figure 2.
As depicted in Figure 3, the design process is finished in five steps. A traditional circular
shaped monopole antenna (i.e., Ant I in Figure 3) is designed in the first step, and its
impedance bandwidth ranges from 2.6 GHz to 10.6 GHz, as illustrated in Figure 4. The
electrical lengthening is performed in the second step by combining a circular patch of
radius R2 with the circular radiator of radius R1, as depicted in Ant II in Figure 3. As
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a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the LBE
frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 4 at
3–5.75 GHz is poor. The electrical lengthening is further performed in the third step by
combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the LBE
frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE frequency
of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is below
−10 dB at 2.55–4.3 GHz and 8.1–8.8 GHz. So, to attain impedance matching throughout a
wideband, i.e., 2–12 GHz, the ground plane of Ant IV in Figure 3 is made semi-elliptical
shaped and some portion of the 50-ohm feed line is tapered towards the radiator. Thus,
better impedance matching is achieved compared to Ant III in Figure 4, but the reflection
coefficient of Ant IV is a bit better than −10 dB at 2.82–3.57 GHz and 5.56–6.34 GHz, as
shown in Figure 4. In the last stage, good impedance matching is achieved over a wideband
(i.e., 2–12 GHz) by etching a rectangle-shaped notch in the ground plane of Ant V.

Figure 2. Schematic of the antenna linked with port 1.

Figure 3. Evolution of antenna linked with port 1.

Figure 4. Evolution of the antenna linked with port 1.
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As a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the
LBE frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 4
at 3–5.75 GHz is poor. The electrical lengthening is further performed in the third step by
combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the LBE
frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE frequency
of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is below
−10 dB at 2.55–4.3 GHz and 8.1–8.8 GHz. So, to attain impedance matching throughout a
wideband, i.e., 2–12 GHz, the ground plane of Ant IV in Figure 3 is made semi-elliptical
shaped and some portion of the 50-ohm feed line is tapered towards the radiator. Thus,
better impedance matching is achieved compared to Ant III in Figure 4, but the reflection
coefficient of Ant IV is a bit better than −10 dB at 2.82–3.57 GHz and 5.56–6.34 GHz, as
shown in Figure 4. In the last stage, good impedance matching is achieved over a wideband
(i.e., 2–12 GHz) by etching a rectangle-shaped notch in the ground plane of Ant V.

4. Design Process of the Communication Antennas Linked with P2 to P9

The structure of the antenna linked with port 2 is depicted in Figure 5. The antenna
linked with port 2 is targeted to operate at low frequencies and its design process ends in
two stages. In the first stage, a normal monopole antenna with rectangle-shaped patch is
designed, as illustrated in Figure 6. Furthermore, this antenna is realized with an 8-element
MIMO configuration at ports P2 to P9. Dimensions of the rectangular radiator are selected
in such a way that the LBE frequency of the antenna linked with port 2 is about 2.3 GHz.
The mathematical formula for calculating the LBE of Ant I in Figure 6 is given below.

fLAntI(P2)=
7.2

(l1 + r1 + p2)× k
GHz (1)

Figure 5. Schematic of the antennas linked with P2 to P9.

In Equation (1), l1 and p2 are the length of the rectangular patch and feed gap in
centimeters, respectively. The term ‘r1′ in centimeters can be calculated from the width of
rectangular patch since r1 = w1

2π . The term ‘k’ is constant and is equal to 1.15.
After finding out the values of l1, r1, p2 and k, the LBE frequency of Ant I in Figure 1

is found as 2.3 GHz, whereas it is found as 2.34 GHz in simulation. It is evident from
Figure 7 that Ant I operates at 2.34- 2.9 GHz and 4.9–7.75 GHz. As the antenna linked with
port 2 is aimed to operate at low frequencies, a 1 mm width narrow strip line is placed
between rectangular patch and the 50-ohm feed line of 3 mm width in the second stage, as
depicted in Ant II in Figure 6. A parametric study is performed by altering the length of the
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1 mm strip line, as depicted in Figure 8. It is obvious from Figure 8 that lower band edge
frequency does not change much when the 1 mm strip line’s length changes. Additionally,
bandwidth slightly decreases when the 1 mm strip line’s length increases. Finally, the 1 mm
strip line’s length is selected as 5.5 mm as good impedance matching and large −10 dB
reflection coefficient bandwidth (i.e., 2.17–4.75 GHz) are achieved.

Figure 6. Evolution of the antennas linked with P2 to P9.

Figure 7. Reflection coefficients of the antennas in intermediate steps of the antenna linked with
port 2.

Figure 8. Reflection coefficients of the antenna linked with port 2 for different values of ln1.

5. Design Process of the Communication Antennas Linked with P10 to P17

The structure of the communication antennas linked with port 10 is depicted in
Figure 9. A bent microstrip line feed is used to achieve good impedance matching in the
appropriate band.
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Figure 9. Schematic of the antennas linked with P10 to P17.

The design process of the communication antenna linked with port 10 ends in two
stages. In the first stage, a rectangular radiator of length 11.5 mm and width 9.5 mm is fed
by a bent microstrip line feed, as depicted in Ant I in Figure 10. Furthermore, this antenna
is realized with an 8-element MIMO configuration at ports P10 to P17. The mathematical
formula for calculating the LBE of Ant I in Figure 10 is given below.

fLAntI(P10)=
7.2

(l2 + r2 + p3)× k
GHz (2)

Figure 10. Evolution of the antennas linked with P10 to P17.

In Equation (2), l2 and p3 are the length of the rectangular patch and feed gap in
centimeters, respectively. The term ‘r2′ in centimeters can be calculated from the width
of the rectangular patch since r2 = w2

2π . The term ‘k’ is constant and is equal to 1.15. After
finding out the values of l2, r2, p3 and k, the LBE frequency of Ant I in Figure 10 is found
as 5.15 GHz, whereas it is found as 4.95 GHz in simulation, as shown in Ant I in Figure 11.
In the next stage, the reflection coefficient performance is analyzed by altering the width of
the strip line of length ln. As illustrated in Figure 12, the strip line of a width of 1.1 mm
offers best impedance matching among different widths of strip line of length ln and the
return loss is better than 10 dB in 4.6–8.7 GHz.
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Figure 11. Reflection coefficients of the antennas in intermediate steps of the antenna linked with
port 10.

Figure 12. Reflection coefficients of the antenna linked with port 10 for different values of wn2.

6. Design Process of the Communication Antennas Linked with P18 to P24

The structure of the communication antennas linked with P18 to P24 is depicted in
Figure 13. Since the communication antennas linked with ports 2 and 10 are designed to
operate at 2.17–4.74 GHz and 4.57–8.62 GHz, respectively, it is aimed to design a commu-
nication antenna that operates at frequencies which are greater than 8.62 GHz to cover
the complete FCC UWB of 3.1–10.6 GHz. Furthermore, this antenna is realized with an
8-element MIMO configuration at ports P18 to P24. As depicted in Figure 14, the design
process of the communication antenna linked with port 18 ends in two stages. In the first
stage, a normal monopole antenna with a rectangle-shaped patch is designed, as illustrated
in Figure 14. The length and width of the rectangular patch are selected in such a way that
the LBE frequency is approximately 8.6 GHz.

Figure 13. Schematic of the antennas linked with P18 to P24.
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Figure 14. Evolution of the antennas linked with P18 to P24.

The mathematical formula for calculating the LBE frequency of Ant I in Figure 14 is
given as:

fLAntI(P18)=
7.2

(l3 + r3 + p4)× k
GHz (3)

where l3 and p4 are length of the rectangular patch and feed gap in centimeters, respectively.
The term ‘r3′ in centimeters is expressed in terms of width of the rectangular patch (i.e.,
r3 = w3

2π ). The term ‘k’ is constant and is equal to 1.15. After substituting the values of l3,
r3, p4 and k in Equation (3), the LBE frequency of Ant I in Figure 14 is found as 8.6 GHz,
whereas it is found as 8.5 GHz in simulation, as shown in Ant I in Figure 15.

Figure 15. Reflection coefficients of the antennas in intermediate steps of the antenna linked with
port 18.

It is seen from Figure 15 that the reflection coefficient curve of Ant I in Figure 1 is
below −10 dB from 8.5 GHz and impedance matching is just decent. To make the lower
band edge frequency 8.6 GHz and improve impedance matching, a rectangular-shaped
patch is printed on the back portion of the substrate and the width of the 50-ohm feed line
is chosen as 3.2 mm in the next stage. Figure 16 depicts a parametric study performed by
altering the feed line’s width. It is concluded from Figure 16 that the desired performance
is achieved with a feed line of a width of 3.2 mm.

Figure 16. Reflection coefficient of the antenna linked with port 10 for different values of wf3.
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7. Results and Discussions

After designing a sensing antenna and three communication antennas, the sensing an-
tenna and eight copies of each communication antenna are placed as depicted in Figure 17.

Figure 17. Inter-elemental spacing of the 25-port CR MIMO antenna.

The reflection coefficients of all antennas in the proposed 25-port CR MIMO antenna
are depicted in Figures 18–20. An Agilent N5232A PNA-L network analyzer was used
to check the correctness of the antenna. Good isolation between two antennas, without
using any decoupling mechanism, can be attained in four possible cases. In the first case,
low mutual coupling can be attained by placing two antennas in orthogonal fashion. In
the second case, good isolation can be attained between two adjacent antennas that are
similar to each other when the separation between those two antennas is greater than the
one-fourth of the wavelength corresponding to their LBE frequency. In the third case, good
isolation can be attained between two different antennas when the distance between them
is greater than one-fourth of the wavelengths corresponding to their LBE frequencies. In
the fourth case, if two similar antennas are even separated vertically at a distance that is
slightly less than one-fourth of the wavelength corresponding to their LBE frequency, low
mutual coupling can be attained between them. It can be seen from Figures 21–23 that an
isolation of better than 12 dB is attained without using any decoupling mechanisms.

  
(a) (b) (c) 

  
(d) (e) (f) 

Figure 18. Cont.
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(g) (h) (i) 

Figure 18. Plot of (a) S11, (b) S22, (c) S33, (d) S44, (e) S55, (f) S66, (g) S77, (h) S88, (i) S99.

  
(a) (b) (c) 

  
(d) (e) (f) 

  

 

(g) (h)  

Figure 19. Plot of (a) S10 10, (b) S11 11, (c) S12 12, (d) S13 13, (e) S14 14, (f) S15 15, (g) S16 16, (h) S17 17.

  
(a) (b) (c) 

Figure 20. Cont.
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(d) (e) (f) 

  

 

(g) (h)  

Figure 20. Plot of (a) S18 18, (b) S19 19, (c) S20 20, (d) S21 21, (e) S22 22, (f) S23 23, (g) S24 24, (h) S25 25.

  
(a) (b) 

Figure 21. Mutual coupling between sensing and communication antennas (a) S21, S31, and S41 (b)
S10 1, S11 1, S12 1, and S18 1.

  
(a) (b) 

Figure 22. Cont.
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(c) 

Figure 22. Mutual coupling between identical communication antennas (a) S29, S34, S45, and S56

(b) S67, S78, S89, and S10 11 (c) S13 14, S19 20, S21 22, and S23 24.

  
(a) (b) 

  
(c) (d) 

Figure 23. Mutual coupling between non-identical communication antennas. (a) S2 10, S12 18, S3 12,
and S4 13 (b) S5 14, S5 19, S15 20, and S6 15 (c) S21 6, S7 22, S7 16, and S16 23 (d) S24 8, S8 25, S17 25, and S9 17.

In the proposed 25-port MIMO antenna system, if any two antennas are considered,
they come under any one of the above four discussed cases. Hence, all the antennas in
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the proposed 25-port CR MIMO antenna system are well isolated. The mutual coupling
of other possible combinations is not shown in Figures 21–23 since two antennas in those
combinations are separated by large distances. So, mutual coupling of better than −15 dB
is guaranteed. Pyramidal horn antenna and the proposed CR MIMO antenna are used as
transmitting and receiving antennas, respectively, in an anechoic chamber while measuring
radiation patterns. A microwave analog signal generator is used to connect the transmitting
antenna. In the far-field region, the designed antenna connected to a coaxial detector is
kept in receiving mode and used as receiving antenna. The far-field patterns of the sensing
antenna are depicted in Figure 24. The communication antennas linked with ports 2, 10
and 18 are illustrated in Figures 25–27, respectively. Dipole-natured patterns and nearly
omnidirectional patterns are attained at low (2.5 and 5 GHz) and high frequencies (7.5 and
10 GHz), respectively, whereas dipole-natured patterns are attained in both the planes in
case of communication antennas. The far-field patterns of the communication antennas
accessed at ports 2, 10 and 18 are similar to that of a dipole antenna at 3 GHz, 6 GHz and
9 GHz, respectively, as depicted in Figures 25–27.

  
(a) (b) (c) 

  
(d) (e) (f) 

  

 

(g) (h)  

Figure 24. Far-field patterns of the sensing antenna in orthogonal planes at (a) 2.5 GHz (XZ),
(b) 2.5 GHz (YZ), (c) 5 GHz (XZ), (d) 5 GHz (YZ), (e) 7.5 GHz (XZ), (f) 7.5 GHz (YZ), (g) 10 GHz (XZ),
(h) 10 GHz (YZ).
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(a) (b) 

Figure 25. Far-field patterns of the communication antenna linked with port 2 at (a) 3 GHz (XZ) and
(b) 3 GHz (YZ).

  
(a) (b) 

Figure 26. Patterns of the communication antenna linked with port 10 at 6 GHz in (a) XZ and (b) YZ.

 
(a) (b) 

Figure 27. Far-field patterns of the communication antenna linked with port 18 at (a) 9 GHz (XZ) and
(b) 9 GHz (YZ).

The slight shifts and little deviations in the resonances of the reflection coefficient
curves may be because of the faults in fabrication of the prototype, material impurities,
and imperfections in soldering and connector losses. However, the measured reflection
coefficients of all the communication antennas in the 25-port MIMO antenna are below
−10 dB in their impedance bandwidths, which indicates that the simulated reflection
coefficient results of the 25-port CR MIMO antenna are in good agreement with the mea-
sured reflection coefficient results. The cross polarization levels of all the antennas in the
proposed antenna are less than −20 dB, as shown in Figures 24–27. It indicates that the
vertically polarized surface currents are more dominant than the horizontally polarized
surface currents in all the antennas in the proposed 25-port CR MIMO antenna. Moreover,
the obtained omnidirectional radiation patterns of all the antennas are well suitable for CR
MIMO applications.

The radiation efficiency and peak gain of the sensing antenna are illustrated in
Figures 28 and 29, respectively. It is seen that the simulated peak gain and radiation
efficiency of the sensing antenna are better than 82% and 2.25 dBi, respectively. The
radiation efficiencies and peak gains of the communication antennas are illustrated in
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Figures 30 and 31, respectively. It is obvious from Figures 30 and 31 that the simulated
peak gains and radiation efficiencies of the sensing antenna are better than 90% and 2.5 dBi,
respectively. The measured peak gains are slightly less than the simulated peak gains
because of substrate losses, magnetic field of the earth and errors in measurement. The
fabricated prototype of the proposed 25-port CR MIMO antenna is provided in Figure 32.

Figure 28. Radiation efficiency of the sensing antenna.

Figure 29. Peak gain of the sensing antenna.

Figure 30. Radiation efficiencies of the communication antennas.
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Figure 31. Peak gains of the communication antennas.

  
(a) (b) 

Figure 32. Fabricated prototype of the 25-port CR MIMO antenna. (a) Top view. (b) Bottom view.

It can be observed from Table 3 that no CR 8-element MIMO antennas appear in
the existing literature. Additionally, the proposed 8-element MIMO antenna achieves
polarization diversity and covers all communication bands from 2.17 to 12 GHz. Moreover,
it does not have any switching elements such as PIN diodes, MEMS, varactor diodes, or
other factors.

Table 3. Comparison of the 25-port CR MIMO antenna with other antennas in the literature.

Ref. Size (mm2)
Range of the

Sensing Antenna
(GHz)

Range Covered by
Communication Antennas

(GHz)

Min.
Isolation

(dB)

n-Element
MIMO Antenna

Reconfiguration
Mechanism

[1] 50 × 100 - 1.42–2.27 12 2 Varactor diodes
[2] 60 × 120 - 3.2–3.9 10 4 Varactor diodes

[3] 109 × 109 2–5.7 2.5–4.2 15 4 PIN and Varactor
diodes

[4] 60 × 40 2.2–7 2.3–6.3 18 2 Varactor diodes

[5] 100 × 120 2.3–5.5 2.5–4.2 15 4 PIN and Varactor
diodes

[6] 60 × 120 1–4.5 0.9–2.6 12.5 2 PIN and Varactor
diodes

[7] 65 × 120 0.72–3.44 A few frequencies in
0.72–3.44 15.5 2 PIN and Varactor

diodes
[8] 52.2 × 35 1.7–10.6 5.1–5.5, 6.6–7.2 and 9.7–10.2 15 2 -
[9] 50 × 110 - 1.73–2.28 and 2.45 10 2 Varactor diodes
[10] 110 × 70 2.45–5.3 2.5–3.6 12 4 Varactor diodes
[11] 152 × 126 2.4–6 5.8–6.3 20 4 PIN diodes
[12] 24 × 25 - 2.4, 3.5, 5.25 25 2 PIN diodes

This work 160 × 160 2–12 All frequencies in 2.17–12 12 8 -
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8. Performance Analysis of the 25-port CR MIMO Antenna

The diversity characteristics of the proposed MIMO antenna can be assessed by the
two parameters diversity gain (DG) and the envelope correlation coefficient (ECC) [27–30].
ECC can be calculated mathematically by using the S-parameters, as shown in Equation
(4). An ideal MIMO antenna system has an ECC of 0. ECC of the proposed 8-element
MIMO antenna is illustrated in Figure 1. DG can be determined mathematically once ECC
is known using the equation given in Equation (1), and its ideal value for a good MIMO
antenna system is 10 dB.

ECC(ρ) =

∣∣Sii
∗Sii+Sji

∗Sjj
∣∣2(

1−|Sii|2 −
∣∣Sij

∣∣2)(1−∣∣Sji
∣∣2 − ∣∣Sjj

∣∣2) (4)

ECC(ρ) =

∣∣∣∣∣�4π [
Fi(θ, f)∗Fj(θ, f)

]
dΩ

∣∣∣∣∣
2

�
4π

|Fi(θ, f)|2dΩ
�
4π

∣∣Fj(θ, f)
∣∣2dΩ

(5)

where i, j ∈ N, i < j, j ≤ 4, Fi(θ,∅) is nothing but the far-field pattern of the antenna when
port i and port j are excited, and * denotes the Hermitian product. However, calculation
of ECC using far-field patterns is very tedious. After ECC is calculated, DG in dB can be
determined using Equation (6).

Diversity Gain (dB) = 10×
√

1 − |0.99ρ|2 (6)

The quality of the proposed 25-port CR MIMO antenna system can be assessed by
another crucial parameter called channel capacity loss (CCL). When the number of an-
tennas increases, channel capacity increases under certain conditions without increasing
transmitted power or bandwidth. However, channel capacity decreases when a correlation
between the links exists. Additionally, as the correlation increases, CCL increases. CCL can
be calculated from the equation [27–30] given below.

Closs = − log2 det
(

ΨR
)

(7)

where ΨR represents correlation matrix of the receiving antenna. Its matrix representation
is given below.

ΨR =

(
ρ11 ρ12
ρ21 ρ22

)
(8)

ρii= 1 − |Sii|2 −
∣∣Sij

∣∣2 and ρij = −(∣∣Sii
∗Sij+Sji

∗Sjj
∣∣) (9)

It is evident from Figure 33 that the ECC of the proposed 25-port CR MIMO antenna
is less than 0.42 and DG of the proposed 25-port CR MIMO antenna is more than 9.1 dB.
It can also be clearly seen that the CCL of the proposed 25-port CR MIMO antenna is less
than 0.46 bits/s/Hz, as illustrated in Figure 34. Since the acceptable level of ECC and CCL
of a good MIMO are 0.5 and 0.5 bits/s/Hz, the proposed 25-port CR MIMO antenna is well
suitable for CR MIMO applications.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 33. ECC and DG of the 25-port CR MIMO antenna. (a) ECC 29, ECC 34, ECC 10 11 and ECC
19 20(b) ECC 45, ECC 56, ECC 13 14 and ECC 21 22 (c) ECC 67, ECC 78, ECC 89 and ECC 23 24 (d) DG
29, DG 34, DG 10 11 and DG 19 20 (e) DG 45, DG 56, DG 13 14 and DG 21 22 (f) DG 67, DG 78, DG 89
and DG 23 24.

The total active reflection coefficient (TARC) is one of the crucial parameters to evaluate
the diversity performance of the antenna. It is nothing but the ratio of total incident power
to the total power that is outgoing when a multiport antenna system is present. It can be
calculated using the Equation (10) given in [27].

TARC =

√
∑N

k=1|bk|2√
∑N

k=1|ak|2
(10)
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(a) (b) 

 
(c) 

Figure 34. CCL of the 25-port CR MIMO antenna. (a) CCL 29, CCL 34, CCL 10 11 and CCL 19 20
(b) CCL 45, CC 56, CCL 13 14 and CCL 21 22 (c) CCL 67, CCL 78, CCL 89 and CCL 23 24.

where |a| is the excitation parameter and |b| is the scattering parameter in Equation (10). In
order to check the effect of TARC on the 10 dB return loss bandwidth of the communication
antennas, the proposed MIMO antenna is integrated with an ideal phase shifter in which
scan angle is changed from 45◦ to 180◦. It is obvious from Figure 35 that TARC for all
8-element communication antennas is less than −10 dB. So, it is confirmed that all the
power that is delivered is accepted by the other antenna element without affecting the
10 dB return loss bandwidth of 8-element MIMO communication antennas.

Mean effective gain (MEG) is another important parameter to assess the diversity
performance of the antenna in wireless channels. It ascertains the antenna element’s ability
to accept electromagnetic signals in the presence of rich fading channels. Practically, it
ranges from −3 dB to −12 dB for a MIMO antenna with good diversity performance. It is
evident from Figure 36 that the MEG for all MIMO communication antennas is less than
−3 dB. So, it can be concluded that the 8-element MIMO communication antennas is a
promising candidate for CR MIMO applications.
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(a) (b) 

 
(c) 

Figure 35. TARC of the 8-element communication antennas associated with (a) ports 2 to 9, (b) ports
10 to 17, and (c) ports 18 to 25.

 
(a) (b) 

Figure 36. Cont.
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(c) 

Figure 36. MEG of the 8-element communication antennas associated with (a) ports 2 to 9, (b) ports
10 to 17, and (c) ports 18 to 25.

9. Conclusions

In this article, a CR-integrated antenna system, which can perform maximum of three
communication operations, has been presented to improve spectrum utilization efficiency.
The sensing antenna linked to port 1 was able to sense the spectrum that ranges from 2
to 12 GHz, whereas the communication MIMO antennas linked with ports 2 to 9, ports
10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz and
8.62–12 GHz bands, respectively. Mutual coupling in the proposed CR MIMO antenna
was less than −12 dB. Peak gain and radiation efficiency of the sensing antenna are found
to be better than 2.25 dBi and 82%, respectively, whereas the peak gains and radiation
efficiencies of all communication antennas were more than 2.5 dBi and 90%, respectively. It
is inexpensive, easily implementable and has less complexity compared to the traditional
reconfigurable CR MIMO antennas. Additionally, it can overcome all the drawbacks that
are associated with reconfigurable CR MIMO antennas. Its performance has also been
assessed by evaluating ECC, DG, CCL, TARC and MEG. The simulated and measured
ECC, DG, CCL, TARC and MEG are within their acceptable limits. Hence, the proposed
CR MIMO antenna is a promising candidate for CR MIMO applications.
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Abstract: In this paper, we proposed a new wideband circularly polarized cross-fed magneto-electric
dipole antenna. Different from conventional cross-dipole or magneto-electric dipole antennas, the
proposed simple geometry realizes a pair of complementary magnetic dipole modes by utilizing
the two open slots formed between the four cross-fed microstrip patches for achieving circular
polarization and high stable gain across a wide frequency band. No parasitic elements are required
for extending the bandwidths; therefore, both the radiation patterns and in-band gain are stable. The
simulated field distributions demonstrated the phase complementarity of the two pairs of magnetic
and electric dipole modes. A parametric study was also performed to demonstrate the radiation
mechanism between the electric and magnetic dipole modes. The radiating elements are realized on a
piece of double-sided dielectric substrate fed and mechanically supported by a low-cost commercial
semirigid cable. The overall thickness of the antenna is about 0.22λo at the center frequency of axial
ratio bandwidth. The measured results show a wide impedance bandwidth (|S11| < −10 dB) of
70.2% from 2.45 to 5.10 GHz. The in-band 3-dB axial ratio bandwidth is 51.5% from 3.0 to 5.08 GHz.
More importantly, the gain of the antenna is 9.25 ± 0.56 dBic across the 3-dB axial ratio bandwidth.

Keywords: circular polarization; wideband; stable high gain; magneto-electric dipoles; cross-fed

1. Introduction

Antennas with wide bandwidths and stable high gain features are key devices for
achieving the high data rate and low latency in future wireless communications and sensing
systems [1,2]. These features can compensate the free-space path loss and improve the
signal stability and reliability for ensuring the quality of systems. Magneto-electric (ME)
dipole antennas, which have a pair of slightly separated resonances between their magnetic
dipole (M-dipole) and electric dipole (E-dipole) modes, are well-known for providing
such advantages [3–5]. In addition to the gain improvement contributed by the reflection
from the ground plane, the complementary radiation of the M- and E-dipole modes of the
antennas can further increase the gain and maintain stable radiation patterns across the
wide passband [6,7]. Various wideband linearly polarized (LP) ME dipole antennas have
been reported [8–10]; however, circularly polarized (CP) designs are rare.

In a multipath-rich environment, the polarization of the signal will be altered at
reflections. Polarization loss will happen when the polarization of the signal and antennas
are not aligned. CP antennas have been widely used to solve such problems [11,12]. As
no polarization alignment is required, the wireless channels are more stable and robust.
However, for single-fed CP antennas, the axial ratio (AR) bandwidth is usually narrow,
typically less than 10% [13,14]. Wideband CP ME dipole antennas have recently been
drawing attention [15–19]. An aperture coupled CP ME dipole antenna array fed by a
low-loss gap waveguide has achieved 14.5% of AR bandwidth [16]. A dielectric-based ME
dipole antenna achieves a wide impedance bandwidth of 56.7% (VSWR ≤ 2) and 3-dB AR
bandwidth of 41%. However, the gain fluctuation is about ±2.6 dBic within the operating
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frequency band [20]. A dual-fed bowtie dipole utilizing a wideband 90◦ hybrid Wilkinson
power divider feed network was proposed in [21]. By introducing two metallic strips
connecting the bowtie dipoles, the gain is improved to 9 dBic with the help of a relatively
large ground plane. However, wideband CP ME dipole antennas with stable (less than
±1 dB variation) and high gain (larger than 9 dBic) with reasonable footprint (about one
square wavelength) are rare.

Recently, wideband crossed-dipole CP antennas with parasitic elements have also
been proposed for improving the 3-dB AR bandwidth [22–25]. In [22], a similar geometry
of four cross-fed rectangular patches was reported. As the open slots are not aligned in
a straight line, the cross-dipole design solely relies on the addition of curved-delay line
to provide the required phase difference in order to enhance the AR bandwidth. Large
ground plane, cavity reflectors, and the addition of parasitic elements are also utilized to
boost the gain and bandwidths. However, without the presence of the complementary
M-dipole modes as proposed, these designs either suffer from low gain and/or large gain
fluctuation within the passband. Some crossed-dipole antennas utilize complex cavity
reflectors to mitigate the fluctuating gain problems [26,27], but the improvement is limited,
and the antenna geometries become complicated. A comparison of the measured results of
recently reported wideband CP antennas and the proposed antenna is presented in Table 1.
It can be observed that the proposed antenna demonstrates wide impedance and 3-dB AR
bandwidths without suffering from low and/or high gain fluctuation within the bandwidth.
The simple single-fed geometry can also reduce the fabrication cost and potential errors,
and additionally, no cavity reflector is required for achieving the stable high gain.

Table 1. Comparison of measured results of recently reported wideband circular polarized antennas.

BW
(%)

AR BW
(%)

Inline BW
(%)

Gain
(dBic)

Feed Pt.
No.

Footprint
(λo

2)
Height

(λo)
Cavity

Reflector

[21] 57.6 51.9 51.9 9.50 ± 0.30 2 1.43 0.18 nil

[22] 57.6 38.9 38.9 9.35 ± 1.35 2 0.83 0.26 nil

[23] 59.8 26.8 26.8 8.0 ± 0.50 1 0.41 0.16 single

[24] 57.3 50.9 43.5 9.56 ± 1.19 1 1.02 0.27 single

[25] 69.0 58.6 58.6 8.51 ± 0.89 1 0.63 0.27 single

[26] 93.1 87.6 83.2 3.25 ± 5.38 1 1.24 0.42 nil

[27] 61.8 51.6 51.6 3.70 ± 0.65 1 0.18 0.07 nil

[28] 77.7 68.1 68.1 3.63 ± 4.63 1 0.83 0.22 nil

[29] 79.4 66.7 66.7 8.51 ± 1.29 1 0.74 0.36 complex

[30] 56.7 38.9 38.9 9.35 ± 1.35 2 0.83 0.26 complex

[31] 50 56.5 50 6.7 ± 1.75 1 1.58 0.16 nil

[32] 65.1 71.5 65.1 8.5 ± 1.0 1 1.98 0.26 nil

[33] 22.6 6.8 6.8 10.1 ± 0.1 1 6.67 0.34 nil

This work 70.2 51.5 51.5 9.31 ± 0.56 1 1.16 0.24 nil

On the other front, as described in [5], the M-dipole mode of a general ME dipole
antenna is usually realized by a pair of vertical cavity walls. A linearly polarized ME dipole
antenna without the conventional quarter-wavelength vertical wall was reported [34]; it
demonstrated that the gap between the wide E-dipole patches, operating as an open slot,
can replace the quarter-wavelength cavity walls for generating the M-dipole mode. More
importantly, the wide bandwidth and stable high gain features can be retained without
the vertical walls. The profile of the cavity-less ME dipole antenna can also be reduced to
0.16 λo at the center frequency. With the facilitation of a pair of cross-dipoles, the cavity-less
concept in [34] is extended to circular polarization in this paper. The proposed wideband
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CP cavity-less ME dipole antenna is designed to operate at 5G mid-band. CST Studio Suite
2020 [35] was used to perform the simulations.

In Section 2, the antenna geometry and operating principle will be presented. The
parametric study of the critical parameters of the antenna in Section 3 will confirm the
operating principle and serve as a reference for designing the proposed antennas for
different applications. The simulated and measured results of the final design are provided
in Section 4. The work is concluded in Section 5.

2. Geometry and Operating Principle

2.1. Antenna Geometry

Figure 1 shows the isometric view of the proposed antenna; the detailed dimensions
are provided under the caption. The proposed antenna consists of three components:
(i) The radiating layer accommodating Patches A, B, C, and D is a piece of Rogers RT5880LZ
substrate (εr = 1.96, hsub = 1.27 mm and tan δ = 0.0019@10 GHz). Patches A and B are on
the top side, whereas Patches C and D are on the bottom side of the radiating layer. (ii) A
semirigid coaxial cable (RG402, 50 Ω, ∅ 3.58 mm), which is connected to the corresponding
patches through the two crossed-feeding networks. (iii) A square aluminium planar
ground plane is located about a quarter-wavelength under the radiating layer. The 1 mm
thick ground plane also serves as a reflector of the backward radiation; in addition to the
complimentary of electric and magnetic dipole modes, it provides a unidirectional radiation
pattern and higher front-to-back ratio.

Figure 1. Geometry and fabricated prototype of the wideband CP cavity-less ME dipole antenna.
Lground = 80.0, hsub = 1.27, hair = 17.7 (0.24 λ0), Lpatch = 18.5, Wgap = 2.1, Rring = 5.2, Wring = 1.5, Wcon = 5.2.
All dimensions are in millimeters.

Figure 1 also shows the detailed metallic patterns of the radiating elements and
crossed-feeding network on the top and bottom sides of the radiating layer of the realized
prototype. Patches A, B, C, and D are basically four square patches and have the same
dimensions with length Lpatch. Through the cross-feeding network, Patches A and B are
connected to the inner conductor of the semirigid coaxial cable, and Patches C and D
are connected to the outer conductor of the cable and the ground plane of the antenna.
Avoiding the short-circuit to the center conductor, a hole on the short lead of the bottom
cross-feeding network is etched.

The four patches are designed to operate as half-wave electric printed dipoles; there-
fore, the length of patch (Lpatch) was first assigned as roughly a quarter-wavelength at the
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center frequency in the simulations. Extending the concept reported in [27], which showed
that the gap between the wide electric dipole can replace the vertical walls for creating
the magnetic dipole, the two gaps between the four patches will form a pair of crossed
magnetic dipoles, in the form of an open slot, for generating the circular polarization in this
configuration. Together with the two crossed electric dipoles formed by the four patches
and proper phase arrangement, four resonances contributing to the wideband CP radiation
can be generated. The crossed-feeding network, which has two short and two long leads,
is located at the center of the radiating layer. It plays a critical role in distributing equal
power and proper phase to each patch to achieve circular polarization. The length of
long leads is roughly a quarter wavelength. Such arrangement will introduce a 90◦ phase
difference between Patches A and B and Patches C and D; therefore, it always keeps a 90◦
phase difference between adjacent patches for CP radiation. The length of the long leads is
determined by its radius Rring. The widths of the long lead Wring and the short lead Wcon
are adjusted for best impedance matching.

Finally, the square ground plane is set at about a quarter-wavelength below the
radiating layer, so that the gain will be increased. Furthermore, the size of the ground plane
is set at about one wavelength to further improve the gain of the ME dipole antenna. The
finalized values of the parameters will be further discussed in Section 3.

2.2. Operating Principle

Conventionally, circular polarization is generated by two orthogonal resonances; they
should have equal magnitude and a phase difference of 90◦. The two resonances operate at
slightly different frequency points for wider 3-dB AR bandwidth. In contrast, the proposed
antenna has two pairs of 45◦ angularly separated modes, as shown in Figure 2a. The
two electric dipoles operate at a lower frequency band as a result of their longer effective
electrical length, whereas the two magnetic dipoles, in the form of open-end slots between
the patches, operate at the higher frequency band, as shown in Figure 2a; therefore, two
minimum AR frequency points and wide AR bandwidth were achieved, as shown in the
AR plots.

In the proposed wideband CP cavity-less ME dipole antenna, the two pairs of rhombic-
shaped electric dipoles are located on the diagonals of the square radiating layer. Patches
A and C are connected to the short leads of the crossed-feeding network, as shown in
Figure 1. On the other diagonal lie Patches B and D; they are the two arms of the Electric
Dipole 2 and are fed by the two long leads. As the length of the long leads is roughly a
quarter-wavelength longer than the short leads, the phase of signal traveling to Electric
Dipole 2 is 90◦ delayed when compared to that of Electric Dipole 1. Through such an
arrangement, CP radiation in the lower frequency band could be achieved.

The two open-end slots, which are formed by the gaps between the patches (high-
lighted in light blue in Figure 2a), radiate as magnetic dipole antennas. As shown in
Figure 2a, Magnetic Dipole 1 is located along the x-axis, whereas Magnetic Dipole 2 is in
the y-direction. Through the same crossed-feeding network, a 90◦ phase difference can be
achieved between the two magnetic dipole modes. In considering the shorter length of
the open slots, CP radiation at the high-frequency band is generated. The phase relations
between the electric dipoles and magnetic dipoles were also illustrated in Figure 2a by
assuming the phase of Patch A is 0◦, which explains how the electric field can be produced
in the open-end slots. The simulated E-field at a different time of the period (T) shown in
Figure 2b verified the above explanations.

501



Sensors 2023, 23, 1067

Figure 2. (a) The four fundamental modes of the proposed CP cavity-less ME dipole antenna,
(b) E-field of the magnetic dipole modes at t = 0, T/4, T/2, and t = 3T/4 at 4 GHz.

To further illustrate the four modes contributing to the wide impedance and 3-dB AR
bandwidth of the proposed antenna, Figure 3 shows the simulated real and imaginary parts
of the impedance of the proposed antenna. It can be observed that the four modes operate
at around 2.8 GHz, 3.6 GHz, 4.4 GHz, and 4.9 GHz, respectively. As the two electric dipoles
are operating at the diagonal direction on the xy-plane, in addition to the fringing field
that exists between the edges of the electric dipoles and the ground plane, their effective
lengths are longer than that of the magnetic dipoles. Therefore, the two electric dipoles
operate at lower frequency (2.8 GHz and 3.6 GHz), and magnetic dipoles operate at the
high-frequency band (4.4 GHz and 4.9 GHz). Depending on the frequency separation
between the modes, the imaginary part of the 2nd E-dipole and 2nd M-dipole modes are
only close to, but not equal to, zero. Further verifications will be provided in the Parametric
Study in Section 3. By combining the resonances with the proper physical parameters, wide
impedance bandwidth and 3-dB AR bandwidth can be achieved.
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Figure 3. Simulated Z11 of the proposed wideband CP cavity-less ME dipole antenna.

Figure 4 illustrates the electric fields at a different time (t) in one period of oscillation
(T) of the proposed wideband CP antenna at the center frequency point of the 3-dB AR
bandwidth, i.e., 4 GHz. It can be observed that the E-field rotates in an anticlockwise
direction, with the wave propagating in the positive z-direction, i.e., a right-hand circular
polarization. Left-hand circular polarization could be achieved by mirroring the radiating
layer against the y-axis.

Figure 4. The z-components of E-field of the proposed antenna (a) t = T/8; (b) t = 3T/8; in xy-plane;
(c) t = 5T/8, (d) t = 7T/8, at 4 GHz.

3. Parametric Study

A parametric study is presented in this section to further demonstrate the operating
principle of the proposed wideband CP ME dipole antenna. Firstly, the four patches on the
radiating layer play a key role in generating the fundamental resonances which provide
the stable high gain across the wide operating frequency band, so the length of patch
(Lpatch) is studied first. The crossed-feeding network, enabling the circular polarization and
wide 3-dB AR bandwidth, is essential for wideband impedance matching; the width of
the short leads (Wcon), width of the long leads (Wring), and radius of the arc (Rring) are then
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investigated. Thirdly, the height between radiating layer and the ground plane (hair) and
the length of square ground plane (Lground) were also investigated to study their influence
on gain and bandwidths.

3.1. Length of the Patches (Lpatch)

The four patches on the radiating layer are the main radiating elements. Together
with the two narrow gaps between the patches, four resonant modes are produced, so the
size of patches determines the frequencies of four resonances. Figure 5a depicts the real
and imaginary parts of the impedance with different Lpatch. Since the resonant frequency
of the half-wavelength electric dipole and the magnetic dipole are determined by this
parameter, when Lpatch is longer, all four modes move to a lower frequency band. Although
the resonant frequency changes with Lpatch varying from 15.5 mm to 20 mm (19.5 λg to
25.2 λg), the value of impedance is generally not affected significantly, except for in the
fourth mode, so the bandwidth is still wide generally, while the high-frequency band is
affected more, as shown in Figure 5b,c. By tuning Lpatch, the operating frequency of the
proposed antenna shifts accordingly, but the impedance bandwidth remains wide at about
60%.

Figure 5. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different Lpatch.

3.2. Width of the Short Lead (Wcon)

The cross-feeding network is the critical part that transfers the properly split signal
from the semirigid coaxial cable to each patch and the open-end slots. It plays an essential
role in creating the 90◦ phase difference and allocates equal power to the four patches to
generate circular polarization. The signal is spilt into four paths and travels to each patch
through the feed network. Thus, the width of each lead becomes a critical value that affects
the impedance matching.
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Figure 6 shows the influence of Wcon on Z11 and S11. Generally, the wider Wcon is, the
wider the S11 bandwidth will be. As can be observed from Figure 6a, larger values of Wcon
will cause both the real and the imaginary part of the impedance of the antenna that is
balanced and close to 50 + j0 Ω. In this design, 5.2 mm (0.065 λg) is almost the maximum
width that can be achieved, as it is limited by the space available. Figure 6c shows that
by tuning Wcon from 3.7 mm (0.046 λg) to 5.2 mm (0.066 λg), the gain and AR are not
significantly affected, although the gain at the high-frequency band slightly increased. The
AR remains low in the investigated range of Wcon, and the AR profile shows that Wcon is
related to the balance of AR between the low-frequency and high-frequency band. To sum
up the analysis state so far, keep the following in mind when setting up the value of short
lead Wcon: Firstly, the width should be as wide as possible if a wide impedance bandwidth
is desired. Secondly, based on the required AR bandwidth, choose the value of Wcon for the
antenna for a balanced circular polarization between the low- and high-frequency bands.

Figure 6. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different Wcon.

3.3. Width of the Long Lead (Wring)

Figure 7a,b show the influence of Wring on Z11 and S11, respectively. Wring affects the
real part of the second and fourth modes and the imaginary part of the first and the third
modes of the antenna. Generally, a wider Wring means wider impedance bandwidth in the
investigated range, and 1.5 mm is almost the maximum width that can be achieved in this
design.

In Figure 7c, Wring is tuned from 0.6 mm (0.008 λg) to 1.5 mm (0.019 λg); the gain
remains high except in the high frequency since the impedance matching worsens when
Wring is narrow. Because Wring affects the second and fourth modes of the proposed antenna,
both circular polarizations could be affected. Relatively narrow Wring separates, while wide
Wring brings the two AR center points closer.

When deciding the values of Wcon and Wring, it is always good to keep a large value so
that the antenna will have a wide impedance bandwidth. More importantly, the Wcon and
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Wring affect the AR more significantly than the impedance bandwidth. The final optimized
value should be carefully selected according to the AR, as wide AR bandwidth is the
priority of this wideband CP cavity-less ME dipole antenna.

Figure 7. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different Wring.

3.4. Radius of the Quarter-Wavelength Arc (Rring)

Rring represents the radius of the quarter-wavelength arc from center to the middle
of the arc. The signal from the feed network travels along a longer path to Patches B and
D due to the extra length of the long lead. Thus, the length of the long lead is the key
for creating the 90◦ phase difference. Figure 8a,b show the influence of Rring on Z11 and
S11, respectively. It can be observed that the changes of Rring affect all four modes of the
antenna. Shorter Rring makes the impedance match better at the high-frequency band, and
wide bandwidth will be achieved.

Figure 8c shows the gain and axial ratio of the antenna when Rring varies from 4.9 mm
to 5.5 mm. The gain remains high, and the gain in the high frequency decreased slightly
since the impedance does not match well. Rring determines the phase difference between the
orthogonal resonances, so the two circularly polarized frequency points could be affected.
A shorter Rring brings the two AR center frequency points closer and results in a narrower
3-dB AR bandwidth. Simultaneously, a desirable value of Rring will arrange the two AR
center points to be properly separated so that a wide AR bandwidth can be achieved.
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Figure 8. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different Rring.

3.5. Radiating Layer to Ground Plane Separation (hair)

hair represents the height between the radiating layer to the ground plane. Figure 9
shows the influence of hair on Z11 and S11 of the proposed antenna. By tuning hair from
14 mm (0.177 λg) to 23 mm (0.290 λg), the two lower electric dipole modes are affected more,
as the fringing field at the edges is reduced at shorter hair, while the two magnetic dipole
modes are less subjected by the change of hair. Therefore, the lower 3-dB AR bandwidth
decreased with hair. In contrast, since the value of Z11 remains relatively stable and close to
50 + j0 Ω, the impedance bandwidth remains wide.

3.6. Length of Ground Plane (Lground)

Figure 10 depicts the influence of Lground on the proposed antenna. A square ground
plane with a size equal or larger size than λ2

0 will usually give better gain enhancement [6].
The value of Lground was set from 40 mm (0.504 λg), i.e., same size of the radiating layer, to
100 mm (1.25 λ0) for investigation. Figure 10a,b show that Z11 and S11 are barely affected
by the length of the square ground, except in the case of 40 mm since it is only about
a half-wavelength of the low-frequency band. Figure 10c shows the gain and AR with
different values of Lground. The 3-dB AR in the lower band is slightly improved when
Lground varies from 60 mm to 100 mm, as more fringing field can reach the ground plane.
However, the gain of the antenna is affected more by the size of the ground plane size. In
the investigation range, the gain increased with a larger size of the ground plane. When the
size increased to 100 mm, the peak gain was about 9.9 dBic at 4 GHz. It is worth mentioning
that when the size of the ground plane is extended to 1.3 λ0, a slightly wider simulated
3-dB AR bandwidth and high peak gain can be achieved. In this paper, Lground = 80 mm
was selected to strike the right balance between the size and performance.
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Figure 9. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different hair.

Figure 10. (a) Impedance (Z11), (b) reflection coefficient (S11), and (c) gain and axial ratio of the
proposed antenna at different Lground.
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4. Measurement Results and Discussions

Antenna prototypes, whose physical parameters are referenced to the results of the
parametric study, were fabricated and measured to verify the performance of the proposed
antenna. Figure 1 shows one of the fabricated CP cavity-less ME dipole antenna proto-
types mounted inside the anechoic chamber during the measurement. Three prototypes
were fabricated for the measurements, and the average values were taken to improve the
accuracy.

The simulated and measured S11 results present a reasonable consistency, as shown
in Figure 11. The measured impedance bandwidth (|S11| < −10 dB) is 70.2% from 2.45
to 5.10 GHz. Figure 12 shows the gain and 3-dB AR of the proposed antenna; the gains
of the three antenna prototypes were measured by using the well-known three-antenna
method, i.e., eliminating the duplicated transmitted power and antenna separation in the
Friis equation in three sets of measurements. It can be observed that the measured average
gain is about 9.31 dBic, with stable gain ±0.56 dBic across the 3-dB AR bandwidth. The
maximum measured gain of the antenna is about 9.9 dBic at 4.2 GHz. The axial ratio of
the three antenna prototypes were measured by rotating the wideband linearly polarized
dual-ridge horn antenna to different axial angles. The measured 3-dB AR bandwidth is
51.5% from 3.0 to 5.08 GHz, which is wider than the simulated results. In addition to
the discrepancy in fabrication, the difference may also be caused by the misalignment
when rotating the antenna from φ = 0◦ to 45◦, 90◦, and 135◦ for AR measurement and the
averaging effect between the results of the three prototypes built. However, the trend and
shape of the results are reasonably close to each other.

Figure 11. Simulated and measured S11 of the proposed antenna.

Figure 12. Simulated and measured gain and axial ratio of the proposed antenna.

To ensure of the stability of a wideband communication system, the radiation pattern
of a wideband antenna at different frequency points within the operating bandwidth is
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expected to be consistent across the bandwidth. Figure 13 shows the simulated and mea-
sured radiation patterns at low- (3.2 GHz), mid- (4.0 GHz), and high- (4.8 GHz) frequency
points of the 3-dB AR bandwidth. The co- and cross-polarization radiation patterns were
measured at the four major planes, i.e., φ = 0◦, 45◦, 90◦, and 135◦. The measured results
have the acceptable consistency with the simulated results. From Figure 13, high symmetry
can be observed, the front-to-back ratio is about 20 dB in different planes over the passband,
and the cross-polarization is also acceptable in general.

Figure 13. Radiation patterns of the proposed antenna, (a–d) at 3.2 GHz, (e–h) at 4 GHz, and (i–l) at
4.8 GHz, in the four principal planes: φ = 0◦, 45◦, 90◦, and 135◦.

Table 2 compares the simulated and measured results of 3-dB beamwidth at the low-
, mid-, and high-frequency points. Two parameters, |Δ1| and |Δ2|, were introduced
for comparing the radiation patterns at different frequency points and principal planes.
|Δ1| represents the 3-dB beamwidth variations across the frequency in the same plane,
whereas |Δ2| is the variations in different planes at the same frequency. |Δ1| shows
good consistency at each plane, with a small variation between 9.2◦ to 12.1◦, whereas
the angular variation at different planes |Δ2| ranges from 1.8◦ to 4.3◦. This means the
proposed CP cavity-less ME dipole antenna has a similar 3-dB beamwidth regarding the
four principal planes over the frequency band. As explained, the low-frequency band
mainly is contributed by the E-dipoles, while the high-frequency band is the result of the
M-dipoles. Therefore, circular polarization should have the most average distribution at
the center frequency (around 4 GHz), and that explains that |Δ2| has the minimum value
of 1.8◦ at the center frequency.
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Table 2. Measured and simulated 3-db beamwidth at low-, mid-, and high-frequency points.

3-dB Beam-Width
(◦)

3.2 GHz 4.0 GHz 4.8 GHz |Δ1| (◦)

mea. sim. mea. sim. mea. sim. mea. sim.

φ = 0◦ 65.5 59.1 70.3 67.9 74.7 67.3 9.2 8.8

φ = 45◦ 63.7 59.9 68.5 65.1 75.8 67.8 12.1 7.9

φ = 90◦ 66.0 63.2 69.9 64.3 76.8 69.0 10.8 5.8

φ = 135◦ 68.0 63.0 69.0 62.9 77.5 76.3 9.5 13.3

|Δ2| (◦) 4.3 4.1 1.8 5.0 2.8 9.0

It is worth mentioning that usually the 3-dB beamwidth of a wideband antenna
decreases at the higher frequency band due to the electrically larger radiation aperture
when frequency increases. However, in this wideband CP cavity-less ME dipole antenna,
the 3-dB beamwidth increases with frequency. The reason explaining this feature is that the
M-dipole modes operate in the high-frequency band, and the aperture for the M-dipole
is determined by the parameter 2 × Lpatch + Wgap, not the diagonal of the radiating layer.
Therefore, the aperture of the antenna responsibility to the radiation at the high-frequency
band is not electrically increased accordingly, so the 3-dB beamwidth at the high-frequency
band does not decrease.

5. Conclusions

In this paper, a novel wideband circularly polarized cavity-less magneto-electric dipole
antenna with stable high gain was presented. By utilizing the four square-patches and the
corresponding gaps between the patches to realize the two pairs of properly power-fed
and phase-separated electric dipole and magnetic dipole modes, the proposed antenna
has a wide impedance bandwidth of 70.2% from 2.45 GHz to 5.1 GHz. The measured AR
bandwidth achieved is 51.5% from 3.0 GHz to 5.1 GHz, and its height equals about 0.24 λo
at the center frequency of 3-dB axial ratio bandwidth. Inheriting the advantages from
the cavity-less ME dipole antenna concept, the average gain is 9.31 dBic, and the in-band
variation is only ±0.56 dBic. The proposed antenna has a simple geometry, which has no
parasitic elements or cavity ground plane, for low-cost and easy fabrication.
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Abstract: Antennas with quasi-hemispherical radiation patterns are preferred in many wide−area
wireless communication systems which require the signals to uniformly cover a wide two−dimensional
region. In this work, a simple but effective beamwidth broadening technique based on an antipodal
linearly tapered slot antenna (ALTSA) is first proposed and then experimentally verified. Compared with
most of the reported designs, the proposed antenna can significantly widen beamwidth and achieve a
quasi-hemispherical radiation pattern without increasing the overall size and structural complexity. Only
two rows of subwavelength metallic elements (eight elements in total) are simply and skillfully printed at
specified positions on the dielectric substrate (relative permittivity εr = 2.94 and thickness h = 1.5 mm) of
a general ALTSA whose peak gain is 11.7 dBi, approximately 200% half-power beamwidth (HPBW)
enlargement can be obtained in all cut-planes containing the end-fire direction at the central frequency
of 15 GHz, and the HPBW extensions in different cut-planes have good consistency. Thus, a quasi-
hemispherical beam pattern can be acquired. Thanks to the simplicity of this method, the antenna
size and structural complexity do not increase, resulting in the characteristics of easy fabrication and
integration, being lightweight, and high reliability. This proposed method provides a good choice for
wide−beam antenna design and will have a positive effect on the potential applications of wide-area
wireless communication systems.

Keywords: antipodal linearly tapered slot antenna; wide beam; subwavelength elements; HPBW

1. Introduction

Nowadays, wide-beam antennas have a range of applications requiring wide cover-
age [1–7], such as satellite systems [8], radar detection [9,10], and 5G wireless communi-
cation [11–13]. Although wide beamwidth can be obtained by reducing antenna gain, the
directivity of the antenna will also be reduced and cause a large loss of radiation energy. To
solve this contradiction between high directivity and wide beamwidth, beam broadening
technology is worth studying. In most of the reported studies, beamwidth widening is
only aimed at either one or both of the E- and H-planes, while few pieces of research
focus on all cut-planes to achieve a quasi-hemispherical radiation pattern, especially for
end-fire antennas. Meanwhile, to achieve the goal of beam broadening, most of the reported
studies have paid the cost of overall size and structural complexity increase. All of these
insufficiencies limit the applications of wide-beam antennas.

In recent years, a large number of techniques have been investigated to broaden
beamwidth. In [14], a binary coding technique was proposed to determine the complex
metal patterns of a patch antenna. In this way, the beamwidth in the H−plane for port 1 was
effectively broadened. However, it also significantly increased the design complexity. The
authors of [15] employed four separated microstrip patches to load on a dielectric substrate
as the radiators. By adjusting the distance between these patches, the beamwidth in the

Electronics 2023, 12, 628. https://doi.org/10.3390/electronics12030628 https://www.mdpi.com/journal/electronics514



Electronics 2023, 12, 628

E-plane could be widened. Unfortunately, the antenna suffered from design complexity,
and beam broadening in all cut-planes could not be achieved. In [16], a new aperture-
coupled cylindrical dielectric resonator antenna was designed. By means of exciting the
basic and high-order modes in the dielectric resonator, a widened beam could be realized
in the E- and H-planes. Nonetheless, the overall size of the antenna was enlarged due to
the dielectric resonator loading, and the stacking of multi-layered cylindrical disks also
increased the manufacturing difficulty. Another dielectric resonator antenna was also
proposed in [17]. Owing to the loading of the engraved groove and comb-like metal wall,
the HPBW in the E- and H- planes could be widened, but at the cost of the size and design
complexity. In [18], a magnetoelectric dipole could achieve a stable wide beam in the
H-plane; regrettably, however, the HPBW extension was not large enough and the structure
was complex. The authors of [19] combined a U-shaped reflector with L-shaped metal
arms as a magnetic dipole and added a parasitic patch to the L-shaped metal arms as an
electric dipole. Thereby, the impedance bandwidth and the antenna HPBW were broadened.
Nevertheless, a larger antenna size was needed and fabrication at high frequencies was not
easy. In [20], to achieve a broad beamwidth, the authors combined a parasitic strip with
a rectangular microstrip magnetic dipole antenna (MMDA). The MMDA was equivalent
to a magnetic dipole toward the y-axis direction, and the parasitic strip worked as an
electric dipole toward the x-axis direction. The beamwidth in the yoz cut-plane could
be widened from about 70◦ to 180◦ due to the superposition of multiple complementary
sources. However, the beamwidth was basically widened in a single cut-plane. In [21], a
subarray, including a main radiant patch and two parasitic patches, was created to widen
the beamwidth in the E-plane. By adjusting the spacing between the patches, the amplitude
and phase of the coupling energy from the main patch to the parasitic patches could be
controlled and the superposed radiation patterns could be affected. Nevertheless, this
also only widened beamwidth in a single cut-plane. In [22], the mushroom structure and
a pair of equal-amplitude and out-of-phase Huygens sources were introduced into the
dielectric resonator antenna. The beamwidth was widened from 90◦ to 194◦. However, the
beamwidth could only be widened within one cut-plane.

The antipodal linearly tapered slot antenna (ALTSA), developed from the Vivaldi
aerial [23], has numerous excellent qualities, such as good radiation orientation, low
cost, being lightweight, easy fabrication, and easy integration, etc. The combination of the
ALTSA and wide-beam antenna has the potential to achieve broader applications. However,
research on this subject is scarce. In [24,25], artificial material units were loaded on the
surface of an antipodal tapered slot antenna (ATSA) to improve directivity. Nevertheless,
these methods further narrowed the beamwidth and required the printing of a large number
of units, which increased the overall size. In [26], a smart configuration was proposed. Two
antipodal tapered patches were designed as a fan-like shape for widening the beam, and
good results were realized. However, the HPBW amplification was limited, and the design
was also complex.

It can be observed that none of the above designs focus on widening the beams
uniformly in all cut-planes without sacrificing antenna size and complexity, especially for
end-fire antennas. This limits the applications of wide-beam antennas.

In this paper, a beam-widening design based on an ALTSA is first proposed. By
loading two rows of subwavelength metallic strips on the blank area between the two
tapers of the basic ALTSA, the HPBW can be widened by about 200% in entire cut-planes
that include the boresight at the central frequency of 15 GHz, and the difference between
each HPBW amplification is small. Thus, a quasi-hemispherical pattern can be acquired.
In this way, there is almost no increase in overall size and structural complexity. Along
with the above characteristics, the proposed design also has the advantages of being low
cost, lightweight, and having strong reliability, which makes it a good candidate for a
wide-beam antenna.
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2. Antenna Configuration and Performance Analysis

2.1. Antenna Configuration

The configurations of the proposed wide-beam antenna are presented in Figure 1,
which comprises a basic ALTSA and a pair of subwavelength elements. For this basic
ALTSA, as shown in Figure 1a, two symmetrical metal tapers with slots are printed on
the top and bottom side of the dielectric plate (relative permittivity εr = 2.94 and thick-
ness h = 1.5 mm) as radiators. The microstrip line serves as a feed for both tapers, and
the substrate-integrated waveguide (SIW) structure is used to optimize the impedance
matching between them. The slots in the metal tapers are employed to reduce the antenna
size and optimize the antenna pattern, where their width, depth, and spacing are indicated.

 

Figure 1. Configurations of the proposed wide-beam antenna. (a) Basic ALTSA. (b) Subwavelength
units. (c) Proposed wide-beam antenna. (d) Exploded view. (e) Local geometries.

A pencil beam toward the boresight is radiated by the basic ALTSA. To widen the
beamwidth, two oblique rows of subwavelength metal units, as shown in Figure 1b, are
loaded on the dielectric substrate of the basic ALTSA. The length of the subwavelength
metal unit is about 0.3λ0, where λ0 is the free-space wavelength at the central frequency of
15 GHz. Each row has four units, and the subwavelength structures are designed as simple
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I-shapes. Since there are only eight subwavelength elements and they are etched on the
surfaces of the dielectric substrate, the overall size and structural complexity of the antenna
are hardly increased.

After the combination of the basic ALTSA and the subwavelength metal units, the
proposed antenna in our article is formed, as shown in Figure 1c, and the wide−beam
effect can be realized. Figure 1d shows the exploded view. From these two Figures, it can
be seen that the subwavelength elements are attached to the blank area between the two
tapers near the end of the antenna. It is notable that the two groups of subwavelength units
are not integrated into the same plane, but are printed separately on the top and bottom
sides of the dielectric substrate together with one of the tapers. Additionally, the closer to
the end of the antenna, the closer the subwavelength units are to the metal tapers, but they
do not touch. Figure 1e shows the local geometries of the proposed wide−beam antenna,
and the optimized parameter values are shown in Table 1.

Table 1. Optimized geometrical parameters (unit: mm).

Parameter W_floor W_exc D_hole d_slot W_slot
Value 12.5 3.4 1 0.5 3.5

Parameter L_slot D W L t
Value 4.5 5.5 2.9 3.43 0.06

2.2. Simulated Results and Analysis

The simulations and optimizations of the proposed antenna were carried out in Ansoft
High-Frequency Structure Simulator (HFSS). The proposed antenna can effectively broaden
the beamwidth in the frequency band of 14.5–15.5 GHz. Figures 2 and 3 show the simulation
results of |S11| and the gain patterns of the proposed antenna. Meanwhile, the corresponding
simulation results of the basic ALTSA are also presented for comparison. As shown in Figure 2,
the |S11| of these two antennas were both less than −10 dB in the band of 14.5–15.5 GHz,
indicating a good impedance matching. Considering the characteristic of the narrow band, the
far-field radiation performances of the wide-beam antenna were demonstrated and analyzed
only at the center frequency fc = 15 GHz. Figure 3 shows the gain results of these two antennas
in each cut-plane, including the boresight (+z-axis direction). We present patterns in cut-plane
increments of 15 degrees (phi) to illustrate the performance. Phi represents the azimuth angle,
phi = 0◦ represents the xoz-plane, phi = 90◦ represents the yoz-plane, and the coordinate system
is given in Figure 1. For observing the amplification of HPBW in each cut-plane more directly,
the relationship between the amplification of HPBW and phi is shown in Figure 4.
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Figure 2. Simulated reflection coefficients of the proposed wide−beam antenna and basic ALTSA.
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Figure 3. Simulated gain results of the proposed wide−beam antenna and basic ALTSA in
different cut-planes.
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Figure 4. HPBW values of two antennas and their ratios in different cut-planes.

It can be seen from Figures 3 and 4 that the HPBW in each cut-plane of the basic ALTSA
was 36–45◦ with a peak gain of 11.7 dBi, while the HPBW of the proposed antenna was
65–97◦. The red and blue horizontal lines represent a gain drop of 3 dB for the proposed
antenna and the basic antenna, respectively. The HPBW in each cut-plane was widened,
and all widening ranges were about 200%, showing good consistency. The beamwidths of
the basic ALTSA were relatively small due to their high gain, which also limits the absolute
values of the broadened beamwidth. Proper selection of a basic antenna with a lower gain
is beneficial to obtain a larger absolute value of beamwidth.

It should be pointed out that this research aims to demonstrate a new beam−broadening
idea based on an ALTSA. Depending on the practical beamwidth requirements, other basic
ALTSAs which have different gain and beamwidth can be flexibly selected. Moreover, the basic
antenna and subwavelength elements in this paper were designed with simple structures and
ordinary performances. The achievements of beam broadening can be further enhanced if basic
ALTSA and subwavelength units with more complicated structures and better performance
are chosen.

Considering that the number of subwavelength elements loaded has a great impact
on the performances of the antenna, parameter analysis was carried out. Figure 5 shows
the performances of antennas with different numbers of subwavelength elements in each
row. As shown in Figure 5a, when there were three or four units in each row, the |S11|
of the antenna were almost lower than −10 dB in the whole frequency band, indicating
good impedance matching. Additionally, as shown in Figure 5b, when there were two to
four units in each row, the amplification of HPBW in all cut-planes was similar, but the
amplification of HPBW with four units in each row was the largest. Hence, four units in
each row were selected.

To qualitatively analyze the reason why HPBW was broadened, the E-field amplitude
and phase results of the basic ALTSA and the proposed wide−beam antenna are given,
as shown in Table 2. At the same time, considering that the performances in each cut-
plane were relatively close, only the corresponding phase diagrams in the phi = 0◦, 45◦,
90◦, and 135◦ cut-planes at 15 GHz are presented here. As can be seen from Table 2,
before loading subwavelength units, the E-field energy distribution between the two
tapers of basic ALTSAs was relatively uniform, and the beam energy was mainly shot
toward the boresight. However, after adding subwavelength units, the E−field energy
distribution in this area significantly changed, and the energy was mainly concentrated
near the subwavelength units, deviating from the boresight and transmitting to both
sides. Similarly, the subwavelength elements change the equivalent dielectric constant
of the relevant region, thus affecting the transmission phase of the electromagnetic wave.
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Additionally, the shape of the wavefront then changed, making the beam radiate to both
sides. These are beneficial to broadening the beamwidth. The current distribution of the
proposed antenna at 15 GHz is also given in Figure 6. From Figure 6, we can observe
that the subwavelength units had a strong current response, which indicates that the
subwavelength units play an important role in widening beamwidth.
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Figure 5. The performances of antennas with different numbers of subwavelength elements in each
row. (a) |S11|. (b) The amplification of HPBW in all cut-planes.

Figure 6. The current distribution of the proposed antenna.

2.3. Performance Comparison

The performance of the proposed antenna in this work were compared with other
wide−beam antennas in publications, as shown in Table 3. It can be seen that there are
few instances of research into broadening HPBW in all cut-planes, especially with end-fire
characteristics. Moreover, most of the reported articles could not achieve beam broadening
without sacrificing antenna size and complexity. For example, in [14,17,19], some interesting
designs were presented that could effectively achieve wide beams, but all experienced the
disadvantages of increased size, complexity, or both. In this work, based on an ALTSA
with an end-fire pattern, two rows of quasi-intersecting subwavelength elements were
loaded, realizing a wide beam in all cut−planes without increasing the antenna size and
complexity, and the extensions in different cut-planes were similar. As mentioned above,
the proposed antenna meets the demands of wide beam, low cost, and easy fabrication in
many applications.
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Table 2. E−field amplitude and phase distributions of the proposed and basic antennas.

Proposed Antenna Basic Antenna

Amplitude

Phase (Phi = 0)

Phase (Phi = 45)

Phase (Phi = 90)

Phase (Phi = 135)
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Table 3. Comparison between wide-beam antennas.

Ref. Type
Radiation
Direction

Aim at All
Cut-Planes

# HPBW
* Increased

Size
* Increased
Complexity

[2]
Dielectric
resonator
antenna

Broadside No 189% Yes Yes

[14] Patches
antenna Broadside No ~200% No Yes

[17]
Dielectric
resonator
antenna

Broadside No ~350% Yes Yes

[19] Dipole
antenna Broadside No ~230% Yes Yes

[26] Tapered slot
antenna End-fire No <200% No Yes

[27] Microstrip
antenna Broadside No ~230% Yes Yes

[28]
Dielectric
resonator
antenna

Broadside No ~330% Yes Yes

[29] Microstrip
antenna Broadside No 241% No Yes

This work ALTSA End-fire Yes 237% No No

#: Maximum amplification of the HPBW in the given cut-planes mentioned in the literature. *: Increased size or
complexity compared to basic antennas, and little addition treated as no increase. ~: Not mentioned directly but
estimated according to the figures in the reference.

3. Fabrication and Measurement

To prove the properties of the proposed wide-beam antenna, a prototypical antenna
was fabricated using the printed-circuit-board (PCB) process, and measured in the mi-
crowave anechoic chamber, as shown in Figure 7. The top and bottom view of the fabri-
cated wide-beam antenna are presented in Figure 7a,b, respectively, and Figure 7c shows
the measurement scene. In this section, we present the measured reflection coefficient in
Figure 8. It can be observed that the |S11| were less than −10 dB in the whole frequency
band. Additionally, we also display the measured gain results in different cut-planes at the
central frequency and compare them with the simulated ones. Considering that Section 2
has given the simulated gain results, where phi was chosen from 0◦ to 180◦ at an interval of
15◦, the HPBW amplifications in different cut-planes were relatively consistent. Therefore,
the gain consequences only in the phi = 0◦, 45◦, 90◦, and 135◦ cut-planes are demonstrated
here, as shown in Figure 9. It can be seen that the measured and simulated results had
a general consistency, with slight deviations caused by the dielectric loss and fabrication
tolerances. Taking the phi = 0◦ cut-plane results as an example, the measured HPBW was
about 69◦, covering a range from −32◦ to 37◦, with a peak gain of 6.1 dBi. Meanwhile, the
simulated HPBW in this cut-plane was approximately 78◦, overriding a scale from −38◦
to 40◦, with a peak gain of 6.7 dBi. The difference between the measured and simulated
HPBW was about 9◦. On the whole, the measured results are in good agreement with the
simulated results.
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Figure 7. (a) Top view of the fabricated antenna. (b) Bottom view of the fabricated antenna. (c) Pho-
tograph of the measurement scene.
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Figure 8. Measured reflection coefficients of the proposed antenna.
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Figure 9. Measured and simulated gain results of the proposed antenna in different cut−planes of
(a) phi = 0◦, (b) phi = 45◦, (c) phi = 90◦, and (d) phi = 135◦.

4. Conclusions

In most of the reported studies, beam-widening could only be realized in one or both
of the E- and H-planes, and came at the cost of increased antenna size and complexity.
These obviously limit the applications of wide-beam antennas. To address these problems,
in this paper, a novel and simple method to widen the antenna beamwidth was put forward.
By simply printing two quasi-intersecting rows of subwavelength cells on the dielectric
substrate of a basic ALTSA, the beamwidth can be widened in all cut-planes that include the
boresight direction with a tiny increase in antenna size and complexity. Additionally, the
widening amplitudes at the center frequency are stable at around 200%, which produces a
quasi-hemispherical pattern. Moreover, the main goal of this paper is to show the feasibility
of this beam-broadening method. It is completely possible to use the basic ALSTA and
subwavelength units with more complex structures and excellent performances to obtain
better results. The designed antenna also has the characteristics of being low-cost and
lightweight, easy to fabricate, and easy to integrate, making it a good candidate for satellite
communication antennas.
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Abstract: This paper presents a printed multiple-input multiple-output (MIMO) antenna with the
advantages of compact size, good MIMO diversity performance and simple geometry for fifth-
generation (5G) millimeter-wave (mm-Wave) applications. The antenna offers a novel Ultra-Wide
Band (UWB) operation from 25 to 50 GHz, using a Defective Ground Structure (DGS) technology.
Firstly, its compact size makes it suitable for integrating different telecommunication devices for
various applications, with a prototype fabricated having a total size of 33 mm × 33 mm × 0.233 mm.
Second, the mutual coupling between the individual elements severely impacts the diversity proper-
ties of the MIMO antenna system. An effective technique of orthogonally positioning the antenna
elements to each other increased their isolation; thus, the MIMO system provides the best diver-
sity performance. The performance of the proposed MIMO antenna was investigated in terms of
S-parameters and MIMO diversity parameters to ensure its suitability for future 5G mm-Wave ap-
plications. Finally, the proposed work was verified by measurements and exhibited a good match
between simulated and measured results. It achieves UWB, high isolation, low mutual coupling,
and good MIMO diversity performance, making it a good candidate and seamlessly housed in 5G
mm-Wave applications.

Keywords: MIMO antenna; UWB; 5G; DGS; ECC; CCL; FDTD

1. Introduction

There is no doubt that this era is one of wireless communication technology that
provides its contributed to the development of very high data rates, higher capacity, and
reliability in communication applications used daily by a wide range of people [1,2]. Re-
cently, Ultra-Wide Band (UWB) technology has been addressed in wireless communication
systems due to its high data rates and low fabrication cost. Unfortunately, reflection and
diffraction of an electromagnetic wave are the main obstacles in the dense medium, which
cause multipath fading problems in UWB technology. Multiple-Input Multiple-Output
(MIMO) technology has been proposed to alleviate multipath fading and increase transmis-
sion quality in wireless communication systems [3,4]. MIMO antenna systems associated
with UWB technology provide an increase in the capacity linearly with the number of
antennas without the need to add an additional frequency spectrum or increase the power
resources. However, the design is affected by the mutual coupling between the antenna
elements and the spatial correlation between them [5,6].

Concerning the separation between the antenna elements, the mutual coupling is
inversely proportional to it. However, this distance should be chosen to be at a minimum
between λ/4 and λ/2 to have a mutual coupling of less than −15 dB and therefore have an
efficient working MIMO system. Additionally, a larger MIMO system size results from the
increased separation between antenna units. As a result, while designing MIMO antennas,
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trade-offs between the total size of MIMO systems and the minimizing of mutual coupling
should be taken into account [7].

Many researchers aim to enhance the performance of different parameters such as
bandwidth, compact size, gain, efficiency, mutual coupling and diversity properties in the
Fifth Generation (5G) Millimeter-Wave (mm-Wave) antenna design. So, they use several
enhancement techniques to obtain the best performance, like substrate choice, corrugation,
multi-element, dielectric lens and mutual coupling reduction techniques [8,9]. First and
foremost, the substrate used in antenna fabrication is critical. For antenna fabrication,
various substrates with varying permittivity and loss tangents are available. As a result, a
substrate with a lower relative permittivity and a lower loss tangent will increase gain while
decreasing power loss [10]. Second, the corrugation structure, which removes the metal
part of the radiator’s edge, can help improve the bandwidth and front-to-back ratio [11]. In
terms of the multi-element technique, it increases an antenna’s gain while also increasing
its bandwidth and efficiency. As a result, structures can meet requirements such as high
gain and wide bandwidth that a single antenna cannot. Furthermore, the dielectric lens can
transmit electrostatic radiation in only one direction, increasing an antenna’s directivity
and gain [12,13]. Dielectric lenses of various shapes are created using the same or different
substrate material. Finally, mutual coupling reduction techniques mitigate the effect of
multiple elements on antenna performance. This technique, also known as the isolation
technique, is critical for achieving the best diversity performance from MIMO antennas.

A variety of approaches have been used to reduce mutual coupling between MIMO
antenna elements. Neutralization techniques, simultaneous matching of orthogonal feed-
ing or elements, pattern diversity, and significant polarisation are all included [11–13]. In
addition, many methods have been employed in an attempt to reduce coupling, including
Defective Ground Structures (DGS), Electromagnetic Band Gap (EBG) substrates, com-
plementary split ring resonators (CSRR), metamaterials, and parasitic resonators [14–17].
These methods, however, call for a sizable amount of circuit board space. Etching the
isolating slots between the antenna elements is a different strategy. Numerous slot con-
figurations, such as an F-shaped stub, a T-shaped slot, an L-shaped slot, or a vertical slot,
have been tested [18–21]. Although the mutual coupling between the radiating antennas is
reduced by these slots, the overall gain remains unchanged. In a 4-element MIMO antenna,
linear slots were inserted in between the radiating slots to lessen mutual coupling [22].
In [23], etching linear slots between the radiators of a 4-element MIMO antenna system
reduced the mutual coupling by an amount of 20 dB. A 4-element MIMO antenna with
four T-shaped radiating elements was proposed by M. Alibakhshikenari [24]. This small,
wideband antenna had a maximum gain of 5 dBi and a minimum isolation of 15 dB. This
resulted from stubs on the bottom ground and a shortened ground plane. It was suggested
in [25] to use a 2-port textile MIMO antenna with two half-ring-shaped antenna elements.
In order to obtain a minimum isolation of 15.5 dB, the ground plane is defective. Dual
patched wideband MIMO antennas with an inverted pair of L-shaped stubs in the ground
were another design [26]. In comparison to other proposed designs, the isolation was
roughly 20 dB, and the highest gain was 5.32 dBi. The main drawbacks of this system are
that it is more complex and has low gain.

On the other hand, Diversity properties of MIMO systems like envelope correlation
coefficient (ECC), Channel capacity loss (CCL), Diversity Gain (DG), Multiplexing Efficiency
(ME) and Total Active Reflection Coefficient (TARC) are strongly affected by the mutual
coupling between antenna elements of MIMO system [27–30]. Therefore, it is evident that a
MIMO antenna system should have more diversity parameters to be evaluated in addition
to the antenna’s parameters. These metrics are not required for single-antenna elements
but are required for multi-antenna devices.

Although significant work and research were made in the last half-decade to introduce
reliable MIMO antennas with acceptable diversity parameters, In this work, the DGS
and antenna element orientation are developed to achieve acceptable isolation along the
operating band. In this study, a 4-port MIMO antenna system covering the frequency range
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of 25 to 50 GHz is developed, constructed, and tested. The ground plane’s carved slots
between the antenna elements and the orthogonal orientation of the antenna elements form
the design’s foundation. A DGS is then used to deploy for mutual coupling reduction and
gain enhancement after a reference antenna is tuned for bandwidth enhancement. The
work is organised as follows; Section 2 presents the antenna design and optimization of a
single antenna. Section 3, which is concerned with simulation and measurable outcomes,
presents a brief summary of the theoretical basis, including diversity parameters. Section 5
serves as the paper’s conclusion.

2. Antenna Design

Since the antenna is the pivot element of MIMO antenna systems, many researchers
present different antennas adapted for this technology. Concerning mm-Wave applications,
printed antennas are the best candidates for this technology because of their low cost, low
profile, compact size, and good choice to achieve a functional element with a proper balance
of performance and manufacturing complexity for millimeter wave applications.

Figure 1 depicts the suggested four-element MIMO antenna design taken into consid-
eration in this study. In (a), the top view is shown, while (b) shows the bottom perspective
(b). The constructed model of the antenna structure is shown in Figure 2. The modelling
and simulation of this design are done using the Finite-Difference Time-Domain (FDTD)
(CST Microwave Studio). The choice of the substrate material, RO4003C, for electronic
circuit boards that provide high-frequency performance and low-cost circuit manufacturing
was made since it is one of the most widely used industry-wide standard substrate material
formats [31,32]. Figure 3 illustrates the measurement setup of the constructed antenna
using the ROHDE & SCHWARZ ZVA67 Vector Network Analyzer [33]. The dimensions of
the MIMO are 33 × 33 × 0.203 mm3.

Figure 1. The proposed antenna (a) Top view. (b) Bottom view.
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(a) (b) 

Figure 2. The fabricated prototype of 4 elements MIMO antenna (a) Top View (b) Bottom view.

 

Figure 3. Measurement setup of proposed MIMO using ROHDE & SCHWARZ ZVA67 Vector
Network Analyzer.

An overview of the sequential design evolution is shown in Figure 4. Figure 4 shows
how the modelling begins with a single antenna element (a). as an initial step. Using
well-known mathematical formulas, a rectangular patch antenna with inset feed and the
full ground plane is produced it resonates at 30 GHz. The preliminary values of length L
and width W can be determined from [34]:

W =
c

2 fr

√
2

εr + 1
(1)
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L = Le f f − 2ΔL (2)

ΔL = 0.412h

(
εre f f + 0.3

)(
W
h + 0.264

)
(

εre f f − 0.258
)(w

h + 0.8
) (3)

εre f f =
εr + 1

2
+

εr − 1
2

(
1 + 12

h
W

)−0.5
,

W
h

> 1 (4)

Le f f =
c

2 fr
√

εre f f
(5)

(a) (b) 

  

 

(d) (c) 

 

 

Figure 4. Steps of design (a) rectangular patch antenna with inset feed and full ground (b) single
proposed antenna (top and bottom) (c) 2-port MIMO antenna with orthogonal orientation (d) Final
step for 4-port MIMO antenna.

The rectangular patch antenna is improved for a larger band in the second step by
etching the ground (DGS) and adding vertically and horizontally oriented circular slots to
the three sides, as shown in Figure 4b. To reduce the mutual coupling, the MIMO structure
is created for two ports utilizing an orthogonal orientation, as shown in Figure 4c. Based
on this setup, Figure 4d shows a MIMO antenna structure with four ports to span the
frequency range of 25 to 50 GHz.

The long microstrip feed in Figure 4b is a typical choice for measurements in the
millimetric band. To accommodate the special connector needed for the antenna element,
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additional length and width would need to be added to the grounded substrate. Figure 5
demonstrates the fixation of the connector of each individual antenna element. In addition,
a separation between the fixation nuts of the connector and the radiator of MIMO antenna
should attain a long length to separate them as shaded by black color.

Figure 5. The prototype of 4 elements MIMO antenna with connector: (a) Top View (b) Bottom view.

The fabrication process includes many steps. Based on the available dielectric substrate,
we select the appropriate one suitable for the required frequency band. The antenna is
modelled on CST microwave studio simulator. The optimization process is developed.
Then, the Gerber file and “.Sab” file are exported to the manufacturer. At this step the
duty of the academic researchers is finished. On the fabrication side the mask of design is
developed. The copper is etched from the top and bottom surfaces using chemical process.

3. MIMO Antenna Parameters for Performance Evaluations

When presenting a MIMO antenna along with other fundamental characteristics,
Diversity parameters analysis is a must in addition to the fundamental antenna performance
evaluations and parameters, such as bandwidth, resonance frequency, radiation patterns,
gain, and efficiency. These characteristics are necessary for multi-antenna devices but
not for single-antenna elements. The parameters used for this include the TARC, CCL,
DG, and ECC The next subsections go over these variables in relation to the suggested
antenna design.

The antenna is fabricated as shown in Figure 3 and measured using ROHDE &
SCHWARZ ZVA67 vector Network Analyzer. A demonstration of the S-parameters coeffi-
cients values can be seen in Figure 6. It is clear that the reflection coefficient level is below
−10 dB over the whole band from 25 to 50 GHz, as shown in Figure 6a. The difference
between measurement and simulated results is noticeable in the higher frequency band due
to the connectors in the millimetric band and in the other environments. The measurement
setup is not in a completely shielded room. On the other hand, the coupling parameters are
below −20 dB on average. It reaches −40 dB to −50 dB in individual sub-bands, as shown
in Figure 6b.
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(a) 

(b) 

Figure 6. S-parameters coefficient (a) Reflection coefficient (b) Transmission coefficient.

3.1. Envelope Correlation Coefficient (ECC)

The level of correlation between various antenna components in a MIMO configuration
is measured by ECC. Lower ECC results in less interdependence between the components
and, as a result, better MIMO diversity performance. Equations (6) and (7), respectively,
show how to compute the ECC from both the far field radiation pattern and the scattering
parameters [28,35].

ECC = ρe =
∣∣ρij

∣∣ = ∣∣∫ ∫
4π[Fi(θ, φ)]•[Fj(θ, φ)

]
dΩ

∣∣2∫ ∫
4π|Fi(θ, φ)|2dΩ

∫ ∫
4π

∣∣Fj(θ, φ)
∣∣2dΩ

(6)
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where i, j = 1, 2, 3, 4, ρij is the ECC between ith and jth antenna elements, while Fi (θ, ϕ)
is the 3D radiation pattern field with excitation at port “i” and “•” denotes the Hermitian
product and “Ω” is the solid angle.

ECC = ρe =
∣∣ρij

∣∣ =
∣∣∣S∗

iiSij + S∗
jiSjj

∣∣∣2(
1 −

(
|Sii|2 +

∣∣Sji
∣∣2))(1 −

(∣∣Sjj
∣∣2 + ∣∣Sij

∣∣2)) (7)

where “∗” is the complex conjugate of the S-parameter. When assessing any lossy antenna,
it is crucial to note that obtaining the ECC values using S-parameters is inaccurate and
significantly underestimates its values. Therefore, because they are more accurate, the
results acquired from far-field radiation patterns are more useful [36]. However, this
process is complex and requires advanced calculations. If the ECC is lower than 0.5, then
it is within the acceptable limit and the MIMO diversity is considered good as shown in
Figure 7. Which indicates that no correlation between elements.

Figure 7. ECC of the proposed four-element MIMO antenna between port 1 and 2.

3.2. Diversity Gain (DG)

DG value is obtained from ECC, and it can be easily calculated using the follow-
ing equation:

DG = 10 ∗√1 − ρECC (8)

It is clear that ECC and DG are inversely proportional to one another. A high DG
value therefore indicates superior performance. The DG may be determined using both
the far field radiation pattern and the scattering parameters, much like the ECC can [27].
Better isolation between the patch elements of the MIMO antenna is correlated with higher
diversity gain values. More than 9.95 dB should be present in the DG. The estimated
calculated values of the DG are higher than 9.99 dB across the antenna’s operating band, as
shown in Figure 8. Which indicates the good diversity performance of the proposed MIMO
antenna system.
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Figure 8. DG between ports 1 and 2 for the proposed four-element MIMO antenna.

3.3. Channel Capacity Loss (CCL)

The CCL parameter, which specifies the highest achievable limit of the information
transmission rate, can be used to describe the channel capacity of MIMO systems. It
calculates the ideal information transfer rate, in other words. An Equations from [37] can
be used to derive the CCL parameter.

C(Loss) = − log2 det(ψR) (9)

where ψR indicates the correlation matrix at the receiving antenna.

ψR =

[
ρ11 ρ12
ρ21 ρ22

]
(10)

ρii = 1 −
(
|Sii|2 +

∣∣Sij
∣∣2), f or i, j = 1or2 (11)

ρij = −(Sii
∗Sij + Sji

∗Sij
)
, f or i, j = 1or2 (12)

Figure 9 depicts the calculated and measured CCL. The CCL value is clearly less than
0.3 bps/Hz across the entire band. So, using the available CCL, it is possible to confirm that
the proposed antenna provides a higher transmission data rate in any scattering environment.

Figure 9. CCL of the proposed four-element MIMO antenna between port 1 and 2.
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3.4. Multiplexing Efficiency (ME)

ME is defined as the ratio between the power of the real antenna and that of the ideal
one. The maximum ME has been calculated as [38]:

ηmax =

√
ηiηj

(
1 − ∣∣ρeij

∣∣2) (13)

where ηi and ηj is the total efficiency of the ith and jth antenna elements and ρeij is the
magnitude of complex correlation coefficients between ith and jth antenna elements. The
simulated and the measured ME are around −1 dB within the band from 25 GHz to 50 GHz,
as illustrated in Figure 10. Which indicate that the MIMO antenna system are considered
as ideal from 80% to 92% all over the band.

Figure 10. ME of the proposed four-element MIMO antenna between port 1 and 2.

3.5. Total Active Reflection Coefficient (TARC)

The ratio between the square roots of the total power reflected and the total power
incident, is known as the total active reflection coefficient (TARC). It may be estimated
using the S-parameters and depicts the random signal combinations and mutual couplings
between the ports. TARC is the sole MIMO parameter that takes into account the un-
predictable phases of incoming signals, which can have a significant impact on MIMO
array behavior in certain circumstances. TARC of 4-port MIMO antenna can be calculated
as [39,40]:

TARC = N−0.5 ∗
√√√√ N

∑
i=1

∣∣∣∣∣ N

∑
k=1

Sikejθk−1

∣∣∣∣∣
2

(14)

where Sik is the scattering parameter between the ith and kth ports, and θk−1 is the excitation
phase difference between the ith and kth ports.

The value of TARC for a MIMO communication system shouldn’t exceed 0 dB.
Figure 11 displays the measured and simulated values of TARC. The value of the pro-
posed antenna’s simulated and measured TARC is clearly under 10 dB for nearly the whole
frequency range between 25 and 50 GHz where it is near to the reflection coefficients (the
reference band), as can be seen from the Figure. The fabrication tolerance, test connectors,
and connecting cables, as well as the surrounding test environment may all contribute to a
slight difference between the measured and simulation findings.
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Figure 11. TARC simulated and measured results of the proposed four-element MIMO antenna.

4. Performance Comparison

In Table 1, a comparison between the proposed MIMO antenna system and the most
recent MIMO work working in the 25–50 GHz region is made. The analysis takes several
MIMO antenna characteristics into account. The proposed antenna with the same number
of ports is more compact than [41–43]. In terms of realized gain, radiation efficiency, and
isolation between antenna elements, it delivers superior MIMO performance than other
small designs in [44–46]. Additionally, it has a high fractional bandwidth and a decreased
mutual coupling. Its size is not the smallest, but compared to other literature work,
it exhibits a considerable improvement in high isolation and superior MIMO diversity
performance. This makes it possible to use the suggested antenna for 5G mm-wave
applications. It’s also crucial to note that the proposed design is straightforward and has
symmetric geometry, making it simple to include into larger MIMO antennas with more
radiating elements.

Table 1. Comparisons between the proposed MIMO antenna system and the published literature
operating in 25–50 GHz band.

Reference

Physical
Dimension

(mm2),
Number of Ports

Substrate
εr

Thickness

Frequency,
Band (B.W),

Fractional B.W
(GHz%)

MIMO Parameters Mutual
Coupling
Reduction
Technique

ECC DG CCL ME TARC

[41] 80 × 80
4 ports

Roger 5880,
εr = 2.2

0.508
23–40, 17, 53% <0.0014 NA NA NA NA DGS

[42] 23.75 × 42.5
4 Ports

Roger 5880,
εr = 2.2

0.508
24–28, 4, 14.2% <0.002 9.9 <0.001 N/A N/A DGS

[43] 45 × 45
4 Ports

FR-4
εr = 4.2,

1.6
4.98–5.98, 1,

16.7% <0.0022 9.95 <0.4 N/A CALC.
Floating
Parasitic
Element

[44] 30 × 30
4 ports

Roger 5880,
εr = 2.2

1.575
25–31, 6, 21.1% <0.0005 NA 0.15 NA NA DGS

[45] 17 × 17
4 Ports

FR-4
εr = 4.2,

0.8
3.4–3.6, 0.2,

5.5% 0.2 NA 57 CALC. NA
Orthogonal

Polariza-
tion

[46] 5 × 4
Single

Roger 5880,
εr = 2.2

1.575
5.5–9.5, 4, 40% N/A N/A N/A N/A N/A N/A

Proposed
Antenna

33 × 33
4 Ports

RO4003C,
εr = 3.55

0.203
25–50, 25, 66% <0.005 ≈10 <0.25 >0.85 <−10 Orientation

and DGS
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5. Conclusions

The proposed MIMO antenna system has been designed to provide high isolation and
UWB capability, with a perfect alignment orientation between the four elements and etching
the ground using DGS. The proposed antenna system has achieved excellent performance
parameters, such as low mutual coupling of less than −10 dB, low ECC of less than 0.005,
low CCL of 0.25 bits/s/Hz, high DG of 9.999 dBi and low TARC of less than –10 dB, which
shows a superior diversity performance. In addition, the wide operational bandwidth of
25 GHz, from 25 to 50 GHz, enables the antenna to be used in multiple applications. The
compact design and low-cost design features make it suitable for mm-wave 5G applications
and can be easily integrated into telecommunication devices. Furthermore, the suggested
MIMO antenna system offers great performance and portability, making it an ideal choice
for a wide range of 5G mm-wave applications.
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Abstract: In this letter, a design method for low radar cross section (RCS) array antennas based on
characteristic mode cancellation (CMC) is presented. Based on the characteristic mode theory (CMT),
two novel microstrip elements are designed by introducing rectangular slots and cross slots, which
produce 180◦ scattering phase difference by adjusting the size of slots. The dominant characteristic
modes of the two elements achieve broadband dual-linear polarization CMC and similar radiation
performances. The 4 × 4 array antenna consisting of these two antenna elements is designed. The
operating band is from 4.55 GHz to 5.49 GHz (relative bandwidth 18.7%). The gain loss of the
proposed array is about 0.1 dB compared to the reference array. The monostatic RCS is reduced for
dual−linear polarized waves, and the 6 dB radar cross section reduction (RCSR) bandwidths are
62.3% and 35.7%, respectively. The prototype is fabricated and measured. The measured results of
radiation pattern and RCS are in good agreement with the simulated results.

Keywords: antenna array; broadband radar cross section reduction; characteristic mode theory;
characteristic mode cancellation

1. Introduction

The stealth technology of antennas has attracted much attention, and many efforts
have been made to reduce the radar cross section (RCS) of array antennas in recent years.
Traditional methods of antenna radar cross section reduction (RCSR) include shape modifi-
cation [1], frequency selective surface (FSS) [2–4], radar absorbing material (RAM) [5–8],
and scattering cancellation method [9–18].

Shape modification, such as loading slots on the antenna patch, can realize broadband
and wide−angle RCSR. Shape modification usually requires abundant design experience,
coupled with lots of optimization processes. Shape modification is mostly used in the
design of element antennas and is difficult to directly apply to RCSR of array antennas. As
a kind of spatial filter, FSS is transparent to in-band electromagnetic waves and has a cutoff
effect on out-of-band electromagnetic waves. Therefore, a stealth radome based on FSS can
reduce the out−of−band RCS of array antennas, but then it is difficult to reduce the in-band
RCS. RAM can significantly reduce the RCS of array antennas over broadband, but it usually
results in gain loss. It is also difficult to reduce the in-band RCS of antenna. The scattering
cancellation method is based on the scattering phase difference of two objects, which can
realize broadband RCSR with little gain loss. When the scattering phase difference is 180,
scattering cancellation can be realized. Some researchers have focused on metasurface
technology to realize scattering cancellation with antennas. In 2017, the quasi-fractal AMC
structure was proposed, with a value of reflection phase difference between AMC and PEC
of 180◦ ± 37◦ from 6.4 GHz to 21.7 GHz [15]. Compared to the reference antenna, the RCS
of the proposed antenna was reduced from 6.0 GHz to 30.0 GHz. In 2021, three different
AMC structures were proposed as the ground of a 1-D phased array [14]. Compared to
the reference array antenna, the RCS was reduced from 12.0 GHz to 16.0 GHz for TE
polarization and from 10.8 GHz to 15.2 GHz for TM polarization, respectively. Antenna
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and metasurface scattering cancellation is mainly used for RCSR of element antennas,
and would increase the transverse size of the antenna element. When these structures
are applied to array antennas, it will result in a scanning range that is limited due to the
increase in element spacing. Some researchers propose to realize scattering cancellation by
two kinds of element antennas. The element scattering cancellation of an array antenna
can reduce its RCS without changing the array size, which has great application value. In
2019, a novel element with a U−shaped slot was designed [17]. The novel element had
opposite scattering phases with a traditional microstrip element. The RCS of the proposed
array was reduced from 4 GHz to 8 GHz, with a maximum reduction value of 23 dB. In
2022, two antenna elements were proposed by introducing L-feeding patches along the
orthogonal direction to the metasurface [16]. The 6 dB RCSR bandwidth of the proposed
array was from 5.1 GHz to 6.9 GHz. However, due to a lack of theoretical analysis methods,
the design of the scattering cancellation elements relied more on engineering experience
and optimization.

Characteristic mode theory (CMT) defines a series of orthogonal characteristic cur-
rents for electromagnetic objects of arbitrary shape. These characteristic currents are their
inherent properties and can essentially explain radiation characteristics and scattering
characteristics. Therefore, CMT is widely used in antenna design [19–21]. Recently, CMT
has been used to distinguish between radiation modes and scattering modes, which are
applied to realize radar cross section reduction (RCSR) of antennas [22–28]. In 2018, CMT
was proposed to reduce the RCS of slot microstrip antennas, and RCS reduction of element
antennas was realized from 2 GHz to 4 GHz [29]. The RCSR methods based on CMT have
been proved to be useful for antenna element design. In 2019, metasurface design based on
CMT was studied, and characteristic mode cancellation (CMC) method was proposed and
applied to metasurface design. The metasurface was applied among the element antenna
and the RCS reduction of the element antennas was realized from 6 GHz to 18 GHz [30].
In the above work, CMT was applied to the design of the microstrip element antenna or
metasurface, and the RCS reduction of element antennas was realized. It is understood that
the application of CMT to RCSR of array antennas has not been reported in public.

In this work, the scattering theory of array antennas based on CMT is studied. The
RCSR method of array antennas based on CMC is proposed. For array antennas composed
of two kinds of element, theoretical derivation shows that the RCS of the array antenna can
be reduced by using CMC. The radiation and scattering characteristic modes of the antenna
elements with rectangular slots and cross slots are proposed and analyzed. The scattering
mode phase can be controlled by adjusting the size of the slots, and the broadband effective
phase difference is realized. By using CMC, the array antenna is designed to realize
RCSR over a wide frequency band in the case of small gain loss and broadband radiation
performance. More clearly, a theory guide for scattering cancellation array antenna design
is provided by CMT, which can be used for wide-band low-RCS array antenna design.

Key contributions of this paper are shown as follows:

1. A method of low-RCS array antenna design based on CMC is presented.
2. A dual-linear polarization low−RCS microstrip array antenna with a 6 dB RCSR

bandwidth of 62.3% and 35.7% is obtained.

2. Characteristic Mode Theory and its Application to Array Antennas

Both the radiation and scattering performances of an antenna can be investigated by
CMT. Therefore, CMT is not only widely applied in the radiation performance design of
antenna, but is also suitable for antenna RCSR design. According to CMT, the scattering
current of an object can be expressed as a superposition of a series of orthogonal and
complete characteristic currents [31]:

→
J =

N

∑
n=1

αn
→
J n =α1

→
J 1 + α2

→
J 2 + . . . + αN

→
J N (1)
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where αn is the mode weighting coefficient (MWC) and
→
J n is the characteristic current of

the nth mode. Furthermore, αn denotes αn = |αn|ejϕn with the corresponding magnitude of
αn and phase of ϕn.

The scattering field is determined by superposition of the characteristic fields. The
scattering field of an object can be calculated as [32]:

→
ES =

N

∑
n=1

αn
→
En =α1

→
E1 + α2

→
E2 + . . . + αN

→
E N (2)

where
→
ES is the total scattering field of the object. The scattering field for the nth mode

→
En denotes

→
En = |En|ejγn with the corresponding magnitude of |En| and phase of γn.

Therefore,
→
ES can be written as:

→
ES =

N

∑
n=1

|αn|·|En|ej(γn+ϕn) =
N

∑
n=1

An·ejφn (3)

where An ( An = |αn|·|En|) and φn (φn = γn +ϕn) are the amplitude and phase of the nth
characteristic mode field.

The array antenna composed of two types of elements is shown in Figure 1. The
scattering field of an array antenna can be approximately expressed as the product of
the element scattering field and the scattering array factors when the mutual influence
among the antenna elements is ignored. The scattering fields of an antenna element can be
expressed as in Equations (2) and (3). The scattering fields of the two subarrays could then
be respectively written as:

→
E

1

S =

(
N

∑
n=1

αn·
→
E

1

n

)
·σ1 (4)

→
E

2

S =

(
M

∑
m=1

βm·
→
E

2

m

)
·σ2 (5)

where αn and βm are the MWC of the two elements, and σ1 and σ2 are the scattering array
factors of the two subarrays. When these two kinds of element have the same quantity and
same array form, the scattering array factors are the same (σ1 = σ2 = σ0). Therefore, the
total scattering field of the array antenna composed of these two subarrays with element 1
and element 2 could be given as:

→
ES =

→
E

1

S+
→
E

2

S =

(
N
∑

n=1
αn·

→
E

1

n +
M
∑

m=1
βm·

→
E

2

m

)
·σ0

=

(
N
∑

n=1
An·ejφn +

M
∑

m=1
Bm·ejψm

)
·σ0

(6)

where An and φn are the amplitude and phase of the characteristic mode field of ele-
ment 1, and Bm and ψm are the amplitude and phase of the characteristic mode field of
element 2. It can be concluded from Equation (6) that the scattering field of the array antenna
can be reduced by decreasing the superposition of the scattering characteristic fields of
these two elements. When the scattering amplitude of the two elements has equal value
(An = Bm = A0), Equation (6) can be written as:

→
ES = A0·

(
N

∑
n=1

ejφn +
M

∑
m=1

ejψm

)
·σ0 (7)
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Figure 1. Illustration of the array antenna composed of two kinds of elements.

For example, when the two element antennas have two dominant modes, the ampli-
tude of the scattering field of the array can be calculated as:

→
ES = A0·

[(
ejφ1 + ejφ2

)
+
(
ejψ1 + ejψ2

)]·σ0
= A0·

[(
ejφ1 + ejψ1

)
+
(
ejφ2 + ejψ2

)]·σ0
(8)

In this paper, the phase of the characteristic mode is regulated by the modification
technology. When φ1 − ψ1 = 180◦ or φ2 − ψ2 = 180◦, the CMC can be realized and the RCS
is reduced. When the scattering phase difference of the characteristic mode field of two

elements is 180◦,
→
ES = 0 will be obtained to achieve minimal RCS. Therefore, the RCS of

an array antenna can be reduced by introducing CMC technology.

3. Design of the Antenna Element Based on CMT

In this paper, two novel antenna elements are proposed based on CMT. The phase of
the characteristic mode of an element is regulated by the shape modification technology to
realize CMC. The ground plane would be connected when the patch elements are arranged
in an array. Therefore, in order to maintain the mode phase characteristics of elements in
the array, the modification is carried out on the radiation patch. Firstly, a novel antenna
element with rectangular slots (called antenna A) is designed to achieve CMC, and the
reference antenna is a traditional square patch antenna element. The radiation characteristic
currents of the reference antenna and antenna A are similar, and the scattering characteristic
currents are opposite. Next, in order to expand the CMC bandwidth, another novel antenna
element (called antenna B) etched with cross slots is designed. Antenna A and antenna B
can realize broadband dual-polarization CMC, which lays a foundation for the wide-band
RCS reduction for the array antenna.

3.1. Characteristic Mode Analysis of the Reference Antenna and Antenna A

The geometries of reference antenna and antenna A are shown in Figure 2 and
their main dimension parameters are shown in Table 1. The reference antenna and an-
tenna A have similar structures and the dielectric material is polytetrafluoron (εr = 2.2,
tan δr = 0.009). The lower layer is a ground plane structure with rectangular slots which
is used to adjust the antenna resonant frequency. The middle layer adopts an L-shaped
coupling feed structure to widen the operating bandwidth. For the reference antenna, the
upper layer is a square patch, as shown in Figure 2a. For antenna A, the upper patch is
a square patch with two rectangular slots through which the characteristic mode can be
regulated, as shown in Figure 2b. For a y-polarized wave, the equivalent electrical length of
the scattering current can be increased, which impacts the phase of the characteristic mode.
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Figure 2. Geometry of the reference antenna and antenna A. (a) Reference antenna; (b) antenna A.

Table 1. Parameters of the design elements (Unit: mm).

Symbol Value Symbol Value Symbol Value Symbol Value

L 30 wsb 0.2 lsa 18 da 4
t 6 wdb 1 wda 5.5 lr 14.5
lb 19 ldb 9 la 15.5 ha 3.5
lsb 20 db 8 lda 9 lsr 21

The simulation results of the reflection coefficient (S11) and far-field patterns of the
two antenna elements are shown in Figure 3. The two elements have the same resonant
frequency and similar far−field patterns in both the xoz plane and yoz plane at 5.1 GHz.
The operating frequency with the reflection coefficient less than −10 dB is from 4.64 GHz
to 5.52 GHz.

Figure 3. Radiation performance simulation results of the reference antenna and antenna A. (a) S11;
(b) far−field patterns.

To maintain stability while effectively reducing RCS, the radiation and scattering
characteristic modes analyses need to be undertaken.
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The radiation characteristic modes analysis is firstly carried out. The MWC (αn) and

characteristic electric field (
→
En) are analyzed. The value of An can be calculated, as shown

in Figure 4. Mode 1 is the dominant mode for the two antenna elements. The characteristic
current distribution of the two dominant modes is similar, as shown in Figure 5. Therefore,
the radiation properties of these two antennas are similar.

  
(a) (b) 

Figure 4. An of the radiation characteristic modes of the reference antenna and antenna A. (a) Refer-
ence antenna; (b) antenna A.

   
(a) (b) 

Figure 5. Radiation characteristic current distribution on the radiation patch at 5.1 GHz. (a) Reference
antenna; (b) antenna A.

The scattering characteristic mode analyses of the reference antenna and antenna A are
performed from 4.0 GHz to 8.0 GHz. For the y−polarized incident wave, the MWC (αn) and

characteristic electric field (
→
En) of the two elements are simulated. The amplitudes (An) of

the first six modes are calculated in Figure 6 and the phases (φn) of the two dominant modes
are given Figure 7. It can be seen from Figure 6 that modes 1 and 2 are the dominant modes
for the reference antenna and antenna A. The rectangular slots on antenna A lengthen the
current path of mode 1 and mode 2, so An of the modes moved to lower frequency. Figure 7a
shows φn of the reference antenna and antenna A. The value of the phase difference is
shown in Figure 7b, in which Δφ1 is the phase difference between mode 1 of the reference
antenna and antenna A and Δφ2 is the phase difference between mode 2 of the reference
antenna and antenna A. For out-band 4.4 GHz and in-band 5.0 GHz, the values of An of the
cancelled modes (mode 1 and mode 2) are similar. The characteristic current and far−field
of the two cancelled modes are shown in Figures 8 and 9. The characteristic current of the
reference antenna is opposite to that of antenna A, and the characteristic far−field patterns
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of the two modes are similar. Therefore, mode 1 of the reference antenna and antenna
A form cancellation at 4.4 GHz. Mode 2 of the reference antenna and antenna A form
cancellation at 5.0 GHz.

  
(a) (b) 

Figure 6. An of scattering characteristic modes of the reference antenna and antenna A. (a) Reference
antenna; (b) antenna A.

  
(a) (b) 

Figure 7. The φn and the difference of φn of the dominant scattering characteristic modes of the
reference antenna and antenna A. (a) The φn of the reference antenna and antenna A; (b) difference
of φn of the dominant scattering characteristic modes of the reference antenna and antenna A.

    
(a) (b) 

Figure 8. Scattering characteristic current distribution and far−field patterns comparison at 4.4 GHz.
(a) Mode 1 of the reference antenna; (b) mode 1 of antenna A.
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Figure 9. Scattering characteristic currents distribution and far−field patterns comparison for at
5.0 GHz. (a) Mode 2 of the reference antenna; (b) mode 2 of antenna A.

3.2. Characteristic Mode Analysis of Antenna B

Though the CMC between the reference antenna and antenna A is realized at 4.4 GHz
and 5.0 GHz, the mode phases no longer satisfy CMC conditions at higher frequencies.
To achieve wideband RCSR, the characteristic modes of the reference antenna should be
changed. Therefore, a pair of cross slots is etched on the radiation patch (called antenna B)
to control the scattering phase, as shown in Figure 10. The antenna structure is similar to
antenna A and the main dimension parameters are shown in Table 1. The cross slots can
expand the CMC bandwidth and realize dual−polarization scattering cancellation.

Figure 10. Geometry of antenna B.

The radiation characteristic modes of antenna B are first analyzed. Figure 11 shows
An and the characteristic current distribution. It can be seen from Figure 11a that mode 1
is the dominant mode of antenna B. The characteristic current distribution of mode 1 of
antenna B is similar to antenna A, as shown in Figure 11b.
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(a) (b) 

Figure 11. Radiation characteristic modes analysis results of antenna B. (a) An; (b) characteristic
current distribution at 5.1 GHz.

The simulation results of the reflection coefficient (S11) and far-field patterns of the
two antenna elements are shown in Figure 12. It can be seen that antenna A and antenna B
have the same resonant frequency and similar far-field patterns in both the xoz plane and
yoz plane at 5.1 GHz. The operating frequency with a reflection coefficient less than −10 dB
is from 4.55 GHz to 5.49 GHz.

  
(a) (b) 

Figure 12. Radiation performances of antenna A and antenna B. (a) S11; (b) far−field patterns.

The scattering characteristic mode analysis of antenna B is performed from 4.0 GHz to
8.0 GHz. For the y−polarized incident wave, the MWC (αn) and characteristic electric field

(
→
En) of antenna B are analyzed. The key parameters (An and φn) of the characteristic modes

are calculated as shown in Figure 13. It can be seen from Figure 13a that modes 1 and 2 are
the dominant modes. The phase (φn) of the dominant scattering modes is calculated, as
shown in Figure 13b. The phase difference between antenna A and antenna B is shown in
Figure 13c. There, Δφ3 is the phase difference between mode 1 of antenna A and antenna
B and Δφ4 is the difference between mode 2 of antenna A and antenna B, and Δφ4 is
about 180◦ from 5.6 GHz to 7.6 GHz. The values of An of the cancelled modes are similar.
Therefore, broadband scattering cancellation is realized. The characteristic currents and
far-field patterns of antenna A and antenna B at 7.0 GHz are shown in Figure 14. The
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current direction of mode 2 of antenna A is opposite to that of mode 2 of antenna B, and
the far-field patterns of the modes are similar. Therefore, a cancellation effect of antenna
A and antenna B is obvious, and the RCSR is expected to achieve between 4.0 GHz and
8.0 GHz for the y-polarized wave.

  
(a) (b) 

 

 

(c)  

Figure 13. Scattering characteristic mode analysis results of antenna B. (a) An of antenna B; (b) φn of
antenna A and antenna B; (c) phase difference of antenna A and antenna B.

 

 

   

(a) (b) 

Figure 14. Scattering characteristic currents distribution and far−field patterns comparison for at
7.0 GHz. (a) Mode 2 of antenna A; (b) mode 2 of antenna B.

For the x-polarized incident wave, the scattering characteristic mode analysis of
antenna A and antenna B is performed from 4.0 GHz to 8.0 GHz. Figures 15 and 16 show
the calculations of An and φn of the scattering characteristic modes. It can be seen from
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Figure 15 that modes 1 and 2 are the dominant modes for antenna A and antenna B. The
mode amplitude (An) is small in the antenna operating band, which originates from co-
polarization absorption due to antenna impedance matching. The scattering phase (φn) is
shown in Figure 16a and the phase difference between antenna A and antenna B is shown
in Figure 16b, where Δφ5 is the phase difference between mode 1 of antenna A and antenna
B, and Δφ6 is the phase difference between mode 2 of antenna A and antenna B. There,
Δφ6 is 175◦ at 6.0 GHz and the corresponding values of An are about 0.015. Therefore, a
cancellation effect of antenna A and antenna B is produced outside of operating band. It
can be concluded that the RCSR of an array antenna composed of antenna A and antenna B
can be obtained from 4.2 GHz to 6.6 GHz for the x-polarized incident wave.

Figure 15. An of scattering characteristic modes of the reference antenna and antenna A. (a) An-
tenna A; (b) antenna B.

Figure 16. φn and difference of φn of the dominant scattering characteristic modes of the reference
antenna and antenna A. (a) φn of antenna A and antenna B; (b) difference of φn of the dominant
scattering characteristic modes of the reference antenna and antenna A.

4. Design of the Array Antennas

The 4 × 4 array antenna consisting of antenna A and antenna B is designed and the
number of antenna As and antenna Bs is equal. Considering the influence of scattering
coupling on RCS of array antennas, the RCS of different array forms is studied. The array
antennas are in forms of ABAB, ABBA, AABB, and checkerboard respectively, as shown in
Figure 17. The size of the four arrays is 120 mm × 120 mm. The RCS simulation results of
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the four arrays are shown in Figure 18. As seen from the Figure 18, the RCS reduction of
different array forms is all realized in the 4 GHz–8 GHz band, but the RCS of the ABAB
array forms is the lowest. Therefore, the form ABAB is used to conform to CMC array
antennas. The element structures are the same in the x−direction and are arranged in the
form of ABAB in the y−direction.

Figure 17. Four forms of proposed arrays. (a) ABAB; (b) ABBA; (c) AABB; (d) checkerboard.

Figure 18. RCS simulation results of different array forms.

A conventional 4 × 4 patch array antennas consisting of the reference antenna is
shown in Figure 19. The size of the reference array is 120 mm × 120 mm. The radiation
far−field pattern simulation results of the array antennas are shown in Figure 20. The
far−field patterns of the reference array and proposed array are basically the same and the
gain difference is about 0.1 dB.
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Figure 19. Geometry of reference array.

 

Figure 20. Radiation far−field patterns of the reference and proposed array antenna.

The simulation results comparison of the monostatic RCS between the two arrays is
shown in Figure 21. For the x-polarized incident wave, the RCS of the proposed array is
reduced from 4.0 GHz to 8.0 GHz compared with the reference array. The maximum value
of RCSR is 32.3 dB at 6 GHz and the average value of in−band RCSR is 9.5 dB. The 6 dB
RCSR bandwidth of the proposed array antenna is from 4.6 GHz to 6.6 GHz. Combined
with the scattering characteristic mode analysis for the x-polarized incident wave, it can
be concluded that the in-band RCSR of the x−polarized incident wave comes from the
absorption and the out-of-band RCSR comes from CMC of the two antenna elements. For
the y-polarized incident wave, the RCS of the proposed array is reduced from 4.0 GHz to
8.0 GHz compared with the reference array. The maximum reduction is 24 dB at 5.6 GHz,
and the average RCSR value is 13.1 dB. The average value of in−band RCSR is 16 dB.
The 6 dB RCSR bandwidth of the proposed antenna array is from 4.2 GHz to 8.0 GHz.
Combining the scattering characteristic mode analysis for the x-polarized incident wave, it
can be concluded that the RCSR of the y-polarized incident wave comes from CMC of the
two antenna elements.

554



Electronics 2023, 12, 1536

  
(a) (b) 

Figure 21. Monostatic RCS simulated results of the reference and proposed array antennas.
(a) x−polarized; (b) y−polarized.

The comparison of the radiation and RCS characteristics among typical low-RCS
array antennas and the proposed array antenna is shown in Table 2. The methods of FSS,
absorbing material loading technology, and cancellation technology are listed. For antenna
size, the transverse size and profile height of the antenna array proposed in this work are
nearly the same as the size of the array antenna in Refs. [16,17], and the profile height is
reduced compared with array antenna in Refs. [4,8]. For radiation performance, the oper-
ating bandwidth of the array antenna in this work achieves significantly wider operating
bandwidth and it is only slightly lower than the array design based on FSS in Ref. [8].
The aperture efficiency of the proposed antenna is higher. For scattering performance,
the cross−polarization RCSR bandwidth is nearly the same as other array antennas. The
mean value of RCSR in operating bandwidth is improved for both co-polarization and
cross−polarization. Compared with the low−RCS array antennas designed by antenna
element cancellation (A.E.C.), the operating bandwidth is wider and the RCSR mean value
in the operating bandwidth is bigger.

Table 2. Comparison with typical low-RCS arrays.

Ref. Electric at Size (λ3) OB (GHz)
Gain

(dB)/Aperture
Efficiency

Co/Cross−Polarization
RCSR Mean Value in

OB (dB)

Co/Cross−Polarization RCSR B.W.
(GHz)

Method

Ref. [4] 2.2 × 2.2 × 0.8 - 15.8/62.5% 11.8/19.8 - 6–18 (100%) FSS
Ref. [8] 4.7 × 4.7 × 0.7 26.7–34.2 (24.6%) 20/36.7% 12/12 - 28–48 (52%) Absorptive

Ref. [16] 1.8 × 1.8 × 0.05 5.05–5.42 (7.1%) - -/16.5 - 4–8 (66.7%) A.E.C.
Ref. [17] 2 × 2 × 0.1 4.75–5.25 (10%) - 13/13 4–8 (66.7%) 4–8 (66.7%) A.E.C.

This work 2 × 2 × 0.1 4.55–5.49 (18.7%) 16.6/89% 14.7/22.8 4–8 (66.7%) 4–8 (66.7%) CMC

OB: operating bandwidth. B.W.: bandwidth. A.E.C.: antenna element cancellation.

5. Experimental Results and Discussion

The prototype consists of an antenna radiation array and power dividers. The beam
synthesis for the 16 units of the array is realized by power dividers. The antenna radiation
array is composed of two layers of PCB structure. These two layers are fabricated by
printed board (PCB) technology. The upper PCB is printed with the radiation patch of the
antenna. Both sides of the lower PCB are printed with a different structure. The upper
surface is printed with the antenna feeder, and the lower surface is printed with rectangular
slots. Finally, the two layers of PCB structure are spliced together. The prototype of the
proposed array antenna is shown in Figure 22a.
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(a) (b) 

Figure 22. Fabricated prototype of the proposed array antenna. (a) Structural diagram; (b) radiation
far-field patterns test scene.

The S11 of the antenna prototype is measured by a vector network analyzer. Antenna
elements are fed by coaxial probes. The measured and simulated S11 of antenna A and
antenna B are shown in Figure 23a. The measured reflection coefficient less than −10 dB is
from 4.54 GHz to 5.46 GHz, which is almost the same as the simulated results.

(a) (b) 

Figure 23. Measured and simulated radiation performances of the proposed patch array antenna.
(a) S11; (b) far−field patterns.

The realized gain and radiation patterns measurement of the antenna prototype are
carried out in the microwave anechoic chamber, as shown in Figure 22b. The far−field
condition is satisfied between the antenna prototype and the standard horn antenna. The
array antenna is fed by a power divider when measuring its far-field patterns. The far−field
patterns of the fabricated array antenna are tested, as shown in Figure 23b. Because some
energy is lost in the SMA connector and coaxial line, the measured gain is 0.5 dB lower
than the simulated result.

The scattering performance of the array antenna prototype is tested in the compact
range anechoic chamber as shown in Figure 24. Array antenna elements are all matched
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50 Ω loads, and the prototype is placed on a low RCS foam support. The plane wave of the
test field is vertically incident on the antenna radiation surface, and the frequency sweep
test is carried out. The measured and simulated monostatic RCS results of the proposed
antenna for vertical incident plane waves with x−polarization and y−polarization are
shown in Figure 25. The measured results are in good agreement with the simulated
results. The difference between the measured results and simulated results is mainly due
to assembly error and measurement error.

Figure 24. The RCS test scenario of the array antenna prototype. (a) Array antenna prototype; (b) the
RCS test environment.

(a) (b) 

Figure 25. Measured and simulated monostatic RCS of the proposed array antenna for vertical
incident plane waves. (a) x−polarized; (b) y−polarized.

In order to illustrate the measured results, the impact of the manufacturing error is
analyzed. The dielectric constant of the PCB printed board is more accurate. The pattern-
etching machining technology is mature and the etching precision is higher. Therefore, the
machining error introduced by the PCB can be ignored. The gap and the displacement
between the double PCB layers play a major role in manufacturing error of the prototype.
For the y−polarized incident wave, we calculated RCS in conditions of the space gap widths
of 0 mm, 0.3 mm, and 0.5 mm respectively, as shown in Figure 26a. We also calculated
RCS in conditions of the displacement sizes of 1 mm, 2 mm, and 3 mm respectively, as
shown in Figure 26b. It can be found that the RCS simulation results with the error show
the same trend of change as the measured results. Therefore, the gap and the displacement
tolerances should be strictly controlled in the manufacturing process.
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(a) (b) 

Figure 26. RCS of the array antenna in conditions of gap and displacement errors. (a) The space gap
between the double PCB layers; (b) displacement between the double PCB layers.

6. Conclusions

In this work, a broadband RCSR designed method of array antenna based on CMC
is presented and experimentally verified. Through loading rectangular slots and cross
slots on the patch, the phase (φn) of the characteristic modes can be controlled. When the
scattering phase difference between the dominant characteristic modes of the two elements
achieves 180◦, characteristic mode cancellation is produced. The two proposed antenna
elements, which have similar radiation performances and broadband dual−linear polar-
ization scattering cancellation, are used to form array antenna. Simulated and measured
results show that the operating frequency with a reflection coefficient less than −10 dB of
the two elements is from 4.55 GHz to 5.49 GHz and the gain loss of the proposed array is
less than 0.1 dB. The monostatic RCS is reduced for dual−linear polarized waves, and the
6 dB RCSR bandwidth is 62.3% and 35.7%, respectively.

Therefore, characteristic mode cancellation provides a new RCSR solution for array
antennas. Furthermore, this method is not limited to the form of antenna and can be applied
to designs of various types of array antenna. In the design of low−RCS array antenna
RCSR based on CMC, it relies on the characteristic mode analysis of the element, rather
than the analysis of the whole array. Therefore, the RCS of the array antenna will be affected
by the coupling among the antenna elements of the array, which will be further studied.
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Abstract: Beam-scanning antennas are employed in a wide range of applications, such as in satellite
communications and 5G networks. Current commercial solutions rely mostly on electronically
reconfigurable phased arrays, which require complex feeding networks and are affected by high
losses, high costs, and are often power-hungry. In this paper, a novel beam scanning architecture
employing a pair of planar metasurfaces, for use in thin reconfigurable antennas, is presented and
experimentally demonstrated. The structure consisted of a radiative passive (non-reconfigurable)
modulated metasurface, and a second metasurface that controls beam pointing, operating as a
variable-impedance ground plane. Unlike other existing approaches, surface impedance variation was
obtained by on-plane varactor diodes, no vias and a single voltage bias. This paper presents a design
procedure based on an approximate theoretical model and simulation verification; a prototype of the
designed antenna was fabricated for operation in X band, and a good agreement between measured
results and simulations was observed. In the presented simple embodiment of the concept, the
angular scanning range was limited to 10◦; this limitation is discussed in view of future applications.

Keywords: beam steering; leaky-wave antenna; reconfigurable metasurface; varactors

1. Introduction

In recent years, reconfigurable antennas have been the subject of constantly growing
interest, since beam steering is required in a wide range of present, emerging, and future
applications, as in satellite communications, radars, 5G, and beyond-5G networks [1–3].

Commercial solutions, current and under development, rely mostly on electronically
reconfigurable phased arrays, but the inherent complex feeding networks and high losses
make these antennas less than optimal [4]; this has prompted research into alternative
architectures. Among these, solutions are favored in which the radiating part and the
power distribution structure coexist; the interplay between wave guiding (spatial power
distribution) and radiation is well-captured by the leaky-wave paradigm [5–7], which
allows for approximate designs. Beam steering at a fixed frequency has been achieved
using materials with tunable electric properties [8–11], performed electromechanically [12]
or by employing a multitude of (lumped) active components such as varactors [4,13–18].

In [18], varactors were used to individually load the grooves of a corrugated microstrip
line, with operation below 6 GHz; the resulting antenna was thin and simple but the use
of (TEM) microstrip guiding likely affected operation at higher frequencies because of the
intrinsic losses. In [14], varactors were employed as tuning elements for a high-impedance
surface in a 1D Fabry–Perot leaky-waveguide; the inherent transverse resonance mechanism
required a thickness of about 3/4 wavelength. In [4], varactors were inserted into tunable-
impedance phase-shifting side walls in a waveguide antenna (a modified WR90) derived
from a standard waveguide slot array (in leaky-wave operation mode).

Electronics 2023, 12, 1833. https://doi.org/10.3390/electronics12081833 https://www.mdpi.com/journal/electronics561
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One of the most recent uses of metasurfaces is as refracting or reflective intelligent sur-
faces [19–21], also beamformers [22] for satellite-terrestrial networks have been revamped.

In this paper, a novel fixed-frequency beam scanning mechanism is introduced and
demonstrated. The main goal of the present study was to investigate the potential of beam
steering via distributed varactor diodes with a single DC control, i.e., on-plane varactors and
no vias: this can be realized with existing standard low-cost technologies (e.g., pick-and-
place). Using the metasurface paradigm, varactors can act as variable (reactive) loads in a
suitably designed texture, yielding a variable impedance surface, with a surface impedance
value controlled by the DC bias.

By combining a modulated upper metasurface (responsible for radiation) with a
reconfigurable impedance plane (responsible for beam scanning), we effectively separated
RF wave propagation from DC bias, while maintaining a very small form factor.

In this paper, Section 2 illustrates the adopted design techniques and describes the
geometry of the designed antenna, while simulation results and experimental measure-
ments of the fabricated prototype are reported in Section 3. In Section 4, these results are
discussed and future work is outlined. Finally, conclusions are drawn in Section 5.

2. Materials and Methods

2.1. Principle of Operation

The beam scanning mechanism was conceived as a dual metasurface structure (see
Figure 1a). Radiation is effected by a (static) transparent metasurface with metal texture on a
dielectric (inspired by [23]); in a fixed-beam configuration, the radiating metasurface would
be backed by a metal plane providing wave guiding. Here, the ground plane was replaced
by a tunable-impedance metasurface. The principle of operation was based on the radiation of
a guided wave, whose phase velocity was controlled by the variable-impedance surface.

(a)

(b)

Figure 1. Structure of the proposed antenna. (a) Schematic architecture. (b) Transverse equivalent
network: YMMTS is the admittance of the upper metasurface, YRMTS is the admittance of the lower
(reconfigurable) metasurface, d1 is the thickness of the dielectric layer, d0 indicates the air gap, YUP

and YDOWN are the admittances looking up and down from the interface between the antenna
and free space, Zs is the equivalent impenetrable surface impedance that approximates the whole
multilayer structure.

The present study considered an antenna with scan in the vertical plane; the transverse
size can range from small to multi-wavelength, depending on the type of feeding structure.
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For the sake of simplicity, here the intermediate size of one wavelength was considered,
which would allow for star-type 2D scanning [24].

Radiation of a guided mode is conveniently framed in the leaky-wave paradigm;
hence, radiation happens via the spatially-modulated upper metasurface, exploiting both
well-known results [5] and recent advances in metasurface antennas [23]. The operation
principle, and thus the first-pass design, can be conveniently understood for the simplest
modulation of the radiating metasurface, i.e., for the sinusoidal one [23]:

Zs(x) = jXs,ave

[
1 + M cos

(
2π

p
x
)]

, (1)

where Zs is the equivalent impenetrable surface impedance that approximates the whole
multilayer structure and takes into account the effects of both metasurfaces (Figure 1b), x is
the coordinate along the direction of wave propagation, M is the modulation index, p is
the modulation period, and Xs,ave is the average surface reactance.

In this case, leaky-wave radiation happens for the n = −1 Floquet harmonic of the
traveling wave [5,23]; for TM mode propagation, the radiation angle θ−1 is linked to the
average surface reactance Xs,ave by the approximate expression [18,23]:

θ−1 = arcsin

⎛⎝√
1 +

(
Xs,ave

η0

)2
− 2π

k0 p

⎞⎠, (2)

where η0, k0 are the free-space impedance and wavenumber, respectively.

2.2. Design Method

The design was carried out in terms of standard guided-mode analysis [25] via the
Transverse-Resonance Equation (TRE). As depicted in Figure 1b, the total admittance from
the antenna-free space boundary was controlled by the variable impedance layer, resulting
in a controllable wavenumber of the guided wave.

The use of the usual “adiabatic” approximation for slow variations of the top impedance
allowed us to approximate the antenna with a transverse equivalent network (TEN) (see
Figure 1b) at any given sample point of the modulated structure. From this transmission-
line representation of the structure, the local value of the surface impedance Zs(x) can be
retrieved by solving the corresponding TRE:

YUP(x) + YDOWN(x) = 0, (3)

where YUP and YDOWN are the admittances looking up and down from a reference plane
located at the interface between the antenna and free space. Indicating with d1 the thickness
of the dielectric layer between the two metasurfaces and with d0 the air gap between recon-
figurable metasurface and ground plane, standard transmission-line theory yields [26]:

YUP = YTM
0 (4)

YDOWN = YMMTS + YTM
1

YEGP + jYTM
1 tan (kz1d1)

YTM
1 + jYEGP tan (kz1d1)

(5)

YEGP = YRMTS − jYTM
0 cot (kz0d0), (6)

where YMMTS is the admittance of the upper metasurface, YRMTS is the admittance of the
lower (reconfigurable) metasurface, and YEGP is the admittance of the equivalent ground
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plane looking down from just above the tunable impedance plane (Figure 1b). In (4)–(6),
YTM

0 and YTM
1 are the TM wave admittances in free space and dielectric substrate:

YTM
0 =

ωε0

kz0
(7)

YTM
1 =

ωε1

kz1
, (8)

where kz0 and kz1 are the wavenumbers in the transverse direction:

kz0 =
√

k2
0 − k2

x (9)

kz1 =
√

k2
1 − k2

x, (10)

and kx is the longitudinal wavenumber. From (5) and (6), it can be seen that the solution of
the TRE depends on the sheet admittances of both metasurfaces (YMMTS and YRMTS). Since
all quantities in (4)–(6) can be expressed as a function of kx, it is possible to solve (3) for kx
and then obtain the (local) surface impedance as:

Zs = jXs =
1

YDOWN
. (11)

It is worth noting that the longitudinal wavenumber kx considered above is used only
to compute the local surface impedance based on the adiabatic approximation, and does not
correspond to the actual wavenumber of the leaky wave that arises from the modulation of
such impedance.

The average value of Xs is linked to the radiation angle through (2). This means that
tuning YRMTS directly affects the beam direction, thus validating the concept of this archi-
tecture. Once a desired radiation angle for the n = −1 harmonic is chosen, the modulation
period p is retrieved from (2) after selecting a proper value of Xs,ave among those physically
attainable with the considered structure.

The design process now requires the choice of the geometry of both metasurfaces
and the computation of their sheet admittances YMMTS and YRMTS, in order to solve (3).
For the upper layer, a unit cell was chosen such that its admittance can be easily modulated
by varying only one geometric feature, e.g., the gap width between two adjacent metal
strips, as in [23]. For the implementation of the tunable metasurface, the unit cell shown in
Figure 2 was used. This shape was inspired by the geometry described in [27]. Each unit
cell contained two MAVR-011020-1411 varactors that were approximated as RC series ele-
ments for simulation purposes; the values of resistance and voltage-dependent capacitance
were taken from the manufacturer’s datasheet [28]. Varying the bias voltage changes the
varactors’ capacitance, which in turn affects the sheet admittance of this layer.

Figure 2. Unit cell of the reconfigurable metasurface.
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The computation of YMMTS must be carried out for every possible value of the gap
width in the constitutive unit cell, while YRMTS must be determined for every possible
biasing state of the varactor diodes. This allowed us to obtain the equivalent impenetrable
surface reactance Xs by solving the TRE for every combination of gap width in the upper
metasurface and capacitance value in the reconfigurable plane. Moreover, at any given
frequency, both admittances are also dependent on the longitudinal wavenumber kx [14,29]:
namely, YMMTS = YMMTS(g, kx) and YRMTS = YRMTS(C, kx), where g and C are the gap
width and the varactors’ capacitance, respectively. Therefore, to compute such admittances,
the technique described in [14,30] was adopted, where the dependence on the longitudinal
wavenumber was retrieved by performing scattering simulations of the constitutive unit
cells for different angles of incidence. In particular, similarly to what was carried out in [30],
the rational functions used to express YMMTS and YRMTS are:

YMMTS(g, kx) = j
[g − gz1(kx)][g − gz2(kx)]

g
[
g − gp1(kx)

][
g − gp2(kx)

] (12)

YRMTS(C, kx) = j
[C − Cz1(kx)][C − Cz2(kx)][C − Cz3(kx)]

C − Cp(kx)
. (13)

In (12) and (13), subscripts z and p indicate zeros and poles of the rational functions.
These quantities are expressed as third degree polynomials of kx. In the frequency range of
interest ([10.55–10.75] GHz), for the considered geometries, YMMTS is capacitive and YRMTS
is always inductive.

Figure 3 shows how the surface reactance of the whole antenna is affected by a change
in the varactors’ bias voltage. The curve relating Xs to the gap width is shifted when the
bias voltage goes from 0 V to 8.2 V. This means that, for a fixed spatial modulation in the
upper layer, the sinusoidal profile of the surface reactance (and its average value Xs,ave)
seen by the traveling wave is dependent on the varactors’ basing state. Since Xs,ave is linked
to the radiation angle through (2) and the period p is fixed by the upper metasurface, beam
steering occurs.

0 0.5 1 1.5 2 2.5 3
gap [mm]

200

250

300

350

400

450

X
s [

]

0 V
8.2 V

Figure 3. Surface reactance of the whole structure vs gap width in the array of strips, for two different
values of the varactors’ bias voltage.

2.3. Implementation

A center-band frequency of 10.65 GHz was considered. A Rogers RT5880 (εr = 2.2,
tan δ = 0.0009) 3.175 mm-thick substrate was placed between the upper radiating layer and
the lower variable-impedance plane. The unit cell of the modulated metasurface was chosen
to be about 1/10 of the wavelength, i.e., 3 mm. The air gap between the reconfigurable
plane and the ground was set to 1.5 mm in order to allow enough space for the varactors.

The modulation period p of the top impedance surface was computed from (2), set-
ting a radiation angle of 20◦ for a 0 V bias voltage of the varactors, and this resulted in
p = 27 mm. Since the unit cell of the modulated metasurface was 3 mm wide, the cosi-
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nusoidal variation of the reactance in one period was sampled in nine points, i.e., with
sufficient sampling. For the radiating part, eight modulation periods were chosen for a
total length of 216 mm; this was a good compromise between beam width and (leaky-wave)
tapering and, at any rate, yielding low S21 towards the matched load.

The bias scheme of the varactors in the variable-impedance plane is depicted in
Figure 4, which shows an alternate-potential scheme. The necessary single DC bias was
conveyed by two 0.15 mm-wide buses placed at the opposite sides of the metasurface; the
RF reactance of the very thin (high-impedance) lines was considered enough to decouple
RF and DC without the need for a filter, and that was confirmed by simulations.

The resulting complete structure of the designed antenna is shown in Figure 5. The up-
per modulated metasurface is depicted in Figure 5a, while Figure 5c shows the lower re-
configurable impedance plane; the vertical stackup of the antenna can be seen in Figure 5b.
The overall thickness of the structure was less than λ0/6 at the working frequency of
10.65 GHz, resulting in a very small form factor. It should be noted from Figure 6 that the
unit cell of the reconfigurable metasurface was twice as large as that of the upper layer,
in order to reduce the total number of varactors needed in the structure, which amounted
to 360.

The excitation was provided with a 50 Ohm coaxial cable, which was matched to the
antenna by a properly designed tapered section (Figure 5a).

Figure 4. DC voltage distribution in the reconfigurable metasurface.

(a)

(b)

(c)

Figure 5. Complete model of the designed antenna. (a) Upper sinusoidally modulated reactance surface.
(b) Lateral view of the antenna. (c) Reconfigurable plane; the inset shows one of the two DC buses.
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Figure 6. Unit cell of the fully-stacked structure.

3. Results

Full-wave simulations of the designed antenna were performed with the commercial
software CST Studio Suite [31]. The varactor diodes were used in a 0–8.2 V biasing range
and their capacitance went from 0.233 pF to 0.0548 pF, according to the manufacturer’s
datasheet [28]. The beam pointing angles obtained from these simulations at the working
frequency of 10.65 GHz are listed in Table 1, showing excellent agreement with the main
beam directions computed using the approximate model described in Section 2.2.

Table 1. Calculated, simulated, and measured radiation angles at 10.65 GHz.

Voltage [V] Calculated Simulated Measured

0 22.7◦ 20◦ 19.5◦
8.2 11.9◦ 13◦ 12.5◦

A prototype was fabricated and tested (Figure 7). The modulated metasurface and the
reconfigurable plane are pictured in Figure 7a,b, while Figure 7c,d show the tapered feeding
section on the upper layer and the varactor diodes soldered in the lower metasurface,
respectively. Radiation measurements were performed in an NF-FF spherical range; the full
radiation pattern was obtained, allowing evaluation of directivity and radiation efficiency.

Measured far-field patterns at 10.65 GHz for different bias voltages are shown in
Figure 8, together with the simulation results, which are in excellent agreement.

The antenna gain bandwidth was 200 MHz around the working frequency of 10.65 GHz;
the impedance bandwidth was larger than the gain one. The scattering parameters S11 and
S21 of the fabricated prototype are shown in Figure 9: S11 was always below −10 dB in the
working band for all varactors’ bias voltages, while S21 remained below −20 dB, which is
very important for the efficiency of a traveling-wave antenna.

In the considered frequency range, the gain spanned from 11.6 dB to 13.4 dB with vary-
ing bias voltage, while the radiation efficiency was between 67% and 76%. The measured
aperture efficiency went from 20% to 32%.

In Figure 8, a side-lobe is noticeable in the backward radiation direction; this lobe can
be ascribed to radiation of the n = −2 harmonic, which falls within the fast wave region
at the working frequency [23]. These results are consistent with what can be predicted
using (2), i.e., the n = −2 harmonic radiating at about −41◦ and −57◦ for a bias voltage
equal to 0 V and 8.2 V, respectively. The radiation pattern also presents an irregular
shape and high side-lobes; this can be ascribed to the anisotropy of the impedance planes,
in particular of the lower reconfigurable metasurface. In fact, its unit cell geometry and
the placement of the varactor diodes inside it are such that a change in the bias voltage
alters not only the component of the sheet impedance in the direction of wave propagation,
but also the transverse one. This may cause disturbances in the wave propagation.
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(a)

(b)

(c) (d)

Figure 7. Fabricated antenna prototype. (a) Top modulated metasurface. (b) Reconfigurable
impedance plane. (c) Coaxial cable and matched tapered input section at the left end of the up-
per metasurface (same tapered section is present at the opposite end). (d) Zoom showing the soldered
varactors in the lower reconfigurable metasurface.
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(b) 8.2 V

Figure 8. Measured and simulated radiation pattern in the E-plane at 10.65 GHz for different values
of bias voltage.
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Figure 9. Measured S11 and S21 for two different values of bias voltage.

4. Discussion

In Table 2, the performances of the antenna described in this paper are compared
to those of other solutions found in the literature. In the table, “efficiency” stands for
radiation efficiency.

Table 2. Comparison with other LWAs found in the literature.

Reference Frequency [GHz] Scanning Range Antenna Length Thickness Efficiency Gain [dB]

[14] 5.6 21◦ 5λ0 3λ0/4 60–75% 5–13
[18] Band 2 5.75 22◦ 7.15λ0 λ0/17 40–50% 9.5–12

[4] 9.3 43◦ 13λ0 λ0/3 38–46% 8–11.8
This work 10.65 7◦ 7.7λ0 λ0/6 67–76% 11.6–13.4

Radiation efficiency and gain values are comparable to those reported in the other
works (above the average). The comparison is conservative because all reported references
work at a lower frequency, which inherently entails lower losses. The small form factor,
simple biasing and high efficiency make the proposed architecture interesting for several
low-profile applications. The angular scanning range achieved with this first prototype
is, on the other hand, limited: improvement of this is thus important and the subject of
current work. Here, some of the reasons for this limitation are listed and ways to improve
it are proposed.

A possible degree of improvement is represented by the choice of the dielectric sub-
strate and its thickness, especially for the side lobes. In particular, a higher relative per-
mittivity results in a wider range of surface reactance values, Xs, which allows for a
larger modulation factor M and, consequently, a higher leakage constant [23]. This in turn
translates into the reduction of side-lobes.

Figure 10 shows the simulated radiation pattern at 10.75 GHz for an alternative design
of the proposed antenna, featuring a Rogers RO3006 substrate (εr = 6.5) of a thickness
equal to 2.56 mm: the radiation angle steers from 15◦ to 5◦ when the bias voltage goes from
0 V to 8.2 V. In this case, no other harmonic beside the n = −1 radiates, and the very small
backward-directed side-lobes are due to the spurious radiation of a second, higher-order
TM mode. Directivity values are the same as in the previous configuration. A further
reduction of side-lobes could be obtained by tapering the modulation index M along the
length of the antenna [32], which was not pursued here.

Another margin of improvement involves the geometry of the reconfigurable meta-
surface’s unit cell. The tunable unit cell used in this first prototype was inspired by the
literature and had a different original use [27]; a new geometry could be devised to obtain
a wider impedance range for the same diodes.

Moreover, the design presented in this paper was based on the combination of a
capacitive impedance (top) and an inductive one (bottom), and the propagation of the TM
mode. However, different combinations of impedances can be employed (e.g., capacitive-
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capacitive) that may increase the scanning range if properly designed, especially if a
dielectric material with higher electric permittivity is used. In particular, analyses carried
out with the approximate analytical model show that use of the TE mode (instead of the
TM) yields a much larger steering range. This possibility is currently being studied and will
be the subject of future work (excitation of the TE mode is less natural than that of the TM).

Finally, the radiating surface employs the standard sinusoidal modulation scheme;
the scan range can be improved (for the same impedance variation of the bottom plane)
by more advanced impedance modulation schemes, and especially by ad-hoc numerical
optimization of the profile [33,34]; this has shown the potential of increasing sensitivity to
phase velocity, thus enhancing the scanning range.
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Figure 10. Simulated radiation pattern at 10.75 GHz for different bias voltages for an alternative
design with Rogers RO3006 substrate (εr = 6.5).

5. Conclusions

In this work, a novel beam steering configuration with varactor diodes, a single
voltage bias, and no bias has been demonstrated. The small form factor, simple biasing,
and high efficiency make the proposed architecture interesting for low-profile applications.
The angular scanning range achieved with this first prototype is limited, but several ways
to improve it were discussed.
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Abstract: A multi-layer beam-scanning leaky wave antenna (LWA) for remote vital sign monitoring
(RVSM) at 60 GHz using a single-tone continuous-wave (CW) Doppler radar has been developed in a
typical dynamic environment. The antenna’s components are: a partially reflecting surface (PRS),
high-impedance surfaces (HISs), and a plain dielectric slab. A dipole antenna works as a source
together with these elements to produce a gain of 24 dBi, a frequency beam scanning range of 30◦,
and precise remote vital sign monitoring (RVSM) up to 4 m across the operating frequency range
(58–66 GHz). The antenna requirements for the DR are summarised in a typical dynamic scenario
where a patient is to have continuous monitoring remotely, while sleeping. During the continuous
health monitoring process, the patient has the freedom to move up to one meter away from the fixed
sensor position.The proposed multi-layer LWA system was placed at a distance of 2 m and 4 m from
the test subject to confirm the suitability of the developed antenna for dynamic RVSM applications.
A proper setting of the operating frequency range (58 to 66 GHz) enabled the detection of both heart
beats and respiration rates of the subject within a 30◦ angular range.

Keywords: 60 GHz band doppler radar sensors; beam scanning; contact monitoring device; leaky
wave antenna; remote vital sign monitoring

1. Introduction

Conventional methods of monitoring vital signs, such as an electrocardiogram (ECG),
pulse oximetry, and capnography, require sensors to be attached directly to the patient’s
body, which is either uncomfortable for the patient or not possible under certain circum-
stances [1–8]. Due to the fact that sensors do not require direct contact with the body,
remote monitoring of vital signs with a Doppler radar is more convenient than conven-
tional methods [8]. This makes remote monitoring of vital signs with a Doppler radar
an attractive option. A Doppler radar is a non-contact technology that can detect small
movements of the body caused by the heartbeat and breathing. This technology has the
potential to revolutionize healthcare by providing continuous and non-invasive monitoring
of vital signs, particularly for patients who require frequent monitoring or who are in
critical condition. Remote vital sign monitoring (RVSM) with a Doppler radar has the
potential to be used in a variety of disciplines, including general and specialised healthcare,
emergency services, security, and defence. However, for RVSM to be useful in practice,
further research needs to be conducted on the accuracy and reliability of the results in
different settings and populations [1–10].

The main advantages of using millimetre-wave frequencies for RVSM are (i) higher
detection sensitivity due to shorter signal wavelengths, (ii) smaller form factors for more
compact devices, and (iii) the ability to transmit and receive signals more precisely without
interference from the environment [4,9]. Conventional methods such as electrocardiography
(ECG) and photoplethysmography (PPG) require physical contact with the subject, which
can be uncomfortable and can interfere with normal activity. Additionally, ECG and PPG
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provide measurements at a single point in time, while millimetre-wave technology can
provide continuous monitoring over an extended period. Furthermore, ECG and PPG are
often limited in their ability to penetrate through clothing and tissue, which can limit their
accuracy in certain situations.

The 60 GHz frequency band (57–66 GHz) has attracted RVSM interest due to its
licence-free nature and its widespread use for several different wireless services. Antennas
that operate in this band are particularly challenging to design and fabricate. RVSM
measurements require the focus of the antenna beams, as well as enough gain to compensate
for path loss in order to achieve high precision. Moreover, antenna beam steering capability
is necessary to continuously monitor health with a fixed position sensor over a long period
of time, especially when the person may move in practical scenarios, such as during sleep,
inside a room, during transport in an ambulance, and at work [11–13]. Some examples of
beam-steered antenna applications for RVSM are depicted in Figure 1.

Recent publications [4,8,9] discuss the design of mm-wave antennas for health moni-
toring with a Doppler radar. However, these are fixed beam antennas, and their gain does
not exceed 20 dBi. Recent reports have shown that digital beamforming antenna systems
operating in the mm-waveband can be used in a variety of industrial and automotive ap-
plications. In RVSM sensors, spatial arrays, compressive sensing, route sharing, and MIMO
antennas have high power requirements, which limits their application. Furthermore, their
hardware is complicated and expensive. The development of beam steering antennas for
use in health monitoring on mm-waves has received a limited number of papers to the best
of our knowledge. According to [11,13,14], this is likely the result of the limited frequency
of electronic components available today.

Leaky wave antennas (LWAs) are a special family of antennas that are able to steer their
beam with frequency [15]. They provide a number of advantages that makes them very
suitable for RVSM application. These advantages include beam steering with frequency,
which allows the antenna beam to be directed towards the subject of interest without any
mechanical rotation; high directivity and bandwidth, which improves the signal-to-noise
ratio and increases the range of the system; low profile, which makes such antennas suitable
for use in compact and portable monitoring systems.

Our study presents a multi-layer LWA used for remote vital signs detection in a
typical situation in which a patient is lying on the bed and has some random movements
during sleep. The non-contact detection of vital signs can be achieved using antenna beam
characteristics that provide high gain (58–66 GHz) and wide bandwidth performance. A
measured antenna bandwidth of 8 GHz and a maximum gain of 24 dBi are measured across
the operating band. The proposed antennas are tested experimentally to validate their
predicted detection coverage. This antenna design measures the respiratory rate (BR) and
the heart rate (HR) from a distance of up to 4 m from the body of the person at five different
radiation angles between 6◦ and 36◦. A very good agreement between the measured results
and the predicted and simulated results has been achieved.

This work is an improvement from the antennas already published in [16,17]. The re-
ported antenna bandwidth, maximum gain, and beam scanning range in [16] are 3.78 GHz,
20.35 dBi, and 12◦, respectively, compared to 16 GHz, 24 dBi, and 30◦ in this work. The
dielectric image line antenna of [17] has a maximum gain of 19 dBi as compared to 24dBi
gain of the proposed multi-layer LWA. Due to this high gain, the multiplayer LWA in this
work has more advantages in terms of distance applications, such as radar, and many
IoT applications.

This paper is organised as follows: The antenna design is described in Section 2,
antenna measurements and discussions are presented in Section 3, health monitoring
measurements are discussed in Section 4, and this work is brought to a conclusion in
Section 5.
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Figure 1. Examples of RVSM applications.

2. Antenna Design Methods

2.1. Unit Cell Design

To analyse the proposed design, we begin by applying ray optics in order to measure
multiple reflections between partial reflective surfaces (PRSs) and high impedance surfaces
(HISs) on the ground plane [18,19]. The PRS and HIS reflection characteristics are related to
antenna gain, bandwidth, and radiation patterns. The same periodicity P is selected for the
HIS and PRS unit cells. The reflectance properties of PRS and HIS unit cells are determined
at normal incidence. More details about this analysis technique and the relevant equations
can be found in [18–22].

Both PRSs and HISs are metasurface arrays made up of square patch elements and
square ring elements, respectively, with a ground plane etched on a planar printed circuit
board. Figure 2 depicts the structures of both unit cells. The metasurface elements are
printed on a Rogers RT/Duroid5880 substrate with a dielectric constant of εr = 2.2 and a
tangent loss of 0.0019.

The design process of the PRS and HIS unit cells is depicted in Figure 3 with respect to
important parameters. For both unit cells, the copper cladding thickness is 0.035 mm. The
substrate thickness for PRS is selected at N = 0.508 mm so that a highly reflective response
is achieved, which is necessary for a high gain antenna (Figure 3a). The top patch is square
in order to maximize the reflection coefficient magnitude and symmetry [19,22,23]. The
HIS unit cell of M = 1.57 mm (Figure 3b) uses a square metallic ring element with an
inner loop, optimised to achieve a phase change with frequency [18]. The parametric study
of Figure 3b for a selected dimension Lout = 1.5 mm shows that a rapid phase change is
achieved with a selection of Lin = 0.6 mm.

Periodic boundary conditions were utilised in CST Microwave StudioTM along the
x and y axis for both unit cell simulations. Open boundaries were established along the
incident wave’s +z-axis in accordance with the design process first detailed in [21] to
extract the reflection coefficients and optimize the dimensions.

Figure 2. PRS and HIS unit cell structure where Lout = 1.50 mm, Lin = 0.60 mm and periodicity
P = 1.75 mm.

Figure 3a shows the simulated reflection coefficient results of the PRS unit cell, ex-
hibiting an absolute magnitude |Γ| = 0.9 and reflection phase φPRS response =145◦ at the
frequency of 62.5 GHz, respectively, with slow variation in frequency. Figure 3b depicts
the simulated reflection coefficient of S11 results of the HIS unit cell, which demonstrate
a phase response of −95◦ at 62.5 GHz. This conforms to the pattern of reflection that is
expected from free-standing frequency selective surfaces (FSSs). From the simulated values
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at 62.5 GHz, the ray tracing method predicts an antenna bandwidth (BW) and a gain of
approximately 8 GHz and 24 dBi, respectively, for PRS layers with an finite thickness when
fed through by a dipole.

(a) (b)

Figure 3. (a) Magnitude and phase reflection coefficient of the PRS unit cell. (b) Phase reflection
coefficient of the HIS unit cell with respect to Lin with Lout = 1.50 mm.

2.2. Printed Dipole Antenna Design

In this section, a printed dipole antenna (PDA) is designed, which will serve as a
primary feeding for the complete leaky wave antenna structure. A design model of this
feeding dipole antenna can be seen in Figure 4a. Its dimensions are optimised for best
performance in the 60 GHz frequency range. The printed dipole antenna (PDA) is etched on
RT/Duroid 5880 with a dielectric constant of εr = 2.2 and a thickness of 0.13 mm. A reflector
is placed on the backside of the printed dipole antenna (PDA) at an optimised distance of
0.41 mm to improve the functionality of the LWA in the xy plane [24]. Figure 4b shows that
the simulation and measured results of S11 and realised gain are in good agreement.

(a) (b)

Figure 4. The feeding PDA structure. (a) dimensions in front view and back view; (b) simulated and
measured S11 and realised gain.

2.3. Multi-Layer LWA Design

The full proposed multi-layer LWA design is shown in Figure 5b. Both the partially
reflective surface (PRS) and the high impedance surfaces (HISs) are formed by arrays
of 50 × 15 elements. This size of the antenna was selected as a compromise between a
relatively compact size, a satisfactory high gain, and the infinite size assumption of leaky
wave theory. The rectangular shape of the antenna was selected in order to achieve a highly
directive beam at the E-plane. A fed dipole (Figure 5a) is positioned in the cavity between
PRS and HIS towards one end of the antenna. On the same side, there is a vertical metallic
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wall where the antenna is terminated (Figure 5b). A 3D view of the antenna elements is
depicted in Figure 5c.

Figure 5. Proposed antenna structure: (a) the geometry of LWA; (b) view of the LWA along the xy
plane; (c) 3D view of the LWA with a frame where y = 5 mm, n = 5.2 mm, and L = 102 mm.

The height of the cavity between the PRS and the HIS ground plane, which is rep-
resented by the symbol ha1 is calculated to be 2.90 mm. Following the ray optic method
introduced in [25], the pointing angle of the radiation pattern “P” can be predicted as:

P =
1 − Γ2

1 + Γ2 − cos(φPRS − φHIS +
4π
λ0

ha1cosθ)
F(θ)2 (1)

where F(θ) equal to 1, Γ and φPRS represent the magnitude and phase of reflection coeffi-
cients of PRS, and λ is the operating wavelength.

The phase reflection coefficients of PRS and HIS as a function of frequencies are used
to demonstrate LWA beam scanning. These coefficients are derived using Equation (1),
which produces a wide scanning angle of 30◦, as shown in Figure 6a. It was found that
when HIS is replaced by a ground plane, the beam scanning reduces drastically to 18◦ with
few frequencies, as shown in Figure 6b. This is because the ground plane is not sensitive
enough to produce high phase reflection coefficients compared to HIS arrays. The cavity
height ha1 and maximum gain calculation can be found in [20]. The far-field radiation
patterns (FRPs) of the proposed antenna design are shown in Figure 7a for a cavity height of
2.90 mm. In particular, Figure 7a depicts the 2-D FRP in the E-plane at various frequencies
within the operational range, and Figure 7b depicts the 3-D FRP at 62.5 GHz.

To prove the design concept, three additional variations of our proposed multi-layer
LWA were considered, which have been demonstrated through simulations in CST Mi-
crowave Studio. Our proposed multi-layer LWA consists of a HIS-PRS cavity and a dielec-
tric on top (as in Figure 5). Three variations of this model are compared: the proposed
HIS-PRS LWA of Figure 5 without the dielectric layer on top, the LWA of Figure 5 with a
mere ground plane instead of a HIS, and the proposed LWA with a mere ground plane and
without the top dielectric layer.
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(a) (b)

Figure 6. Theoretically estimated beam scanning range of the LWA from 58 to 66 GHz for a fixed
cavity height of (a) ha1 = 2.90 mm with HIS and (b) ha1 = 3.32 mm without HIS.

(a) (b)

Figure 7. LWA simulation results: (a) 2-D FRPs in E-plane at various frequencies within the operating
band; (b) 3-D FRP of the proposed LWA at 62.5 GHz.

The S11 parameters for the gain comparison for these four cases are depicted in
Figure 8. The S11 (Figure 8a) is well below −10 dB for all four LWA models for cavity
heights ha1 = 2.90 mm (antenna with HIS) and ha1 = 3.32 mm (antenna without HIS), and the
realised gain remains above 19 dBi for the frequency range of 58 to 67 GHz. It is furthermore
evident from Figure 8 that the proposed multi-layer LWA impedance matching, gain, and
S11 bandwidth are significantly improved (24.3 dBi and 8 dB) by adding an extra plain
dielectric slab over the PRS array with a beam scanning range of about 30◦ and a scanning
loss of 3 dB. The proposed multi-layer LWA with HIS and dielectric exhibits a narrower
half-power beamwidth (HPBW) compared to the other configurations, spanning from 9◦
at 58 GHz to 6◦ at 66.7 GHz. Additionally, the sidelobe level of the proposed multi-layer
LWA remains below −10 dB in all the frequency bands. The antenna’s simulated results are
closely related to their previously calculated expected results. The aforementioned results
are summarised in Table 1.
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(a) (b)

Figure 8. Simulated LWA models (a) S11 and (b) realised gain for four different LWA configurations.

Table 1. Comparison of simulated LWA results at a resonant frequency of 62.5 GHz.

Antenna Type
Operating Band
S11 < −10 dB

Realised Gain
(dBi)

Beam angles
(deg)

HPBW
(deg)

with HIS 58–67 GHz 22 10◦–33◦ 12◦–5◦
without HIS 60–66.6 GHz 19.8 13◦–33◦ 14◦–6◦

with HIS
and dielectric 58–66.7 GHz 24.3 4◦–34◦ 9◦–6◦

without HIS
and dielectric

60–66.7 GHz 18 12◦–33◦ 16◦–7◦

3. Multi-Layer LWA Measured Results and Discussion

The entire antenna design, including the coaxial feed, is encased in a low-loss polyte-
trafluoroethylene (PTFE) so that it can be placed in the most realistic environment possible
and measurements can be made. An external connection is made using a 1.85 mm flanged
launcher and a GB185 glass bead. The antenna layers were fabricated using a typical low-
cost PCB fabrication method. The measurement configuration for the multi-layer LWA’s
S11 prototype photo is shown in Figure 9, along with two prototypes of the proposed LWA
(ant. A and B) for RVSM application.

The measurement of the antenna was carried out in an anechoic chamber. The gain-
comparison method was used to determine the realised gain of our proposed multi-layer,
leaky wave antenna. This method calls for two antennas: one that serves as a receive
antenna and has a known gain (in our case, a horn antenna) and another that serves as a
transmitter antenna whose gain is unknown (our proposed multi-layer LWA). The antennas
were placed at a far-field distance of 1 m. The antenna gain was next calculated using
Friis’ equation.

A rotatable base connected to the computer for data acquisition was used to measure
the patterns of antenna radiation. The antenna is rotated through 0°, 10°, 20°, 30°, up to 360°
and then returned to the starting position after calibrating the VNA to 0 dB insertion loss.
The information is then gathered and kept on file to forecast the signal strength. Figure 10
compares the simulated and measured results of the S11 and the gain of the proposed
multi-layer LWA for RVSM. The measured values for the S11 bandwidth and the maximum
gain of ant. A is 7.89 GHz and 23.95 dBi, respectively, which are slightly higher than the
simulation values (6.8 GHz and 23.5 dBi). Over the key frequencies of interest ranging from
58 to 66 GHz, the S-parameter stays lower than -10 dB. In addition, the beam scanning
ranges of each of the tested antennas are the same, with a scanning range of 30◦. The small
discrepancies between simulations and measurements are attributed to errors during the
fabrication process, which affect the performance of the antenna at mm-wave frequencies.
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(a) (b)

Figure 9. (a) Fabricated LWA prototype with external connections (ant. and ant. B) (b) S11 test setup.

(a) (b)

Figure 10. Measured LWA results compared to simulated in (a) S11 and (b) Realised gain.

To validate the design concept, the measured far-field radiation patterns of the co-polar
and cross-polar in the E-plane and H-plane radiation patterns at 62.5 GHz are presented
in Figure 11. Manufacturing and radiation measurement tolerances, such as link losses,
lateral reflections, and antenna misalignment, may be to blame for any differences between
the simulated and observed S11 and FRPs. A complete comparison between simulated and
measured E-plane radiation patterns at different frequencies is given in Figure 12a. They
show excellent agreement between simulations and measurements.

(a) (b)

Figure 11. Measured and simulated copolar and crosspolar (a) E-plane and (b) H-plane radiation
patterns at 62.5 GHz.
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Both the measured and simulated efficiency of antennas A and B remained at approx-
imately 95% for the frequency range above 60 GHz (Figure 12b). For this measurement,
first, a current was run through the antenna terminals, and then the strength of the electro-
magnetic field that went out into space was measured. In the next section, the measured
antenna characteristics will be used for the RVSM experiment.

(a) (b)

Figure 12. The measured and simulated (a) E-plane radiation patterns of the multi-layer LWA and
(b) radiation efficiency.

4. RVSM Measurements with Doppler Radar

In this experiment, we focus only on heart rate and respiration rate measured on the
chest. Our proposed leaky wave antenna with a beam scanning range of 30◦ is sufficient for
this type of experiment. However, it should be noted that to scan other parts of the body
with this method, more complex systems should be used that reach beyond the scope of
this paper.

The proposed RVSM process is shown in a block diagram in Figure 13a. The trans-
mitting antenna (Tx ) transmits a one-tone electromagnetic (EM), continuous wave (CW
signal) in RVSM using a DR technique for a predetermined period of time. After the
electromagnetic signal is scattered on the chest of a person standing at a determined dis-
tance in front of the antennas, it is simultaneously picked up by a receiving antenna (Rx).
The quasi-periodic oscillations in the chest caused by breathing and heartbeats during
the designated time phase modulate the received signal. The received phase-modulated
signal and the transmitted signal are correlated for demodulation. The time domain (TD)
information for the roughly recorded baseband signal at the Rx is provided below [4]:

R(t) = cos[θ(t) +
4πxb(t)

λ
+

4πxh(t)
λ

] (2)

where θ(t) represents the total phase shift brought on by the signal path (d), reflected
signals from the environment and the subject, and residual phase noise. The xb(t) and xh(t)
are the vibrational shifts of the chest that are, respectively, represented by the breathing
and heartbeat, where λ is the operating wavelength. These shifts occur when the chest
is subjected to vibration. Due to the periodic nature of xb(t) and xh(t), an approximation
of them may be made as follows: xb(t) = mb sin(2π fb t) and xh(t) = mh sin(2π fh t),
where mb and mh are the displacement amplitudes of the chest vibration. The recorded
demodulated received signal can be expanded in a Fourier series in the manner described
below and thus translated into the Frequency Domain (FD) [26]:
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R(t) =
∞

∑
i=−∞

∞

∑
j=−∞

Jj[
4πmb

λ
]Ji[

4πmh
λ

]×

cos(j2π fbt + i2π fht + θ)

(3)

where J(X) is the argument X representing a Bessel function of the first order. Equation (3)
above contains the required BR and HR details, in addition to noise distortions and
vibrations from the surroundings. After that, the appropriate digital filters are applied
to Equation (3) in order to separate the essential BR and HR signals from the background
noise as well as the harmonics that are not required. Figure 13b depicts the whole of
digital signal post-processing. Figure 13c shows the experimental setup for the RVSM.
The vector network analyser (VNA) with a maximum frequency limit of 67 GHz was
used as the transceiver (TRx), which has the proposed Tx and Rx antenna modules
connected to it for our RVSM measurements. An extensive series of experiments was
carried out to verify the region that the beam-scanning antennas predicted for detecting
vital signs while stationary.

To accomplish this, the VNA is first calibrated to send and receive electromagnetic
waves with a transmit power of 0 dBm and 201 sampling points in the frequency range
between 58 and 66 GHz. As shown in Figure 13c, the test subject sits at a certain radial
distance and angular position in front of the antennas. A CW sweep with a tone for
60 s is performed. In a short time, the Tx antenna on port 1 of the VNA sends out a
signal, and the Rx antenna on port 2 picks up the reflected signal that the subject sends
back. The phase of the received signal is demodulated and recorded by the VNA for
60 s in an S21-phase format. The next step is to extract the needed BR and HR data
from the recorded S21 phase data through a signal processing programme in MATLAB.
The main parts of the signal processing program are bandpass filters that allow BR
and HR frequencies, discrete fast Fourier transform (DFFT), and notch filters (10th
order Butterworth digital filters) that reduce noise, read out data, and display the
heart rate and breathing rate. The values of BR and HR was compared with a hospital
blood-pressure monitor for heart rate and manually counted average values of BR to
make sure the measurements are accurate. For this reason, the experiment recorded the
pulse values of BR and HR five times each and compared their average values with the
values of BR and HR obtained by the DR system. For this reason, electrocardiograms
(ECGs) are not used to compare waveforms. The reason for this is that, in the presented
beam scanning DR to support the possibility of RVSM detection in connection with the
suggested antenna beam steering, we are only interested in the average BR and HR
(1/min) results in FD (and not in the BR and HR waveforms in time).

Fourier transform-based DR signalling has a RVSM acquisition time and BR/HR
resolution trade-off, which must be strictly balanced. For instance, a signal recorded
for 60 s will result in a frequency resolution of 1 pulse/s. Likewise, a recorded signal
time of 30 s will reduce the BR/HR resolution to 0.5 pulses/s. Signal processing uses
time windows. The DR signal is continuously captured in time windowing, but the
signal processing is applied to a predetermined shorter time period (e.g., 60 s for a
pulse resolution of 1/min), and the findings are updated after a shorter time interval
(e.g., every 5 s) [27]. High-resolution RVSM results may be averaged across time
using Fourier transform-based signal processing. Other complex signal-processing
techniques can be seen in [14].
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(a) (b)

(c)

Figure 13. Demonstration of the RVSM experiment setup measurements.

In this experiment, the target is 2 m away from the transmitter and the receiver
antennas at 5◦, 10◦, 15◦, 20◦, and 30◦. For each angular point, the demodulated Doppler
signal in TD, which contains the S21 phase data, is recorded at 58 GHz. The results are
replicated for frequencies of 60 GHz, 62.5 GHz, 64 GHz, and 66 GHz. As a result, we
are able to collect five sets of S21 phase data at the five specified angular locations for
58 GHz, 60 GHz, 62.5 GHz, 64 GHz, and 65 GHz, as shown in Figure 14 and Table 2. On
the left of each subplot is the Doppler signal that was recorded in TD, and on the right is
the corresponding processed signal in FD. It can be seen that the Doppler signal with
the biggest amplitude compared to the level of background noise was picked up at a
wider angle when the operating frequencies were higher. A good illustration of this is
the modest peak HR, which is more easily detected by noise.

The estimated BR signal amplitude is seen in the first peak at a frequency of about
19 (1/min), while the predicted HR signal amplitude is seen in the second peak at a
frequency of about 74 (1/min). At angles of 5◦ and 15◦, the observed BR and HR signals
exhibited amplitudes that were considerably larger than the noise values for the locations
under examination. The results confirm predictions that the antenna radiation beam at
62.5 GHz is centred at roughly 25◦ and has an HPBW of greater than 12◦ (see Figure 11a
and Table 2). It is also evident that the largest and clearest HR peak at 58 GHz is at 5◦ and
15◦, whereas at 62.5 GHz and 64 GHz, it is at 5◦, 15◦, 25◦, and 30◦, respectively.

The HR peak is still visible at 66 GHz, and it is greater than the surrounding noise at
30◦ (See Figure 14e). It can be concluded that the RVSM detection response of the proposed
antenna is suitable for a distance of 2 m at an angular range of 5◦ to 30◦, which corresponds
to an angular separation of 0.9 m when the operating frequency oscillates between 58 GHz
and 66 GHz. Due to the antenna gain and transmit power, the angular range for RVSM
detection can be increased beyond 0.9 m if the antennas are placed far away from the
object [28].

A hospital blood pressure monitor that also records patients’ heart rates on a daily
basis was used to validate the results on the same individual, as shown in Figure 15. The
BR and HR results from the experiment are compared with the results from the contact
device, and it can be seen that both sets of results are in good agreement. This experiment,
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therefore, demonstrates that the proposed antenna can be used to measure both heart rate
and breathing for longer distances (2–4 m) from the subject to provide more than 2 m of
angular coverage.

(a) (b)

(c) (d)

(e)

Figure 14. Measured RVSM results from 2 m distance at (a) 58 GHz, (b) 60 GHz, (c) 62.5 GHz,
(d) 64 GHz, and (e) 66 GHz.
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Figure 15. Validation of RVSM using (LHS) non-contact device (RHS) traditional blood pressure
machine.

In order to demonstrate the antennas’ range at a radial distance of 4 m, the experiment
was repeated multiple times with the same subject, who sat at varying angles away from
the antennas each time and had their vital signs recorded. The purpose of this was to
validate the results and compare them to those obtained from a range of 2 m. The other
experimental parameters are kept as previously described. Three RVSM measurements
were taken at the best frequencies and beam angles for maximum detect ability, according
to Figure 16: 58 GHz for 5◦, 62.5 GHz for 25◦, and 66 GHz for 30◦.

Figure 16. Measured RVSM results from a 4 m distance at 58 GHz, 62.5 GHz, and 66 GHz.

Table 2. Measured BR and HR with HIS-PRS LWA operation results at angles of 5◦, 10◦, 15◦, 20◦, and
30◦ for each frequency.

58 GHz 60 GHz 62.5 GHz 64 GHz 66 GHz

Manually Counted
BR and HR Range

with
Hospital Machine

Max.
Error

BR-HR
(1/min)

BR-HR
(1/min)

BR-HR
(1/min)

BR-HR
(1/min)

BR-HR
(1/min)

BR
(1/min)

HR
(1/min)

BR-HR
(1/min)

20–79 19–78 20–78 20–78 21–80
19–21

(avg. 20)
78–80

(avg. 79) 5–2%
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The proposed multi-layer LWA design with Doppler radar technology is well-suited
for use as a non-contact wireless sensor for health monitoring. As the experiment has
shown, the sensor can detect both breathing rate (BR) and heart rate (HR) accurately and
reliably at a radial distance of up to 4 metres. The non-contact nature of the sensor means
that it can be used in a variety of scenarios, including when a patient is travelling in an
ambulance or when they are sleeping or in occupational settings, where workers’ health
can be monitored without the need for physical contact (see Figure 1). Additionally, the
sensor’s ability to measure breathing rate and heart rate parameters within an angular
range of 5◦ to 30◦ makes it a versatile tool which can be used in different settings. The
proposed LWA design’s potential applications are not limited to healthcare; however, the
sensor’s ability to detect and monitor physiological parameters from a distance could also
be useful in sports, where athletes’ performance and recovery can be monitored remotely.

Table 3 compares this work with others from relative recent literature with RVSM
applications. Overall, the major contribution of our proposed LWA is the scanning distance
of up to 4 metres from the human body with an improved accuracy of 99.3%, which is a
significant advancement compared to other antennas and systems that have been used for
RVSM. Additionally, our proposed antenna operates with an enhanced realised gain of
24.3 dBi and radiation efficiency of 95.5% compared to relevant work from the literature.
The achieved bandwidth of our work is more limited compared to [17], which is due
to the well-known trade-off between gain and beam aperture, which explains the more
limited range of our antenna compared to [17]. However, the obtained realised gain of our
proposed design makes it suitable not only for RVSM but for a number of other applications
as well, such as 5G communications and IoT.

Table 3. Comparison of the proposed LWA with literature.

[10] [14] [16] [17] This Work

Frequency (GHz) 60 24 62–65 50–66 58–66

Radiation efficiency (%) 94 - 95 83.2 95.5

Scanning range (◦) 0 90 12 70 30

Gain (dBi) 24 - 20.1 19.3 24.3

Bandwidth (%) 12 - 3.38 16 8

RVSM distance (m) 1 3.4 3 1.5 4

RVSM accuracy (%) 98.6 99.12 90.8 95 99.3

5. Conclusions

The proposed multi-layer leaky wave antenna is a highly promising technology due
to its numerous advantages. It operates in the 60 GHz band, which is ideal for applications
requiring high data rates, low interference, and short-high-range communication. Addition-
ally, the antenna has a high gain and enough beam-steering range for RVSM (Remote Vital
Sign Monitoring) applications, which is essential for accurately tracking the movements of
a person’s body. It is manufactured using low-cost PCB (Printed Circuit Board) fabrication
methods, which makes it a highly attractive option for widespread adoption. Additionally,
the design has been tested and characterised through two prototypes, and good agreement
has been observed between the simulations and measurements. The experiment conducted
to test the antennas for respiration and heartbeat detection showed that the proposed
antenna is highly effective. The antenna was tested at radial distances of 2–4 m and angular
positions of 5◦ to 30◦ on the subject’s body, with successful results. This indicates that the
antenna is capable of accurately detecting BR and HR parameters from a distance, making
it ideal for use in healthcare and other fields. The design method could be used to make
low-cost antennas with high gain that can also work at higher mm-wave frequencies and
have a wider range of radiation.
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Abstract: Despite playing a central role in antenna design, aperture efficiency is often disregarded.
Consequently, the present study shows that maximizing the aperture efficiency reduces the required
number of radiating elements, which leads to cheaper antennas with more directivity. For this, it
is considered that the boundary of the antenna aperture has to be inversely proportional to the
half-power beamwidth of the desired footprint for each φ-cut. As an example of application, it has
been considered the rectangular footprint, for which a mathematical expression was deduced to
calculate the aperture efficiency in terms of the beamwidth, synthesizing a rectangular footprint of a
2:1 aspect ratio by starting from a pure real flat-topped beam pattern. In addition, a more realistic
pattern was studied, the asymmetric coverage defined by the European Telecommunications Satellite
Organization, including the numerical computation of the contour of the resulting antenna and its
aperture efficiency.

Keywords: antenna array apertures; pattern synthesis; footprint patterns

1. Introduction

In IEEE Standard for Definitions of Terms for Antennas [1], the antenna illumination
efficiency is defined as the ratio of the maximum directivity of an antenna aperture to
its standard directivity, and the antenna aperture efficiency as the ratio of the maximum
effective area of the antenna to the aperture area. In some cases, illumination and aperture
efficiencies might coincide. It is remarkable that those antenna arrays synthesized with
small aperture efficiency require more radiating elements than necessary.

Kim and Elliott [2] proved that the extensions of Tseng–Cheng distributions, which
give a flat-topped beam in every φ-cut, are inefficient because they use rectangular bound-
ary arrays, and, as a consequence, the obtained shaped patterns are almost rotationally
symmetric, and they present ring side lobes that are not circular (θpeak �= constant). Obvi-
ously, the optimal boundary for this distribution should be circular and not rectangular.

The vast majority of works regarding footprint pattern synthesis use rectangular,
circular, or elliptical antennas independently of the shape of the desired pattern ([3–10]
being some representative examples). Even some works related to reflectarrays suffer from
this issue [11,12].

In [13,14], a synthesis was implemented that tried to slightly optimize antenna aperture
efficiency, but without analyzing the problem in depth.

Elliott and Stern [15] have suggested that, in order to obtain a highly efficient antenna,
its contour has to be inversely proportional to its half-power beamwidth (HPBW) in every
φ-cut. This technique was developed by Ares et al. [16] in order to synthesize square
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footprints. Afterwards, Fondevila et al. [17] numerically optimized the contour of an
antenna to obtain rectangular footprints.

More recently, López-Álvarez et al. [18] presented an efficient iterative method that,
starting from a circular aperture and removing those elements with low-amplitude excita-
tions, generates footprint patterns.

In this work, a study is presented which tries to maximize aperture efficiency for
rectangular footprints as well as for the case of the asymmetric coverage defined by the
European Telecommunications Satellite Organization (EuTELSAT) for the first time to the
best of our knowledge. The role of aperture efficiency in the synthesis of high-performance
antennas is highlighted, a topic that is usually disregarded in modern studies, given that, as
previously stated, high aperture efficiencies guarantee not using more radiating elements
than needed. The use of conventional methods, which do not maximize aperture efficiency,
would increase the price and even diminish the directivity for those antennas in which
illumination and aperture efficiencies coincide, requiring larger antenna areas.

In order to synthesize optimal antenna patterns with specific ripple and side-lobe
levels, it is necessary to optimize the disposition of radiating elements within the antenna. If
this is not achieved, the antenna contour has to be optimized. This work proposes antenna
contours that are very close to the optimal solution, which allows obtaining this with global
or even local optimization methods.

2. Materials and Methods

A unidirectional planar, circular aperture of radius a and continuous aperture distri-
bution K0(ρ) (that is, a linearly polarized planar aperture distribution), with the notation
expressed in Figure 1, produces the φ-symmetric pattern [19,20] from Equation (1).

F(θ) = 2π
∫ a

0
K0(ρ)J0(kρ sin(θ))ρdρ (1)

where λ is the wavelength, J0 is the zeroth Bessel function of the first kind, and θ is the
azimuthal angle, that is, the angle measured from the zenith of this aperture. Consider the
following relations:

u =
2a
λ

sin(θ); p =
π

a
ρ; g0 =

2a2

π
K0(ρ) (2)

where the parameter u defines the pointing direction in real space, consisting of an equation
that relates the angle and the wavelength, this angle defining the HPBW of the flat-topped
beam, and ρ is the radial coordinate of the aperture. These substitutions transform the last
equation into

F(u) =
∫ π

0
pg0(p)J0(up)dp (3)

Figure 1. Circular aperture of radius a. The cylindrical coordinates ρ, β refer to the antenna aperture,
while the spherical coordinates r, θ, φ are used for defining the field point P.
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For instance, the case of a constant, uniform aperture g0(p) = 1 yields the well-
known pattern

F0(u) =
J1(πu)

πu
(4)

consisting of a main beam surrounded by a family of ring side lobes (given the existing
axial symmetry), where J1 is the first-order Bessel function of the first kind.

Then, by representing the aperture distribution in terms of the roots of J1, such that
J1(πγ1n) = 0, n = 0, 1, 2 . . ., we obtain [19]:

g0(p) =
∞

∑
n=0

Bn J0(γ1n p) (5)

Integrating the initial φ-symmetric pattern (Equation (3)) with the previous aperture
distribution (Equation (5)), evaluated at the roots γ1n, n = 0, 1, 2 . . ., we obtain the
aperture distribution

g0(p) =
2

π2

∞

∑
n=0

F(γ1n)J0(γ1n p)
J2
0 (γ1nπ)

(6)

Thus, if the roots un = γ1n for n ≥ n̄ are kept (n̄ being the transition parameter),
but the inner roots are displaced for n = 1, 2, . . . , n̄ − 1 to the new complex positions
un + jvn �= γ1n, the pattern becomes a rotationally symmetric field that can be radiated
by a circular aperture, with properly filled nulls in the shaped region and controlled side
lobe levels in the unshaped region. With appropriate values of un and vn, it is possible
to synthesize both real and complex flat-topped beam patterns using [15,17,19]. This is
accomplished by dividing Equation (4) by its (1 + ε)M + s first zeros and multiplying by
the new, displaced ones:

F(u) =
J1(πu)

πu

∏M
n=1

(
1 − u2

(un+jvn)
2

)(
1 − u2

(un−jvn)
2

)ε

∏M+s
n=M+1

(
1 − u2

u2
n

)
∏

(1+ε)M+s
n=1

(
1 − u2

γ2
1n

) (7)

where ε = {0, 1} (the pattern is real if ε = 1 and complex if ε = 0). As a result, F(un) �= 0
unless vn = 0; thus, there exist new complex roots positions (un + jvn) for which the pattern
has properly filled roots in the shaped region and controlled side lobe levels in the rest. For
n ∈ (M + 1, M + s), the peak levels of the inner s side lobes depend on the values of un,
with a decay of u−3/2 for distant side lobes. The flat-topped beam is composed of a central
beam surrounded by M annular ripples of the same height, with the depth of the troughs
between these components depending on the un and vn for n ∈ [1, M]. The corresponding
aperture distribution given by Equation (6) truncates at n̄ = (1 + ε)M + s + 1.

Therefore, a flat-topped beam extended about u0 = 2a
λ sin(θ0) such that F(u0) = −3 dB

will give a θ0 value that is smaller if a
λ is larger. The achieved flat-topped beam for real

patterns (ε = 1) is broader than those corresponding to the complex patterns (ε = 0),
and the u0 value is also bigger in real patterns. The angle θ0 will define the HPBW of
the flat-topped beam. Consequently, the flat-topped HPBW is inversely proportional to
ρmax(β), which is the distance along the β line in the XY plane out of the periphery.

2a
λ

sin (θ0) =
2ρmax(β)

λ
sin (θ(β)) (8)

Thus, the product of the antenna size by the HPBW (a · βω0) is conserved:

a · βω0 = ρmax(β) · βω(β) (9)
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As a particular case, we can now consider a rectangular footprint, with quadrant
symmetry. The maximum radius for the rectangular footprint is

ρmax(β) =

{ βω0
βωa

a · cos(β) if 0 ≤ β < α
βω0
βωb

a · sin(β) if α ≤ β < π/2
(10)

Given this, for some angle α, ρmax(β) must be the same for both cases, with βωa, βωb
being the HPBW in each axial direction:

tan(α) =
βωb
βωa

(11)

By considering βωa ≥ βωb, and given that the required antenna for synthesizing this
specific pattern (from Equation (10)) cannot exceed the available one (that is, the antenna
defined initially, a circular aperture of radius a), it can be shown that there is the following
constraint regarding the ratios of the HPBW in each axial direction:

βω0

βωb
a sin β cos β =

βω0

βωb
a

sin 2β

2
= f (β) ≤ a (12)

with α ≤ β ≤ π
2 . It is straightforward to obtain the maximum value of the function f (β):

d f
dβ

= 0 ⇒ βω0

βωb
a cos 2β = 0 ⇒ βm =

π

4
(13)

For that angle, the function takes the value

f (βm) = a
βω0

βωb

1
2

(14)

Considering that the HPBW associated with the aperture of radius a is such that
βω0 = βωa, the constraint regarding the ratios of the HPBW results in

f (βm) = a
βωa

βωb

1
2
⇒ βωa ≤ 2βωb (15)

therefore:
1 ≤ βωa

βωb
≤ 2 (16)

or, otherwise, the shape of the antenna could not verify the aspect ratio for the desired footprint.
The effective area of the antenna, in radial coordinates, is computed as the sum of

two terms, depending on the value of ρmax(β):

Ae =
1
2

∫ π
2

0
ρ2

max(β)dβ (17)

Therefore, the effective area (for a quadrant) is

Ae =
(a · βω0)

2

8

(
2α + sin (2α)

(βωa)2 +
π − 2α + sin (2α)

(βωb)2

)
(18)

On the other hand, the antenna aperture area for such a pattern (with the shape of a
rectangle) is

A =
(a · βω0)

2

(βωa)(βωb)
(19)
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The antenna efficiency, as previously defined, is

ηa =
Ae

A
=

1
8

(
βωb
βωa

(2α + sin (2α)) +
βωa

βωb
(π − 2α + sin (2α))

)
(20)

The effective area of the antenna can be expressed in terms of the directivity [20] as

Ae = ηa A = Dmax
λ2

4π
(21)

where A is the area of the antenna, and ηa ≤ 1 is the antenna efficiency of an aperture-
type antenna. On the other hand, the standard directivity [21], the directivity that can be
obtained with an aperture A, is

Dstd ≤ A
4π

λ2 (22)

As a result, considering the maximum value for Dstd, ηi being the illumination effi-
ciency and taking into account Equation (21), we have

ηi =
Dmax

Dstd
=

λ2

4π

Dmax

A
=

Ae

Dmax

Dmax

A
=

Ae

A
= ηa (23)

that is, the illumination efficiency equals the antenna aperture efficiency. Thus, in this case,
a good antenna aperture efficiency implies a good illumination efficiency.

3. Discussion

3.1. Application to Footprints with Quadrant Symmetry

For this set of applications, Equation (20) is implemented, taking into account quad-
rantal symmetry. We might check the case of a clover generating a square pattern (Figure 2).
Considering α = π

4 and βωa = βωb, the aperture efficiency would be

η1:1 = 0.64 (24)

As an example of application of the synthesis of a square footprint pattern of ap-
proximately 20◦ × 20◦ using an aperture of the shape of Figure 2, in [16], a continu-
ous aperture distribution g(p) (that is, pure real g0(p) from Equation (6) truncated at
n̄ = (1 + ε)M + s + 1 with ε = 1, M = 2, and s = 2) was stretched into a distribution
within its boundary and afterwards sampled to be applied to a rectangular grid array; 36%
of the elements would be saved (thus, 52 elements of a total of 144 for each quadrant). This
coincides with the fact that the effective area is 64% of the total area (from Equation (24)).

0
a

a

Initial antenna

Optimal antenna

Figure 2. Shape of the required antenna for a rectangular footprint pattern of 1:1 aspect ratio. The
required antenna matches the available one. The contour is obtained from Equation (10). The solid
green line represents the initial antenna, while the solid blue line is the optimal antenna.
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Then, a rectangular footprint pattern of a 2:1 aspect ratio (Figure 3), with tan(α) = 1
2 ,

leads to
η2:1 = 0.86 (25)

0 a

2a

Initial antenna

Optimal antenna

Figure 3. Shape of the required antenna for a rectangular footprint pattern of 2:1 aspect ratio. The
required antenna matches the available one. The contour is obtained from Equation (10). The solid
green line represents the initial antenna, while the solid blue line is the optimal antenna.

We consider a rectangular footprint pattern of a 3:1 aspect ratio (Figure 4), with
tan(α) = 1

3 . As can be seen, the required antenna exceeds the available one, indicated with
solid lines in Figure 4. Thus, the real aperture efficiency ηr has to consider the complete
required antenna, with dashed lines Figure 4, which are

η3:1 = 1.21

ηr
3:1 = 0.80

(26)

0 a 3a/2

3a
Required antenna

Initial antenna

Optimal antenna

Figure 4. Shape of the required antenna for a rectangular footprint pattern of 3:1 aspect ratio. The
required antenna exceeds the available one. The contour is obtained from Equation (10). The solid
green line represents the initial antenna, while the dashed red line is the required antenna, and the
solid blue line is the optimal antenna.

Furthermore, this effect is accentuated for a rectangular footprint pattern of a 4:1 aspect
ratio (Figure 5), with tan(α) = 1

4 , which leads to

η4:1 = 1.59

ηr
4:1 = 0.80

(27)
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Figure 5. Shape of the required antenna for a rectangular footprint pattern of 4:1 aspect ratio. The
required antenna exceeds the available one. The contour is obtained from Equation (10). The solid
green line represents the initial antenna, while the dashed red line is the required antenna, and the
solid blue line is the optimal antenna.

The synthesis of a rectangular footprint of a 2:1 aspect ratio is exemplified, by starting
from a pure real flat-topped beam pattern (ε = 1) with a side-lobe level SLL = −25 dB,
n̄ = 6, M = 2 filled nulls, and a ripple level of ±0.5 dB; the method depicted in [18]
synthesized a pattern with SLL = −25 dB and a ripple level of ±0.8 dB. The resulting array
has 1044 elements 0.5λ spaced. Figure 6 shows the normalized aperture distribution as
well as the final pattern.

(a) (b)

Figure 6. Normalized aperture distribution and interpolated image of the reconstructed pattern with
a threshold level set at −50 dB from the antenna contour shown in Figure 3. (a) Normalized aperture
distribution. (b) Reconstructed pattern.

3.2. Application to Asymmetric Footprints

As an initial pattern to compose all the footprints in this section, both real and complex
(obtained with the methods described in [15,19] and shown in Figures 7 and 8, respectively)
flat-topped beam pattern boundaries are considered. Both sets of roots are implemented
with two filled zeros (Figure 9) and one only filled zero (Figure 10). The latter requires
much smaller antennas than the former.
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Figure 7. Patterns from (a) real and (b) complex roots. The HPBW for each set of roots is obtained at
(a) u0 = 4.54 and (b) u0 = 2.86. Produced with a side-lobe level SLL = −25 dB, n̄ = 6 inner roots,
M = 2 ripple cycles, and a ripple level of ±0.5 dB.

0 2 4 6 8 10 12
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λ
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λ
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−10

0

d
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Figure 8. Patterns from (a) real and (b) complex roots. The HPBW for each set of roots is obtained
at (a) u0 = 2.52 and (b) u0 = 1.75. Produced with a side-lobe level SLL = −25 dB, n̄ = 5 inner roots,
M = 1 ripple cycles, and a ripple level of ±0.5 dB.

For this case, the contour of the antenna has to be numerically computed with
Equation (9), the values of u0 from the diagrams of Figures 7 and 8, and the area of the
antenna (Ae).

The European coverage defined by the EuTELSAT yields interesting applications from
geostationary satellites, with the contour from Figure 11. This configuration leads to the
same aperture efficiency for the real and complex cases (ηreal

EuTELSAT = η
complex
EuTELSAT = 0.778).

596



Sensors 2023, 23, 4982

0

7a

4a

Minimum antenna

Optimal antenna

(a)

0

4a

2a

Minimum antenna

Optimal antenna

(b)

Figure 9. Shape of the required antenna for the case of the EuTELSAT antenna contour. The contour
is obtained from Equation (9), using as initial pattern both (a) real and (b) complex flat-topped beam
pattern boundaries with two filled zeros. The dashed red line represents the minimum antenna, while
the solid blue line is the optimal antenna.

0

4a

2a

Minimum antenna

Optimal antenna

(a)

0

3a

2a

Minimum antenna

Optimal antenna

(b)

Figure 10. Shape of the required antenna for the case of the EuTELSAT antenna contour with
one only zero. The contour is obtained from Equation (9), using as initial pattern both (a) real and
(b) complex flat-topped beam pattern boundaries with one filled zero. The dashed red line represents
the minimum antenna, while the solid blue line is the optimal antenna.

Figure 11. Contour of continental Europe covered by the EuTELSAT satellite.

4. Conclusions

As a consequence of our study, it has been proved that, for rectangular footprints, the
HPBW within the principal planes must verify 1 ≤ βωa

βωb
≤ 2, i.e., a maximum aspect ratio

of 2:1, in order to be able to obtain an aperture size fitting the aspect ratio of the footprint.
For the case of the EuTELSAT antenna contour, which has been synthesized using both

real and complex diagrams, it has been found that the antenna shape from the real pattern
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is always bigger than from the complex one, but maintaining the same aperture efficiency.
If the number of ripple levels is reduced to one, the shape of the antenna also decreases for
both pure real and complex cases, verifying the former result. The implementation in this
case would lead to the use of fewer elements at the expense of also reducing the antenna
directivity in comparison with the case of two ripple levels. For both real and complex
patterns, reducing the ripple level implies a small shrinkage of the radiation pattern in the
shaped region, which will be greater as the SLL increases.

In the examples shown, we have considered the most favorable case, as we have
always used the minimum aperture area that adjusts the effective area as much as possible.
Nevertheless, in real cases, the antenna aperture area is expected to be bigger.

This procedure is directly applicable to equispaced linear arrays, where the product of
the number of elements and HPBW is approximately constant.

It is recommended that these possible improvements in the aperture efficiency be
incorporated in all future syntheses of linear and planar arrays.
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Abstract: This paper presents a novel microstrip patch antenna design using slots and parasitic strips
to operate at the n77 (3.3–4.2 GHz)/n78 (3.3–3.8 GHz) band of sub-6 GHz and n96 (5.9–7.1 GHz) band
of sub-7 GHz under 5G New Radio. The proposed antenna is simulated and fabricated using an
FR-4 substrate with a relative permittivity of 4.3 and copper of 0.035 mm thickness for the ground
and radiating planes. A conventional patch antenna with a slot is also designed and fabricated for
comparison. A comprehensive analysis of both designs is carried out to prove the superiority of
the proposed antenna over conventional dual-band patch antennas. The proposed antenna achieves
a wider bandwidth of 160 MHz at 3.45 GHz and 220 MHz at 5.9 GHz, with gains of 3.83 dBi and
0.576 dBi, respectively, compared to the conventional patch antenna with gains of 2.83 dBi and 0.1 dBi
at the two frequencies. Parametric studies are conducted to investigate the effect of the parasitic strip’s
width and length on antenna performance. The results of this study have significant implications
for the deployment of high-gain compact patch antennas for sub-6 GHz and sub-7 GHz 5G wireless
communications and demonstrate the potential of the proposed design to enhance performance and
efficiency in these frequency bands.

Keywords: patch antenna; parasitic strips; high gain; 5G; compact antennas; dual-band antennas

1. Introduction

5G mobile communication systems have significantly improved over the last few
decades and are in high demand due to their significant advantages, including low latency,
high data rate, and high data capacity [1]. The usage of high data rates, wide bandwidth,
and stable gain, which are already in use in many regions, will be greatly impacted by
5G. The 5G New Radio includes frequency bands such as n77 (3.3 GHz–4.2 GHz), n78
(3.3 GHz–3.8 GHz), and n79 (4.4 GHz–5.0 GHz) for sub-6 GHz 5G applications [2]. For
applications above 5 GHz, the n96 band falls under sub-7 GHz and ranges from 5.9 to
7.1 GHz [3].

Among many types of antennae in the market and industry, the microstrip patch
antenna is a mature design to deploy 5G wireless communications due to its advantages
such as its light weight, small volume, low cost, low profile, smaller dimension, and ease
of fabrication [4]. However, the main drawbacks of conventional microstrip antennae are
their narrow bandwidth and low gain [5]. Nonetheless, the patch antenna can be easily
customized to operate at different resonance frequencies, enabling it to be used for many
wireless applications with just one antenna.
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In recent years, researchers have developed new designs to improve the performance
of patch antennas, enabling them to operate in multiple bands, achieve greater gain, wider
bandwidth, and be more compact [6–12]. In reference [6], a Teflon substrate-based patch
antenna that operates in three different bands under sub-6 GHz 5G, with overall dimensions
of 50 mm × 80 mm was reported. The antenna achieves gains of 2.52 dBi, 3.04 dBi, and
4.31 dBi at 2.55 GHz, 3.5 GHz, and 4.75 GHz, respectively. A slotted plus shape patch
antenna using Rogers RT5880 substrate operating at 3.12 GHz of the sub-6 GHz band 5G
was proposed in reference [7], utilizing the Defected Ground Structure (DGS) method to
obtain the desired frequency coverage. The antenna has an overall bandwidth of 2.56 GHz,
but the gain is relatively low at 2.44 dBi. Similarly, in reference [8], the DGS method to
enable the antenna to operate at two different frequencies, 4.53 GHz and 4.97 GHz, using
the RO5880 substrate with a relative permittivity of 2.2 was implemented. The antenna
achieves gains of 5 dBi at 4.53 GHz and 4.57 dBi at 4.97 GHz, with overall dimensions of
77 mm × 70.11 mm. However, the bandwidth of the antenna is not reported in [8].

Recent advancements in microstrip patch antenna design have led to significant
improvements in the performance of sub-6 GHz 5G communications systems. A high-
gain, single-band antenna using Arlon AD300C substrate and operating at 5.65 GHz was
proposed in reference [9], with an overall gain of 7.15 dBi and a bandwidth of 135 MHz. To
enhance the gain of microstrip patch antennas at 2.4 GHz, the airgap method was reported
in [10], which involves inserting an airgap between the substrate and ground plane. By
inserting a 3 mm airgap, the gain increased from 7.1 dBi to 7.91 dBi, while the bandwidth
reduced from 110.7 MHz to 72.873 MHz. However, the study concluded that there is a
trade-off between antenna gain and bandwidth associated with the implementation of this
technique. Another approach to increase antenna gain is the use of a reflecting layer, as
proposed in [11], which employs four spacers across four different corners of the patch
antenna. The antenna operates at 2.392 GHz with an overall gain of 5.2 dBi and a narrow
bandwidth of 44.7 MHz, with dimensions of 60 mm × 55 mm × 8 mm. Additionally, a
wideband printed antenna using FR-4 substrate to operate in n77 and n78 band of the 5G
New Radio (NR) was developed in [12], with overall dimensions of 28 mm × 20 mm. The
antenna achieved a maximum gain of 2.5 dBi with a bandwidth of 700 MHz.

A wideband coplanar waveguide (CPW)-fed monopole antenna with overall dimen-
sions of 20 × 8.7 mm2 where the substrate used was FR-4 with a relative permittivity of 4.3
and thickness of 0.4 mm was proposed by the authors in [13]. The antenna operated in a sin-
gle band with measured bandwidth coverage for Wi-Fi 5 and Wi-Fi 6 (5.15 GHz to 7.29 GHz).
However, the simulated gain at 6.2 GHz was 2.6 dBi while the measured gain was 2.25 dBi.
A quad-band circularly polarized antenna was designed to operate at four different bands
including WIFI-6E (5925–7125 MHz), 5G n77 (3300–4200 MHz), n78 (3300–3800 MHz), and
the GNSS band by the authors [14]. The antenna was fabricated using a FR-4 substrate and
the overall dimensions of the antenna were 80 mm × 80 mm. For all the four bands, the
antenna obtained wider bandwidth with moderate gain. A flexible antenna fabricated with
graphene to operate in dual bands was designed by Zelong Hu et al. [15]. The antenna
primarily focused on to generate at Wi-Fi 6e standards (2.4–2.45 GHz and 5.15–7.1 GHz).
To make sure that the antenna works well under the conformal conditions, the authors
used Polydimethylsiloxane (PDMS) for substrate. The measured realized gain within 5.15
to 7.1 GHz was in the range of 5.25–6.85 dBi and 2.62–2.91 dBi within 2.3–2.5 GHz. The
antenna covered the desired frequency bands even when it was bent to 120◦ and 180◦.
In [16], a vehicular cellular antenna was designed using FR4 substrate to cover the fre-
quency range 0.617 GHz to 5 GHz which falls under 5G sub-6 GHz. The antenna was
designed to achieve an omni-directional radiation pattern which is a major requirement for
vehicular systems. To maintain omni-directional radiation patterns, the antenna is intended
to be symmetric around the centerline. A high antenna (28.03 × 23.45 mm2) with defected
ground structure (DGS) method to operate at Sub-6 GHz of the 5G communications was
proposed in [17]. The authors implemented DGS method to achieve wider bandwidth
while keeping the antenna small in shape. The antenna operated from 4.921 to 5.784 GHz
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with overall gain of 6.2 dBi. A 2 × 2 element patch array antenna on a FR-4 substrate to
operate at Wi-Fi 6/6E was designed by the authors in [18]. At 7.1 GHz, the maximum
gain of 12.05 dBi was achieved with bandwidth coverage from 5 to 7.5 GHz. The authors
used nylon pillars to create some gap between the substrate and a metal plate to keep the
antenna simple without degrading its gain and bandwidth. To operate at three different
frequency bands, the authors designed a microstrip patch antenna with I-shaped slots
and two shorted metallic pins to enhance the bandwidth [19]. The substrate used was
Rogers RT-Duroid-5880-DK-2.2 with single patch radiating element with dimensions of
34.6 × 33.05 mm2. The antenna resonated at 5.2, 5.5, and 5.8 GHz which fall under the
5G Wi-Fi spectrum. The maximum value of gain obtained was 7.2 dBi at 5.5 GHz. A
dual band monopole compact antenna to operate at 2.4 GHz and 5.2/5.8 GHz is designed
and fabricated in [20]. To reduce the manufacturing cost and complexity of the proposed
design, the authors comb-shaped element into the open ring structure. For 2.4 GHz band,
the measured gain varied between 3.34 dBi and 3.81 dBi with efficiency ranged between
52% and 61%. Moreover, with regards to the 5.2 GHz band, the measured gain varied
between 5.19 dBi and 6.62 dBi with efficiency ranged between 83% and 87%. To improve
antenna gain and bandwidth, the use of parasitic elements is a mature and advantageous
method [21]. By using dummy elements which can be also called as “parasitic elements”
along with the main element known as “driven element”, the antenna gain and bandwidth
can be enhanced. When the parasitic elements are excited through the radiating edges
of the driven element and when all the elements (parasitic and driven) are well-coupled
with one another, the resonance of the elements match together and the overall bandwidth
increases and it also leads to an increase in antenna gain.

This work proposes a novel method for improving the gain, bandwidth, and efficiency
of dual-band antennas without modifying the overall antenna dimension of a conventional
patch antenna with slots, by implementing a parasitic patch antenna with a slots-based
technique. The proposed antenna is simulated and fabricated using an FR-4 substrate with
a relative permittivity of 4.3 and copper with a thickness of 0.035 mm for the ground and
radiating planes. To evaluate its performance, the proposed antenna is compared with
previous works in terms of size, operating frequencies, bandwidth, and gain. Section 2
summarizes the configuration of the antenna design. The simulated and measured results
are discussed in Section 3, along with parametric analysis. Finally, the study’s conclusions
are presented in Section 4. The proposed technique represents a significant advancement in
dual-band antenna design, with the potential to improve the performance and efficiency of
5G wireless communication systems, especially in applications where compact, wideband,
and high-gain antennas are essential.

2. Antenna Design Configuration

This study presents a comprehensive comparison of two patch antennas to validate
the efficacy of the proposed approach. Antenna-1 is a conventional patch antenna with
slots, while Antenna-2 is a novel patch antenna with parasitic elements and slots. The
introduction of parasitic elements in the conventional patch antenna can lead to an increase
in antenna gain and bandwidth. Figure 1 shows the simulated and fabricated front views
of both antennas. The antennas are designed using the concept of a microstrip patch
antenna, with FR-4 substrate having a relative permittivity of 4.3 and a thickness of 1.6 mm,
and copper with a thickness of 0.035 mm for the radiating and ground planes. Slots are
implemented on the radiating patch to enable the antenna to operate at two different bands,
and the concept of the inset-fed technique is used for better impedance matching. To design
the proposed antenna, Equation (1) to Equation (7) from [22] were used. The width, Wp
and the length, Lp of the patch are calculated using the equations as given below:

Wp =
c

2fo√ (εr+1)
2

(1)
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(a) (b) 

  
(c) (d) 

Figure 1. Simulated and fabricated designs of the proposed patch antennas: (a) Simulated Antenna-1,
(b) Simulated Antenna-2, (c) Fabricated Antenna-1, (d) Fabricated Antenna-2.

Here, C = 3 × 108 m/s (light speed), εr = permittivity of substrate and fo = resonant
frequency (GHz).

Lp = Lreff − 2ΔL (2)

where Lreff can be found using:

Lreff =
c

2 f o√εreff
(3)

Next, ground width (Wg) and ground length (lg) were calculated using:

Wg = 6h + Wp (4)

Lg = 6h + Lp (5)

here h = height of the substrate
The width of feed line, Wf:

Zo =
[
87/√

(εr + 1.141)
)]

ln(5.98h/0.8Wf) (6)

The length of feedline, Lf:

Lf =
Lg − Lp

2
(7)

The overall antenna dimensions (unit in mm) of both antennas are identical, with
Wg = 36, Lg = 35, Wp = 22.5, Lp = 20, SW = 1.5, SL = 5, Lf = 15, Wf = 2.85, PL1 = 5,
PW1 = 11.5, PW3 = 5, PL3 = 20, PL2 = 5 and PW2 = 8.4. However, in Antenna-1, there are
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no parasitic strips. The simulated and fabricated designs of Antenna-1 and Antenna-2 are
illustrated in Figure 1a,c, and Figure 1b,d, respectively.

3. Results and Discussion

3.1. Reflection Coefficient (|S11|) and Bandwidth

The reflection coefficient of the fabricated antenna was simulated using Computer
Simulation Tool (CST) Microwave Studio (MWS) software version 2022 and measured using
a vector network analyzer (VNA) (Agilent E5071C) under five different conditions. The
measurement setup for Antenna-1 and Antenna-2 is illustrated in Figure 2a,b, respectively.
Figure 2c shows the reflection coefficient plot for the simulated and obtained measurement
results. For Antenna-1, the |S11| value at the desired frequency ranges was below −10 dB
while resonating at 3.51 GHz with a bandwidth of 140 MHz (3.45 to 3.59 GHz). Additionally,
the antenna obtained bandwidth of 150 MHz (5.85 to 6 GHz) while resonating at 5.97 GHz.
In contrast, the measured results for the n77 (3.3–4.2 GHz) and n78 (3.3–3.8 GHz) bands
showed the antenna operating at 3.62 GHz with a bandwidth of 100 MHz (3.59 to 3.69 GHz),
and at 6.14 GHz, covering 6 GHz to 6.21 GHz (210 MHz) for the n96 band. For the proposed
Antenna-2, both the simulated and measured |S11| values at the 3.3–4.2 GHz, 3.3–3.8 GHz,
and 5.9–7.1 GHz bands were below −10 dB. The simulated bandwidth at 3.45 GHz was
160 MHz (3.34 to 3.49 GHz), while at 5.9 GHz, the antenna resonated at 5.87 GHz, covering
a bandwidth from 5.75 GHz to 5.97 GHz (220 MHz). In measurements, the proposed
antenna resonated at 3.52 GHz, covering 3.45 GHz to 3.55 GHz (100 MHz), and the antenna
covered 5.97 GHz to 6.145 GHz with a bandwidth of 175 MHz, resonating at 6.0 GHz. The
simulated and measured results matched well, with a small deviation attributed to the
fabrication tolerance and soldering loss. Additionally, the use of SubMiniature version A
(SMA) ports to excite the antenna in fabrication resulted in some insertion loss, unlike the
waveguide port used in the simulation.

  
(a) (b) 

 
(c) 

Figure 2. Simulated and Measured |S11| and bandwidth results (a) Antenna-1 setup (b) Antenna-2
setup (c) Comparison between Antenna-1 and Antenna-2 obtained results.
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3.2. Radiation Pattern

To evaluate the performance of the proposed antenna, the radiation pattern was
measured inside an anechoic chamber, as shown in Figure 3. The proposed antenna acted
as the transmitting antenna, while a standard horn antenna (INFOMW LB-20200-SF) at the
other end acted as the receiving antenna. The measurement was carried out by rotating
(360◦) azimuthally across the horizontal direction (x-direction) as shown in Figure 4. The
measurement was conducted at the Advanced Communication Engineering (ACE) research
lab at Universiti Malaysia Perlis (UniMAP).

Figure 3. Radiation pattern measurement of the proposed antenna.

 
(a) (b) 

 
(c) (d) 

Figure 4. Simulated antenna gains (a) Antenna-1 gain at 3.45 GHz (b) Antenna-1 gain at 5.9 GHz
(c) Antenna-2 gain at 3.45 GHz (d) Antenna-2 gain at 5.9 GHz.
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The gain of Antenna-1 obtained through simulation, are shown in Figure 4a,b, re-
spectively. It can be observed that Antenna-1 has a gain value of 2.79 dBi and 0.1 dBi at
3.45 GHz and 5.9 GHz, respectively. In contrast, Antenna-2 has a gain of 3.83 dBi and
0.576 dBi at 3.45 GHz and 5.9 GHz, respectively, as shown in Figure 4c,d. A comparison
of the gain results for Antenna-1 and Antenna-2 reveals that Antenna-2 outperformed
Antenna-1 significantly at 3.45 GHz and 5.9 GHz. At 3.45 GHz, the calculated enhanced
gain was 40% higher for Antenna-2 than for Antenna-1, while at 5.9 GHz, the calculated
enhanced gain for Antenna-2 was almost five times the gain obtained by Antenna-1. These
results demonstrate the efficacy of the proposed approach in improving the gain of the
proposed antenna.

Figure 5 shows the 2D polar radiation patterns of the proposed antenna. At 3.45 GHz,
both the simulated and measured radiation patterns show that the antenna exhibits a
strong radiation pattern towards the boresight direction, indicating a high level of direc-
tivity and gain, as illustrated in Figure 5a,b. These results are promising for the design
of high-performance wireless communication systems that require directional antennas
with high gain and efficiency. At 5.9 GHz, however, the simulated and measured radi-
ation pattern is close to omnidirectional, as it is spread over a wider area, as shown in
Figure 5c,d. This explains why the simulated gain at 3.45 GHz is higher than the gain at
5.9 GHz. These findings provide useful insights into the performance and suitability of
the proposed antenna for 5G wireless communication systems, particularly in applications
where directional antennas with high gain and efficiency are required.

 
(a) (b) 

 
(c) (d) 

Figure 5. Proposed antenna (Antenna-2) 2D polar radiation pattern (a) Simulated 2D polar pattern
at 3.45 GHz (b) Measured 2D polar pattern at 3.45 GHz (c) Simulated 2D polar pattern at 5.9 GHz
(d) Measured 2D polar pattern at 5.9 GHz.
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Figure 6a shows the gain over frequency for Antenna-1 and Antenna-2. It can be
observed that the gain at 3.45 GHz for Antenna-2 was higher than the gain for Antenna-1.
However, the gain dropped drastically for Antenna-2 while the gain dropped linearly for
Antenna-1. From 3.5 GHz, the gain again started to increase for Antenna −2 and it kept
increasing till 5.7 GHz approximately. In the case of Antenna-1, the gain was dropping
until almost 4.8 GHz and then it started increasing again until 6 GHz. At 3.6 GHz, the gain
for Antenna-1 was −3.8 dBi while the gain was 3.18 dBi for Antenna-2. Subsequently, at
4.8 GHz, the gain for Antenna-1 was 0.060 dBi and the gain for Antenna-2 was −1.89 dBi.
However, at 5.9 GHz, Antenna-2 achieved higher gain value of 0.576 dBi while Antenna-1
achieved 0.1 dBi. The efficiency over frequency for Antenna-1 and Antenna-2 is illustrated
in Figure 6b. The efficiency of Antenna-2 at 3.45 GHz was 59% while the efficiency was 47%
for Antenna-1. The efficiency dropped dramatically for Antenna-2 until 4.8 GHz approxi-
mately while the efficiency dropped constantly for Antenna-1. At 3.87 GHz, the efficiency
for Antenna-1 and Antenna-2 obtained was 46% and 15.9%, respectively. However, at
higher frequency onwards, the efficiency of Antenna-2 was more than the efficiency of
Antenna-1 because at 5.7 GHz, the gain obtained for Antenna-2 was 36.7% while it was
22% for Antenna-1. Additionally, at 5.9 GHz, the efficiency achieved by Antenna-2 was
45% and Antenna-1 achieved 40%.

 
(a) 

(b) 

Figure 6. Simulated results of Antenna-1 and Antenna-2 (a) Gain over frequency (b) Efficiency
over frequency.
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3.3. Surface Current Density

Figure 7 shows the surface current distributions of the proposed antenna for 3.45 GHz
and 5.9 GHz. The surface current distribution analysis is crucial to identify the components
or regions of the antenna responsible for the multi-band frequencies. At 3.45 GHz, the
current intensity is more concentrated on the edges of the antenna length and the two-sided
parasitic strips, as shown in Figure 7a. These regions are responsible for the antenna to
resonate at the desired frequency bands. Meanwhile, for 5.9 GHz, the current intensity is
less concentrated across the edges of the antenna length but more concentrated across the
antenna width and upper parasitic strips, as demonstrated in Figure 7b. Therefore, these
regions are responsible for the antenna to resonate at the n96 band. These results provide
valuable insights into the design and optimization of multi-band antennas.

 
(a) (b) 

Figure 7. Surface current density of Antenna-2 (a) 3.45 GHz (b) 5.9 GHz band.

3.4. Parametric Study on Width and Length Parasitic Patch Effect

To investigate the impact of parasitic strip dimensions on the performance of the
proposed dual-band microstrip patch antenna, we conducted two parametric studies. In
Case-1, we studied the effect of the length of the parasitic strip, as shown in Figure 8a, on
the resonating frequency, bandwidth, and gain of the antenna. In Case-2, we investigated
the effect of the width of the parasitic strip, as shown in Figure 8b, on the same performance
metrics. These studies provide valuable insights into the design and optimization of
dual-band microstrip patch antennas.

 
(a) (b) 

Figure 8. Parametric studies (a) Case-1 with reduced length (b) Case-2 with reduced width.
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3.4.1. |S11| and Bandwidth

Figure 9 illustrates the simulated results of varying the length and width of the parasitic
strip in comparison to the finalized design of the proposed dual-band microstrip patch
antenna. In Case-1, where the length of the parasitic strip was varied, the antenna resonated
at 3.52 GHz with an |S11| value of −19.37 dB, with an overall bandwidth coverage from
3.45 to 3.60 GHz, which is still within the n77/n78 band. For the n96 (5.9–7.1 GHz) band,
the antenna resonated at 5.92 GHz, with bandwidth coverage from 5.81 to 6.0 GHz. When
the length of the parasitic strip was varied, the operating frequency of the antenna slightly
shifted to lower bands in the n77/n78 band, while it shifted slightly to a higher frequency
band in the n96 band. In Case-2, where the width of the parasitic strip was varied, the
antenna resonated at 3.45 GHz with an |S11| value of −19.36 dB and a bandwidth value of
160 MHz (3.39 to 3.55 GHz). The resonating frequency of the antenna shifted slightly to a
higher band, where it resonated at 5.93 GHz with an |S11| value of -22.9 dB and bandwidth
coverage from 5.82 to 6.0 GHz.

Figure 9. Simulated reflection coefficient and bandwidth for Case-1 and Case-2.

3.4.2. Antenna Gain

We have conducted parametric studies on the proposed dual-band parasitic strip
antenna to investigate the effect of reducing its length and width. For Case-1, where the
length was reduced, the antenna gain decreased for both 3.45 GHz and 5.9 GHz. The
gain at 3.45 GHz was 2.93 dBi, while the gain was 0.464 dBi at 5.9 GHz, as illustrated in
Figure 10a,b, respectively. In contrast, for Case-2, where the width was reduced, the gain
of the antenna improved. The gain values were 3.73 dBi and 0.602 dBi at 3.45 GHz and
5.9 GHz, respectively, as shown in Figure 10c,d, respectively. These results suggest that by
reducing the width of the parasitic strip, the gain of the antenna can be increased for both
3.45 GHz and 5.9 GHz.

The performance comparison between Antenna-1 and the proposed antenna, Antenna-
2, is summarized in Table 1, demonstrating that the proposed antenna outperforms
Antenna-1 in terms of key performance metrics. Furthermore, compared to previously
published works as summarized in Table 2, the proposed dual-band parasitic strip antenna
is much smaller in size and exhibits a wider bandwidth and moderate gain for multiple
frequency bands.
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(a) (b) 

 
(c) (d) 

Figure 10. Effect of parasitic strip length and width on gain (a) Case-1 at 3.45 GHz (b) Case-1 at
5.9 GHz (c) Case-2 at 3.45 GHz (d) Case-2 at 5.9 GHz.

Table 1. Comparison between Antenna-1 and Antenna-2.

Parameters
Antenna-1 Antenna-2 (Proposed)

3.45 GHz 5.9 GHz 3.45 GHz 5.9 GHz

Bandwidth 140 MHz 150 MHz 160 MHz 220 MHz
Gain 2.79 dBi 0.1 dBi 3.83 dBi 0.576 dBi

Directivity 6.08 dBi 1.79 dBi 5.93 dBi 2.75 dBi
Efficiency 47% 40% 59% 45%

Antenna dimension 36 mm × 37 mm 36 mm × 37 mm

Table 2. Comparison of the proposed antenna (Antenna-2) with some of the previous works.

Ref. Frequency (GHz) Antenna Size (mm2) Bandwidth (MHz) Gain (dBi) Remark

[6] 2.55, 3.5 and 4.75 50 × 80 2920 2.52, 3.05 and 4.31 Antenna is bigger and does not cover
n77/n78 band

[7] 3.12 20 × 35 2560 2.44 Single band and low gain

[8] 4.53 and 4.97 77 × 70.11 Not reported 5 and 4.57 Antenna is bigger and did not cover
n77/n78 and n96 band
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Table 2. Cont.

Ref. Frequency (GHz) Antenna Size (mm2) Bandwidth (MHz) Gain (dBi) Remark

[9] 5.65 52.92 × 55.56 135 7.15 Single-band only, the antenna is
bigger, and the bandwidth is narrow

[10] 2.4 80 × 80 72.837 7.91 Single band, the antenna is bigger,
and the bandwidth is narrow

[11] 2.392 60 × 55 44.7 5.2 Single band, the antenna is bigger and
has a very narrow bandwidth

[12] 3.65 28 × 20 700 2.5 Single band and low gain

This work 3.45 and 5.9 36 × 37 160 and 220 3.83 and 0.537

Smaller in size, dual-band, wider
bandwidth, and moderate gain for

sub-6 GHz band but has low gain for
sub-7 GHz band

4. Conclusions

In this work, we have designed and fabricated two FR-4-based dual-band rectangular
microstrip patch antennas with an inset-fed technique, operating at 3.45 GHz which falls
under sub-6 GHz band and at 5.9 GHz which falls under sub-7 GHz band. One antenna,
Antenna-1, is a conventional dual-band patch antenna with slots, while the other, Antenna-
2, is a parasitic strip-based antenna proposed in this study. By comparing Antenna-1 and
Antenna-2 in terms of bandwidth, gain, directivity, and efficiency, we have demonstrated
that Antenna-2 outperforms conventional dual-band patch antennas. The implementation
of parasitic strips is the key factor for the enhancement of antenna performance. Moreover,
we have carried out measurements to validate the performance of the proposed parasitic
strip-based dual-band microstrip patch antenna, which has a compact size of 36 × 37 mm2

and is easy to design. The proposed antenna exhibits a wider bandwidth above 150 MHz
for both sub-6 GHz and sub-7 GHz bands, with a gain value of 3.83 dBi at 3.45 GHz and
0.583 dBi at 5.9 GHz. These measured and tested results have been validated by CST-MWS
2022 software-based simulations. Furthermore, parametric studies have shown that by
reducing the width of the parasitic strip, the gain of the antenna can be further increased.
Based on our investigations and extensive parametric study, we conclude that the proposed
antenna is an excellent competitor for applications below sub-6 GHz of 5G. These findings
provide valuable insights into the design and optimization of dual-band microstrip patch
antennas for 5G wireless communication systems, particularly in applications where a wide
range of frequency bands and high-performance characteristics are required.
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Abstract: A wideband low-profile radiating G-shaped strip on a flexible substrate is proposed to
operate as biomedical antenna for off-body communication. The antenna is designed to produce
circular polarization over the frequency range 5–6 GHz to communicate with WiMAX/WLAN anten-
nas. Furthermore, it is designed to produce linear polarization over the frequency range 6–19 GHz
for communication with the on-body biosensor antennas. It is shown that an inverted G-shaped strip
produces circular polarization (CP) of the opposite sense to that produced by G-shaped strip over
the frequency range 5–6 GHz. The antenna design is explained and its performance is investigated
through simulation, as well as experimental measurements. This antenna can be viewed as composed
of a semicircular strip terminated with a horizontal extension at its lower end and terminated with a
small circular patch through a corner-shaped strip extension at its upper end to form the shape of “G”
or inverted “G”. The purpose of the corner-shaped extension and the circular patch termination is to
match the antenna impedance to 50 Ω over the entire frequency band (5–19 GHz) and to improve
the circular polarization over the frequency band (5–6 GHz). To be fabricated on only one face of the
flexible dielectric substrate, the antenna is fed through a co-planar waveguide (CPW). The antenna
and the CPW dimensions are optimized to obtain the most optimal performance regarding the
impedance matching bandwidth, 3dB axial ratio (AR) bandwidth, radiation efficiency, and maximum
gain. The results show that the achieved 3dB-AR bandwidth is 18% (5–6 GHz). Thus, the proposed
antenna covers the 5GHz frequency band of the WiMAX/WLAN applications within its 3dB-AR
frequency band. Furthermore, the impedance matching bandwidth is 117% (5–19 GHz) which enables
low-power communication with the on-body sensors over this wide range of the frequency. The
maximum gain and radiation efficiency are 5.37 dBi and 98%, respectively. The overall antenna
dimensions are 25 × 27 × 0.13 mm3 and the bandwidth-dimension ratio (BDR) is 1733.

Keywords: circular polarized antenna; compact antenna; flexible antenna; wideband antenna

1. Introduction

Recently, a lot of research work has been focused on the wideband flexible antennas for
biomedical applications [1–7]. For example, in the application of wireless body area network
(WBAN), on-body or implantable biosensors are placed at different positions of the patient
body to provide biotelemetry data continuously, at regular time intervals [5,6], or whenever
it is required. The biotelemetry data transmitted by the biosensor antennas are collected by
a nearby (central) antenna of the WBAN (may be either on-body or off-body antenna). To
be available for a wider area network, the central antenna retransmits the collected data to
a nearby base station, which is often a WiMAX or Wi-Fi (WLAN) antenna. Figure 1 shows
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Sensors 2023, 23, 5608

an example of WBAN for a patient in the Intensive Care Unit (ICU) where the G-shaped
antenna proposed in the present work is employed as a central off-body antenna to perform
the dual function of collecting the biotelemetry data from the biosensors distributed on (or
implantable inside) the patient body and then retransmitting them to a WiMAX/WLAN
antenna. The minimization of the power consumption is a vital requirement in the biosensor
antennas to produce low-power transceivers in biomedical applications, such as the WBAN.
To minimize the power required for communication within the nodes of the WBAN, the
ultra-wideband (UWB) antennas are preferred to narrowband antennas for their low-power
spectral density that is restricted to 41.3 dBm/MHz [8,9]. For this reason, the proposed
G-shaped antenna is designed to operate in the “on-body” mode with linear polarization
over the wide frequency band (6–19 GHz). In this mode, the central antenna operates with
linear polarization to communicate with the biosensor antennas for collecting biotelemetry
data. On the other hand, the G-shaped antenna is designed to operate in “off-body” mode
for re-transmitting the collected data to the WiMAX/WLAN antenna in the frequency band
5–6 GHz. As shown in Figure 2, the WiMAX/WLAN antenna that may have arbitrary
polarization (vertical or horizontal). To reduce the power loss caused by misalignment
with the WiMAX/WLAN antenna, the G-shaped antenna is designed to produce circular
polarization while operating in the “off-body” mode (5–6 GHz) and linear polarization
while operating in the “on-body” mode (6–19 GHz).

The proposed antenna is designed to communicate not only with the biosensors on the
body but also with the surrounding medical apparatus attached to the body in a health care
system and, also, to communicate with the WLAN access points. To allow better mobility
of the patient and the attached medical equipment, this antenna is designed to operate near
body and not stuck to the body, as shown in Figure 1. Moreover, this antenna operates
in the off-body mode (while communicating with the WLAN) emitting relatively higher
level of the power than that emitted in the on-body mode operation. To reduce the specific
absorption rate (SAR) in the off-body mode it is preferred not to be placed directly on the
patient body. Because of these reasons, the proposed antenna is designed to be placed in a
region central to the body sensors, the surrounding medical equipment, and the wireless
LAN access point rather than to be integrated into the patient body.

Figure 1. Wireless body area network in intensive care unit where the proposed G-shaped an-
tenna is employed as central off-body antenna for transmitting the biotelemetry data to a nearby
WiMAX/WLAN base station antenna.
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Figure 2. WiMAX/WLAN access point with antennas of arbitrary polarization.

Polarization is a critical and significant feature of antennas in modern wireless com-
munication technology [10]. The orientation of the electric field vector determines the
polarization of the antenna, which can be either linear, circular, or elliptical [11]. Antennas
with circular polarization (CP) radiate electromagnetic energy in a circular spiral pattern,
where the two perpendicular field components are nearly equal in magnitude and in phase
quadrature [12]. The enhancement of CP bandwidth is a significant challenge for antenna
designers looking to create compact antennas without compromising their performance in
wireless communication technologies, such as 5G, Wi-Fi, and WiMax [13].

Lately, different antenna types have been employed to attain circular polarization,
including patch antennas, slot antennas, and spiral antennas [14–19]. These antennas
offer several advantages over traditional linearly polarized antennas, including improved
signal quality, lower interference, and increased capacity in wireless communication sys-
tems [20–22]. In addition to the different antenna types, CP antennas can also be classified
based on their feeding networks. Single-feed CP antennas, which utilize a single feed
point, are simpler to design and fabricate but have limited bandwidth [23–25]. On the other
hand, multiple-feed CP antennas, which use multiple feed points, can achieve wider band-
widths but are more complex to design and manufacture [26,27]. Recently, the single-feed
co-planar waveguide (CPW) has become the preferred feeding method for wideband CP
antennas [28–30]. Various types of CPW antennas have been documented to enhance CP
performance, including monopole, patch, and slot antennas [31–34]. These antennas offer
wideband circular polarization with high gain and radiation efficiency, making them ideal
for use in modern wireless communication technologies.

The flexibility of a circularly polarized (CP) antenna’s substrate can significantly im-
pact its performance [35]. When the antenna is bent or deformed, the polarization purity of
the transmitted and received signals can be affected, resulting in a decrease in antenna effi-
ciency and signal quality. However, using a flexible substrate in the design of CP antennas
can help mitigate these issues by allowing the antenna to conform to curved or irregular
surfaces, reducing the impact of substrate deformation on antenna performance [36,37]. In
recent years, there has been a growing interest in designing circularly polarized antennas
using flexible substrates to improve their performance under bending conditions. Flexible
substrates can conform to curved or irregular surfaces and provide better integration with
conformal devices, making them ideal for use in wearable or flexible communication sys-
tems [38]. The use of flexible substrates in circularly polarized antennas has been shown
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to improve radiation performance under bending conditions and reduce the impact of
substrate deformation on antenna performance [39,40]. This makes them particularly useful
for applications such as smart textiles and Internet of Things (IoT) devices, where antennas
need to be compact, low-profile, and able to withstand deformation. As such, research into
the design of circularly polarized antennas using flexible substrates has become an active
area of investigation in the field of wireless communication technology [41–43].

The proposed G-shaped and inverted G-shaped printed strip CP antennas are designed
on a low-loss flexible Roger RO3003TM that exhibits good performance even under bending.
The effects of bending the substrate on the antenna parameters were fully investigated by
numerical simulations. For enhancing the antenna performance, the antenna is constricted
as semicircular wide strip terminated by a small circular patch and fed through a CPW.
The geometric dimensions have been optimized for enhanced performance regarding the
impedance matching bandwidth, 3dB axial ratio (AR) bandwidth, radiation efficiency,
and gain.

2. Antenna Design

The WiMAX/WLAN antennas may have arbitrary polarization depending on their
orientation as shown in Figure 2. To reduce the losses resulting from misalignment of
the WBAN central antenna with the WiMAX/WLAN antenna during the off-body mode
of operation (5 GHz band), it is proposed that the G-shaped antenna produces circular
polarization over the frequency range 5–6 GHz. During the on-body mode of operation
(6–19 GHz), it is preferred to operate with linear polarization as it is easier to align the
central antenna with the on-body biosensor antennas. The functions assigned to the
proposed antenna and the required polarization during the two modes of operation are
listed in Table 1.

Table 1. Operations assigned to the G-shaped strip antenna proposed for WBAN in ICU.

Mode of
Operation

Function of the Antenna Frequency Range Polarization

On-body Communicate with the biosensor 6–19 GHz Linear
antennas for biotelemetry

Off-body Retransmit biotelemetry to 5–6 GHz Circular
WiMAX/WLAN antennas

The G-shaped and inverted G-shaped strip antennas are designed to operate over
the frequency band (5–19 GHz). The main issue of the proposed antenna design is to
fulfill the requirements of the dual function to produce dual polarization (circular/linear)
over a wide frequency band with good impedance matching and high radiation efficiency.
The G-shaped radiating strip is a turn-like antenna, i.e., it is similar to a helix or spiral of
one turn. Therefore, it can produce both circular and linear polarization by adjusting its
dimensions relative to the wavelength. The frequency band 5–6 GHz is actually the unique
frequency band that is commonly dedicated for WiMAX and WLAN applications together.
Therefore, the frequency band 5–6 GHz is selected for circular polarization. The CST®
Studio Suite 3D EM simulator (CST-MWS) is used to design the antenna and evaluate its
performance. The geometry of the inverted G-shaped antenna is presented in Figure 3. The
inverted-G shaped antenna produces right-hand (CP) in the (+ve z-direction) and left-hand
(CP) in the (-ve z-direction) whereas the G-shaped antenna produces left-hand (CP) in the
(+ve z-direction) and right-hand (CP) in the (-ve z-direction).
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Figure 3. Geometry of the inverted G-shaped strip antenna showing the dimensional parameters.

Both the G-shaped and inverted G-shaped antennas can be viewed as composed
of semicircular strip connected, at its upper end, to horizontal strip extension of length
LB followed by vertical strip extension of length LA to form a right-angle corner-shaped
extension that is terminated by a small circular patch of radius R. At its lower end, the
semicircular strip is terminated with a horizontal strip extension of length LS and width
WS, as shown in Figure 3. The semicircular strip can be described by the inner and outer
diameters D1 and D2, respectively. The antenna is excited through a CPW feeding line.
The CPW has a length of Lg, the width of its central strip is Wf , and the width of each
side slot is S. The characteristic impedance of the CPW is obtained based on Wf and S
that are calculated using the CPW design equations [44,45]. The length of the CPW central
strip extension to connect the antenna to the feed line is Lf . The antenna and the CPW
feeder are printed on a flexible Rogers RO3003TM substrate which has a dielectric constant
εr = 3, loss tangent tanδ = 0.001, and thickness h = 0.13 mm. The total size of the printed
antenna is L × W × h. The best dimensions of the proposed antenna are shown in Table 2.

Table 2. Optimum dimensions of the proposed CP antenna.

Parameter W L D1 D2 R LS h WS
Value (mm) 25 27 11.2 16.6 1.9 4.6 0.13 2.7

Parameter LA LB Wg Lg Lf Wf S XC
Value (mm) 6 6.4 11.4 5.4 7.2 1.6 0.3 1.8

2.1. Evolution of the Antenna Design

The proposed antenna design has evolved in three main steps as presented in Figure 4a.
Other details of the antenna design have been achieved through other minor steps of the
design process. However, the major three steps are explained in the present section.

The first step is a trial to produce circular polarization by using a semicircular strip
radiator with small horizontal extensions at the end points of the circular arc, as shown
in the geometry of Antenna#1. From the curves of | S11 | and AR against the frequency
Figure 4b,c, it seems that the antenna impedance matching is realized over some frequency
bands within the desired wideband and, on the other hand, the AR seems to be improved
showing a minimum near 5 GHz. However, neither the desired impedance matching nor
the 3dB-AR is achieved.
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Figure 4. Evolution of the Inverted G-shape CP Antenna Design: (a) Evolution steps. (b) The
reflection coefficient | S11 | graph of each design step. (c) The AR graph of each design step.

In the next step of the antenna design, the end points of the radiating strip are further
extended to obtain the geometry of Antenna#2. This step of the design results in a great
improvement of the impedance matching bandwidth as shown in Figure 4b but, however,
the AR is badly affected as shown in Figure 4c. In the third and final major steps of the
design process, the strip radiator is extended at its upper end by a vertical extension
terminated with a small circular strip as shown in the geometry of Antenna#3. The final
design achieves the designed bandwidth of impedance matching, and 3dB-AR as shown in
Figure 4b,c.

2.2. Investigation of Optimal Dimensions

The G-shaped antenna being proposed consists of five parts, (i) the semicircular
strip, (ii) the vertical extension of the central strip of the CPW region, (iii) the horizontal
extension at the lower end of the semicircular strip, (iv) the corner extension at the upper
end of the semicircular strip, and (v) the small circular patch that terminates the corner
extension of the semicircular patch. It is required to obtain the widest impedance matching
and 3dB-AR bandwidth and to enhance the radiation efficiency. For this purpose, A
thorough investigation of various parameters has been conducted to determine the optimal
dimensions of the antenna. The effects of various dimensional parameters on | S11 | and
AR are numerically investigated in the following subsections.

2.2.1. Effect of the Diameters of the Semicircular Strip

The effects of changing the outer and inner diameters, D2 and D1, respectively, are
depicted in the present section. The effects of changing the outer diameters D2 on | S11 |
and the AR is shown in Figure 5. It is evident in Figure 5a that increasing D2 leads to a
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decrease in the lower and higher frequency bands and the entire impedance matching band
is shifted towards the left. However, Figure 5b shows that the best performance regarding
the 3dB-AR bandwidth is achieved when D2 = 16.6 mm.
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Figure 5. Effect of changing the outer diameter, D2, of the semicircular strip on (a) The magnitude of
the reflection coefficient , | S11 |, as a function of frequency (4–20 GHz). (b) The AR over the frequency
range (4.8–6.8 GHz).

On the other hand, the effects of changing the inner diameter, D1, of the semicircular
strip on the impedance matching and 3dB-AR bandwidths are presented in Figure 6.
Figure 6a shows that increasing D1 decreases the lower frequency at which the impedance
bandwidth matches whereas the higher frequency seems to insensitive to such changes of
D1. The proposed antenna performs optimally in terms of the 3dB-AR bandwidth when
D1 = 11.2 mm, as illustrated in Figure 6b.
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Figure 6. Effect of changing the outer diameter, D1, of the semicircular strip on (a) the magnitude
of the reflection coefficient , | S11 |, as a function of frequency (4–20 GHz), and (b) the AR over the
frequency range (4.8–6.8 GHz).

2.2.2. Effects of the Dimensions of the Corner-Shaped Extension of the Curved Strip

The effects of changing the vertical and horizontal dimensions, LA and LB, respectively,
of the corner-shaped extension of the curved strip on the reflection coefficient magnitude
and the AR are investigated in the present section. The effects of changing vertical length,
LA, on the frequency response of the reflection coefficient magnitude, | S11 |, and the AR are
presented in Figure 7, respectively. It is shown in Figure 7a that the impedance matching
frequency band seems to be slightly affected at its lower frequency by changing LA. On the
other hand, the AR seems to be strongly dependent on LA, as shown in Figure 7b. It is clear
that setting LA = 6 mm gives the best 3dB-AR bandwidth.
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Figure 7. Effect of changing the vertical length, LA, of the corner-shaped extension of the curved
strip on (a) The magnitude of the reflection coefficient , | S11 |, as a function of frequency (4–20 GHz).
(b) The AR over the frequency range (4.8–6.8 GHz).

The effects of changing horizontal length, LB, on the frequency response of the reflec-
tion coefficient magnitude, | S11 |, and the AR are presented in Figure 8, respectively. It
is shown in Figure 8a that the impedance matching frequency band seems to be slightly
affected at its lower frequency by changing LB. On the other hand, the AR seems to be
strongly dependent on LB as shown in Figure 8b. It is clear that setting LB = 6.4 mm gives
the best 3dB-AR bandwidth.

4 6 8 10 12 14 16 18 20
Frequency (GHz)

-35

-30

-25

-20

-15

-10

-5

0

|S
1

1
| (

dB
)

L
B

= 5.4 mm

L
B

 =6.4 mm

L
B

 =7.4 mm

(a)

4.8 5.3 5.8 6.3 6.8
Frequency (GHz)

0

1

2

3

4

5

6

7

A
xi

al
 R

at
io

(d
B

)

L
B

= 5.4 mm

L
B

= 6.4 mm

L
B

= 7.4 mm

(b)
Figure 8. Effect of changing the horizontal length, LB, of the corner-shaped extension of the curved
strip on (a) The magnitude of the reflection coefficient , | S11 |, as a function of frequency (4–20 GHz).
(b) The AR over the frequency range (4.8–6.8 GHz).

2.2.3. Influence of the Radius of the Circular Patch Termination

The impact of altering the radius, R, of the small circular patch termination of the
G-shaped strip antenna on the frequency dependence of the magnitude of the reflection
coefficient, | S11 |, and the AR are presented in Figure 9. It is shown in Figure 9a that the
impedance matching frequency band seems to be slightly affected at its lower frequency by
changing R. On the other hand, the AR seems to be strongly dependent on R as shown in
Figure 9b. It is clear that setting R = 1.9 mm gives the best 3dB-AR bandwidth.
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Figure 9. The impact of altering the radius, R, of the circular patch termination on (a) The reflection
coefficient magnitude, | S11 |, over the frequency range (4–20 GHz). (b) The AR over the frequency
range (4.8–6.8 GHz).

2.2.4. The Impact of Altering the Length of the CPW Central Strip Extension

The impact of altering the length Lf of the CPW central strip extension on the magni-
tude of the reflection coefficient, | S11 |, and the AR over the applicable frequency ranges
are shown in Figure 10. Figure 10a shows that the lower frequency of the impedance match-
ing bandwidth slightly decreases with increasing Lf . However, the widest bandwidth is
obtained by setting Lf = 7.2 mm. This value of Lf results in a 3dB-AR frequency range
covering 5 GHz to 6 GHz as shown in Figure 10b.
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Figure 10. The impact of altering the length, Lf , of the central strip extension on (a) The reflection
coefficient magnitude, | S11 |, over the frequency range (4–20 GHz). (b) The AR as a function of
frequency (4.8–6.8 GHz).

2.2.5. Optimum Dimensional Parameters

The parametric sweeps presented in Sections 2.2.1–2.2.4 are examples for the complete
investigation of various parameters that has been conducted to determine the optimal
values for the geometrical design parameters of the inverted G-shaped antenna. The
results of this investigation are presented in Table 2. Furthermore, it should be noted
that the dimensions of the CPW region are adjusted to improve the impedance matching
where the analytic rules in [44,45] have been used as initial values and then optimized by
EM simulation.

3. Effect of Bend Stresses on the Inverted G-Shape CP Antenna Characteristics

Owing to its flexible structure, the proposed antenna shall preserve its high performance
even while being subjected to bend strains (to some extents) in the different directions.
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For studying the effects of the bend stresses on the characteristics of the proposed
antenna, it is subjected to different bend angles (β) and the corresponding frequency
dependencies of the reflection coefficient, | S11 | and AR are investigated. The bending
is applied in one of two perpendicular directions, the bend angle βL that is applied in
the longitudinal plane parallel to the feeding line as shown in Figure 11a or the bend
angle βT that is applied in the transverse plane perpendicular to the feed line, as shown in
Figure 11b.

Figure 11. The proposed antenna subjected to bend stresses in (a) The longitudinal plane, (b) The
transverse plane.

3.1. Effects of Bending the Antenna in the Longitudinal Plane on the Impedance Matching and
Axial Ratio

The frequency dependence of the reflection coefficient, | S11 |, for different values of
the longitudinal bend angle, βL is presented in Figure 12. It is shown that for longitudinal
bend angles less than 55◦, the dependence of | S11 | on the frequency is almost unchanged
keeping the impedance matching bandwidth almost the same for βL < 55◦. However,
for βL ≥ 55◦, the value of | S11 | starts to increase above −10 dB leading to decrease the
impedance matching bandwidth.

The frequency dependence of the axial ratio for different values of the longitudinal
bend angle, βL is presented in Figure 13. It is shown that, with increasing βL the frequency
band for 3dB-AR is slightly shifted towards the left keeping the 3dB-AR bandwidth almost
unchanged keeping the impedance matching bandwidth almost the same for βL < 45◦.
However, for βL ≥ 45◦, the value of the axial ratio increases above 3 dB leading to lose the
circular polarization over a significant part of the frequency band.

622



Sensors 2023, 23, 5608

Figure 12. Frequency dependence of the reflection coefficient, | S11 |, for different values of the
longitudinal bend angle, βL.
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Figure 13. Frequency dependence of the AR for different values of the longitudinal bend angle, βL.

3.2. Effects of Bending the Antenna in the Transverse Plane on the Impedance Matching and
Axial Ratio

The frequency dependence of the reflection coefficient, | S11 |, for different values of
the transverse bend angle, βT is presented in Figure 14. It is shown that for βT < 25◦, the
dependence of | S11 | on the frequency is slightly affected but, however, the impedance
matching bandwidth is almost the same. For βT ≥ 25◦, the value of | S11 | starts to increase
above −10 dB leading to decrease the impedance matching bandwidth.

The frequency dependence of the axial ratio for different values of the transverse
bend angle, βT is presented in Figure 15. It is shown that, with increasing βT the 3dB-AR
bandwidth is continuously decreased as the lower frequency is increased and the higher
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frequency is decreased. For βT ≥ 25◦, the minimum value of the axial ratio increases above
3 dB leading to lose the circular polarization over the entire frequency band.

Figure 14. Frequency dependence of the reflection coefficient, | S11 |, for different values of the
transverse bend bend angle, βT .
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Figure 15. Frequency dependence of the AR for different values of the transverse bend angle, βT .

3.3. Effect of Bending the Antenna on the Impedance Matching Bandwidth

The dependence of the percent impedance matching bandwidth on both the longitudi-
nal and transverse bend angles, βL and βT , respectively, is presented in Figure 16a. It is
shown that the impedance matching bandwidth is almost independent of the bend angles
as long as both βL and βT are less than 55◦. Increasing any of the two bend angles above
55◦ causes a dramatic drop of the percent bandwidth of impedance matching.
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3.4. Effect of Bending the Antenna on the 3dB Axial Ratio Bandwidth

The dependence of the percent bandwidth of 3dB-AR on both the longitudinal and
transverse bend angles, βL and βT , respectively, is presented in Figure 16b. It is shown
that the impedance matching bandwidth is almost independent of the longitudinal bend
angle as long as βL ≤ 45◦. Increasing βL above 45◦ causes a dramatic drop of the percent
bandwidth 3dB-AR. On the other hand, increasing the transverse bend angle βT beyond 5◦
leads to a fast decay of the 3dB-AR bandwidth until the circular polarization is completely
lost for βT ≥ 25◦.
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Figure 16. Dependence of the percentage (a) impedance matching bandwidth and (b) 3dB-AR
bandwidth on the bend angles, βL and βT .

Thus, it can be concluded that the proposed antenna preserves the impedance match-
ing bandwidth and the 3dB-AR bandwidth for longitudinal and transverse bend angles
less than 55◦ (i.e., for βL < 55◦ and βT < 55◦). However, to preserve the achieved antenna
performance regarding the 3dB-AR bandwidth, it is recommended to keep the longitudinal
bend angle less than 45◦ and to keep the transverse bend angle less than 5◦ (i.e., βL < 45◦
and βT < 5◦) otherwise the 3dB-AR bandwidth will be badly affected.

4. Mechanism of Circular Polarization

The way that the proposed inverted G-shaped strip antenna produces circular polar-
ization can be demonstrated by showing the surface current distribution on the semi-circle
strip radiator, as depicted in Figure 17. The surface current distributions are presented at
sequential orthogonal phases 0◦, 90◦, 180◦, and 270◦ which correspond to time delays 0,
1/4T, 1/2T, and 3/4T, respectively, where T is the periodic time at different frequencies,
such as 5, 5.5, and 6 GHz.

It is shown that the surface current on the inverted-G-shaped antenna is circulating in
the counter clockwise direction, thereby producing RHCP in the +ve z-direction. As the
dielectric substrate is very thin relative to the wavelength (thickness = 0.002λ) it can be
considered transparent to the wave at this frequency. Hence, the amount of power radiated
towards the lower half of the space (-ve z-direction) is almost equal to the amount of power
radiated towards the upper half of the space (+ve z-direction) but with LHCP.
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(a) 5 GHz (b) 5.5 GHz

(c) 6 GHz

Figure 17. Surface current distributions on the surface of the inverted G-shaped strip antenna at
different frequencies range at sequential orthogonal phases (sequential time delays). (a) 5 GHz.
(b) 5.5 GHz, (c) 6 GHz.

5. Procedure for Measurement of the Radiation Patterns, Gain, and Efficiency

This section is concerned with explaining the procedure used to measure the radiation
pattern, gain, and efficiency of the proposed antenna. The radiation pattern measure-
ment setup presented in Figure 18, where the antenna under-test is zoomed-in while
being mounted on the fixture tool during measurement is established for this purpose.
A reference-gain cross-polarized horn antenna is used for gain measurement over the
entire frequency band (4–20 GHz). This antenna can be used to separately measure the
horizontally and the vertically polarized fields. During measurement, the reference antenna
is maintained oriented to the antenna under test (AUT) which is placed on the rotator for
complete rotation in the azimuth and elevation planes.
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Figure 18. Experimental setup for measurement of the gain, radiation patterns, and antenna efficiency.

The reference antenna is connected to port 2 of the VNA whereas the AUT is connected
to port 1. While rotating the AUT in the desired plane, the readings of the transmission
scattering parameter S21 are uniformly acquired over the entire frequency band (4–20 GHz)
with the preset resolution. A Matlab® program on the laptop plays the role of a central
controller and data processor. It controls the rotation of the AUT and the data acquisition
of the VNA and stores the S21 data during measurement. When the antenna rotation is
completed to cover the entire space (0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π) with appropriate angular
resolution, where θ and φ are spherical angular coordinates related to the coordinate system
presented in Figure 3. The stored S21 data are processed, the gain is calculated and the
radiation patterns at all the frequencies can be drawn. The radiation efficiency over the
entire frequency band is also measured. A novel method followed to measure, the radiated
field, gain, and radiation efficiency is described as follows.

The effective aperture area of the reference-gain horn antenna (employed as a receiver
during measurement) can be expressed as follows

AREF =
λ2

4π
GREF (1)

where λ is the operating wavelength and GREF is the gain of the reference-gain horn antenna.
Let P0 be the power output of the wave generator used for transmission during

measurement, and PRL be the power returned to the wave generator (the transmitter) due
to the impedance mismatch between the AUT and the wave generator. The following
expression can be used to evaluate PRL.

PRL
P0

= |S11|2 (2)

The power accepted by the AUT excitation port can be expressed as follows:

PA = P0 − PRL = P0

(
1 − |S11|2

)
(3)
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5.1. Measurement of the Radiation Pattern

Let PR(θ, φ) be the power received at the reference-gain horn antenna when the rotator
directs the AUT at the direction(θ, φ) . The following expression can be used to evaluate
PR(θ, φ).

PR(θ, φ)

P0
=

∣∣S21(θ, φ)
∣∣2

1 − |S22|2
(4)

where S21(θ, φ) is the mutual S-parameter between ports 1 and 2 of the VNA when the
rotator directs the AUT towards the direction(θ, φ) during measurement and S22 is the
reflection coefficient measured at port 2 to which the reference-gain antenna is connected
during measurement. Thus, the normalized power patterns can be expressed as follows:

P̂R(θ, φ) =

∣∣S21(θ, φ)
∣∣2

max
(∣∣S21(θ, φ)

∣∣2) (5)

The far field radiation pattern can be expressed as follows

|E(θ, φ)| =
√

2ζPR(θ, φ) (6)

where ζ is the intrinsic wave impedance of free space.
Employing (3), the far field radiation pattern:

|E(θ, φ)| = √
2ζ

∣∣S21(θ, φ)
∣∣√

1 − |S22|2
(7)

The normalized radiation pattern can be evaluated as follows:

Ê(θ, φ) =

∣∣S21(θ, φ)
∣∣

max
(∣∣S21(θ, φ)

∣∣) (8)

5.2. Measurement of the Antenna Gain

The power density at the reference-gain antenna when the AUT is directed at (θ, φ)
can be expressed as follows:

ρ(θ, φ) =
PAGA(θ, φ)

4πD2 (9)

where GA(θ, φ) is the gain of the AUT in the direction (θ, φ), D is the distance between
the transmitting and receiving antennas during measurement. The power received at the
reference-gain antenna when the AUT is directed at (θ, φ) can be expressed as follows.

PR(θ, φ) = ρ(θ, φ)
AREF
ηREF

(10)

where ηREF is the radiation efficiency of the reference-gain antenna. It is used in the
denominator of the right-hand side of (10) to compensate for the losses of the reference-gain
antenna other than the return loss.

Substituting from (9) into (10), the power at the receiving antenna can be expressed as follows:

PR(θ, φ) =
PAGA(θ, φ)

4πD2
AREF
ηREF

(11)
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Making use of (1), (3), and (11), the power received at the reference-gain antenna can
be expressed as follows:

PR(θ, φ) = P0

(
1 − |S11|2

)
GA(θ, φ)

λ2

(4πD)2
GREF
ηREF

(12)

Thus, the AUT antenna gain, GA(θ, φ) , can be expressed as follows:

GA(θ, φ) =
PR(θ, φ)

P0

(
1 − |S11|2

) (4πD)2

λ2
ηREF
GREF

(13)

Substituting from (4) into (13), the following expression is obtained.

GA(θ, φ) =

∣∣S21(θ, φ)
∣∣2(

1 − |S11|2
)(

1 − |S22|2
) (4πD)2

λ2
ηREF
GREF

(14)

Note that S11, S22, and S21(θ, φ) are measured by the VNA and all the other parameters
on the right-hand side of (14) are known before carrying out the measurement procedure.
Hence, the expression (14) can be used for measuring the gain of the AUT.

The realized antenna gain of the AUT can be expressed as follows:

GR(θ, φ) =
(

1 − |S11|2
)

GA(θ, φ) =

∣∣S21(θ, φ)
∣∣2(

1 − |S22|2
) (4πD)2

λ2
ηREF
GREF

(15)

5.3. Measurement of the Antenna Efficiency

The power received by the reference-gain horn antenna can be obtained by calculating
the following double integral

PRad =
∫ 2π

0

∫ π

0
ρ(θ, φ)D2 sin θdθdφ (16)

where ρ(θ, φ) is the power density at the location of the reference-horn antenna (the receiver)
when the AUT is directed at (θ, φ) by the rotator.

The total power radiated by the AUT can be calculated using the following double integral.

PRad =
4πD2

λ2
ηREF
GREF

∫ 2π

0

∫ π

0
PR(θ, φ) sin θdθdφ (17)

5.3.1. Total Antenna Efficiency

Dividing both sides of (17) by P0, the following expression is obtained for the total
efficiency of the AUT.

ηTotal =
PRad
P0

=
4πD2

λ2
ηREF
GREF

∫ 2π

0

∫ π

0

PR(θ, φ)

P0
sin θdθdφ (18)

Substituting from (4) into (18), the following expression is obtained.

ηTotal =
PRad
P0

=
1

1 − |S22|2
4πD2

λ2
ηREF
GREF

∫ 2π

0

∫ π

0

∣∣S21(θ, φ)
∣∣2 sin θdθdφ (19)

5.3.2. Antenna Radiation Efficiency

The radiation efficiency of the AUT can be expressed as follows.

ηRad =
PRad

P0 − PRL
(20)

629



Sensors 2023, 23, 5608

The expression (20) can be reformulated as follows.

ηRad =
PRad
P0

(
1 − PRL

P0

)−1
(21)

Making use of (2) and (19), the expression (21) can be reformulated so that radiation
efficiency can be calculated as follows.

ηRad =
1(

1 − |S22|2
)(

1 − |S11|2
) 4πD2

λ2
ηREF
GREF

∫ 2π

0

∫ π

0

∣∣S21(θ, φ)
∣∣2 sin θdθdφ (22)

6. Experimental Results and Discussions

In this section, the antenna fabrication is described, and the experimental assessment
of the antenna performance are presented and compared to the simulation results.

6.1. Fabrication and Measurements of Reflection Coefficient

For experimental investigations, both the G-shaped and inverted G-shaped antennas
are fabricated. The antenna prototypes are presented in Figure 19. Each of them is subjected
to experimental measurement of the input impedance and radiation characteristics.

Figure 19. A photograph of the fabricated antennas. (a) G-shaped strip antenna. (b) Inverted
G-shaped strip antenna.

To measure the reflection coefficient magnitude, | S11 |, the antenna is connected to
Rohde and Schwarz vector network analyzer (VNA) model ZVA 67, as shown in Figure 20.
The frequency dependence of | S11 | is presented in Figure 21a where the experimental and
simulation results come in good agreement with each other, indicating that the impedance
bandwidth is about 14 GHz (5–19 GHz). The change in the AR over the frequency range
of (4.8–6.8 GHz) is shown in Figure 21b. The measurement results are consistent with the
simulation results, indicating that the 3dB-AR bandwidth is around 1 GHz (5–6 GHz), i.e.,
18% percentage fractional bandwidth.

The antenna is designed to produce circular polarization over the frequency range
5–6 GHz (for the 5GHz band of the WLAN/WiMAX applications) with left-hand sense in
the directions of one half-space and right-hand polarization in the opposite directions of
the other half-space. On the other hand, it is designed to produce linear polarization over
the frequency range 6–19 GHz. This makes the proposed antenna more able to operate in
the applications requiring wideband with varying polarization characteristics.
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Figure 20. The fabricated prototype of the inverted G-strip antenna is connected to the VNA to
measure the reflection coefficient magnitude, | S11 |, at the antenna feeding port.
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Figure 21. Frequency response as obtained by simulation compared to that obtained by measurement
for the inverted G-shaped strip antenna (a) The | S11 |. (b) The AR.

The frequency bands allocated for the WiMAX and WLAN applications are listed in
the in Table 3. The proposed antenna is well-suited to operate in the 5 GHz band allocated
for both applications [46].

Table 3. The WiMAX and WLAN frequency bands application.

Name of the Allocated Band WiMAX WLAN

700 MHz band 470–862 MHz –
1.4 GHz band 1.390–1.435 GHz –
2.3 GHz band 2.300–2.400 GHz –
2.4 GHz band 2.498–2.800 GHz –
2.5 GHz band – 2.400–2.484
3.5 GHz band 3.300–3.800 GHz –
3.6 GHz band – 3.675–3.890
5 GHz band 4.900–5.980 GHz 4.915–5.925

6.2. Gain and Radiation Efficiency

The dependence of the maximum gain generated by the inverted G-shaped antenna
on the frequency is shown in Figure 22a. Both simulation and experimental results indicate
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that the maximum gain varies between 3.5 dBi and 5.37 dBi over the frequency band
of impedance matching (5–19 GHz) and between 3.5 dBi and 3.8 dBi over the 3dB-AR
frequency band (5–6 GHz). This means that the maximum gain produced by the proposed
G-shaped and inverted G-shaped antennas is relatively stable over the frequency band
of concern.

The results of the simulation and experimental testing of the radiation efficiency
of the inverted G-shaped antenna, which were conducted over the frequency range of
(4–20 GHz), are presented in Figure 22b and demonstrate good agreement. Owing to the
coplanar structure and the high quality and small thickness of the substrate material, the
radiation efficiency is maintained above 98% over almost the entire frequency band of
operation (5–19 GHz).

(a) (b)
Figure 22. The inverted G-shaped antenna exhibits a dependency on frequency, as obtained by
simulation and measurement over the frequency range (4–20 GHz) for (a) The Gain. (b) The radia-
tion efficiency.

6.3. Radiation Patterns
6.3.1. Circularly Polarized Radiated Fields

The measured far field radiation patterns of the circularly polarized components E-left
and E-right generated by the inverted G-shaped antenna have been added and compared
to those obtained by simulation in the plane φ = 0◦ at 5, 5.5, and 6 GHz, as shown in
Figures 23–25, respectively.

It is shown that the radiated field of the inverted G-shaped antenna is dominated by
RHCP component in upper half-space (+ve z-direction) and LHCP component in the lower
half of the space (-ve z-direction).

6.3.2. Linearly Polarized Radiated Fields

The measured far field radiation patterns of the total electric field (Linearly Polar-
ized) produced by the inverted G-shaped in the plane φ = 0◦ at 9, 12, 15, and 18 GHz,
respectively, as shown in Figure 26. The measured and the simulated radiation patterns of
the total radiated field at multiple frequencies over the frequency range 6–19 GHz show
good agreement.
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Figure 23. Radiation patterns of (a) RHCP and (b) LHCP fields produced by the inverted G-shaped
antenna in the plane φ = 0◦ at the 5 GHz.

Figure 24. Radiation patterns of (a) RHCP and (b) LHCP fields produced by the inverted G-shaped
antenna in the plane φ = 0◦ at the 5.5 GHz.

Figure 25. Radiation patterns of (a) RHCP and (b) LHCP fields produced by the inverted G-shaped
antenna in the plane φ = 0◦ at the 6 GHz.
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Figure 26. Radiation patterns of the total electric field produced by the inverted G-shaped antenna
(Linearly Polarized) in the plane φ = 0◦ (a) 9 GHz, (b) 12 GHz, (c) 15 GHz, and (d) 18 GHz.

6.4. Summary of Comparative Performance

To demonstrate the contribution of the present work in the context of the published
work with similar interest, some performance measures of the proposed G-shaped antenna
are provided in Table 4 in comparison to those of other CP antenna designs proposed in
some recent publications.

Table 4 includes designs for rigid and flexible antennas. The flexibility of the antenna
is required especially for the medical applications where a central Wireless Body Area
Network (WBAN) antenna should be conformal to the surface on which it is mounted. Such
a type of antenna has dual vital functions of communication with the on-body biosensor
antennas and the off-body LAN antennas. In the off-body mode this antenna communicates
with the WiMAX/WLAN antenna to send the data collected form the body sensors to the
LAN so that the doctors can take care of their patients remotely.

By comparison with the other antennas listed in Table 4, it becomes clear that the
antenna proposed in the present work is the unique antenna that is flexible, operating with
circular polarization over one of the frequency bands of the WiMAX/WLAN applications
(4.9–6.0 GHz; see Table 3), and operating with linear polarization over the very wide band
(6–19 GHz). The circular polarization is necessary while communicating with the LAN
antenna as the patient movements result in misalignment between the attached central
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antenna and the WiMAX/WLAN antenna, which would degrade the signal level if the
antenna were linearly polarized.

Table 4. A comparison of the performance measures of the G-shaped antenna with those of other
antenna designs that have been recently published.

Work
Dimensions
(mm × mm)

Frequency
Band (GHz)

% BW for
Impedance
Matching

Radiation
Efficiency

Gain (dBi)
% BW for
3dB-AR

Substrate

[1] 35 × 35 5.6–6.1 6.6% NA 7.2 3.8% Flexible
[4] 65 × 65 1.4–1.8 25.4% NA −1.25 30.1% Flexible

[21] 20 × 20 5.2–6.8 13.7% NA 2.94 6.8% Flexible
[30] 13 × 13.4 4.8–16 118% NA 3.33 55.8% Rigid FR-4
[47] 29 × 46.5 2.1–3.6 60% 97% 4.5 13% Flexible
[48] 32 × 38 5.5–7 24% NA NA 16.6% Flexible
[49] 3 × 5 3.4–7 69% 85% 6.5 21.8% Rigid FR-4
[50] 50 × 50 1.8–2.4 37.4% NA 3.95 15.5% Rigid FR-4
[51] 31 × 38 3.8–4.5 17.53% 91% 3.1 10.47% Flexible
[52] 39 × 39 2.22–9.92 126.5% 80% 3.98 73.3% Rigid FR-4

Present 25 × 27 4.9–19 117% 98% 5.37 18% Flexible

On the other hand, the proposed antenna can use the remaining part of the operational
band (6–19 GHz) for high data rate and wideband communication with the on-body (and
in-body) biosensor antennas attached to (or implantable in) the patient body through linear
polarization. During this mode of operation, the alignment between the proposed antenna
and the biosensor antennas can be easily maintained. Regarding the above requirements
(flexibility, circular polarization in the band 4.9–6.0 GHz, and linear polarization over the
wideband 6–19 GHz) can be uniquely satisfied by the antenna proposed in the present
work when compared to the other antennas listed in Table 4.

7. Conclusions

A wideband low-profile G-shaped strip antenna on a flexible substrate has been pro-
posed for biomedical for the application of WBAN to work as off-body communication. The
antenna produces circular polarization over the frequency band 5–6 GHz to communicate
with WiMAX/WLAN antennas and to produce linear polarization over the frequency band
6–19 GHz for communication with the biosensor antennas. It has been shown that an
inverted G-shaped strip produces CP of the opposite sense to that produced by G-shaped
strip over the frequency range 5–6 GHz. The antenna structure is composed of a semicir-
cular strip terminated with a horizontal extension at its lower end and terminated with a
small circular patch through a corner-shaped strip extension at its upper end to form the
shape of “G” or inverted “G”. The corner-shaped extension and the circular patch termi-
nation has been added to the antenna geometry for impedance matching over the entire
frequency band (5–19 GHz) and to improve the circular polarization over the frequency
band (5–6 GHz). The antenna has been fed through a CPW to allow the fabrication on
only one face of the flexible dielectric substrate. The dimensions of the antenna as well as
the CPW have been optimized to obtain the best performance regarding the impedance
matching bandwidth, 3dB AR bandwidth, radiation efficiency, and maximum gain. The
results have shown that the achieved 3dB-AR bandwidth is 18% (5–6 GHz) to cover the
5 GHz frequency band of the WiMAX/WLAN applications within its 3dB-AR frequency
band. Furthermore, the impedance matching bandwidth has been shown to reach 117%
(5–19 GHz) which enables low-power communication with the biosensors over this wide
range of the frequency. It has been shown that the maximum gain and radiation efficiency
are 5.37 dBi and 98%, respectively. The antenna dimensions are 25 × 27 × 0.13 mm3 and the
BDR is 1733.
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The following abbreviations are used in this manuscript:

CP Circularly Polarized
CPW Co-planar Waveguide
WBAN Wireless Body Area Network
UWB Ultra-wideband
RHCP Right-hand CP
LHCP Left-hand CP
AR Axial Ratio
BDR Bandwidth-Dimension Ratio
VNA Vector Network Analyzer
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Abstract: In this paper, two sector beam scanning approaches (BSAs) based on element position
perturbations (EPPs) in the azimuth plane are introduced. In EPP-BSA, the elements’ excitations
are kept constant and the elements’ positions in the direction normal to the array line are changed
according to a predetermined EPP pattern. The magnitude and repetition rate of the selected EPP
pattern determines the steering angle of the main beam. However, EPP-BSA results in a wide
scanning range with a significant increase in the side lobe level (SLL). To mitigate this drawback, a
reduction in the SLL of the array pattern is firstly performed using the single convolution/genetic
algorithm (SC/GA) technique and then perturbing the elements’ positions in the azimuth plane. This
combination between SLL reduction and EPP-BSA (SLL/EPP-BSA) results in a smaller scanning
range with a relatively constant half power beamwidth (HPBW) and a much lower SLL. In addition,
keeping the synthesized excitation coefficients constant without adding progressive phase shifters
facilitates the manufacturing process and reduces the cost of the feeding network. Furthermore, a
planar antenna array thinning approach is proposed to realize the EPP-BSA. The results are realized
using the computer simulation technology (CST) microwave studio software package, which provides
users with an optimized modeling environment and results in realizable and realistic designs.

Keywords: array thinning; beam scanning approach (BSA); element position perturbations (EPP);
linear antenna array (LAA); side lobe level (SLL); half power beamwidth (HPBW); genetic algorithm
(GA); planar antenna array (PAA)

1. Introduction

In both military and civilian applications, such as wireless communication systems,
wireless power transmission systems, and radar systems, phased antenna arrays have
various benefits including flexible beam scanning, high tracking accuracy, and widespread
use [1]. Flexible beam-scanning antenna design is currently a hot topic of research because
of the emergence of contemporary applications that need antenna arrays with variable scan-
ning capabilities [2]. Automotive radars, weather observations, aviation surveillance [3],
and satellite communication [4] are just a few of these numerous applications.

In [5], a (2 × 3) phased antenna array is developed using a rectangular microstrip patch
antenna on a FR-4 dielectric substrate. The elements are excited with constant amplitude
and different phases to steer the beam within a scanning range of 49◦ (from −25◦ to +24◦).
In [6], four leaf-shaped bow-tie slot antennas in a linear array are used for beam scanning
within a scanning range from 9◦ to 13◦. In [7], the two-element antenna array is fed through
two transmission lines that are inclined at an angle from a common base line. The main
beam can be directed from one antenna’s normal to the other antenna’s normal by adjusting
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the excitations of the two antennas. The scan angle depended on changing the excitation
coefficient in every scan angle or changing the tilt angle. In [8], a broadband reconfigurable
antenna that can guide the main beam in three distinct directions has been introduced.
Besides the main radiating patch, three parasitic tiny patches are included to control the
main beam steering. Three beam-steering orientations of the radiation pattern are offered
by PIN diode switching. In [9], the same concept of switched parasitic patches at 60 GHz for
WLAN applications has been introduced for main beam steering. In [10], a sparse substrate
integrated waveguide (SIW) slot antenna array has been introduced. The genetic algorithm
was utilized to optimize the position of each element over the aperture of 4.5 λo, where λo
is the free space wavelength. The sparse array consists of array elements, phase shifters,
and power dividers on a substrate integrated with an SIW. This sparse antenna can scan
the beam in the range of ±15◦. In [11], a millimeter-wave (MMW) multi-folded frequency-
dependent progressive phase shifter based on a substrate integrated waveguide (SIW) has
been introduced. By combining the antenna element and the phase shifter together, the
array can achieve a wide scanning range from −18◦ to 32◦.

On the other hand, array thinning has been utilized for large array synthesis to achieve
desired radiation patterns with a minimum array size and cost [12–16]. In [12], a numerical
stochastic optimization technique that is known as multiagent genetic algorithm (MAGA)
has been used for planar array thinning and synthesis for both low SLL and high directivity.
In [13], discrete particle swarm optimization (DPSO) has been used for large array thinning.
The peak side lobe level (PSLL) performance of the algorithm is verified through several
representative examples, demonstrating its effectiveness and robustness.

In [14], the binary genetic algorithm (BGA) has been used for thinned planar array
design, where only the outer sub-planar array elements with small amplitude excitations
are optimized for thinning. The BGA has been used to remove a number of useless antenna
elements while keeping the inner sub-planar elements with high amplitude excitations
unchanged. In [15], a GA in combination with array thinning and tapering techniques has
been introduced to minimize the SLL. Thinning is applied to idle some elements of the
array, and tapering is used to achieve a superior SLL. In [16], a hybrid approach combining
difference sets (DS) and discrete Fourier transform (DFT) techniques has been introduced
for the synthesis of thinned planar antenna arrays. DS is used to establish pattern synthesis
rules, while DFT is employed to find the nonuniform excitations of a planar antenna array.
The proposed method extracts excitations using cyclic shifts from a suitable DS sequence to
achieve antenna array thinning with a reduced PSLL.

In this paper, two beamforming approaches for sectorized beam scanning of linear
antenna arrays based on the element position perturbation (EPP) technique denoted as
EPP-BSA and SLL/EPP-BSA are introduced. In both techniques, the elements’ excitations
are kept constant while the positions of the elements are perturbed in the azimuth plane
according to a predefined perturbation pattern. In this work, the cosine wave pattern is
utilized for this purpose. The proposed EPP-BSA provides wider scanning ranges than
the proposed SLL/EPP-BSA but with much higher SLLs at the endpoints of the scanning
range. In this regard, the proposed SLL/EPP-BSA may be useful in interference-sensitive
applications that require small scanning sectors. The proposed techniques are based on
modifying the EPP pattern rather than using phase shifters while maintaining the elements
excitations. This simplifies the production process and lowers the cost of the feeding net-
work. Furthermore, the proposed technique eliminates interference and coupling between
the main beam and the back lobe at any scanning angle by maintaining a 180 spacing angle
between them. Furthermore, a proposed PAA thinning approach is proposed to realize
the proposed EPP-BSA approach. It allows for precise array thinning to select the desired
active “ON” antenna elements and turn off the other elements to configure the designed
EPP pattern to achieve a specific scan angle with the desired radiation properties. The
results are realized using the computer simulation technology (CST) microwave studio
software package, which is highly matched to the MATLAB simulations.

The main contributions of this work can be summarized as follows:
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I. The proposed techniques provide continuous beam steering with high accuracy
rather than switched beam steering or discrete beam steering techniques.

II. The required beam steering is simply achieved by only adjusting the amplitude
and repetition rate of the utilized perturbation pattern that is fully controlled.

III. The elements’ excitations (magnitude and phase) are kept constant throughout the
entire steering range. That completely avoids the design of complex and expensive
feeding networks. On the other hand, the existing beam steering techniques are
mainly based on utilizing n-bit phase shifters that are complex and expensive. Also,
the accuracy of main beam steering depends on the phase quantization errors of
the utilized phase shifters arising from the limited number of bits per phase shifter.

IV. Although the EPP has been employed for pattern nulling or side lobe cancellation,
it has been utilized in a novel manner for achieving continuous beam steering
techniques that can be applicable for beam steering of millimeter wave patch
antenna arrays as described in the paper.

V. With an HPBW decrease of around 3◦ at the extremities of the steering range, the
first technique, EPP-BSA, offers a wide steering range with a width of 102.72◦.
While at the extremes of the steering range, it experiences a high SLL of −2.668 dB.

VI. The second technique, SLL/EPP-BSA, provides a steering range of width 61.46◦
with fixed HPBW and SLL < −10 dB over the entire steering range.

VII. A proposed PAA thinning approach is introduced to realize the proposed EPP-BSA
technique. It allows for precise array thinning to select the desired active “ON” antenna
elements and turn off “OFF” the other elements to configure the designed EPP pattern
to steer the main beam in a specific direction with the desired radiation properties.

2. Proposed EPP-Based Beam Scanning Approaches

This section introduces two array beam scanning approaches that employ element
position perturbation (EPP) in the azimuth plane. In these techniques, the array elements
are distributed using well-known waveform patterns such as sine, cosine, and triangle
waves. In the first approach, the original excitations of the elements are kept constant.
While the amplitude and repetition rate of the chosen waveform pattern along the array
line define the element position and the main beam’s steering angle. So, it can be denoted
as the EPP-based scanning approach (EPP-BSA). However, the EPP-BSA results in a wide
scanning range with a significant increase in the side lobe level (SLL).

To mitigate the SLL problem of the EPP-BSA, a second array beam scanning approach
is introduced. In this approach, SLL reduction of the array pattern is firstly performed
using the single convolution/genetic algorithm (SC/GA) technique introduced in [17] and
then performance-optimized EPP in the azimuth plane. This combination between SLL
reduction and EPP (SLL/EPP) results in a limited scanning range but with a relatively
constant HPBW and minimal variations in the synthesized SLL. The proposed SLL/EPP-
based beam scanning approach can be denoted as the SLL/EPP-BSA.

2.1. Proposed EPP-BSA

To derive a closed form expression of the synthesized array factor applying EPP,
we considered a linear antenna array (LAA) whose elements distributions are shown in
Figure 1 before and after EPP.

Consider a uniform LAA consisting of N antenna elements with uniform element
spacing d as shown in Figure 2, its array factor AF(θ) is given by [18]:

AF(θ) = ∑N
n=1 an ejk(n−1)dcos θ (1)

where an is the excitation coefficient of the nth antenna elements, k = 2π/λ is the wave
number, and λ is the wavelength.
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(a) (b) 

Figure 1. Linear antenna array (a) without EPP and (b) with EPP.

Figure 2. Geometry of a linear array of elements aligned along the Z-axis and has position perturba-
tion along the Y-axis.

If the positions of the N antenna elements of the linear antenna array are perturbed
along the Y-axis as shown in Figure 2, the array factor of Equation (1) should be modified.
The total electric field Et at the far field point is the superposition of the individual electric
fields arising from each antenna element such that:

Et = E1+E2 + · · · · · · · · ·+ EN (2)

where
E1 = a1

E0

r1
e−jkr1 (3)

E2 = a2
E0

r2
e−jkr2 (4)

EN = aN
E0

rN−1
e−jkrN−1 (5)

Then, the total field can be expressed as:

Et =

(
E0

r1
a1e−jkr1 +

E0

r2
a2e−jkr2 + · · ·+ aN

E0

rN−1
e−jkrN−1

)
(6)

where rn, n = 1, 2, 3, . . . ., N is the distances from the nth antenna element to the far field
point. For far field approximation we use the following assumptions:

1
r1

=
1
r2

=
1
r3

= · · · = 1
rN

=
1
r

(7)

r1 ‖ r2 ‖ r3 ‖ · · · ‖ rN (8)
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where r is the distance from the origin or reference point to the far field point and ‖ is the
parallel operator. And, θ is the angle between the r vector and the Z-axis. d is the distance
between successive elements on the Z-axis, dyn is the distance of the nth element in the
Y-direction, dn is distance between the nth element and origin, and θn is the angle between
dn and the Z-axis as shown in Figure 3.

Figure 3. The triangular relation between the element position in the Y-direction and the distance
from the reference antenna element.

Based on Figure 3, the angle θn can be calculated as follows:

sinθn =
dyn

dn
(9)

cosθn =
(n − 1) d

dn
(10)

To determine r1 for the first antenna element consider the array geometry shown in
Figure 4. In this case, r1 can be expressed as:

r1 = r − dy1sin θ (11)

Figure 4. Geometry of a linear array of elements aligned along the Z-axis and has position perturba-
tion along the Y-axis indicating the far field radiation from the first antenna element.

On the other hand, r2 of the second antenna element can be determined as shown in
Figure 5 such that: r2 = r − d2cos(θ2 − θ)

r2 = r − d2cos θcos θ2 − d2sin θsin θ2 (12)
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Figure 5. Geometry of a linear array of elements aligned along the Z-axis and has position perturba-
tion along the Y-axis indicating the far field radiation from the second antenna element.

Substituting cosθ2 = d
d2

and sinθ2 =
dy2
d2

into Equation (12) then

r2 = r − d2cos θ × d
d2

− d2sin θ × dy2
d2

r2 = r − dcos θ − dy2sin θ (13)

By the same way, r3 of the third antenna element can be determined as:

r3 = r − 2dcos θ − dy3sin θ (14)

In general, the rn of the nth antenna element can be expressed as:

rn = r − (n − 1)dcos θ − dynsin θ (15)

Substituting the far field approximations in Equation (6), the total electric field Et can
be rewritten as:

Et =
E0

r
e−jkr

(
a1ejkdy1sin θ + a2ejkdcos θ+jkdy2sin θ + · · ·+ aNejk(N−1)dcos θ+jkdy Nsin θ

)
(16)

Then,

Et =
E0

r
e−jkr × AF(θ) (17)

Accordingly, the modified array factor can be expressed as:

AF(θ) = a1ejkdy1sin θ + a2ejkdcos θ+jkdy2sin θ + · · ·+ aNejk(N−1)dcos θ+jkdy Nsin θ (18)

In other words, it can be written as:

AF(θ) = ∑N
n=1 ane(jk(n−1)dcos θ+jkdyn sin θ) (19)

It is clear that AF(θ) is a function of the element position perturbation,

dyn =
[

dy1 dy2 . . . dyN

]
in the Y-direction.

2.1.1. Simulation Results of the Proposed EPP-BSA

In this section, several simulations are carried out to verify the proposed approach
and give a recommendation for the best case. Consider a broadside uniform linear antenna
array (ULAA) consisting of N = 8 elements with uniform element spacing d = λ/2 whose
elements are arranged along the Z-axis. It is required to scan the array main beam to
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the right and left of the broadside direction. This is achieved by performing EPP in the
Y-direction following a known waveform pattern. In this case, the cosine waveform is
utilized for the EPP where the cosine wave amplitude and period are expressed in terms
of the operating wavelength λ. The half period H of the cosine wave along the Z-axis is
chosen related to the array length Lh = (N − 1)× d = 3.5 λ.

In this case, the element position in the Y-direction along the array line (Z-direction) is
given by:

dyn = ±Ac × cos
(

z × π

H

)
(20)

where Ac is the amplitude of the cosine wave, z is the element position on the Z-axis, and
H is the half period of cosine that is chosen to be H ≥ Lh. Both the amplitude of the cosine
wave Ac and the half period H control the scanning angle of the array main beam.

The beam scanning is performed at different compression ratios R that are defined as:

R =
Lh
H

, H ≥ Lh (21)

It is noticed that as H increases more than Lh, the array size in the Y-direction is
reduced and becomes compact, so R is denoted as the compression ratio. Consequently,
there are different test cases for beam scanning for different values of compression ratio.

Test case (1): R = 1

In this case, the cosine wave half period is chosen to be equal to the array size,
H = Lh = 3.5 λ, hence R = 1. Accordingly, the EPPs of the array elements for Ac
changing from positive to negative and Ac changing from negative to positive are shown
in Figures 6a and 6b, respectively.

 
(a) (b) 

Figure 6. The EPPs of the array elements at compression ratio R = 1 for (a) Ac is changing from
positive to negative and (b) Ac is changing from negative to positive.

When the cosine wave amplitude is changing from positive to negative and its magni-
tude is changing from Ac = 0 to Ac = 0.19 λ, the array main beam is scanned from 0◦ to
7.01◦ with HPBW and the SLL is less than −10 dB. However, as the cosine wave amplitude
increases from than 0.19 λ to 1.5 λ, the scan angle is increased from 7.01◦ to 44.6◦, the SLL
is increased more than −10 dB, and the HPBW is decreased by 3◦. However, as the cosine
wave amplitude increases from than 1.5 λ to 2 λ, the scan angle is increased from 44.6◦
to 52.9◦. But, the grating lobe appears, and the SLL is increased by more than −10 dB as
listed in Table 1. The synthesized radiation patterns using the EPP technique are shown
in Figure 7.
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Table 1. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element uniform LAA at compression ratio R = 1.

Figure Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

Figure 7a 0 90◦ −12.8 dB 12.8◦

−52.91◦≤ θr ≤ 52.91◦

Figure 7b 0.19 λ 82.99◦ −10.09 dB 12.67◦

Figure 7c 0.25 λ 80.92◦ −9.346 dB 12.65◦

Figure 7d 0.5 λ 72.16◦ −6.82 dB 12.33◦

Figure 7e 0.75 λ 63.91◦ −4.963 dB 11.85◦

Figure 7f λ 56.69◦ −3.618 dB 11.1◦

Figure 7g 1.25 λ 50.5◦ −2.671 dB 10.45◦

Figure 7h 1.5 λ 45.34◦ −2.002 dB 9.8◦

Figure 7i 1.75 λ 40.7◦ −1.454 dB 9.3◦

Figure 7j 2 λ 37.09◦ −1.233 dB 8.75◦

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 

  

(j)   

Figure 7. Polar plots of the synthesized radiation patterns using the EPP-BSA approach for 8-element
LAA at compression ratio R = 1 and (a) Ac = 0, (b) Ac = 0.19 λ, (c) Ac = 0.25 λ, (d) Ac = 0.5 λ,
(e) Ac = 0.75 λ, (f) Ac = λ, (g) Ac = 1.25 λ, (h) Ac = 1.5 λ, (i) Ac = 1.75 λ, and (j) Ac = 2 λ and
changing from positive to negative.
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On the other hand, when the cosine wave amplitude is changing from negative to
positive and its magnitude is changing from Ac = 0 to Ac = 0.19λ, the array main beam
is scanned from 0◦ to −7.01◦ with a constant HPBW and the SLL is less than −10 dB.
However, as the cosine wave amplitude increases from 0.19 λ to 1.5 λ, the scan angle is
increased from −7.01◦ to −44.6◦, the SLL is increased by more than −10 dB, and the HPBW
is decreased by 3◦. But, as the cosine wave amplitude increases from 1.5 λ to 2 λ, the scan
angle is increased from −44.6◦ to −52.9◦ and the grating lobe appears with increased SLL
as shown in Figure 8. The achieved maximum scanning range is −52.91◦≤ θr ≤ 52.91◦
around the broadside direction.

 
Figure 8. Polar plot of the synthesized radiation pattern using the EPP-BSA approach for 8-element
ULAA at compression ratio R = 1 for Ac = 2 λ and changing from negative to positive.

Unlike traditional progressive phase shift scanning, as the scanning angle increases
away from the broadside direction, the SLL increases, and the HPBW is significantly
increased many folds of its value in the broadside case as shown in Figures 7 and 8.
However, in the proposed EPP-BSA approach, as the amplitude of the cosine wave Ac
increases, the HPBW of the main beam decreases as the length or size of the array projection
on the plane normal to the main beam direction θo is increased.

Test case (2): R = 0.875

In this case, the cosine wave half period is chosen to be greater than the array size,
H > Lh and equals H = 4 λ, hence R = 3.5 λ/4 λ = 0.875. Accordingly, the EPPs of the
array elements for Ac changing from positive to negative and Ac changing from negative
to positive are shown in Figures 9a and 9b, respectively.

  
(a) (b) 

Figure 9. The EPPs of the array elements at compression ratio R = 0.875 for (a) Ac is changing from
positive to negative and (b) Ac is changing from negative to positive.

When the cosine wave amplitude is changing from positive to negative and its mag-
nitude is changing from Ac = 0 to Ac = 0.25 λ, the array main beam is scanned from
0◦ to 8.56◦ with a constant HPBW and the SLL is less than −10 dB. However, as the cosine
wave amplitude increases from 0.25 λ to 2 λ, the scan angle is increased from 8.56◦ to 51.36◦,
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the SLL is increased by more than −10 dB, and the HPBW is decreased by 3.6◦ as listed in
Table 2. The synthesized radiation patterns using the EPP technique are shown in Figure 10.
It is clear that as the amplitude of the cosine waveform increases, the scanning angle
increases away from the broadside direction, the HPBW decreases, and the SLL increases
as shown in Figure 11.

Table 2. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.875.

Figure Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

Figure 10a 0 90◦ −12.8 dB 12.8◦

−51.36◦≤ θr ≤ 51.36◦

Figure 10b 0.25 λ 81.44◦ −10.09 dB 12.6◦

Figure 10c 0.5 λ 73.19◦ −7.88 dB 12.4◦

Figure 10d 0.75 λ 65.46◦ −6.181 dB 12◦

Figure 10e λ 58.24◦ −4.917 dB 11.2◦

Figure 10f 1.25 λ 52.05◦ −4.009 dB 10.8◦

Figure 10g 1.5 λ 46.86◦ −3.386 dB 10.5◦

Figure 10h 1.75 λ 42.25◦ −2.949 dB 9.7◦

Figure 10i 2 λ 38.64◦ −2.668 dB 9.2◦

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 10. Polar plots of the synthesized radiation patterns using the EPP-BSA approach for an
8-element ULAA at compression ratio R = 0.875 and (a) Ac = 0, (b) Ac = 0.25 λ, (c) Ac = 0.5 λ,
(d) Ac = 0.75 λ, (e) Ac = λ, (f) Ac = 1.25 λ, (g) Ac = 1.5 λ, (h) Ac = 1.75 λ, and (i) Ac = 2 λ and
changing from positive to negative.
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Figure 11. Relation between changes in the main beam scanning angle around the broadside direction
and side lobe level changes.

On the other hand, when the cosine wave amplitude is changing from negative to
positive and its magnitude is changing from Ac = 0 to Ac = 0.25 λ, the array main beam
is scanned from 0◦ to − 8.56◦ with a constant HPBW and the SLL is less than −10 dB.
However, as the cosine wave amplitude increases from 0.25 λ to 2 λ, the scan angle is
increased from −8.56◦ to − 51.36◦, the SLL is increased by more than −10 dB, and the
HPBW is decreased by 3.6◦ as shown in Figure 12. The achieved maximum scanning range
is −51.36◦≤ θr ≤ 51.36◦ around the broadside direction.

 

Figure 12. Polar plot of the synthesized radiation pattern using the EPP-BSA approach for 8-element
ULAA at compression ratio R = 0.875 for Ac = 2 λ and changing from negative to positive.

Test case (3): R = 0.7778

In this case, the cosine wave half period is chosen to be greater than the array size,
H > Lh and equals H = 4 λ, hence R = 4.5 λ/4 λ = 0.7778. Accordingly, the EPPs of the
array elements for Ac changing from positive to negative and Ac changing from negative
to positive are shown in Figures 13a and 13b, respectively.

When the cosine wave amplitude is changing from positive to negative and its mag-
nitude is changing from Ac = 0 to Ac = 0.3 λ, the array main beam is scanned from
0◦ to 9.08◦ with a constant HPBW and the SLL is less than −10 dB. However, as the cosine
wave amplitude increases from 0.3 λ to 2 λ, the scan angle is increased from 9.08◦ to 48.78◦,
the SLL is increased by more than −10 dB, and the HPBW is decreased by 1.38◦ as listed in
Table 3. The synthesized radiation patterns using the EPP technique are shown in Figure 14.
On the other hand, when the cosine wave amplitude is changing from negative to positive
and its magnitude is changing from Ac = 0 to Ac = 0.3 λ, the array main beam is scanned
from 0◦ to − 9.08◦ with a constant HPBW and the SLL is less than −10 dB. However, as
the cosine wave amplitude increases from than 0.3 λ to 2 λ, the scan angle is increased
from −9.08◦ to − 48.78◦, the SLL is increased by more than −10 dB, and the HPBW is
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decreased by 1.38◦ as shown in Figure 15. The achieved maximum scanning range is
−48.78◦≤ θr ≤ 48.78◦ around the broadside direction.

  
(a) (b) 

Figure 13. The EPPs of the array elements at compression ratio R = 0.7778 for (a) Ac is changing
from positive to negative and (b) Ac is changing from negative to positive.

Table 3. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.7778.

Figure Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

Figure 14a 0 90◦ −12.8 dB 12.8◦

−48.78◦≤ θr ≤ 48.78◦

Figure 14b 0.25 λ 82.47◦ −10.75 dB 12.7◦

Figure 14c 0.27 λ 81.44◦ −10.55 dB 12.71◦

Figure 14d 0.3 λ 80.92◦ −10.03 dB 12.68◦

Figure 14e 0.5 λ 74.74◦ −8.679 dB 12.52◦

Figure 14f 0.75 λ 68.03◦ −6.93 dB 12.21◦

Figure 14g λ 61.33◦ −5.567 dB 11.96◦

Figure 14h 1.25 λ 55.14◦ −4.547 dB 11.77◦

Figure 14i 1.5 λ 49.99◦ −3.842 dB 11.61◦

Figure 14j 1.75 λ 45.34◦ −3.366 dB 11.5◦

Figure 14k 2 λ 41.22◦ −3.097 dB 11.42◦

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 14. Cont.
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(g) (h) (i) 

 

(j) (k)  

Figure 14. Polar plots of the synthesized radiation patterns using the EPP-BSA approach for an
8-element ULAA at compression ratio R = 0.7778 at (a) Ac = 0, (b) Ac = 0.25 λ, (c) Ac = 0.27 λ, (d)
Ac = 0.3 λ (e) Ac = 0.5 λ, (f) Ac = 0.75 λ, (g) Ac = λ, (h) Ac = 1.25 λ, (i) Ac = 1.5 λ, (j) Ac = 1.75 λ,
and (k) Ac = 2 λ and changing from positive to negative.

Figure 15. Polar plot of the synthesized radiation pattern using the EPP-BSA approach for 8-element
ULAA at compression ratio R = 0.7778 for Ac = 2 λ and changing from negative to positive.

Test case (4): R = 0.7

In this case, the cosine wave half period is chosen to be equal to H = 5 λ, and the
array length equals Lh = 3.5 λ, hence R = 0.7. Accordingly, the EPPs of the array elements
for Ac changing from positive to negative and Ac changing from negative to positive are
shown in Figures 16a and 16b, respectively.

When the cosine wave amplitude is changing from positive to negative and its mag-
nitude is changing from Ac = 0 to Ac = 0.39 λ, the array main beam is scanned from
0◦ to 10.68◦ with a constant HPBW and the SLL is less than −10 dB. However, as the
cosine wave amplitude increases from 0.39 λ to 2 λ, the scan angle is increased from
10.68◦ to 45.69◦, the SLL is increased by more than −10 dB, and the HPBW is decreased by
1.1◦ as listed in Table 4. The synthesized radiation patterns using the EPP technique are
shown in Figure 17.
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(a) (b) 

Figure 16. The EPPs of the array elements at compression ratio R = 0.7 for (a) Ac is changing from
positive to negative and (b) Ac is changing from negative to positive.

Table 4. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.7.

Figure Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

Figure 17a 0 90◦ −12.8 dB 12.8◦

−45.69◦≤ θr ≤ 45.69◦

Figure 17b 0.25 λ 82.99◦ −11.2 dB 12.74◦

Figure 17c 0.35 λ 80.41◦ −10.36 dB 12.66◦

Figure 17d 0.39 λ 79.38◦ −10.05 dB 12.66◦

Figure 17e 0.5 λ 76.28◦ −9.198 dB 12.65◦

Figure 17f 0.75 λ 70.1◦ −7.39 dB 12.5◦

Figure 17g λ 63.91◦ −5.869 dB 12.42◦

Figure 17h 1.25 λ 58.24◦ −4.68 dB 12.4◦

Figure 17i 1.5 λ 53.08◦ −3.791 dB 12.7◦

Figure 17j 1.75 λ 48.44◦ −3.185 dB 13.4◦

Figure 17k 2 λ 44.31◦ −2.819 dB 13.9◦

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 17. Cont.
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(g) (h) (i) 

  

 

(j) (k)  

Figure 17. Polar plots of the synthesized radiation patterns using the EPP techniques for 8-element
ULAA at compression ratio R = 0.7 at: (a) Ac = 0, (b) Ac = 0.25 λ, (c) Ac = 0.35 λ, (d) Ac = 0.39 λ,
(e) Ac = 0.5 λ, (f) Ac = 0.75 λ, (g) Ac = λ, (h) Ac = 1.25 λ, (i) Ac = 1.5 λ, (j) Ac = 1.75 λ, and
(k) Ac = 2 λ and changing from positive to negative.

On the other hand, when the cosine wave amplitude is changing from negative to
positive and its magnitude is changing from Ac = 0 to Ac = 0.39 λ, the array main beam
is scanned from 0◦ to − 10.68◦ with a constant HPBW and the SLL is less than −10 dB.
However, as the cosine wave amplitude increases from 0.39 λ to 2 λ, the scan angle is
increased from −10.68◦ to − 45.69◦, the SLL is increased by more than −10 dB, and the
HPBW is decreased by 1.1◦ as shown in Figure 18. The achieved maximum scanning range
is −45.69◦≤ θr ≤ 45.69◦ around the broadside direction.

 

Figure 18. Polar plot of the synthesized radiation pattern using the EPP-BSA approach for 8-element
ULAA at compression ratio R = 0.7 for Ac = 2 λ and changing from negative to positive.

Test case (5): R = 0.5

In this case, the cosine wave half period is chosen to be equal to H = 7 λ, and the
array length equals Lh = 3.5 λ, hence R = 0.5. Accordingly, the EPPs of the array elements
for Ac changing from positive to negative and Ac changing from negative to positive are
shown in Figures 19a and 19b, respectively.
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(a) (b) 

Figure 19. The EPPs of the array elements at compression ratio R = 0.5 for (a) Ac is changing from
positive to negative and (b) Ac is changing from negative to positive.

When the cosine wave amplitude is changing from positive to negative and its magnitude
is changing from Ac = 0 to Ac = 0.65 λ, the array main beam is scanned from 0◦to 10.83◦ with
a constant HPBW and the SLL is less than −10 dB. However, as the cosine wave amplitude
increases from 0.65 λ to 2 λ, the scan angle is increased from 10.83◦ to 31.25 ◦, the SLL is
increased by more than −10 dB, and the HPBW is decreased by 2.83◦ as listed in Table 5. The
synthesized radiation patterns using the EPP technique are shown in Figure 20.

Table 5. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.5.

Figure Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

Figure 19a 0 90◦ −12.8 dB 12.8◦

−31.25◦≤ θr ≤ 31.25◦

Figure 19b 0.25 λ 85.57◦ −12.08 dB 12.79◦

Figure 19c 0.5 λ 81.44◦ −10.89 dB 12.79◦

Figure 19d 0.6 λ 79.89◦ −10.32 dB 12.77◦

Figure 19e 0.65 λ 79.17◦ −10.02 dB 12.76◦

Figure 19f 0.75 λ 77.32◦ −9.416 dB 12.8◦

Figure 19g λ 73.71◦ −7.874 dB 12.89◦

Figure 19h 1.25 λ 69.58◦ −6.407 dB 13◦

Figure 19i 1.5 λ 65.97◦ −5.087 dB 13.328◦

Figure 19j 1.75 λ 62.36◦ −3.915 dB 13.94◦

Figure 19k 2 λ 58.75◦ −2.929 dB 15.63◦

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 20. Cont.
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(g) (h) (i) 

  

 

(j) (k)  

Figure 20. Polar plots of the synthesized radiation patterns using the EPP-BSA approach for 8-
element uniform LAA at compression ratio equal to 0.5 at: (a) Ac = 0, (b) Ac = 0.25 λ, (c) Ac = 0.5 λ,
(d) Ac = 0.6 λ, (e) Ac = 0.65 λ, (f) Ac = 0.75 λ, (g) Ac = λ, (h) Ac = 1.25 λ, (i) Ac = 1.5 λ,
(j) Ac = 1.75 λ, and (k) Ac = 2 λ and changing from positive to negative.

On the other hand, when the cosine wave amplitude is changing from negative to
positive and its magnitude is changing from Ac = 0 to Ac = 0.65 λ, the array main beam
is scanned from 0◦ to − 10.83◦ with a constant HPBW and the SLL is less than −10 dB.
However, as the cosine wave amplitude increases from 0.65 λ to 2 λ , the scan angle is
increased from −10.83◦ to − 31.25◦, the SLL is increased by more than −10 dB, and the
HPBW is decreased by 2.83◦ as shown in Figure 21. The achieved maximum scanning
range is −31.25◦≤ θr ≤ 31.25◦ around the broadside direction.

 

Figure 21. Polar plot of the synthesized radiation pattern using the EPP-BSA approach for 8-element
uniform LAA due to compression ratio equal to 0.5 for Ac = 2 λ and changing from negative
to positive.

2.1.2. Comparison between the Five Test Cases of Compression Ratio

The results of the aforementioned five test cases of the compression ratio R are sum-
marized in Table 6. It is clear that for test cases 1, 2, and 3, as the cosine wave amplitude
increases, the scanning angle increases, and the HPBW decreases. However, test case 2 at
R = 0.875, provides the largest decrease in the HPBW. On the other hand, for test cases
4 and 5, as the cosine wave amplitude increases, the scanning angle increases giving rise
to a larger scanning range than in the previous test cases, and the HPBW increases. But,
the null between the first side lobe and main beam is relatively high, resulting in stronger
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interference. As a consequence, we can conclude that test case 2 with R = 0.875 yields the
best results in terms of HPBW and scanning range.

Table 6. Comparison between the five test cases of compression ratio. The optimal value is in bold.

No. Compression Ratio Cosine Wave Amplitude Ac
Scan Angle Range with Respect to

Broadside Direction
SLL HPBW

1 R = 1
0 to 0.19 λ From 0◦ to 7.01◦ < −10 dB Constant

0.19λ to 1.5 λ From 7.01◦ to 52.91◦ > −10 dB Decreased by 3◦

2 R = 0.875
0 to 0.25 λ From 0◦ to 8.56◦ < −10 dB Constant

0.25 λ to 2 λ From 8.5◦to 51.36◦ > −10 dB Decreased by 3.6◦

3 R = 0.7778
0 to 0.3 λ From 0◦to 9.08◦ < −10 dB Constant

0.3 λ to 2 λ From 9.08◦ to 48.78◦ > −10 dB Decreased by 1.38◦

4 R = 0.7
0 to 0.39 λ From 0◦ to 10.62◦ < −10 dB Constant

0.39 λ to 2 λ From 10.62◦ to 45.69◦ > −10 dB Increase by 1.1◦

5 R = 0.5
0 to 0.65 λ From 0◦ to 10.83◦ < −10 dB Constant

0.65 λ to 2 λ From 10.62◦ to 31.25◦ > −10 dB Increased by 2.83◦

2.1.3. CST Realization of the Proposed EPP-BSA

In this section, the proposed EPP-BSA is realistically validated for actual antenna
elements rather than isotropic antennas. The antenna array is created using the CST
microwave studio software package utilizing a dipole element, the dimensions of which, as
well as the H-plane and E-plane patterns, are shown in Figure 22. The simulated scattering
parameter (reflection coefficient) |S11| of the dipole antenna is illustrated in Figure 23,
showing a resonance frequency fo = 1 GHz.

(a) 

 
(b) 

(c) 

Figure 22. (a) Dimensions of dipole antenna, (b) H-plane pattern, and (c) E-plane pattern.
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Figure 23. The scattering parameter (reflection coefficient) |S11| against the frequency for the designed
dipole antenna.

Considering the recommended test case 2 with a compression ratio R = 0.875, which
yields the best results in terms of HPBW and scanning range, we created the synthesized
eight-element antenna arrays applying the proposed EPP-BSA approach. The synthesized
antenna arrays and the associated 3D radiation patterns are shown in Figure 24, while
the polar plots of the synthesized radiation patterns using the CST software package
are shown in Figure 25. The CST simulation results for Ac changing from 0 to 2 λ are
recorded in Table 7 compared to the MATLAB simulation results indicating the resultant
scan angle, SLL, and HPBW. The comparison shows a high matching between the CST
and MATLAB simulation results with minimal fractal changes because the CST acts as
a real environment and considers the mutual coupling between antenna elements in the
synthesized array structures. This demonstrates the ability of practical validation of the
proposed EPP-BSA approach.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 24. Cont.
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(g) (h) 

 

 

(i)  

Figure 24. The 3D radiation pattern plots of the synthesized antenna arrays using CST software
package applying the proposed EPP-BSA approach for an 8-element ULAA for R = 0.875 at:
(a) Ac = 0, (b) Ac = 0.25 λ, (c) Ac = 0.5 λ, (d) Ac = 0.75 λ, (e) Ac = 1 λ, (f) Ac = 1.251 λ,
(g) Ac = 1.5 λ, (h) Ac = 1.75 λ, (i) Ac = 2 λ, and changing from positive to negative.

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

 

   

(i)    

Figure 25. Polar plots of the synthesized antenna arrays radiation patterns using CST software
package applying the proposed EPP-BSA approach for an 8-element ULAA for R = 0.875 at:
(a) Ac = 0, (b) Ac = 0.25λ, (c) Ac = 0.5 λ, (d) Ac = 0.75 λ, (e) Ac = 1 λ, (f) Ac = 1.251 λ,
(g) Ac = 1.5 λ, (h) Ac = 1.75 λ, (i) Ac = 2 λ, and changing from positive to negative.
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Table 7. The CST simulation results for Ac changing from 0 to 2 λ compared to the MATLAB
simulation results indicating the resultant scan angle, SLL, and HPBW.

Cosine Wave Amplitude Ac
CST Results MATLAB Results

Scan Angle HPBW SLL Scan Angle HPBW SLL

Ac = 0 0◦ 12.3◦ −13 dB 0◦ 12.8◦ −12.8 dB

0.25 λ 8◦ 12.2◦ −12.2 dB 8.56◦ 12.6◦ −10.09 dB

0.5 λ 17◦ 12◦ −7.5 dB 16.81◦ 12.4◦ −7.88 dB

0.75 λ 24◦ 11.6◦ −5.6 dB 24.54◦ 12◦ −6.181 dB

λ 31◦ 11.2◦ −4.1 dB 31.76◦ 11.2◦ −4.917 dB

1.25 λ 37◦ 10.7◦ −3.2 dB 37.95◦ 10.8◦ −4.009 dB

1.5 λ 43◦ 10.2◦ −2.1 dB 43.14◦ 10.5◦ −3.386 dB

1.75 λ 47◦ 9.7◦ −1.3 dB 47.75◦ 9.7◦ −2.949 dB

2 λ 51◦ 9.1◦ −2.1 dB 51.36◦ 9.2◦ −2.668 dB

2.2. Proposed SLL/EPP-BSA

To mitigate the SLL problem of the EPP-BSA, the SLL/EPP-based beam scanning ap-
proach, which is denoted as SLL/EPP-BSA, is introduced. In this approach, SLL reduction
of the array pattern is firstly performed using our single convolution/genetic algorithm
(SC/GA) technique introduced in [13] and then performance-optimized EPP in the azimuth
plane. This combination between the SLL reduction and the EPP (SLL/EPP) results in a
wide scanning range from the broadside to the end-fire direction with a relatively constant
HPBW and minimal variations in the synthesized SLL. In addition, keeping the synthesized
excitation coefficients constant without adding progressive phase shifters facilitates the
manufacturing process and reduces the cost of the feeding network. The SC/GA SLL
reduction technique is utilized as it provides a twofold decrease in the SLL. Consider the
ULAA configuration shown in Figure 1 whose array factor AF(θ) is defined by Equation
(1), where an is the excitation coefficient of the nth antenna element. The SC is used to
determine the synthesized excitation coefficients, while the GA is utilized to determine
the element spacing between the antenna array elements. The SC/GA technique can be
summarized as follows:

For N-element ULAA, the N × 1 excitation vector AN×1 = [a1 a2 a3 a4 . . . aN ] is con-
volved by itself such that the resultant 1D convolution vector C(2N−1)×1 can be expressed as:

C(2N−1)×1 = AN×1∗AN×1 (22)

However, the size of the resultant excitation vector CI×1 = C(2N−1)×1 from the single
convolution process is much larger than the size of the original excitation vector AN×1. In
order to synthesis the array factor AFS(θ) using a reduced number of antenna elements,
we divided the vector CI×1 = C(2N−1)×1 into two vectors C(N×1)O

and C(N−1)×1E
that

contain the odd and even excitations to implement the synthesized array factors AFSO(θ)
and AFSE(θ), respectively.

The odd excitation vector can be determined as follows:

C(N×1)O
= CI×1|odd (23)

where the elements CO(n, 1) of the vector C(N×1)O
can be obtained from the elements

C(i, 1) of the vector CI×1 such that:

CO(n, 1) = C(2i − 1, 1) (24)

where 1 ≤ (i = n) ≤ I+1
2
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The even excitation vector can be determined as follows:

C(N−1)×1E
= CI×1|even (25)

where the elements CE(n, 1) of the vector C(N−1)×1E
can be obtained from the elements

C(i, 1) of the vector CI×1 such that:

CE(n, 1) = C(2i, 1) (26)

where 1 ≤ (i = n) ≤
(

I+1
2

)
− 1

Accordingly, the synthesized array factor using odd excitation coefficients AFSO(θ) is
given by:

AFSO(θ) = ∑
I+1

2
n=1 CO(n, 1)e(jk(n−1)dscos θ) (27)

While the synthesized array factor using even excitation coefficients AFSE(θ) is
given by:

AFSE(θ) = ∑( I+1
2 )−1

n=1 CE(n, 1)e(jk(n−1)dscos θ) (28)

where ds is the synthesized element spacing determined by the GA [13]. The GA optimizes
the element spacing such that the synthesized array factors AFSO(θ) and AFSE(θ) provide
the same HPBW as the original array factor AF(θ). It is worth mentioning that both
synthesized AFSO(θ) and AFSE(θ) provide a twofold decrease in the SLL compared to the
original array factor AF(θ).

After SLL reduction, the synthesized excitation coefficients C(N×1)O
and C(N−1)×1E

are kept constant and the EPP is performed for perturbing the elements’ positions in the
azimuth plane to steer the main beam to the desired direction.

Accordingly, the synthesized array factor using odd excitation coefficients AFSO(θ)
and EPP can be expressed as:

AFSO−EPP(θ) = ∑
I+1

2
n=1 CO(n, 1)e(jk(n−1)dscos θ+jkdyn sin θ) (29)

While the synthesized array factor using even excitation coefficients AFSE(θ) and EPP
can be expressed as:

AFSE−EPP(θ) = ∑( I+1
2 )−1

n=1 CE(n, 1)e(jk(n−1)dscos θ+jkdyn sin θ) (30)

where dyn is related to the synthesized element spacing ds according to Figure 26 shown be-
low.

Figure 26. The triangular relation between the element position dyn
in the Y-direction and the distance

from the reference antenna element.

2.2.1. Simulation Results of the Proposed SLL/EPP-BSA

Consider a broadside ULAA consisting of N = 8 elements with uniform element
spacing d = λ/2 whose elements are arranged along the Z-axis. Firstly, the ULAA is
synthesized using the SC/GA for SLL reduction. The synthesized array factors AFSO(θ)
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and AFSE(θ) using odd and even excitations compared to the original array factor AF(θ)
are shown in Figures 27 and 28, respectively. The synthesized excitation coefficients C(N×1)O
and C(N−1)×1E

, element spacing ds, SLL, and HPBW are listed in Table 8.

 

Figure 27. The synthesized array factor AFSO(θ) using odd excitations compared to the original
array factor AF(θ) of the 8-element ULAA.

 
Figure 28. The synthesized array factor AFSE(θ) using even excitations compared to the original
array factor AF(θ) of the 8-element ULAA.

Table 8. The synthesized excitation coefficients C(N×1)O
and C(N−1)×1E

, element spacing ds, SLL,
and HPBW.

Original ULAA
The Synthesized Array
Using Odd Excitations

The Synthesized Array
Using Even Excitations

N = 8 elements N = 8 elements N = 7 elements

ds\λ = 0.5 ds\λ = 0.705 ds\λ = 0.735

a1 1 a1 1 a1 2

a2 1 a2 3 a2 4

a3 1 a3 5 a3 6

a4 1 a4 7 a4 8

a5 1 a5 7 a5 6

a6 1 a6 5 a6 4

a7 1 a7 3 a7 2

a8 1 a8 1

HPBW = 12.8◦ HPBW = 12.8◦ HPBW = 12.8◦

SLL = −12.8 dB SLL = −29.79 dB SLL = −22.61 dB
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2.2.2. Simulation Results of the Proposed SLL/EPP-BSA for Five Test Case

Test case (1): R = 1

In this case, the cosine wave half period is chosen to be equal to the array length,
H = Lh = 4.935 λ, hence R = 1. Accordingly, the EPPs of the synthesized array elements
for Ac changing from positive to negative are shown Figure 29. The relation between
the amplitude changes of the cosine waveform and the scanning angle, HPBW, SLL, and
maximum scanning range for the eight-element ULAA at a compression ratio R = 1 are
listed in Table 9. When the cosine wave amplitude is changing from positive to negative
and its magnitude is changing from Ac = 0 to Ac = λ, the array main beam tilted from
a broadside direction of θ◦ = 90◦ to θ◦ = 62.36◦ with minimal changes in the HPBW that
is increased by 0.12◦ at θ◦ = 62.36◦ compared to the broadside direction, while the SLL
increased from −29.79 dB to −10.53 dB as the main beam is titled away from the broadside
direction to θ◦ = 62.36◦. The achieved maximum scanning range is −27.64◦≤ θr ≤ 27.64◦
around the broadside direction. The polar plot of the synthesized radiation pattern using
the SLL/EPP-BSA approach at compression ratio R = 1 and Ac = λ is shown in Figure 30.
This technique might be beneficial in mobile network applications when coverage is limited,
and the coverage area is divided into sectors.

Figure 29. The EPPs of the synthesized array elements at compression ratio R = 1 for Ac is changing
from positive to negative.

Table 9. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 1.

Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

0 90◦ −29.79 dB 12.8◦

−27.64◦≤ θr ≤ 27.64◦
0.25 λ 82.99◦ −22.94 dB 12.78◦

0.5 λ 75.77◦ −16.46 dB 12.83◦

0.75 λ 69.06◦ −12.84 dB 12.89◦

λ 62.36◦ −10.53 dB 12.92◦

1.25 λ

Grating lobe appearance
1.5 λ

1.75 λ

2 λ
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Figure 30. Polar plot of the synthesized radiation pattern using the SLL/EPP-BSA approach at
compression ratio R = 1 and Ac = λ.

Test case (2): R = 0.875

In this case, the cosine wave half period is chosen to be greater than the array length,
H > Lh and equals H = 5.64 λ, hence R = 4.935 λ/5.64 λ = 0.875. Accordingly, after
applying the EPPs of the synthesized array elements for Ac changing from positive and the
cosine wave amplitude is changing from positive to negative and its magnitude is changing
from Ac = 0 to Ac = 1.25 λ, the array main beam tilted from a broadside direction of
θ◦ = 90◦ to θ◦ = 59.27◦ with minimal changes in the HPBW that decreased by 0.34◦ at
θ◦ = 59.27◦ compared to the broadside direction, while the SLL increased from −29.79 dB
to −10.83 dB as the main beam titled away from the broadside direction to θ◦ = 59.27◦.
The achieved maximum scanning range is −30.73◦≤ θr ≤ 30.73◦ around the broadside
direction. The relation between the amplitude changes of the cosine waveform and the
scanning angle, HPBW, SLL, and maximum scanning range for the eight-element ULAA
at a compression ratio R = 0.875 are listed in Table 10. The polar plot of the synthesized
radiation pattern using the SLL/EPP-BSA approach at compression ratio R = 0.875 and
Ac = 1.25 λ is shown in Figure 31.

Table 10. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.875.

Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

0 90◦ −29.79 dB 12.8◦

−30.73◦≤ θr ≤ 30.73◦

0.25 λ 83.5◦ −25.55 dB 12.76◦

0.5 λ 76.8◦ −18.78 dB 12.77◦

0.75 λ 70.61◦ −14.96 dB 12.75◦

λ 64.94◦ −12.5 dB 12.67◦

1.25 λ 59.27◦ −10.83 dB 12.46◦

1.5 λ

Grating lobe appearance1.75 λ

2 λ
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Figure 31. Polar plot of the synthesized radiation pattern using the SLL/EPP-BSA approach at
compression ratio R = 0.875 and Ac = 1.25 λ.

Test case (3): R = 0.7778

In this case, the cosine wave half period is chosen to be greater than the array length,
H > Lh and equals H = 6.345 λ, hence R = 4.935λ/6.345λ = 0.7778. Accordingly, after
applying the EPPs of the synthesized array elements for Ac changing from positive and the
cosine wave amplitude is changing from positive to negative and its magnitude is changing
from Ac = 0 to Ac = 1.25λ, the array main beam tilted from the broadside direction of
θ◦ = 90◦ to θ◦ = 62.36◦ with minimal changes in the HPBW that is increased by 0.23◦ at
θ◦ = 62.36◦ compared to the broadside direction, while the SLL is increased from −29.79 dB
to −19.1 dB as the main beam is titled away from the broadside direction to θ◦ = 62.36◦.
The achieved maximum scanning range is −27.64◦≤ θr ≤ 27.64◦ around the broadside
direction. The relation between the amplitude changes of the cosine waveform and the
scanning angle, HPBW, SLL, and maximum scanning range for the eight-element ULAA
at a compression ratio R = 0.7778 are listed in Table 11. The polar plot of the synthesized
radiation pattern using the SLL/EPP-BSA approach at compression ratio R = 0.7778 and
Ac = 1.25 λ is shown in Figure 32.

Table 11. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.7778.

Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

0 90◦ −29.79 dB 12.8◦

−27.64◦≤ θr ≤ 27.64◦

0.25 λ 84.02◦ −28.9 dB 12.78◦

0.5 λ 78.35◦ −27.14 dB 12.88◦

0.75 λ 72.67◦ −24.59 dB 12.98◦

λ 67.52◦ −21.74 dB 13.06◦

1.25 λ 62.36◦ −19.1 dB 13.03◦

1.5 λ

Grating lobe appearance1.75 λ

2 λ
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Figure 32. Polar plot of the synthesized radiation pattern using the SLL/EPP-BSA approach at
compression ratio R = 0.7778 and Ac = 1.25 λ.

Test case (4): R = 0.7

In this case, the cosine wave half period is chosen to be greater than the array length,
H > Lh and equals H = 7.05 λ, and the array length equal Lh = 4.935 λ, hence R = 0.7.
Accordingly, after applying the EPPs of the synthesized array elements for Ac changing
from positive and the cosine wave amplitude is changing from positive to negative and
its magnitude is changing from Ac = 0 to Ac = 1.5λ, the array main beam tilted from
the broadside direction of θ◦ = 90◦ to θ◦ = 60.81◦ with minimal changes in the HPBW
that is increased by 0.89◦ at θ◦ = 60.81 compared to the broadside direction, while SLL is
increased from −29.79 dB to −12.68 dB as the main beam is titled away from the broadside
direction to θ◦ = 60.81◦. The achieved maximum scanning range is −29.19◦≤ θr ≤ 29.19◦
around the broadside direction. The relation between the amplitude changes of the cosine
waveform and the scanning angle, HPBW, SLL, and maximum scanning range for the
eight-element ULAA at a compression ratio R = 0.7 are listed in Table 12. The polar plot of
the synthesized radiation pattern using the SLL/EPP-BSA approach at compression ratio
R = 0.7 and Ac = 1.5 λ is shown in Figure 33.

Table 12. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.7.

Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

0 90◦ −29.79 dB 12.8◦

−29.19◦≤ θr ≤ 29.19◦

0.25 λ 85.05◦ −29.28 dB 12.82◦

0.5 λ 79.89◦ −28.21 dB 12.95◦

0.75 λ 74.74◦ −26.2 dB 13.17◦

λ 70.1◦ −23.44 dB 13.42◦

1.25 λ 65.46◦ −18.94 dB 13.64◦

1.5 λ 60.81◦ −12.68 dB 13.69◦

1.75 λ
Grating lobe appearance

2 λ
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Figure 33. Polar plot of the synthesized radiation pattern using the SLL/EPP-BSA approach at
compression ratio R = 0.7 and Ac = 1.5 λ.

Test case (5): R = 0.5

In this case, the cosine wave half period is chosen to be greater than the array length,
H = 9.87 λ, and the array length equal Lh = 4.935 λ, hence R = 0.5. Accordingly, after
applying the EPPs of the synthesized array elements for Ac changing from positive and
the cosine wave amplitude is changing from positive to negative and its magnitude is
changing from Ac = 0 to Ac = 2 λ, the array main beam tilted from the broadside direction
of θ◦ = 90◦ to θ◦ = 65.97◦ with minimal changes in the HPBW that is increased by 3.02◦ at
θ◦ = 65.97◦ compared to the broadside direction, while the SLL is increased from −29.79 dB
to −27.35 dB as the main beam is titled away from the broadside direction to θ◦ = 65.97◦.
The achieved maximum scanning range is −24.03◦≤ θr ≤ 24.03◦ around the broadside
direction. The relation between the amplitude changes of the cosine waveform and the
scanning angle, HPBW, SLL, and maximum scanning range for the eight-element ULAA
at a compression ratio R = 0.5 are listed in Table 13. The polar plot of the synthesized
radiation pattern using the SLL/EPP-BSA approach at compression ratio R = 0.5 and
Ac = 2 λ is shown in Figure 34.

Table 13. The relation between the amplitude changes of the cosine waveform and the scanning angle,
HPBW, SLL, and maximum scanning range θr for 8-element ULAA at compression ratio R = 0.5.

Cosine Wave Amplitude Ac Main Beam Direction θo, in ◦ SLL (dB) HPBW in ◦ Maximum Scanning Range

0 90◦ −29.79 dB 12.8◦

−24.03◦≤ θr ≤ 24.03◦

0.25 λ 87.11◦ −29.77 dB 12.81◦

0.5 λ 84.02◦ −29.82 dB 12.94◦

0.75 λ 80.92◦ −29.67 dB 13.16◦

λ 77.83◦ −29.05 dB 13.48◦

1.25 λ 74.74◦ −28.06 dB 13.9◦

1.5 λ 72.16◦ −30.35 dB 14.46◦

1.75 λ 69.06◦ −28.86 dB 15.18◦

2 λ 65.97◦ −27.35 dB 15.82◦
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Figure 34. Polar plot of the synthesized radiation pattern using the SLL/EPP-BSA approach at
compression ratio R = 0.5 and Ac = 2 λ.

2.2.3. Comparison between EPP/BSA and SLL/EPP-BSA

Based on prior simulations, we can conclude that the proposed EPP-BSA provides
wider scanning ranges than the proposed SLL/EPP-BSA but with much higher SLLs at
the endpoints of the scanning ranges. In this regard, the proposed SLL/EPP-BSA may be
useful in interference-sensitive applications that require small scanning sectors.

3. Realization of EPP-BSA Using Planar Antenna Array Thinning

It is possible to design a PAA with a large number of antennas packed into a tiny space
on a chip to create a system for millimeter-wave applications when the size of the antenna
element is very small. Consider the test case of the M = eight-element LAA with uniform
element spacing dz = 0.5 λ and size Lh = 3.5 λ, where the cosine wave half period is chosen
to be greater than the array size, H > Lh and equals H = 4λ, and R = 3.5 λ/4 λ = 0.875.
For cosine wave amplitude Ac changing from 2 λ to −2 λ in the Y-direction, its span will
be 2Ac = 4 λ. The realization of the eight-element LAA sector beam scanning using the
proposed EPP-BSA approach can be implemented by constructing a PAA of dimensions
(4 λ × 3.5 λ) in the Y-direction and the Z-direction, respectively. Taking a uniform element
spacing in the Y-direction to be dy = 0.1 λ and a uniform element spacing in the Z-direction

to be dz = 0.5 λ, a (M y × Mz

)
= (41 × 8) planar antenna array (PAA) can be constructed

as shown in Figure 35, where My is the number of elements in the Y-direction that can be
calculated as follows:

My = (2Ac / 0.1 λ) + 1 = (4λ / 0.1λ) + 1 = 41 elements (31)

Mz is the number of elements in the Z-direction that can be calculated as follows:

Mz = M = 8 elements (32)

Rather than using a rotating motor or progressive phase shift techniques for beam
scanning, the proposed PAA configuration allows for precise array thinning to select
the desired active “ON” eight elements and turn off the other elements to configure the
designed EPP pattern to achieve a specific scan angle with the desired radiation properties.
However, there may be some errors due to the mismatch between the positions of the
elements of the actual antenna array and the positions of the selected active eight elements
on the PAA for the desired EPP pattern. So that a position quantization is performed to
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select the nearest element on the PAA that matches the corresponding element on the actual
antenna array in order to eliminate these inaccuracies as much as feasible. Table 14 shows
a comparison between the actual element positions in the Y-direction compared to the
corresponding quantized element positions in the Y-direction at fixed element spacing in
the Z-direction.

 

Figure 35. Element distribution of the proposed (41 × 8 ) PAA configuration and the element distri-
butions of the M = 8 elements of the actual array using the proposed EPP-BSA approach at uniform
element spacing dz = 0.5 λ on the Z-axis and Ac changing from positive to negative.

Table 14. A comparison between the actual elements’ positions in Y-direction compared to the
corresponding quantized elements’ positions in Y-direction at fixed element spacing in Z-direction
for the realization of EPP-BSA approach using the proposed PAA thinning.

Cosine Wave Amplitude Ac Element Position on Y-Direction/λ
Number of Antenna Element on Z-Direction

1 2 3 4 5 6 7 8

0 λ
Exact position 0 0 0 0 0 0 0 0

Quantized position 0 0 0 0 0 0 0 0

0.5 λ
Exact position 0.5 0.46 0.35 0.19 0 −0.19 −0.35 −0.46

Quantized position 0.5 0.5 0.4 0.2 0 −0.2 −0.4 −0.5

λ
Exact position 1 0.9 0.7 0.4 0 −0.4 −0.7 −0.9

Quantized position 1 0.9 0.7 0.4 0 −0.4 −0.7 −0.9

2 λ
Exact position 2 1.848 1.414 0.7654 0 −0.7654 −1.414 −1.848

Quantized position 2 1.8 1.4 0.7 0 −0.7 −1.4 −1.8

The proposed PAA thinning technique is superior to utilizing progressive phase
shifters to scan the main beam from the broadside to the desired direction since the proposed
technique is based on modifying the EPP pattern rather than adjusting the phase shifter.
This simplifies the production process while also lowering the cost of the feeding network.
Furthermore, the proposed technique eliminates interference and coupling between the
main beam and the back lobe at any scanning angle by maintaining a 180 spacing angle
between them. However, when utilizing the progressive phase shift technique, the spacing
angle between the main beam and the back lobe decreases as the scan angle increases,
resulting in increased interference and coupling between them, which indeed increases the
HPBW as the main beam approaches the end-fire direction.

The implementation of the proposed (41 × 8) PAA configuration using the CST mi-
crowave studio is shown in Figure 36. The array is realized using the dipole antenna
illustrated in Figure 22 with resonance frequency fo = 1 GHz. Table 15 shows a compari-
son between the CST simulation results and MATLAB simulation results of the proposed
EPP/BSA approach using the proposed PAA thinning and actual EPP/BSA indicating the
resultant scan angle, SLL, and HPBW at R = 0.875.
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Figure 36. The implementation of the proposed (41 × 8 ) PAA configuration using CST microwave
studio utilizing a dipole antenna with resonance frequency fo = 1 GHz.

Table 15. A comparison between the CST simulation results and MATLAB simulation results of the
proposed EPP/BSA approach using the proposed PAA thinning and actual EPP/BSA indicating the
resultant scan angle, SLL, and HPBW at R = 0.875.

Cosine Wave Amplitude Ac

CST Simulation Results Using
PAA Thinning

CST Simulation Results Using
Actual EPP/BSA

MATLAB Simulation Results Using
Actual EPP/BSA

Scan
Angle

HPBW SLL
Scan

Angle
HPBW SLL

Scan
Angle

HPBW SLL

0 λ 0◦ 12.6◦ −13.6 dB 0◦ 12.3◦ −13 dB 0◦ 12.8◦ −12.8 dB

0.5 λ 17◦ 12.2◦ −6.5 dB 17◦ 12◦ −7.5 dB 16.81◦ 12.4◦ −7.88 dB

λ 30◦ 10.9◦ −2.8 dB 31◦ 11.2◦ −4.1 dB 31.76◦ 11.2◦ −4.917 dB

2 λ 50◦ 8.7◦ −1.1 dB 51◦ 9.1◦ −2.1 dB 51.36◦ 9.2◦ −2.668 dB

Figure 37 shows the CST simulated 3D radiation patterns using the PAA thinning
for implementation of the proposed EPP-BSA approach for the eight-element ULAA at
R = 0.875, Ac = 0, Ac = 0.5 λ, Ac = λ, Ac = 2 λ, and changing from positive to negative.
While the corresponding polar plots are shown in Figure 38.

  
(a) (b) 

  
(c) (d) 

Figure 37. CST-simulated 3D radiation patterns using the PAA thinning for implementation of the
proposed EPP-BSA approach for 8-element ULAA at R = 0.875: (a) Ac = 0, (b) Ac = 0.5 λ, (c) Ac = λ,
(d) Ac = 2 λ, and changing from positive to negative.
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(a) (b) (c) (d) 

Figure 38. CST simulated polar plots of the radiation patterns using the PAA thinning for imple-
mentation of the proposed EPP-BSA approach for 8-element ULAA at R = 0.875: (a) Ac = 0, (b)
Ac = 0.5 λ, (c) Ac = λ, (d) Ac = 2 λ, and changing from positive to negative.

4. Comparison with State-of-the-Art Works

In this section, the proposed beam steering techniques are compared with the state-of-
the-art works. The comparison is performed in terms of the main concept of the utilized
technique, beam steering range, maximum SLL, HPBW, and the significant remarks (draw-
backs and advantages) as mentioned in Table 16.

Table 16. Comparison with state-of-the-art works.

Ref. Beam Steering Range (BSR) Maximum SLL HPBW

[19]
Relatively continuous beam steering from
−50◦ to 50◦ by switching eight different

sampling states of the switching mechanism.

Poor SLL performance as the realized SLL of the
array is higher than the ideal case due to the phase

quantization errors that reaches 22.5◦ in this
3-bit phase shifter.

Whenever the main beam’s direction changes,
the HPBW correspondingly changes.

[20] Switched beam steering at four distinct angles :
(−41◦ ,−12◦ ,+15◦ , and + 48◦).

High SLL within the range from − 9 dB to
−4 dB.

Whenever the main beam’s direction changes,
the HPBW correspondingly changes.

[21] Switched beam steering at four distinct angles :
(+10◦ ,−38◦ ,+38◦ , and − 10◦).

Good SLL performance that equal
(−13 dB,−8 dB,−8 dB,−13 dB, and − 6 dB )

at the directions (+10◦ ,−38◦ ,+38◦ , and − 10◦),
respectively.

The HPBW is changed by 4.1◦ from 23.62◦
to 27.51◦ when the main beam is steered from

+10◦ to +38◦ or from −10◦ to −38◦ ,
respectively.

[22] Continuous beam steering from −30◦ to 30◦ . Maximum SLL equals − 9.2 dB The HPBW is changed by less than 1◦ .

[23] Continuous beam steering from −20◦ to 20◦ . Not available Not available

[24] Switched beam steering from −19◦ to 19◦ . Not available Not available

This work
Continuous beam steering from −51.36◦to51.36◦ . High SLL = −2.668 dB at the edges of the

steering range.
The HPBW is decreased by 3◦ at the edges of

the steering range.

Continuous beam steering from −30.73◦ to 30.73◦ . Good SLL < −10 dB over the entire steering
range. Constant HPBW over the entire steering range.

In [19], the main beam steering is performed using a three-bit phase shifter. The steer-
ing network was formed from a uniform eight-branch power divider with each terminal
feeding a microstrip line equipped with a switching mechanism that enabled three-bit
periodic phase shifting for beam steering. The antenna array elements are fed by the
network via coupled feeding. While the main drawbacks of the work are: (i) A complicated
feeding network where the progressive phase shift of each antenna element is needed to
be quantized and mapped from 0◦ to −360◦ in the eight different states of the individual
3-bit phase shifter. (ii) Each three-bit phase shifter requires eight PIN diodes, DC coupling
capacitors, and a DC biasing network that complicates the design and increases the feeding
network cost. (iii) The realized SLL of the array is higher than the ideal case due to the
phase quantization errors that reaches 22.5◦ in this quantized three-bit phase shifter. (v) In
contrast to the ideal situation, when phase quantization was not used, this phase inaccuracy
is the reason for the main beam direction mismatch. (iv) The array gain changes with the
change in the main beam direction.

In [20], a switched beam antenna array has been introduced. In order to produce four
distinct main beam directions, the antenna’s phase shifter made use of a 4 × 4 planar Butler
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matrix with phase variations of ±135◦ and ±45◦ between its outputs. While the main
drawbacks of the work are: (i) It did not offer continuous beam scanning; it just offered
switched beams in limited and distinct directions. (ii) The beamwidth of the four main
beams ranges from 38.5◦ to 55.4◦ in the H-plane and 26◦ to 31.8◦ in the E-plane, respectively.
(iii) The proposed method suffers from significant HPBW broadening. (v) The feeding
network design is complicated. In [21], the authors presented a switched beam antenna
array. The main beam steering is performed using a 4 × 4 Butler matrix phase-shifter.
While the main drawbacks of the work are: (i) It did not offer continuous beam scanning;
it just offered switched beams in limited and distinct directions. (ii) The feeding network
design is simple.

In [22], beam steering has been performed by utilizing a metasurface lens array that is
fed by a phased array with fewer phase shifters. While the main drawbacks of the work are:
(i) The design of the antenna array is complicated. (ii) It requires phase shifters. (iii) The
integration of the lens array and the phased array is a cumbersome process and greatly
affects the impedance matching of the array system. In [23], analog beam steering has been
performed based on Huygens’ metasurface pixel technique without using external phase
shifters to the array elements. The required phase shifts between antenna elements were
generated by integrating conventional probe-fed microstrip patch antenna arrays with
anisotropic Huygens metasurface. In [24], the grid array antenna structure has been used
to introduce switched beam steering. By switching the excitation of the elements at various
locations, the array main beam can be steered, while it suffers from limited accuracy.

5. Conclusions

In this paper, two sector beam scanning approaches based on the EPP technique,
denoted as the EPP-BSA and the SLL/EPP-BSA, are introduced. Based on prior simula-
tions, we can conclude that the proposed EPP-BSA provides wider scanning ranges than
the proposed SLL/EPP-BSA but with much higher SLLs at the endpoints of the scanning
range. In this regard, the proposed SLL/EPP-BSA may be useful in interference-sensitive
applications that require small scanning sectors. The proposed techniques are based on
modifying the EPP pattern rather than using phase shifters while maintaining the elements
excitations. This simplifies the production process and lowers the cost of the feeding net-
work. Furthermore, the proposed technique eliminates interference and coupling between
the main beam and the back lobe at any scanning angle by maintaining a 180 spacing angle
between them. Furthermore, a proposed PAA thinning approach is proposed to realize
the proposed EPP-BSA approach. It allows for precise array thinning to select the desired
active “ON” antenna elements and turn off the other elements to configure the designed
EPP pattern to achieve a specific scan angle with the desired radiation properties. The
results are realized using the computer simulation technology (CST) microwave studio
software package, which is highly matched to the MATLAB simulations.
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Abstract: To meet the urgent requirement for more channel capacity in modern wireless commu-
nication systems, antennas with more operation bands are demanded. However, large amounts
of antennas suffer from low radiation gains and low port isolation levels. In view of this, a differ-
entially fed, dual-wideband, dual-polarized patch antenna is proposed in this paper. Compared
with conventional crossed-feeding structures, the proposed crossed dielectric resonator (CDR) can
provide extra resonances with improved isolation levels and radiation gain. Further, four shorting
pins are introduced to the radiating patch to help improve the impedance-matching performance.
In addition, the proposed antenna also has a very compact size of 0.46λ × 0.46λ × 0.12λ. Finally, a
prototype of the proposed antenna is fabricated to validate the design concept. The measured results
show that the proposed antenna generates dual wide bands of 1.86–2.52 GHz and 3.26–3.72 GHz
for |S11| < −10 dB. High radiation gains of 8.9 ± 0.9 dBi and 10.8 ± 1.2 dBi are also obtained,
as well as high port isolation levels of better than 38.4 dB and 36.2 dB at the two bands. The ex-
cellent performance of the proposed antenna makes it a promising candidate for 4G/5G wireless
communication systems.

Keywords: crossed dielectric resonator; differential antenna; dual-band antenna; dual-polarized
antenna; port isolation; radiation gain

1. Introduction

As modern wireless communication devices such as base stations get concentrated
in crowded spaces, electromagnetic environments get worse, which leads to unexpected
interference between different wireless communication systems. One of the solutions
is integrating different functions into one wireless communication device. As a result,
antennas are demanded to have wider operation bands or multiple operation bands [1–3].

In multi-band antenna designs, parasitic structures [4–7] and slots [8–11] are commonly
used to generate multiple operation bands. For example, fan-shaped parasitic patches
are introduced to circularly polarized patches [4], and additional resonant mode can be
excited at a lower band with linearly polarized characteristics. In [5–7], stacked patches
are utilized to generate extra resonant modes for dual-band operation. In [8] and [9],
symmetric slots etching at the edges of radiating patches contribute to a higher resonant
mode at the upper band. Except for the above designs, multi-band characteristics can also
be obtained by loading shorting pins or stubs [11–13]. For example, a dual-band microstrip
patch antenna is designed in [12] using four shorting pins and a slot, and the radiation gain
reaches 10.2 and 10.0 dBi at the two bands. In recent years, dielectric resonators have been
investigated in antenna designs because of their stable, resonant characteristics [14–18].

Electronics 2023, 12, 3570. https://doi.org/10.3390/electronics12173570 https://www.mdpi.com/journal/electronics673



Electronics 2023, 12, 3570

For example, the higher-order resonance in [14] is obtained by loading copper tape on
the surface of a defected DRA. In [15], a coupling slot and a metal strip are used to excite
HEM111 and HEM113 modes with orthogonal polarizations. In [16], higher-order resonant
modes are excited using crossed DRA differentially fed by probes, and two operation bands
are obtained. In [17], dual-operation bands can also be excited by etching a cylindrical hole
in the middle of a cylindrical DRA.

However, very few studies concentrate simultaneously on gain and isolation improve-
ment for dual-band antennas. In view of this, a differentially fed, dual-band, dual-polarized
differential patch antenna is developed in this paper. By introducing a crossed dielectric
resonator as the feeding structure, extra resonant modes are excited with better impedance
matching performance, as well as improved port isolation levels. In addition, the shorted
patch antenna can not only excite extra resonances but also work as a 1 × 2 array at the
two bands. Thus, the realized gain in the main radiating direction is relatively higher
than in other designs. Measured results show that the proposed antenna has two wide
operation bands of 1.86–2.52 GHz and 3.26–3.72 GHz for |S11| < −10 dB with high port
isolation levels of higher than 38.4 dB and 36.2 dB at the two operation bands. The antenna
configuration and detailed design process and analysis are presented in Section 2. The
experiment results are listed in Section 3.

2. Antenna Design Process and Analysis

Figure 1 shows the configuration of the dual-band dual-polarized differential antenna.
The proposed antenna consists of a CDR with relative permittivity of 9.2, an F4B substrate
(the relative permittivity is 2.65, the loss tangent is 0.002), four printed patches, four
shorting pins, as well as a metal ground. The shorted patches are printed on the top of
the F4B substrate. The CDR is differentially fed by two pairs of coaxial cables with inner
conductors of the coaxial cables connected to each edge of the CDR. When port1+ and
port1− are differentially fed, vertical polarization is obtained. On the other hand, horizontal
polarization can be obtained when port2+ and port2− are differentially excited. Due to
the symmetry of the antenna structure, the two differential ports have similar frequency
responses. Thus, only the simulated and measured results when port1+ and port1− are
differentially fed are displayed in the following analysis.

  
(a) (b) 

 
(c) 

Figure 1. Configuration of the proposed antenna: (a) top view, (b) back view, and (c) front view. The
optimized parameters are as follows: L1 = 50.5, L2 = 30.2, W1 = 4.3, g = 2.1, Wg = 140.0, H1 = 15.0,
H3 = 0.5 (Unit: mm).
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The evolution process of the proposed antenna is given in Figure 2 to show the detailed
design concept. Ant.1 is a conventional patch antenna differentially excited by a bent metal
strip. In Ant.2, the metal strip is replaced by a CDR. The proposed antenna has four
shorting pins loading on the radiating patches of Ant.2.

Figure 2. Evolution process of the proposed antenna.

The simulated S-parameters and radiation gains for Ant.1 and Ant.2 are illustrated in
Figure 3. When Ant.1 is differentially fed, two resonances are obtained at about 1.92 GHz
and 3.96 GHz. The isolation level is better than 37.5 dB and 25.2 dB at the two bands, while
the realized gains at the two bands are 8.8 and 9.0 dBi, respectively. When the crossed strip
is replaced by the CDR in Ant.2, the original two resonant modes move to lower bands,
and another resonant mode is generated at about 2.48 GHz. In addition, the isolation level
of Ant.2 is 17.5 dB and 16.9 dB higher than that of Ant.1 at the two bands.

Current distributions on Ant.1 and Ant.2 at the two frequencies are shown in Figure 4
for better demonstration. The dominant current of Ant.1 at 1.92 GHz flows along the edges
of radiation patches that are close to the feeding structure. The currents flow along the
whole feeding structure at 3.96 GHz, which indicates a poor isolation level between the two
differential ports. Additionally, the dominant current path of Ant.1 at 1.92 GHz is about
twice the current path at the upper band, which corresponds to two different resonant
modes. As the dominant currents flow along X-axis, unidirectional radiation patterns can
be obtained for Ant.1 at the upper band. When the crossed metal strip is replaced by the
CDR in Ant.2, another resonant mode occurs at 2.48 GHz. The current distributions are like
Ant.1 at the lower band, as Figure 4 shows. When differentially fed, the resonating mode
for the CDR at 3.64 GHz is fixed along the two ports, and the orthogonal mode can hardly
be excited, which leads to isolation improvement between the two pairs of differential
ports. Additionally, the effective currents flow along the outer side of the radiating patches,
which means that the antenna can work as a 1 × 2 array, and radiation gains are relatively
higher than that of other patch antennas. Meanwhile, as the impedance matching gets
better, the peak realized gains at the two bands increase by 1 dB and 1.2 dB, respectively.
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(a) 

 
(b) 

Figure 3. Simulated (a) S-parameters and (b) realized gains of Ant.1 and Ant.2.

Figure 4. Current distributions on Ant.1 at 1.92 GHz and 3.96 GHz and on Ant.2 at 2.48 GHz and
3.64 GHz.

Figure 5 illustrates the input impedance for Ant.1 and Ant.2. It can be clearly seen
from the real part that Ant.1 has two resonances. The four resonances of Ant.2 indicate that
the CDR offers one more resonance at the upper band. In view of this, a parameter study is
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developed to validate the influence of the CDR on the impedance-matching performance
of Ant.2, as shown in Figures 6 and 7. It can be inferred that both the radiating patch and
the CDR provide one resonance at the each operation band. As the additional resonance at
the upper band is introduced by the CDR, the resonant frequency is more sensitive to the
length and width of the CDR. When L1 or W1 increases, the resonant mode of the CDR at
the upper band moves to low-frequency band and fuses with the patch mode. Thus, the
impedance matching performance also gets better as L1 or W1 increase.

 
Figure 5. Input impedance for Ant.1 and Ant.2.

 
Figure 6. S-parameter for Ant.2 varied with length of the CDR.

 
Figure 7. S-parameter for Ant.2 varied with width of the CDR.
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However, the impedance-matching performance of Ant.2 is still not satisfied. In view
of this, four shorting pins are loaded on the radiating patches, which can effectively tune the
impedance to a matching status, as shown in Figure 8. As a result, wideband performance
with dual resonances is obtained at the lower and upper bands. Additionally, radiation
gains of the proposed antenna increase by 0.3 dB and 1.3 dB at the two bands owing to the
improvement of impedance matching performance.

 
Figure 8. S-parameter and realized gains for Ant.2 and the proposed antenna.

To further clarify the influence of the shorting pins, the input impedance of Ant.2
and the final design are investigated, as shown in Figure 9. The four shorting pins have
the function of inductors at the lower band, mainly because the length of the shorting
pin is 0.09 wavelength. Thus, the capacitive character of Ant.2 can be neutralized by the
shorting pins at the lower band. As a result, the impedance matching performance is
improved at the lower band. Additionally, as the dominant current path is increased by
the shorting pin, resonance for the patch at the lower band moves to a higher frequency
band and fuses with the CDR mode. On the other hand, the shorting pin at the upper
band is about 0.2 wavelength, which means that it can be used as an open-ended structure
approximately. Thus, the shoring pin presents a capacitive character with a low real part.
As Ant.2 shows the inductive imaginary part at the upper band with high impedance,
the introduction of four shorting pins can help to tune the impedance to a matching
status. At last, the proposed antenna exhibits dual operation bands of 1.89 GHz–2.55 GHz
and 3.30 GHz–3.76 GHz for |Sdd11| < −10 dB. The realized gains at the two bands are
9.38 ± 0.74 dBi and 10.63 ± 1.44 dBi, respectively. To better understand the influence of
shorting pins in the proposed antenna, a parameter study on the position of the shorting
pins is made, as Figure 10 shows. As the shorting pin can be regarded as an open-ended
structure at the upper band, the dominant current path gets longer at the upper band when
d increases, which can be inferred from Figure 4. At the same time, the resonant frequency
at the upper band moves towards the CDR mode at about 3.3 GHz. Moreover, as the
shorting pin can improve the resonant frequency of patch mode at the lower band, the two
resonances get close when d increases. At last, d is chosen to be 15.0 mm as a compromise.
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Figure 9. Input impedance for Ant.2 and the proposed antenna.

 
Figure 10. S-parameter for the proposed antenna varied with distance from the shorting pin to
patch edge.

3. Experimental Results

A prototype of the proposed dual-band dual-polarized antenna is manufactured and
measured, as shown in Figure 11. Two pairs of 3 dB couplers are designed to test the
S-parameters and realized gains of the two ports at both lower and upper bands. Thus, the
difference between simulated and measured results mainly comes from manufacturing and
testing errors, as well as the introduction of 3 dB couplers.

 

Figure 11. (a) testing environment, (b) 3 dB couplers, and (c) prototype of the proposed antenna.

Figure 12 shows the measured S-parameters of the proposed antenna. The proposed
antenna operates at 1.86 GHz to 2.52 GHz and 3.26 GHz to 3.72 GHz for |S11| < −10 dB.
Besides, the measured port isolation levels at the two operation bands are higher than
38.4 dB and 36.2 dB, respectively. As Figure 13 shows, the measured radiation gains
are 8.9 ± 0.9 dBi and 10.8 ± 1.2 dBi at the two bands, which are close to the simulated
results. In addition, insertion loss of the antenna is added due to the introduction of 3 dB
couplers. The measured gains are a bit lower than the simulated ones, as well as the
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radiation efficiency. The measured radiation patterns of the proposed antenna at 2.2 GHz
and 3.5 GHz are plotted in Figure 14. Stable and unidirectional radiation patterns can also
be observed with low cross-polarization levels at the two working bands.

 

Figure 12. Simulated and measured S-parameters of the proposed antenna.

Figure 13. Simulated and measured realized gains and radiation efficiencies of the proposed antenna.

Figure 14. Simulated and measured radiation patterns of the antenna at different frequencies.
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4. Discussion

A comparison between the proposed antenna and reference antennas is made, as
Table 1 shows (λc is the wavelength at the center frequency of the lower band). The
proposed antenna shows a wider operation band than the other references except for [6]
at the upper band. Although the proposed antenna has a higher profile than that of [6,7],
the realized gains at the two bands are the highest, especially in designs using dielectric
resonators. In general, the proposed dual-band dual-polarized antenna reveals a low
profile, wide bandwidth, and high radiation gains.

Table 1. Comparison of dual-band antennas.

Ref.
Radiator Size

(λc)
Bandwidth Polar

Peak Gain
(dBi)

Iso.
(dB)

[6] 0.29 × 0.29 × 0.097 22%/19.3% RHCP/LP 8.5/10.8 >40.2/>32.8

[7] 0.48 × 0.48 × 0.085 11.4%/5.1% ±45◦/±45◦ 8.3/10.5 >40/-

[8] 0.49 × 0.49 × 0.13 12.3%/7.6% ±45◦/±45◦ 8.7/9.8 >37/>38

[12] 0.1382 × 0.025 1.6%/2.2% LP/LP 10.2/10.0 -/-

[15] 0.1362 × 0.31 18.38%/7.01% LP/LP 6.44/8.98 >36/-

[17] 0.212 × 0.17 10.1%/3.7% LP/LP 1.18/0 -/-

Pro. 0.46 × 0.46 × 0.12 30.1%
13.2%

VP/HP
VP/HP

9.8
12.0

>38.4
>36.2

5. Conclusions

In this paper, a differentially fed, dual-band, dual-polarized patch antenna is proposed.
By introducing CDR as the feeding structure of the patch antenna, two additional reso-
nances are obtained, as well as high port isolation levels and gains. Further, the impedance
matching performance is greatly enhanced by loading four shorting pins. Measured re-
sults show that the proposed antenna has dual wideband from 1.86 GHz to 2.52 GHz and
3.26 GHz to 3.72 GHz for |S11| < −10 dB, which can cover B1/B34/B39/B40 band for
4G wireless communication and N1/N7/N25/N34/N38/N39/N40/N41/N78/N84 band
for 5G wireless communication. In addition, the measured gains at the two operation
bands are 8.9 ± 0.9 dBi and 10.8 ± 1.2 dBi, respectively, which is 1–2 dB higher than that of
conventional dual-band dual-polarized antenna designs. Moreover, the radiator has a very
compact size of 0.46λ × 0.46λ × 0.12λ, which indicates a promising candidate for 4G/5G
wireless communication systems, such as base stations.

Author Contributions: Methodology, D.W.; software simulation and validation, D.W. and Y.L.;
fabrication and testing, J.L.; writing—original draft preparation, D.W. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: All data have been included in the study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, Y.; Zhao, Z.; Tang, Z.; Yin, Y. Differentially-Fed, Wideband Dual-Polarized Filtering Antenna With Novel Feeding Structure for
5G Sub-6 GHz Base Station Applications. IEEE Access 2019, 7, 184718–184725. [CrossRef]

2. Shi, C.; Zou, J.; Gao, J.; Liu, C. Gain Enhancement of a Dual-Band Antenna with the FSS. Electronics 2022, 11, 2882. [CrossRef]
3. Wen, L.H.; Gao, S.; Luo, Q.; Yang, Q.; Hu, W.; Yin, Y.; Ren, X.; Wu, J. A Wideband Differentially Fed Dual-Polarized Antenna with

Wideband Harmonic Sup-pression. IEEE Trans. Antennas Propag. 2019, 67, 6176–6181. [CrossRef]
4. Lin, J.; Qian, Z.; Cao, W.; Shi, S.; Wang, Q.; Zhong, W. A Low-Profile Dual-Band Dual-Mode and Dual-Polarized Antenna Based

on AMC. IEEE Antennas Wirel. Propag. Lett. 2017, 16, 2473–2476. [CrossRef]

681



Electronics 2023, 12, 3570

5. Zhu, X.-Q.; Guo, Y.-X.; Wu, W. Miniaturized Dual-Band and Dual-Polarized Antenna for MBAN Applications. IEEE Trans.
Antennas Propag. 2016, 64, 2805–2814. [CrossRef]

6. Wang, K.; Liang, X.; Zhu, W.; Geng, J.; Li, J.; Ding, Z.; Jin, R. A Dual-Wideband Dual-Polarized Aperture-Shared Patch Antenna
with High Isolation. IEEE Antennas Wirel. Propag. Lett. 2018, 17, 735–738. [CrossRef]

7. Feng, B.; Li, L.; Cheng, J.-C.; Sim, C.-Y. A Dual-Band Dual-Polarized Stacked Microstrip Antenna with High-Isolation and
Band-Notch Characteristics for 5G Microcell Communications. IEEE Trans. Antennas Propag. 2019, 67, 4506–4516. [CrossRef]

8. Li, Y.; Zhao, Z.; Tang, Z.; Yin, Y. Differentially Fed, Dual-Band Dual-Polarized Filtering Antenna with High Selectivity for 5G
Sub-6 GHz Base Station Applications. IEEE Trans. Antennas Propag. 2019, 68, 3231–3236. [CrossRef]

9. Cui, Y.; Wang, X.; Shen, G.; Li, R. A Triband SIW Cavity-Backed Differentially Fed Dual-Polarized Slot Antenna for WiFi/5G
Applications. IEEE Trans. Antennas Propag. 2020, 68, 8209–8214. [CrossRef]

10. Liu, N.-W.; Zhu, L.; Liu, Z.-X.; Liu, Y. Dual-Band Single-Layer Microstrip Patch Antenna with Enhanced Bandwidth and
Beamwidth Based on Reshaped Multiresonant Modes. IEEE Trans. Antennas Propag. 2019, 67, 7127–7132. [CrossRef]

11. Olan-Nuñez, K.N.; Murphy-Arteaga, R.S. Dual-Band Antenna on 3D-Printed Substrate for 2.4/5.8 GHz ISM-Band Applications.
Electronics 2023, 12, 2368. [CrossRef]

12. Zhang, X.; Zhu, L. Dual-Band High-Gain Differentially Fed Circular Patch Antenna Working in TM11 and TM12 Modes. IEEE
Trans. Antennas Propag. 2018, 66, 3160–3165. [CrossRef]

13. Liu, Z.-X.; Zhu, L.; Liu, N.-W. Dual-Band Dual-Mode Patch Antenna with High-Gain and Wide-Beam Radiations in Two
Respective Bands. IEEE Trans. Antennas Propag. 2021, 69, 8058–8068. [CrossRef]

14. Feng, L.Y.; Leung, K.W. Wideband Dual-Frequency Antenna with Large Frequency Ratio. IEEE Trans. Antennas Propag. 2019, 67,
1981–1986. [CrossRef]

15. Sun, Y.X.; Leung, K.W. Dual-Band and Wideband Dual-Polarized Cylindrical Dielectric Resonator Antennas. IEEE Antennas Wirel.
Propag. Lett. 2013, 12, 384–387. [CrossRef]

16. Tang, H.; Chen, J.-X.; Yang, W.-W.; Zhou, L.-H.; Li, W. Differential Dual-Band Dual-Polarized Dielectric Resonator Antenna. IEEE
Trans. Antennas Propag. 2017, 65, 855–860. [CrossRef]

17. Hu, P.F.; Pan, Y.M.; Leung, K.W.; Zhang, X.Y. Wide-/Dual-Band Omnidirectional Filtering Dielectric Resonator Antennas. IEEE
Trans. Antennas Propag. 2018, 66, 2622–2627. [CrossRef]

18. Khan, S.; Khan, M.A.; Anab, M.; Marwat, S.N.K.; Jan, N.; Ghoniem, R.M. Wideband Singly Fed Compact Circularly Polarized
Rectangular Dielectric Resonator Antenna for X-Band Wireless Applications. Electronics 2022, 11, 3281. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

682



Citation: Wang, Z.; Zhang, R.; Song,

W.; Xie, B.; Lin, X.; Li, H.; Tian, L.

W-Band Broadband Circularly

Polarized Reflectarray Antenna.

Electronics 2023, 12, 3849.

https://doi.org/10.3390/

electronics12183849

Academic Editor: Dimitra I.

Kaklamani

Received: 12 July 2023

Revised: 18 August 2023

Accepted: 7 September 2023

Published: 12 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

W-Band Broadband Circularly Polarized Reflectarray Antenna

Zhicheng Wang 1,2, Rui Zhang 1,*, Wenke Song 1,2, Bingchuan Xie 1,2, Xiaobo Lin 1,2, Haixuan Li 1,2

and Lu Tian 1,2

1 Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing 100190, China;
wangzhicheng21@mails.ucas.ac.cn (Z.W.); songwenke19@mails.ucas.ac.cn (W.S.);
xiebingchuan@163.com (B.X.); linxiaobo20@mails.ucas.ac.cn (X.L.); lihaixuan22@mails.ucas.ac.cn (H.L.);
tianlu22@mails.ucas.ac.cn (L.T.)

2 The School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of
Sciences, Beijing 100408, China

* Correspondence: ruizhang@mail.ie.ac.cn

Abstract: We propose a W-band circularly polarized reflectarray antenna in this article, which contains
a single-layer reflectarray and a linearly polarized horn feed. To realize the proposed antenna, we
designed a novel W-band multi-resonant element containing a Rogers RT5880 substrate with copper
patches printed on its both surfaces. Then, a circular reflectarray with 12.25 λ0 (39.1 mm) aperture
diameter was designed based on the proposed multi-resonant element, whose center frequency is
94 GHz. We further fabricated the proposed circular reflectarray and tested its performance. In the
measured results, we can see that the obtained 1 dB gain bandwidth is 19.1% (91~109 GHz) and the
obtained 2 dB gain bandwidth can reach as wide as 27.6% (89~115 GHz). Moreover, the 3 dB axial
ratio bandwidth is 13.8% (89~102 GHz). The measured gain of our proposed reflectarray antenna
at 94 GHz is 29.1 dBi and the corresponding aperture efficiency can reach as high as 52.0%. Those
results show that our proposed antenna may be prospective in wireless communication applications
due to its strengths in broadband and high aperture efficiency.

Keywords: W-band; reflectarray; broadband; circularly polarized

1. Introduction

In the 1960s, Berry et al. firstly proposed the concept of the reflectarray antenna [1].
However, due to the large volume and heavy weight, the reflectarray antenna at that time
was not highly valued. This was until the 1970s, with the development of printed circuit
board (PCB) technology, when scholars began to use printed microstrip elements produced
by PCB technology to design reflectarray antennas. In 1978, C.S. Malagisi firstly proposed
the use of microstrip patch elements as phase modulation units for reflectarray antennas,
which have advantages such as light weight, low profile, and easy conformability [2]. In
1987, R.E. Munson applied for a US patent for a microstrip reflectarray antenna, which
gave rise to the concept of the microstrip reflectarray antenna (RA) [3].

RAs, as substitutes for traditional reflectors, have received widespread attention in
recent years. Many studies have investigated the design of circularly polarized reflectar-
rays [4–19]. The advantages of circularly polarized electromagnetic waves include the
ability to overcome multipath effects and the interference of rain and fog and to solve
polarization matching problems. Therefore, circularly polarized antennas are widely used
in deep space exploration, remote sensing and telemetry, satellite communication, and
other fields.

According to the type of feed, circularly polarized reflectarray antennas (CPRAs) can
be divided into two categories: CPRAs with circularly polarized (CP) feeds or with linearly
polarized (LP) feeds. CPRAs with CP feeds are mostly based on rotating elements [4–8],
and the required phase compensation is obtained by changing the rotation angle of the

Electronics 2023, 12, 3849. https://doi.org/10.3390/electronics12183849 https://www.mdpi.com/journal/electronics683



Electronics 2023, 12, 3849

rotating elements. However, as the frequency of electromagnetic waves increases, especially
when working in the millimeter wave, terahertz, or higher bands, the difficulty in design-
ing and processing CP feeds increases sharply. Therefore, scholars have begun to study
CPRAs with LP feeds. Multiple types of elements have been reported for CPRAs with LP
feeds, including square patch and cross slot dual-layer elements [9], dual-layer rectangular
patch elements [10], dual-layer T-shaped elements [11], split square ring elements [12],
dual-layer Jerusalem-shaped elements [13], and double-layered elliptical microstrip patch
elements [14].

The state of the art on CPRAs has made significant steps in recent years, such as
dual-band CPRAs [15–17], circularly polarized reflect-transmit-array antennas [18], and
beam-scanning CPRAs [19]. However, due to the high machining accuracy required for
W-band RAs, there are only a few studies on W-band CPRAs, and most of them remain in
the simulation stage without fabrication and measurement. Therefore, the study of W-band
CPRAs is of great significance.

In our study, a W-band single-layer broadband circularly polarized reflectarray an-
tenna was proposed, which contains a low-profile reflectarray and a linearly polarized
horn antenna. Firstly, we designed and analyzed a single-layer multi-resonant element for
our proposed CPRA, including a Rogers RT5880 substrate with copper patches printed on
both its surfaces. The simulation results showed that elements can independently control
the reflected wave phase in two orthogonal directions by changing the corresponding
parameters and can achieve a smooth phase shift range of over 360◦ in both orthogonal
directions. Then, we designed and manufactured a planar circular reflectarray consisting
of 437 elements and further verified of our proposed element.

2. The Design of the Reflectarray Element

The reflectarray of CPRAs with an LP feed needs the ability to convert LP incident
waves into CP reflected waves. Based on electromagnetic theory, CP waves are composed
of two spatially orthogonal LP waves with equal amplitudes and phase differences of π/2.
Therefore, the designed reflectarray should be able to generate different reflective phases
for LP incident waves in two orthogonal directions to obtain a 90◦ phase difference between
the two orthogonal parts of the reflected wave to obtain CP waves. Meanwhile, each
reflectarray element is necessary to bring the appropriate reflective phase to compensate
the spatial phase delay, so as to imitate the ability of the traditional reflector.

Among the basic structures of reflectarray elements, the dipole has the ability to
change the reflective phase of the LP incident wave in the corresponding direction by
adjusting the length, while almost having no effect on the reflective phase of the LP incident
wave in its orthogonal direction. Meanwhile, the structure of the dipole is simple, small,
and easy to integrate into multi-resonant structures. Thus, the dipole has advantages in the
high-precision processing of W-band antennas. The combination of dipoles can be used to
design W-band circularly polarized reflectarray elements.

As shown in Figure 1, a reflectarray element is formed by four dipoles. The lx and ly
can be independently changed, so the element is not a completely symmetrical structure.
The substrate material is Rogers RT5880, with a thickness of 0.508 mm.

The simulation results of this element, where the incident wave is an LP wave in the
X direction, are shown in Figure 2. It can be seen that for an LP incident wave paralleled
to the X axis, the phase shift of the reflected wave is more sensitive to the changes in the
parameter lx, while the change in the parameter ly has little effect on its reflective phase.
We can assume that the reflective phase of the LP incident wave paralleled to the X axis is
only determined by lx. Similarly, the reflective phase of the LP incident wave paralleled
to the Y axis is only determined by ly. Therefore, the reflective phases of the LP incident
waves paralleled to the X axis or Y axis can be independently obtained by changing the
values of lx or ly.
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Figure 1. The structure of the element formed by four dipoles. (a) Perspective view, (b) top view.

 

Figure 2. Simulation results of the mentioned element with Ei
x at 94 GHz.

However, this single-resonant element cannot meet the demands of designing RAs
because its reflective phase shift range is only about 250◦. To change the resonance charac-
teristic of the element, four additional dipoles were added into our proposed element to
obtain a single-layer multi-resonant element.

Figure 3 shows the structure of our proposed single-layer multi-resonant element.
It contains a dielectric substrate (Rogers RT5880, blue part) with metal patches (copper,
orange parts) printed on its both surfaces. To show three typical resonant forms of the
element more intuitively, the simulated surface current distributions of the multi-resonant
element with Ei

x at three different frequency points are shown in Figure 4. When the
frequency is 84 GHz, the surface current of the outer dipole is strong, while the inner dipole
is weak. When the frequency is 94 GHz, the surface current distribution intensity of the
inner and outer dipoles is equivalent. When the frequency is 104 GHz, the surface current
of the outer dipole is weak, while the inner dipole is strong. We can see the variation in
surface current distributions with different frequencies. As the frequency increases, the
surface current of the outer dipole gradually decreases, while the surface current of the
inner dipole gradually increases.

In the realization of reflectarrays, element spacing is an important factor. Too large
element spacing will lead to the generation of grid lobes in the antenna pattern. We can use
Equation (1) to calculate the proper element spacing p so as to avoid this problem [20]:

p ≤ λ0

1 + sin θ
(1)

where λ0 is the electromagnetic wave length at the center frequency and θ is the maximum
angle of incidence from the feed.
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Figure 3. (a) Perspective view and (b) top view of the single-layer multi-resonant element.

Figure 4. Simulated surface current distributions of the multi-resonant element with Ei
x at

(a) 84 GHz, (b) 94 GHz, and (c) 104 GHz.

With the center frequency of 94 GHz, considering the limitation in the range of phase
shift and practical manufacture, we chose an element spacing of 0.53 λ0. Therefore, the
parameter p is 1.7 mm.

Microstrip reflectarrays are fabricated by PCB technology. The minimum line spacing
is an important limiting factor in the process of PCB technology. In addition, the thicknesses
of the boards used in the fabrication process have some fixed standards. We chose a
substrate with a thickness of 0.508 mm. Then, we proposed a coefficient k, where d2 is
equal to k × d, l1 is equal to k × lx, and l2 is equal to k × ly, and further optimized the
structure parameters by using simulation software. To design the reflectarray elements, two
requirements should be met. Firstly, the phase shift range of the element needs to exceed
360◦. Moreover, the phase shift curve needs to be flat and have good linearity, which can
effectively expand the bandwidth of the antenna. In our proposed element, the parameter k
is a significant structure parameter because it can affect the coupling between the outer and
inner dipoles. The parameter k could affect the distance and strength of the resonance points
of the proposed element. With a decrease in parameter k, the distance between the inner
and outer dipoles increases, so that the coupling effect weakens. It also leads to the increase
in the spacing between resonance points and the decrease in intensity of the resonance
points. The parameter w is the width of each dipole and it also has a significant impact
on the reflection performance of the element. With a decrease in parameter w, the dipoles
become thinner, so that the position of each resonance point moves towards the right in the
coordinate axis. Meanwhile, the strength of resonance points increases, but the distance
between the resonance points does not change much. The parameter d has little effect on the
position of the resonance point, it only slightly affects the strength of the resonance point.
However, if the parameter d is too small, it will affect the allowable size range of lx or ly. If
the parameter d is too large, it will exacerbate the coupling between the adjacent elements,
resulting in a change in the actual reflection phase shift of the element and further causing

686



Electronics 2023, 12, 3849

the decreased gain of the antenna. Therefore, in the design of multi-resonant broadband
reflectarray elements, the selection of the parameter d should be moderate. We can see the
optimized parameters of the single-layer multi-resonant element in Table 1.

Table 1. The dimensions of the single-layer multi-resonant element.

Parameter Value Parameter Value

p 1.7 mm w 0.06 mm
d 1.5 mm d2 0.65 d
lx 0.6~1.532 mm l1 0.65 lx
ly 0.6~1.532 mm l2 0.65 ly

The master–slave boundary method with Floquet port excitations is a commonly
used method to build and simulate the reflectarray element. Figure 5 shows the reflective
phase shift performance of the proposed reflectarray element with Ei

x. It can be seen that
for incident waves paralleled to the X axis, the phase shift of the reflected wave is more
sensitive to the changes in the parameter lx, while the change in the parameter ly has little
effect on its reflective phase. As shown in Figure 6a, when ly is 1 mm and lx varies from 0.600
to 1.532 mm, at the center frequency of 94 GHz, the phase shift range of the reflected wave
is larger than 360◦ and the amplitude is larger than −0.34 dB. The frequency sweep results
ranging from 84 to 110 GHz are shown in Figure 6b. We can see that when the frequency
changes, the reflection characteristics of the element also change. The reflection phase
shift range of the element is positively correlated with the frequency. As the frequency
decreases, the reflection phase shift curve tends to be flat and the reflection phase shift
range decreases. Conversely, the reflection phase shift range increases. However, the whole
change is not significant and the reflection phase shift curves are approximately parallel. It
means that, within a relatively wide frequency band, the element can provide a reflection
phase shift that is not significantly different from that required. Our proposed element
has good broadband performance due to its approximately identical phase compensation
characteristic at different frequencies.

Figure 5. The reflective phase shift characteristics of our proposed element with Ei
x at 94 GHz.

687



Electronics 2023, 12, 3849

 

Figure 6. The characteristics of our proposed element when ly is 1 mm. (a) Different incidence angles.
(b) Different frequencies. (The blue arrow shows the coordinate axis which is applicable to the curve
in the blue circle).

3. The Design and Realization of RA

Choosing optimum phase distribution in the reflectarray aperture is the key to obtain-
ing an RA with high gain and aperture efficiency. We can use Equation (2) to obtain the
optimum value of required phase φi of each element in the coordinate plane across the
reflectarray:

φi = k(Ri −→
ri × r̂0) + φ0 (2)

where k is the wavenumber, Ri is the distance between the phase center and the ith element,
→
r i is the position vector of the ith element, r̂0 is the unit vector in the main beam direction,
and φ0 is the relative phase [21].

To design the aperture phase distribution, firstly, we should choose the proper focal
distance F and aperture size D. The focus-to-diameter ratio (F/D) is a key factor to obtain a
higher aperture efficiency of the RA. In our research, the feed we chose is a horn antenna
with a 17 dBi gain at the center frequency of 94 GHz. Based on reflectarray theory, spillover
efficiency ηs and illumination efficiency ηi are the most important factors affecting the value
of aperture efficiency ηa. And the increased F/D value leads to lower spillover efficiency ηs
and higher illumination efficiency ηi [22]. Therefore, the proper F/D value can be chosen as
1.116, which means that the maximum angle of incidence from the feed is about 24.13◦, as
shown in Figure 7. To ensure a sufficiently high gain of the antenna, we chose the planar
circular reflectarray containing 437 elements; thus, the aperture diameter D is 12.25 λ0
(39.1 mm) and the focal distance F is 47.43 mm.

 

Figure 7. The efficiencies versus the value of F/D.
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After determining the F/D value, the optimum required phases of each element in the
coordinate plane across the reflectarray can be calculated by Equation (2). The required
compensation phases of the X-direction incident wave differ by 90◦ from the Y-direction
incident wave, as shown in Figure 8, because the reflectarray needs the ability to convert
LP incident waves into CP reflected waves.

Figure 8. The required compensation phase of (a) the X-direction incident wave and (b) the Y-direction
incident wave.

Then, we simulated, fabricated, and tested our proposed RA. To test the gain perfor-
mance of RAs, a far-field measurement system with a 1 GHz frequency resolution was used.
As shown in Figure 9a, the reflectarray and the feed horn are fixed by the plastic bracket
and then connected to the frequency multiplier and the vector network analyzer.

Figure 10 shows a good consistency between the simulated and measured results at
the three different frequency points. We can see that, at the center frequency of 94 GHz,
the value of the measured side-lobe in the E plane is as low as −16.2 dB and in the H
plane it is −15.7 dB, and the value of measured cross-polarization is as low as −17.4 dB.
Moreover, the maximum measured side-lobe is −14.5 dB in the H plane at 89 GHz. The
larger connecting flange and the occlusion by metal waveguides are significant reasons
leading to the differences between the radiation patterns of simulated and fabricated RAs.

Moreover, Figure 11 shows the result of the axial ratio and antenna gain of our
proposed RA. At 94 GHz, the measured gain reached 29.1 dBi and the corresponding
aperture efficiency reached 52.0%. The 1 dB gain bandwidths and 2 dB gain bandwidths
of the designed RA are 19.1% and 27.6%, respectively. The 3 dB axial ratio bandwidth is
13.8%, ranging from 89 GHz to 102 GHz. We found that the small differences between the
antenna gain and axial ratio of our proposed RA may be caused by the feed blocking and
the discrepancies between the fabricated and simulated reflectarrays. The PCB process
used in our proposed reflectarray has a fabrication tolerance of −0.006~0 mm. Under the
condition of a manufacturing error of −0.006 mm, the average phase compensation error
of the element is 2.30◦ and the max error is about 5.04◦. Due to the phase compensation
errors, the gain of the RA will decrease and the axial ratio will also change.
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Figure 9. (a) Measured setup of the proposed reflectarray antenna. (b) Top and (c) bottom layer of
the fabricated antenna sample.

 

Figure 10. Simulated and measured radiation patterns of the proposed RA. (a) E plane and (b) H
plane at 89 GHz; (c) E plane and (d) H plane at 94 GHz; (e) E plane and (f) H plane at 102 GHz.
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Figure 11. Measured and simulated antenna gain or axial ratio within frequency band of 80–120 GHz.
(The blue arrow shows the coordinate axis which is applicable to the curve in the blue circle).

A comparison between our work and related RAs in the W-band or higher bands is
shown in Table 2. Our proposed CPRA converts the LP wave emitted by the feed into the
CP wave. The incident of our feed is at a 45◦ angle to the coordinate axis. The incident wave
is divided into two orthogonal components and then converted into a CP wave by changing
the phase difference between the two components. Therefore, this type of CPRA has a gain
1.5 dBi lower than the LPRA with same aperture and feed, and the aperture efficiency is
correspondingly much lower. Moreover, due to the high machining accuracy required for
W-band RAs, there are a few studies about W-band CPRAs, and most of them remain in
the simulation stage without fabrication and measurement. Considering this characteristic,
our proposed CPRA has undergone processing and measuring. It has advantages in the
comprehensive performance of the polarization mode, aperture efficiency, and bandwidth.

Table 2. Comparison of related RAs in W-band or higher bands.

This Work [23] [24] [22] [25] [26]

f 0 (GHz) 94 88 94 94 90 165
Polarization CP CP CP LP LP LP

Feed polarization LP LP CP LP LP LP
Gain (dBi) 29.1 28.4 30.6 31.1 28.5 33.2

Aperture Size (λ0) 12.25 (circular) 17.6 (circular) 16.14 (rectangular) 13.78 (rectangular) 12 (circular) 23.76 (circular)
AE (%) 52 22.6 45.56 53.4 55.3 32.5

1 dB gain BW (%) 19.1 6.81 -- 25.5 28.8 24.2
2 dB gain BW (%) 27.6 -- 22.22 -- -- --
3 dB AR BW (%) 13.8 6.81 22.22 -- -- --
Measured (Y/N) Y N N Y Y Y

4. Conclusions

In this article, a W-band circularly polarized reflectarray antenna is proposed. This
antenna is composed of a single-layer planar reflectarray fed with a linearly polarized horn
antenna. The single-layer planar reflectarray has a 39.1 mm diameter circular aperture
containing 437 elements. And we further fabricated and tested it to verify its performance.
Our measurement results indicate that the measured peak gain of our proposed RA can
reach 29.1 dBi and the corresponding aperture efficiency is 52.0%. The 1 dB gain bandwidth
and the 2 dB gain bandwidth are as wide as 19.3% (91–109 GHz) and 27.6% (89–115 GHz),
respectively, and the 3 dB axial ratio bandwidth is 13.8% (89~102 GHz). These results show
that our proposed antenna may be prospective in wireless communication applications due
to its strengths in broadband and high aperture efficiency.
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Abstract: The grey wolf optimization (GWO) algorithm is a new nature-inspired meta-heuristic
algorithm inspired by the social hierarchy and hunting behavior of grey wolves. In this paper, the
GWO algorithm is improved to overcome previous shortcomings of being easily trapped in local
optima and having a low convergence rate. The proposed enhancement of the GWO algorithm
utilizes logistic-tent double mapping to generate initialized populations, which enhances its global
search capability and convergence rate. This improvement is called the nonlinear chaotic grey wolf
optimization (NCGWO) algorithm. The performance of the NCGWO algorithm was evaluated with
four representative benchmark functions. Then, the NCGWO algorithm was applied to perform an
optimal pattern synthesis of linear array antennas (LAAs) using two distinct approaches: optimizing
the amplitudes of the antenna currents while preserving uniform spacing and optimizing the positions
of the antennas while assuming uniform excitation. To validate the effectiveness of the proposed
approach, the results obtained by the NCGWO algorithm were compared with those obtained by
other intelligent algorithms. Additionally, the NCGWO algorithm was applied to a more complex
planar antenna array to further validate its performance. Our results demonstrate that the NCGWO
algorithm exhibits superior performance regarding electromagnetic optimization problems compared
to widely recognized algorithms.

Keywords: nonlinear chaotic grey wolf optimization (NCGWO) algorithm; logistic-tent double
mapping; array antennas; pattern synthesis

1. Introduction

Array antennas are indispensable in present-day Wi-Fi verbal exchange systems.
Compared to a single antenna, array antennas have greater directivities, greater gains,
and higher competencies in beam control and null placement [1], which make them a
crucial component in implementing fifth-generation (5G) and satellite communication
systems [2]. Since environmental friendliness has become a significant theme of the current
era, technological innovation is the ultimate solution to a green and sustainable system. A
new track is opened by array antennas. For example, compared with the U.S. Arecibo array,
the 500 m Aperture Spherical Radio Telescope of China has a 64% larger aperture, 2.5 times
higher sensitivity, and 10 times higher comprehensive performance, and it can detect up to
13.7 billion light years away. Consequently, the efficiency enhancements of array antennas
are apparent.

In a broader context, array antenna elements can be structured in various configura-
tions: linear, planar, and three-dimensional. When focusing on the pattern synthesis for
linear array antennas (LAAs), there are two different types of LAAs: a uniform array with
equal spacing and a nonuniform array. Furthermore, in the realm of planar arrays, the
rectangular configuration stands out as a prevalent choice due to its geometric attributes
and inherent traits [3]. Placing null placements in particular directions and reducing the
sidelobe level (SLL) are essential methods to prevent the interference of array antennas [4].
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However, in the pattern synthesis of array antennas, attaining a combination of low SLL,
null control, and narrow main beam is challenging due to their inherent mutual constraints.
The mutual coupling of array elements can affect the efficiency of array antennas, so the
coupling effect between the elements should also be considered in the design to ensure
better performance of the array antennas [2,5,6].

Previously, the conventional Taylor’s method was employed for pattern synthesis
with low SLL [7]. With the development of mathematics, several evolutionary algorithms
have proven effective in the electromagnetic field, many of which are applied in the pattern
synthesis of array antennas, such as the grey wolf optimization (GWO) algorithm [8],
particle swarm optimization (PSO) algorithm [9], biogeography-based optimization (BBO)
algorithm [10], firefly algorithm (FA) [11], genetic algorithm (GA) [12], difference evolution
(DE) algorithm [13], exponential chaotic differential evolution (ECDE) [14], grasshop-
per optimization algorithm (GOA) [15], quantum particle swarm optimization (QPSO)
algorithm [16], spider monkey optimization (SMO) algorithm [17], mayfly algorithm
(MA) [18], wind-driven optimization (WDO) algorithm [19], invasive weed (IWO) al-
gorithm [20], and atom search optimization (ASO) algorithm [21]. These algorithms have
demonstrated commendable performance within their capabilities; however, the growing
demand for anti-interference in information transmission has underscored the necessity for
continuous research in the realm of intelligent antenna optimization. Hence, research on
the enhancement of the current and new optimization methods has become active recently.

The GWO algorithm was employed to optimize LAAs to synthesize optimal radiation
patterns. The primary objective was to achieve an array pattern with a minimal SLL and
place nulls in the specified directions. The GWO algorithm was successfully utilized to
accomplish this goal [22]. The Improved Grey Wolf (IGWO) algorithm was previously
utilized to optimize a uniform LAA for optimal pattern synthesis [23]. In this study, the
original GWO algorithm has been reworked to an NCGWO algorithm, logistic-tent double
mapping is adopted to generate initialized populations, and a convergence factor formula
of the Gaussian function is used to enhance the overall performance of the GWO algorithm.
The work proposes using the NCGWO algorithm for the pattern synthesis of LAAs and
planar arrays.

The remainder of this study is structured as follows: Section 2 provides a comprehen-
sive description of the GWO algorithm. Section 3 outlines the enhancements and specific
formulations of the NCGWO algorithm. Section 4 compares various algorithms based
on test functions. Then, Sections 5 and 6 describe the array factor expressions of array
antennas and data results, respectively. Finally, Section 7 draws the conclusion.

2. GWO Algorithm

The GWO algorithm imitates the observed natural hierarchy of leadership and hunting
mechanism in grey wolves. Figure 1 shows the hierarchy of grey wolves. There are three
steps in hunting: searching for prey, encircling the prey, and attacking the prey.

Leader

Subordinate
Wolves-Advisor

Scouts,Sentinels,Elders,
Hinters and Caretakers

Lowest Ranking Wolves

Figure 1. Hierarchy of grey wolves.
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The α wolf is the leader, and its decision making encompasses the hunting behavior,
habitat selection, and food distribution. Other wolves obey the orders of the α wolf. The
second layer of the pyramid is called the β wolf, which is the successor of the α wolf. The
third level is δ, which follows the commands of the α and β wolves. Older α and β wolves
also descend to the level of δ wolves. The bottom layer, i.e., the ω wolf, is responsible
for balancing the relationships within the population. This hierarchical structure ensures
efficient and effective decision making within the pack. Grey wolves are known for their
cooperative hunting behavior, where the β wolf and δ wolf engage in pursuing, encircling,
and attacking prey under the guidance of the α wolf [23]. Figure 2 illustrates how an ω wolf
adjusts its location within a 2D space by following the guidance of the α, β, and δ wolves.

a2

C2

C3

a3

a1

C1

D  

D  

D   

Move

prey

 wolf

 wolf

 wolf

 wolf

R

Figure 2. Wolves in 2D space.

2.1. Social Hierarchy

To optimize the search using the GWO algorithm, the α solution is designated as the
most appropriate solution, which is followed by the β and δ solutions. Any other potential
solution is categorized as an ω solution to align with the progression of the three prior
solutions since the search process of the algorithm is guided by them [23].

2.2. Encircling Prey

Upon the detection of a prey (t = 1), the first iteration commences. Subsequently, the
ω wolves, which are guided by the α, β, and δ wolves, pursue and ultimately surround the
prey. The following equations describe the encircling behavior:

→
Dα =

∣∣∣∣→C1•
→
Xα −

→
X(t)

∣∣∣∣ (1)

→
Dβ =

∣∣∣∣→C2•
→
Xβ −

→
X(t)

∣∣∣∣ (2)

→
Dδ =

∣∣∣∣→C3•
→
Xδ −

→
X(t)

∣∣∣∣ (3)

where
→
Di(i = α, β, δ) is the wolf’s distance from the prey; the location vector of the prey

is defined by
→
Xi(i = α, β, δ), the location vector of a grey wolf at iteration t is

→
X(t), and

the coefficient vector
→
Ci(i = 1, 2, 3) represents random disturbances in the positions of the

wolves. These coefficients are calculated as follows:
→
Ci = 2

→
r i (4)

where
→
r i is a random vector in [0, 1].
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2.3. Hunting and Attacking Prey

Grey wolves have a remarkable ability to discern the location of their prey and or-
chestrating its encirclement. In the pursuit and assault of a prey, the role of the leader is
typically assumed by the α, which is occasionally accompanied by the participation of the
β and δ. Conventionally, it is widely acknowledged that the α, β, and δ individuals are the
most experienced hunters and have superior knowledge regarding potential prey positions.
Other members of the wolf pack follow the directives given by the α, β, and δ. As a result,
the foremost three optimal solutions are conserved, which compels the remaining search
agents to adjust their positions by the coordinates of the leading search agent. To elucidate
this concept, the following formula is proposed [8].

The positions of the α, β, and δ wolves are individually computed as follows:
→
X1 =

→
Xα −

→
A1•

→
Dα (5)

→
X2 =

→
Xβ −

→
A2•

→
Dβ (6)

→
X3 =

→
Xδ −

→
A3•

→
Dδ (7)

where
→
Xi(i = 1, 2, 3) are the positions of the α, β, and δ wolves;

→
Xi(i = α, β, δ) is the position

vector of the prey;
→
Ai(i = 1, 2, 3) is the vector coefficient; and

→
Di(i = α, β, δ) is the wolf’s

distance from the prey.
→
A is the vector coefficient; when |

→
A| > 1, the grey wolf expands its search to find food,

which corresponds to a global search; when |
→
A| < 1, the grey wolf narrows the envelope,

which corresponds to a local search.
→
A. is calculated as follows:
→
A = 2a

→
r − a (8)

where
→
r is a vector of random values of 0–1, a is the convergence factor, and a is a linearly

decreasing variable that starts at 2 and approaches 0 with each iteration. This is represented
in the GWO algorithm as follows:

a = 2 − 2
(

t
Tmax

)
(9)

where t is the number of current iterations, and Tmax is the maximum number of iterations.
In the original GWO, the positions of the grey population in the next generation can be
obtained by the average positions of the α, β, and δ wolves. These are calculated as follows:

⇀
X(t+1) =

⇀
X1 +

⇀
X2 +

⇀
X3

3
(10)

3. Nonlinear Chaotic Grey Wolf Optimization (NCGWO) Algorithm

The NCGWO algorithm is based on the GWO algorithm with two improvements:
the initial population is generated by introducing logistic-tent double mapping and the
convergence factor based on the Gaussian function is enhanced. This section describes the
improvements and specific expressions of the NCGWO algorithm.

3.1. Logistic-Tent Double Mapping

Logistic mapping is a single-peaked mapping, which perfectly inherits the advantages
of randomness and the initial value of sensitivity inherent in chaos [24]. The logistic
mapping is expressed as follows:

Xn+1 = UXn(1 − Xn) (11)

where Xn is the iteration result Xn ∈ (0, 1), and U is a parameter U ∈ (0, 4).
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The tent chaotic system is a segmented linear one-dimensional mapping with chaotic
properties, uniform probability density and power spectral density, and a relatively good
autocorrelation [25]. It is mathematically derived as follows:

Xn+1 =

{
axn, 0 ≤ xn < 0.5
a(1 − xn), 0.5 ≤ xn ≤ 1

(12)

where x is the system variable and x ∈ [0, 1], and a control parameter is between (0 and 1)
and it is a �= 0.5 when the system is chaotic.

Compared to logistic mapping, tent mapping has a uniform probability density, a uni-
form power spectral density, ideal correlation properties, and a faster iteration speed [26].

This study uses the logistic-tent double mapping [27], which combines the complex
chaotic dynamics properties of the logistic mapping with a faster iteration speed, greater
autocorrelation, and the applicability to many sequences of the tent chaotic system. Its
mathematical formulation is as follows:

Xn+1 =

⎧⎨⎩
[
rxn(1 − xn) +

(4−r)
2 xn

]
mod1, ifxn < 0.5[

rxn(1 − xn) +
(4−r)(1−xn)

2

]
mod1, ifxn ≥ 0.5

(13)

where X is the system variable, r is the control parameter x ∈ [0, 1], and r ∈ [0, 4]. In this
study, the logistic-tent double mapping is used for initialization, so that the initial solutions
are distributed as uniformly as possible in the solution space, as shown in Figure 3.

C
ha

os
 V

al
ue

Figure 3. Population distribution of chaotic mapping.

3.2. Nonlinear Variable Speed Convergence Factor

All population intelligence optimization algorithms have the problem of balancing
the global search ability and local search ability. A strong global search ability can en-
sure the diversity of the population, and a strong local search ability can ensure a locally
accurate search and accelerate the convergence of the algorithm. Therefore, the impor-
tance of balancing the global search ability and local search ability in the GWO algorithm
is self-evident.

The convergence factor of the GWO algorithm linearly decreases from 2 to 0 over
successive iterations. This decrease during continuous convergence renders a strategy of
linearly decreasing the convergence factor that is inadequate for holistically capturing the
intricate optimization search dynamics, as noted by [28]. Accordingly, this study introduces
a convergence factor by exponential attenuation:

a = He−(t2/2M2) − (H − 2) (14)

where e is the natural exponent; t is the current iteration number; M is the maximum
number of iterations; H is the coefficient vector, which is used to adjust the convergence
factor to make it nonlinearly decrease from 2 to 0. Figure 4 shows the nonlinear relationship
between the improved convergence coefficient and the number of iterations.
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Figure 4. Convergence coefficients.

Based on the data plotted in Figure 4, when the number of iterations increases, the
improved convergence coefficient nonlinearly decreases. The decay rate is lower during the
initial stages of the algorithm to enhance the search for the global optimal solution, while
it accelerates in the later stages to achieve a more precise localization of the local optimal
solution. This approach effectively balances the search capabilities for both global and local
solutions [29].

Based on this description, Table 1 succinctly outlines the disparities between NCGWO
and GWO algorithms.

Table 1. Comparison of the GWO and NCGWO improvement points.

NCGWO GWO

Number 1 Logistic-tent double mapping generating
initial populations

Randomly generated
initial populations

Formula Xn+1 =

⎧⎨⎩
[
rxn(1 − xn) +

(4−r)
2 xn

]
mod1, ifxn < 0.5[

rxn(1 − xn) +
(4−r)(1−xn)

2

]
mod1, ifxn ≥ 0.5

Xn+1 = rand(Xn)

Reason 1

The GWO algorithm suffers from a lack of diversity in the initial population due to the random
generation of individuals. This limitation hampers the algorithm’s search flexibility. To address

this, logistic-tent dual chaotic mapping methods are employed to enhance the initial
population’s diversity, optimizing the global search process and increasing the algorithm’s

search flexibility.

Number 2 Nonlinear variable speed convergence factor Linear convergence factor

Formula a = He−(t2/2M2) − (H − 2) a = 2 − 2
(

t
Tmax

)

Reason 2

The a plays an important role in balancing the exploration and exploitation of the candidate’s
individual search. The search process of the GWO algorithm is nonlinear and complicated; the

linear convergence factor cannot balance the global and local search ability. The better
performance would be obtained if there was a nonlinear variable speed convergence factor.

3.3. NCGWO Algorithm Steps

Figure 5 shows the NCGWO implementation steps. Initially, the initial population
is generated, and parameters are defined for the fitness value calculation, where the best
values are stored as α, β, and δ. Subsequently, the positions are updated, which ultimately
leads to the output of the optimal solution Xα.
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Start

Using Logistic-tent double mapping to 
randomly generate the initial population X 

Initialize parameters a, A and C 

Fitness evaluation, and save the best three 
solutions as X , X , and X  

For each iteration

Update its position

Fitness evaluation

Update the X , X , and X

Output the best solution X

Max. number
of iterations

Stop

NO

YES

Figure 5. Flow chart of the nonlinear chaotic grey wolf optimization (NCGWO) algorithm.

4. NCGWO Performance Analysis

The overall performance of NCGWO algorithm used to be first examined on four
popular benchmark functions, which are used as metrics to consider the performances
of optimization algorithms in many instances. The results were compared to those of
well-known metaheuristic optimization methods such as GWO, PSO, and GA [30] (Table 2).
Table 3 compares the other algorithms on the benchmark functions. Figure 6 shows the
2D graphics.

Figure 6a,b are unimodal functions, each of which contains only one optimum.
Figure 6a is smooth, unimodal, strongly convex, and symmetric. Figure 6b has a very
narrow ridge, the tip of the ridge is very sharp, and it runs around a parabola. Figure 6c,d
are multimodal functions with many local optima but only one global optimum. Figure 6c
has a large search space and many local minima, and there are millions of locally optimal
solutions in this interval alone. Figure 6d is the term of the summation that produces a
parabola, while the local optima are above the parabola level [31].

Table 2. Benchmark function and their properties.

F Expression Boundaries
Optimal Solution

i.e., f(x∗)

F1 f (x) =
D
∑

i=1
xi

2 −100 ≤ xi ≤ 100 x∗ = [0, 0, . . . , 0] f (x∗) = 0

F2 f (x) =
D−1
∑

i=1

[
100

(
xi+1 − xi

2)+ (1 − xi)
2
] −30 ≤ xi ≤ 30 x∗ = [1, 1, . . . , 1] f (x∗) = 0

F3 f (x) =
D
∑

i=1

[
xi

2 − 10 cos(2πxi) + 10
] −5.12 ≤ xi ≤ 5.12 x∗ = [0, 0, . . . , 0] f (x∗) = 0

F4 f (x) = 1
4000

D
∑

i=1
xi

2 − D
∏
i=1

cos
(

xi√
i

)
+ 1 −100 ≤ xi ≤ 100 x∗ = [0, 0, . . . , 0] f (x∗) = 0
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Table 3. Result comparison with 50 independent runs.

Objective Function Algorithm Min Mean SD

f1(x)

NCGWO 7.6893 × 10−99 2.6133 × 10−100 1.4032 × 10−99

GWO 2.60 × 10−73 3.55 × 10−71 1.18 × 10−70

PSO 5.01 × 10−17 5.96 × 10−15 2.54 × 10−14

GA 2.23 × 10−31 1.3 × 10−3 0.105

f2(x)

NCGWO 27.10 26.01 0.59
GWO 34.45 36.40 0.75
PSO 10.574 54.55 56.00
GA 23.89 284.04 255.57

f3(x)

NCGWO 0 0 0
GWO 0 2.27 × 10−15 1.11 × 10−14

PSO 21.89 77.89 24.37
GA 11.94 35.97 12.26

f4(x)

NCGWO 0 0 0
GWO 0 6.24 × 10−4 2.52 × 10−3

PSO 0 1.48 × 10−2 2.38 × 10−2

GA 0 1.7 × 10−3 1.46 × 10−2

(a) (b)

(c) (d)

Figure 6. Illustration of the two-dimensional versions of the test functions. (a,b) are unimodal
functions; (c,d) are multimodal functions.

In this test case, each algorithm was independently executed 50 times, and the popula-
tion size and maximum number of iterations were set to 100 and 1000, respectively. Table 3
shows that the NCGWO algorithm outperformed the other algorithms on test functions
F1, F3, and F4, while the PSO algorithm showed a better performance on F2. However,
the NCGWO algorithm consistently demonstrated superior performance across all test
functions (Table 3). Therefore, we conclude that the NCGWO algorithm outperforms the
GWO algorithm.

5. Array Antenna

This section presents the model and array factor of LAAs and planar arrays. The
problem of optimizing the PSLL and objective function is detailed in [32].
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5.1. Linear Array Antennas

In this study, a uniform LAA was employed, where an equi-spaced array of 2N electric
dipoles was symmetrically positioned along the x-axis (Figure 7a). The electric field in the
far-field region for an electric dipole is given in Ref. [32]:

E(θ) = j
Idl
4π

(
e−jkR

R

)
η0k sin θ (15)

where Idl is the excitation amplitude, η0 is the impedance of free space, k is the free space
wave number k = 2π/λ, and λ is the wavelength. Here, we can ignore

(
e−jkR/R

)
, the

far-field expression.

(a) (b)

Figure 7. (a) Uniform LAA geometry; (b) sparse LAA geometry.

For array antennas, the field pattern f (θ) is expressed as a product of E(θ) and the
array factor F(θ):

f (θ) = E(θ)× F(θ) (16)

where the array factor of the far-field uniform linear array antenna is expressed in decibels
using an equation in Ref. [33], as follows:

F(θ) = 2
N

∑
n=1

In cos(kd cos θ + δn) (17)

The excitation amplitude of the Nth element is represented by I, k is the wave number
k = 2π/λ,λ is the wavelength in free space, and distance d between arrays was set to 0.5λ.
The variable θ is the angle between the ray direction and the array axis, and δn is the phase
of the Nth element, which was set to δn = 0.

For the sparse linear array antenna in Figure 7b, the inter-element spacing was op-
timized, while the amplitude and phase were assumed to be 1 and 0, respectively. The
equation for the sparse LAA array factor in Ref. [33] is

F(θ) = 2
N

∑
n=1

cos(kd cos θ) (18)

For an even-numbered array, Equation (16) is applicable. If it is an odd-numbered
array, the array factor can be obtained by adding 1 to Equation (18).

5.2. Planar Array Antenna

Planar array antennas enhance the antenna directionality compared to LAAs. In
Figure 8, a rectangular planar array consists of n = nx•ny identical antenna units, where dx
and dy are the intervals between antenna units along the x and y axes, respectively. The
equation for the planar array antenna pattern is expressed in Ref. [34] as follows:

F(θ, ϕ) = Fx(θ, ϕ)•Fy(θ, ϕ) (19)
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F(θ, ϕ) =
N

∑
n=1

Inej2πdx sin θ cos ϕej2πdy sin θ sin ϕ (20)

where N is the total number of antenna elements in the array; θ is the elevation angle with
respect to the z-axis; ϕ is the azimuth angle with respect to the x-axis; I is the excitation
amplitude of the Nth element; dx and dy are the intervals between antenna units along the
x- and y-axes, respectively; dx = dy = 0.5λ; λ is the wavelength.

Figure 8. Planar array antennas geometry.

5.3. Pattern Synthesis of Array Antennas

The objective is to minimize the decrease in SLL below the predicted value while
maintaining a constant main lobe width of the array and achieving deep nulls in specific
directions. To achieve this objective, the following fitness function was used [23]:

Fit = η1|PSLL − TPSL|+ η2

∣∣∣max{F(θK)}k=1,...N0
− DDNL

∣∣∣ (21)

where PSLL is the peak sidelobe level; TPSL is the target peak sidelobe level; F(θk) is
the direction of the kth deep null; DDNL is the desired deep null level; η1 and η2 are the
weighting factors and subject to the condition η1 + η2 = 1.

6. Data Analysis

6.1. Reducing the First Sidelobe Level (SLL) Nearest to the Main Lobe of a Uniform LAA

In the first example, the NCGWO algorithm was utilized to synthesize the pattern of
a uniform LAA. The performance of the NCGWO algorithm was compared with that of
the IGWO [23], GWO, PSO, and MA [35] algorithms. Assuming zero-phase excitation, the
amplitudes of the excitation current were optimized for LAA with 2N = 10 to achieve the
desired peak sidelobe level (PSLL). The main lobe width was set to 28

◦
, while the sidelobe

regions were θ =
[
0
◦
, 76

◦] ∪ [
104

◦
, 180

◦]
. Meanwhile, the first sidelobe, which is closest to

the main lobe, was minimized within the region defined by θ =
[
69

◦
, 76

◦] ∪ [
104

◦
, 111

◦]
.

The NCGWO algorithm was executed with a population size of 20 for 1000 iterations,
which is consistent with previous studies [34].

Figure 9a depicts the array pattern obtained using the NCGWO algorithm, which was
compared with the results of the IGWO, GWO, PSO, and MA algorithms. Figure 9b illus-
trates the iteration curves that correspond to the GWO, IGWO, and NCGWO algorithms.
Evidently, the NCGWO algorithm converges to the optimal value within approximately
100 generations, whereas the GWO and IGWO algorithms require approximately 400 gen-
erations to achieve the same outcome. This outcome underscores the superior performance
of the NCGWO algorithm compared to the GWO and IGWO algorithms. Figure 10 shows
the 3D radiation patterns of reducing the 10-element LAA’s first SLL before and after
the NCGWO optimization, which clearly demonstrates the effectiveness of the NCGWO
algorithm in significantly reducing the first SLL.
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Figure 9. (a) Radiation patterns of a 10-element linear array antenna SLL; (b) iteration curve.

Figure 10. 3D radiation patterns of a 10-element linear array antenna SLL near the main lobe
minimization: (a) before and (b) after.

Table 4 shows the optimization results in the example. The NCGWO algorithm
achieved a minimized nearest SLL of −36.4027 dB and a running time of 0.8290 s. This
minimized nearest SLL was lower than those of GWO, IGWO, PSO, and MA by 4.5627,
4.4898, 3.9827, and 3.9527 dB, respectively. The PSLL achieved by the NCGWO algorithm
was −22.4420 dB, which was 5.585, 2.1659, 3.0379, and 2.4053 dB lower than those of GWO,
IGWO, PSO, and MA, respectively.

Table 4. Results for a 10-element linear array antenna.

Algorithm Optimized Amplitude Current
Peak SLL

(dB)
Near SLL

(dB)
Execution Time

(s)

GWO 0.9531, 0.9452, 0.5549, 0.4634, 0.5083 −16.8570 −31.8400 3.1800

IGWO 1.0000, 0.8376, 0.6409, 0.4349, 0.4768 −20.2761 −31.9129 2.4520

PSO 0.9242, 0.7997, 0.6030, 0.3814, 0.4766 −19.4041 −32.4200 2.9300

MA 1.0000, 0.8585, 0.6383, 0.4253, 0.5070 −20.0367 −32.4500 9.3700

NCGWO 1.0000, 0.8645, 0.6455, 0.4105, 0.3999 −22.4420 −36.4027 0.8290

6.2. Array Factor of a 20-Element Uniform Linear Array Antenna with a Lower Notch

In the second example, an LAA with 20 elements was considered to decrease the
SLL in the sidelobe regions of θ =

[
0
◦
, 82

◦] ∪ [
98

◦
, 180

◦]
with lower notches in the specific

directions of θ =
[
50

◦
, 60

◦] ∪ [
120

◦
, 130

◦]
. The NCGWO algorithm was executed with a

population size of 30 and at most 500 iterations, consistent with previous studies [36].
Figure 11a depicts the LAA pattern synthesized using the NCGWO algorithm and

compares it with the results of the GWO, IGWO, GOA, and SMO algorithms. Figure 11b
illustrates the iteration curves that correspond to the GWO, IGWO, and NCGWO algo-
rithms. Although all three algorithms obtain the optimal value within 500 generations, a
discernible disparity is evident in the figure. Specifically, the NCGWO algorithm demon-
strates a more favorable optimal value than GWO and IGWO. Figure 12 illustrates the
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3D radiation patterns of a 20-element LAA before and after the NCGWO optimization.
NCGWO significantly reduces the PSLL and the notch.

Figure 11. (a) Radiation patterns of the SLL of a 20-element linear array antenna with a lower notch;
(b) iteration curve.

Figure 12. 3D radiation patterns of the SLL of a 20-element linear array antenna with a lower notch:
(a) before and (b) after.

Table 5 shows the optimization results. The results demonstrate that the NCGWO
algorithm achieved a PSLL of −28.1781 dB, and the PSLL of the notch was −64.3883 dB.
Compared with the reported results of the GWO, IGWO, GOA, and SMO algorithms [36],
the PSLL of the NCGWO algorithm was 1.2140, 1.1637, 4.0781, and 0.4781 dB lower,
respectively, and the PSLL of the notch was 1.7452, 2.2447, 7.6883, and 3.1883 dB lower,
respectively. Previous studies [35] did not provide information on the running time, and the
present study independently executed the algorithm 50 times and calculated the average.
Table 5 shows that the NCGWO algorithm requires less time than other algorithms.

Table 5. Results for a 20-element linear array antenna.

Algorithm Optimized Amplitude Current
Peak SLL

(dB)
Notch

Depth (dB)
Execution Time

(s)

GWO 0.8785, 0.9057, 0.8858, 0.7978, 0.6418
0.5180, 0.3663, 0.3101, 0.1407, 0.0939 −26.9677 62.6431 3.075

IGWO 0.9795, 0.9716, 0.9386, 0.7924, 0.7202
0.5613, 0.5115, 0.3950, 0.2175, 0.1190 −27.0144 −62.1436 2.5920

SMO 1.0000, 0.9990, 1.0000, 0.8360, 0.6430
0.6540, 0.4770, 0.5970, 0.2580, 0.2150 −24.1000 −56.7000 9.612

GOA 1.0000, 0.9860, 0.9900, 0.7960, 0.7360
0.5630, 0.5270, 0.4470, 0.2430, 0.1510 −27.7000 −61.2000 7.714

NCGWO 1.0000, 0.9636, 0.9417, 0.7958, 0.7000
0.5752, 0.4474, 0.3626, 0.1699, 0.1008 −28.1781 −64.3883 1.998
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In this design example, the NCGWO algorithm exhibited significant advantages in
suppressing the PSLL and achieving a greater depth in the notch. The NCGWO algorithm
also demonstrated better optimization capabilities than other algorithms.

6.3. Ten-Element Sparse LAA with Constraint on the Minimum Element Spacing

The fourth example focuses on a 10-element sparse LAA with the objective of min-
imizing the PSLL. The main lobe width was configured to be 22

◦
, while the sidelobe

regions were designated as θ =
[
0
◦
, 79

◦] ∪ [
101

◦
, 180

◦]
. The minimum element spacing

was 0.5λ. The NCGWO algorithm was executed with a population size of 40 and at most
1000 iterations, which is consistent with previous studies [37,38].

Figure 13a depicts the sparse LAA pattern using the NCGWO algorithm and a com-
parison with the results of the GWO, IGWO, WDO, and ACO algorithms. Figure 13b
presents the iteration curves of the GWO, IGWO, and NCGWO algorithms. The NCGWO
algorithm outperforms both IGWO and GWO, as it can more quickly converge towards
optimal values. Figure 14 shows the 3D radiation patterns of the 10-element sparse LAA
before and after the NCGWO algorithm, where the NCGWO algorithm effectively reduces
the PSLL in an intuitive manner.

Figure 13. (a) Radiation patterns of the SLL of a 10-element sparse linear array antenna;
(b) iteration curve.

Figure 14. 3D radiation patterns of the SLL of a 10-element sparse linear array antenna: (a) before
and (b) after.

Table 6 shows the optimization results. The PSLL of the NCGWO algorithm was
−19.0848 dB, which was 0.0148, 0.0236, 1.6748, and 0.0348 dB lower than those of the GWO,
IGWO, PSO, and WDO algorithms, respectively. Previous studies [35,36] did not provide
information on the running time; therefore, the present study independently executed the
algorithm 50 times and calculated the average. As shown in Table 6, the NCGWO algorithm
requires less time than other algorithms.
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Table 6. Comparison of results of algorithms for 10-element sparse linear array antennas.

Algorithm Optimized Element Position Peak SLL (dB) Execution Time (s)

GWO 0.2204, 0.7078, 1.2023, 1.8266, 2.5468 −19.0700 4.9820

IGWO 0.2234, 0.7196, 1.2224, 1.8604, 2.5966 −19.0712 4.3400

PSO 0.2515, 0.5550, 1.0650, 1.5000, 2.1100 −17.4100 9.5150

WDO 0.2233, 0.7179, 1.2221, 1.8591, 2.5936 −19.0500 6.2090

NCGWO 0.2298, 0.7401, 1.2613, 1.9205, 2.6785 −19.0848 3.3540

6.4. Sparse LAA with Constraints on the PSLL Minimization and Null

The fifth example focuses on a 32-element LAA to minimize the PSLL while aiming
for nulls at θ = 81

◦
and θ = 99

◦
. The main lobe width is configured as 10

◦
, and the sidelobe

regions are designated as θ =
[
0
◦
, 84

◦] ∪ [
96

◦
, 180

◦]
. To attain the lowest null and enable a

fair comparison with other algorithms, the population size of the NCGWO algorithm was
set to 30, and the maximum number of iterations was set to 1000.

Figure 15a illustrates the sparse LAA pattern using the NCGWO algorithm and com-
pares it with the results of the GWO, IGWO, WDO, and ACO algorithms [39,40]. Figure 15b
displays the iterative curves of GWO, IGWO, and NCGWO. The NCGWO algorithm per-
forms better than its IGWO and GWO counterparts due to its rapid convergence and
attainment of optimal values. Figure 16 shows the 3D radiation patterns of the 32-element
sparse LAA before and after the NCGWO algorithm optimization. NCGWO was successful
in greatly reducing the PSLL and lowering the null.

Figure 15. (a) Radiation patterns of the SLL minimization and null of 32-element sparse linear array
antennas; (b) iteration curve.

Figure 16. 3D radiation patterns of the SLL minimization and null of 32-element sparse linear array
antennas: (a) before and (b) after.

Table 7 presents the optimization results. In this example, the ACO, CSO, IGWO
and GWO algorithm achieved nulls of −50 dB, −80 dB, −108.2477 dB, and −106 dB,
respectively. The proposed NCGWO algorithm achieved the deepest null of −116 dB,
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which surpassed the ACO, CSO, IGWO, and GWO algorithms by 66 dB, 36 dB, 8 dB, and
10 dB, respectively. The NCGWO algorithm exhibits superior performance in generating
deep nulls compared with other algorithms.

Table 7. Results for the 32-element sparse linear array antennas.

Algorithm Optimized Element Position Peak SLL (dB) Null Depth (dB)

ACO

0.1500, 0.7500, 1.0500, 1.7500,
2.2500, 2.5500, 2.9500, 3.7500,
4.1500, 4.5500, 4.7500, 5.3500
6.0500, 7.0500, 7.7500, 8.4500

−17.0990 −50

CSO

0.2833, 0.6830, 1.1929, 1.5199
1.9768, 2.3247, 2.6886, 3.1362
3.4848, 3.9538, 4.3822, 4.9252
5.4817, 6.2091, 7.0412, 7.7500

−18.1562 −80

GWO

0.1943, 0.7407, 1.2492, 1.7476
2.2413, 2.7143, 2.9998, 3.4515
3.7540, 4.2759, 4.7500, 5.2556
5.7518, 6.4559, 7.2500, 8.0000

−15.1287 −106

IGWO

0.2505, 0.6570, 1.0574, 1.4622
1.9027, 2.3433, 2.7637, 3.1672
3.5856, 4.0330, 4.5951, 5.0225
5.5743, 6.5045, 7.3101, 8.2594

−19.0584 −108

NCGWO

0.2500, 0.6500, 1.0525, 1.4619
1.8950, 2.3419, 2.7771, 3.2000
3.6361, 4.1108, 4.6883, 5.2370
5.8100, 6.9328, 7.6841, 8.3345

−20.9203 −116

6.5. Simulation Design of Planar Array Antennas

In this final example, a 16 × 16 planar array antennas was simulated and compared
with the GA in Ref. [40]. This GA employed four distinct techniques: Gaussian, Kaiser,
Hamming, and Blackman, with the aim of SLL reduction. The planar array antenna has
256 elements optimized, and the mainbeam width was configured as 12◦. The population
size of the NCGWO algorithm was set to 64, and the maximum number of iterations was
set to 200.

Table 8 shows the optimization results. The PSLL of the NCGWO algorithm was
−34.8303 dB, which was 12.0103 dB, 12.7973 dB, 12.0103 dB, 2.8233 dB, 6.8993 dB, and
4.2606 dB lower than those of the Gaussian, Kaiser, Hamming, Blackman, GWO, and
IGWO, respectively. This Blackman method reduces the PSLL below 30 dB, but its main-
beam width widens by 4◦. The NCGWO algorithm mitigates the PSLL of the planar array
antennas and keeps the beam width unchanged. Figure 17 presents a 3D representation of
the planar array and the current amplitude of each array element.

Table 8. Results for planar array antennas.

Algorithm Peak SLL (dB) Mainbeam (◦)

Gaussian −22.8200 12
Kaiser −22.0330 12

Hamming −22.820 12
Blackman −32.0070 16

GWO −27.5697 12
IGWO −30.5697 12

NCGWO −34.8303 12
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Figure 17. 3D radiation patterns of the SLL minimization of planar array antennas: (a) side view and
(b) current amplitude of each array element.

7. Conclusions

The GWO algorithm has been improved in terms of performance, and a new version
of the GWO algorithm called the NCGWO algorithm was proposed, where logistic-tent
double mapping was adopted to produce a more uniformly distributed initial popula-
tion. The convergence factor was enhanced to regulate the convergence factor by ex-
ponential attenuation of the algorithm and to dynamically stabilize its local and global
convergence capabilities.

In this study, the linear and planar array antennas patterns were synthesized using
the NCGWO algorithm. The proposed algorithm can suppress the SLL, form deep nulls at
multiple design locations, shorten the runtime, and attain better performance.

The NCGWO algorithm has numerous applications, including machine learning,
image processing, control engineering, and power systems. In the future, in-depth re-
search should be conducted in these fields to apply the algorithm to more complex and
practical problems.
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