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1. Introduction

In the ever-evolving landscape of modern wireless communication systems, the es-
calating demand for seamless connectivity has propelled the imperative for avant garde,
versatile, and high-performance antennas to unprecedented heights. These antennas, stand-
ing at the forefront of future communication systems, serve as linchpins that can potentially
revolutionise the overall performance of communication networks [1]. The exponential
surge in connectivity needs has instigated a notable surge in dedicated research endeavours,
underscoring the paramount importance of advancing antenna technologies. The adaptabil-
ity of these antennas, which is essential to meet the diverse and evolving requirements of
wireless services, necessitates not only careful consideration but also a continuous stream
of innovative approaches [2]. Navigating the dynamic terrain of wireless communication,
antennas are required to embody a plethora of features to ensure efficacy in both current
and future systems. These encompass expansive and multi-frequency coverage, compact
form factors, meticulously defined radiation patterns, multi-mode operational capabilities,
cost-effectiveness in fabrication, energy efficiency, streamlined integration and assembly
processes, and conformity to ever-evolving standards [3]. The symbiotic integration of
Multiple Input Multiple Output (MIMO) configurations and phased array arrangements,
fortified by adaptive and smart antennas, stands as the linchpin for significantly augment-
ing system capacity, thereby adeptly meeting the burgeoning demands of the unfolding
epoch of wireless networks [4].

As we delve into the vast expanse of antennas and their applications, we recognise their
pivotal role in shaping the contemporary technological landscape. The advent of 5G and the
looming prospect of 6G technologies underscore the escalating role of antennas in shaping
the future of communication [5]. From applications in wearable devices and biomedical
wireless communication to their indispensable role in the Internet of Things (IoT) and smart
cities, antennas are catalysts propelling the world towards unprecedented connectivity
and technological advancement. They are the silent architects of our interconnected future,
laying the foundation for the seamless exchange of information in the realms of autonomous
vehicles, intelligent infrastructure, and beyond [6]. In this continuous journey of antenna
evolution, we are witnessing not just technological progress but a transformative force
shaping how we connect, communicate, and innovate. Antennas, in their myriad forms,
have become integral components in diverse applications. Their role extends beyond
mere conduits of signals; they are the lifelines of global connectivity, enabling progress
and ushering in an era of unparalleled interconnectedness [7]. The relentless pursuit of
excellence in antenna design and technology is not merely a shared ethos but a driving
force propelling the evolution of wireless technologies into uncharted territories. The
future promises antennas that seamlessly operate across a broader range of frequencies,
with increased energy efficiency and reduced interference. These antennas are not just

Sensors 2023, 23, 9643. https:/ /doi.org/10.3390/523249643
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technological marvels; they are the enablers of a future where connectivity knows no
bounds, fostering innovation, collaboration, and a world united by the invisible threads of
wireless communication [8].

The overarching objective of this Topic is to comprehensively cover all facets of anten-
nas utilised in existing or future wireless communication systems. The aim is to spotlight
recent advances, current trends, and potential future developments in antenna technolo-
gies. Within the expansive terrain of this Topic, our aim is to offer an inclusive panorama,
meticulously detailing the most recent breakthroughs and pioneering methodologies in
antennas. A compendium of thought-provoking contributions, totalling 46 papers, forms
the backbone of this endeavour, collectively navigating the intricate landscape of antennas
for emerging wireless communication systems. Each of these papers functions as a beacon,
illuminating distinct facets and advancements within the realm of antennas. The myriad
topics explored within this compendium contribute cohesively to the overarching objective
of unravelling novel approaches, fostering a deeper understanding of the field and laying
the groundwork for further exploration. In essence, this Topic aspires not only to document
the present state of antenna technologies but also to propel the discourse forward, inspiring
researchers to delve into the vast potential and uncharted territories that lie ahead.

2. Overview of Published Papers

The research from Zhao et al. (contribution 1) introduces an innovative approach to
the pattern synthesis of linear array antennas. They propose the Nonlinear Chaotic Grey
Wolf Optimization (NCGWO) algorithm, an enhancement of the Grey Wolf Optimization
(GWO) algorithm, for optimal pattern synthesis. The NCGWO algorithm is demonstrated
to outperform other intelligent algorithms in electromagnetic optimisation problems, pro-
viding superior performance in terms of global search capability and convergence rate.
This work opens new avenues for efficient and effective optimisation techniques in antenna
design, particularly for linear array antennas.

Moving on to contribution 2, the article by Wang et al. presents a significant develop-
ment in W-band circularly polarised reflect-array antennas. The proposed antenna design
achieves a remarkable 2 dB gain bandwidth of 27.6% and a 3 dB axial ratio bandwidth of
13.8%, making it highly suitable for wireless communication applications. The antenna’s
performance, with a gain of 29.1 dBi and an aperture efficiency of 52.0%, positions it as
a promising candidate for high-frequency communication systems. This contribution
augments the ongoing efforts to broaden the applicability of reflect-array antennas in
the W-band.

In contribution 3, Wang et al. address the demand for antennas with multiple operation
bands and improved radiation gains. The authors propose a differentially fed, dual-
wideband, dual-polarised patch antenna featuring a crossed dielectric resonator (CDR).
The CDR design contributes to enhanced isolation levels and radiation gain, with the
antenna exhibiting dual bands of 1.86-2.52 GHz and 3.26-3.72 GHz. The compact size
of the antenna, coupled with its excellent performance characteristics, positions it as a
promising candidate for 4G/5G wireless communication systems.

The paper by Abd Elrahman et al. (contribution 4) introduces two novel sector beam
scanning approaches (BSAs) based on element position perturbations in the azimuth plane.
These approaches offer a balance between scanning range and side lobe levels, providing a
versatile solution for beam scanning applications. By combining element position pertur-
bation with the single convolution/genetic algorithm technique, the proposed approach
achieves a smaller scanning range with a relatively constant half power beamwidth and
lower side lobe levels. This research contributes to the optimisation of beam scanning in
linear antenna arrays.

The work by Yassin et al. (contribution 5) presents a flexible antenna designed for wide-
band biomedical wireless communication. The antenna, operating over the frequency range
of 5-19 GHz, exhibits circular polarisation in the 5-6 GHz range and linear polarisation
from 6 to 19 GHz. The proposed design, featuring an inverted G-shaped strip on a flexible
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substrate, achieves excellent performance metrics such as a 3 dB axial ratio bandwidth
of 18%, impedance matching bandwidth of 117%, a maximum gain of 5.37 dBi, and high
radiation efficiency. This flexible antenna design holds promise for diverse applications in
off-body and on-body communication systems.

The research by Noor et al. (contribution 6) introduces a novel microstrip patch
antenna design for sub-6 GHz and sub-7 GHz 5G wireless applications. Utilising slots and
parasitic strips, the proposed antenna achieves enhanced gain and bandwidth, offering a
wider bandwidth at both 3.45 GHz and 5.9 GHz compared to conventional designs. This
innovation holds significant promise for high-gain compact patch antennas, contributing
to the efficiency of 5G wireless communications in these crucial frequency bands.

In contribution 7, Lépez-Alvarez et al. address the often-overlooked aspect of aperture
efficiency in antenna design. Maximising aperture efficiency is demonstrated to reduce the
required number of radiating elements, resulting in cost-effective antennas with increased
directivity. The study introduces a mathematical expression for calculating aperture ef-
ficiency, emphasising its importance in antenna footprint patterns. This work provides
valuable insights for the optimisation of antenna arrays, ensuring cost-effective solutions
with enhanced performance.

The work by Mingle et al. (contribution 8) presents a multi-layer beam-scanning leaky
wave antenna for remote vital sign monitoring at 60 GHz. This antenna, equipped with
partially reflecting surfaces (PRS) and high-impedance surfaces (HISs), achieves a gain of
24 dBi and precise remote vital sign monitoring up to 4 m. The system’s ability to monitor
vital signs in a dynamic environment, combined with its significant gain and scanning
range, positions it as a promising technology for continuous health monitoring applications.

In contribution 9, Teodorani et al. propose a novel beam scanning architecture using
a pair of planar metasurfaces for thin reconfigurable antennas. The design, employing
on-plane varactor diodes, achieves beam scanning without the need for complex feeding
networks. The demonstrated prototype in the X band offers an innovative approach to beam
scanning, showcasing potential applications in satellite communications and 5G networks.

Han et al.’s work (contribution 10) presents a design method for low radar cross-section
(RCS) array antennas based on characteristic mode cancellation (CMC). By introducing
rectangular and cross-slots, the proposed microstrip elements achieve broadband dual-
linear polarisation CMC, resulting in reduced monostatic RCS for dual-linear polarised
waves. This design method offers a promising solution for low-RCS array antennas with
improved bandwidth and radiation performance.

The paper by Abbas et al. (contribution 11) introduces a printed multiple-input
multiple-output (MIMO) antenna for 5G millimetre-wave applications. The antenna, featur-
ing a compact size and good MIMO diversity performance, operates in the ultra-wideband
(UWB) range from 25 to 50 GHz. The orthogonal positioning of antenna elements enhances
isolation, making it a suitable candidate for future 5G millimetre-wave applications.

Wang et al. (contribution 12) propose a simple yet effective beamwidth broadening
technique based on an antipodal linearly tapered slot antenna (ALTSA). The design achieves
a quasi-hemispherical radiation pattern without increasing the overall size and complexity.
With only two rows of subwavelength metallic elements, the ALTSA presents a practical
solution for the wide-beam antenna design with potential applications in wide-area wireless
communication systems.

In contribution 13, Cai and Tong introduce a wideband circularly polarised cross-fed
magneto-electric dipole antenna. The simple geometry utilises open slots between cross-fed
microstrip patches to achieve circular polarisation and high stable gain across a wide fre-
quency band. The proposed antenna, with a wide impedance bandwidth and in-band 3-dB
axial ratio bandwidth, represents potential applications in wireless communication systems.

The paper by Srikar et al. (contribution 14) presents a cognitive radio-integrated
antenna system with 1 sensing and 24 communication antennas. The system, catering to
different operating bands, demonstrates good diversity characteristics and mutual coupling.
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The proposed design offers a comprehensive solution for spectrum utilisation efficiency in
cognitive radio applications.

The work by Ayaz et al. (contribution 15) introduces a conformal cylindrical phased
array antenna excited with composite right-/left-handed (CRLH) phase shifters. The novel
aspect involves embedding magneto-static field-responsive micron-sized particles into the
CRLH phase shifter structure, enabling variable phase shifts without increasing the inser-
tion loss or phase error. The proposed antenna, operating in the C-band (5-6 GHz), exhibits
low insertion loss and phase error, making it suitable for a printed and flexible electronics
design. The prototype of the cylindrical phased array, with the particle-embedded CRLH
phase shifters, demonstrates a close agreement between simulated and measured results,
presenting a promising solution for conformal array applications.

The research by Nurhayati et al. (contribution 16) delves into the design of a 1 x 2 MIMO
Palm Tree Coplanar Vivaldi Antenna in the E-Plane, aiming to overcome challenges re-
lated to mutual coupling and grating lobes. The authors employ diverse patch structures,
such as Back Cut Palm Tree (BCPT) and Horizontal Wave Structure Palm Tree (HWSPT),
demonstrating superior return loss and mutual scattering. Additionally, their incorpora-
tion of Metamaterial Lens Palm Tree (MLPT) into radar applications further extends the
antenna’s utility.

Bohao Tang et al. (Contribution 17) present an Evolutionary Computation approach
for the Sparse Synthesis Optimization of Concentric Circular Antenna Arrays (CCAAs). By
introducing hybrid solution initialisation and crossover methods, the proposed algorithm
optimises CCAAs to reduce sidelobes while turning off specific antennas, addressing
challenges related to overhead and excessive sidelobes in these arrays.

In contribution 18, by Ning Zhang et al., a dual-polarisation dipole antenna for a
cylindrical phased array in Ku-Band is introduced. The dual-layer structured antenna,
composed of butterfly shaped dipoles, demonstrates improved isolation between ports
and effective scanning capabilities. The proposed design, applied in a 32-element cylinder
array, indicates its potential for conformal devices in Ku-band frequencies.

Marcellin Atemkeng et al. (contribution 19) focus on the expansion of the African Very
Long Baseline Interferometry (AVN) Network, particularly in the central African region.
Analysing the scientific impact of additional antennas in countries like Cameroon and Chad,
the paper emphasises the economic and human capital impacts of radio interferometers,
contributing to the broader success of the AVN project.

In contribution 20, by Madiha Farasat et al., a simple yet effective approach for
scattering suppression in multiband base station antennas is presented. By introducing a
novel horizontal and vertical radiating element, the authors successfully mitigate high band
pattern distortions, providing improved return loss and comparable pattern performance
over the entire frequency band.

Irfan Ullah et al. (contribution 21) explore adaptive beamforming patterns of mi-
crostrip patch antenna arrays on flexible surfaces, emphasising the importance of confor-
mal and self-adapting beamforming in the era of wireless spectrum growth. Their work
offers insights into efficient and robust conformal phased-array antennas with multiple
beamforming capabilities.

Chunli Wang et al. (contribution 22) propose novel coplanar meta-surface-based
substrate-integrated waveguide antennas for K-Band beam scanning. Their innovative
designs leverage coplanar rhombus- and hexagon-shaped meta-surfaces, providing low
reflection and wide bandwidth, thus paving the way for highly directive scanning radiation
in mm-Wave applications.

In contribution 23, by Aiting Wu et al., a compact four-port MIMO antenna for UWB
applications is introduced. Utilising a polarisation diversity approach, the authors achieve
a compact design with small dimensions and demonstrate promising performance in terms
of impedance bandwidth, isolation, and gain, making it suitable for UWB applications.

Eunice Oluwabunmi Owoola et al. (contribution 24) propose an advanced marine
predator algorithm (AMPA) to optimise non-uniform CAA beam patterns. The algorithm
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effectively optimises amplitude current and inter-element spacing for CAAs with varying
element counts, achieving superior peak sidelobe level (SLL) suppression and convergence
rates compared to other algorithms.

In contribution 25, by Bancha Luadang et al., a portable Yagi-Uda-based directional
antenna for digital terrestrial television (DTT) is proposed. Simulations and tests show
an impedance bandwidth of 75.93%, gain from 2.69 to 4.84 dBi, and a unidirectional
radiation pattern. The radome has minimal impact, and outdoor/indoor tests yield power
measurements at 514 MHz of 38.4 dBuV (—70.4 dBm) and 26.6 dBuV (—82.2 dBm), with
carrier-to-noise ratios (C/N) of 11.6 dB and 10.9 dB.

Boasting a compact size of 30 x 18 x 1.6 mm?, the ultra-wideband (UWB) multiple-
input, multiple-output (MIMO) antenna by Weidong Mu et al. (contribution 26) exhibits
flower-shaped radiating components, providing high isolation and excellent performance
across the entire operation band of 4.3-15.63 GHz. The proposed design holds promise for
diverse UWB applications.

In contribution 27, by Abdul Wajid et al., a dual-band wearable patch antenna with
split-ring resonator (SRR)- and electromagnetic bandgap (EBG)-based designs is presented.
The SRR-based antenna demonstrates improved gain, surface wave suppression, and
compactness, showcasing its potential for wearable sensor networks and IoT applications.

Contribution 28 by Xianjin Yi et al. introduces a dual-band high-gain shared-aperture
antenna that integrates Fabry—Perot and reflect-array mechanisms. Operating in both
the S-band and X-band, the antenna achieves impressive gains with good isolation be-
tween the two frequency bands, making it an attractive candidate for high-performance
communication systems.

The paper by Rozenn Allanic et al. (contribution 29) introduces polarisation-reconfigurable
patch antennas using semiconductor-distributed doped areas (ScDDAs). The co-design
method presented enables the optimisation of both the antenna and the ScDDAs, offering a
practical and efficient solution for polarisation reconfiguration.

Contribution 30 by Yuefei Yan et al. addresses the growing importance of electrome-
chanical coupling in high-frequency communication base station antennas. The authors
establish a comprehensive channel capacity model, considering factors like positional shift,
attitude deflection, and temperature change, providing insights crucial for the design and
manufacture of advanced communication systems.

The research by Fengan Li et al. (contribution 31) introduces a novel metasurface
comprising complementary units, enabling multi-band dual polarisation conversion. The
design not only achieves remarkable frequency bands for linear and linear-to-circular
polarisation conversion, but also shows radar cross-section (RCS) reduction capabilities,
extending its application to multiple microwave frequency bands.

In the realm of 5G communication systems, Syed Aftab Naqvi and team (contribu-
tion 32) present a dual-band metamaterial-based absorber operating at 24 GHz and 28 GHz.
Addressing the challenges of massive MIMO techniques, their absorber design enhances
gain and spatial multiplexing while effectively isolating adjacent antennas. This innovative
absorber holds promise for compact 5G devices by preventing unwanted interactions
between antennas.

Kerlos Atia Abdalmalak and colleagues (contribution 33) contribute a unique feed-
ing method for linear dielectric resonator antenna (DRA) arrays. By utilising standing
waves and discrete metallic patches, the authors achieve a high-gain DRA array with low
losses, presenting a cost-effective and compact design. The proposed 3D-printed structure
demonstrates high efficiency, making it a noteworthy advancement in feeding techniques.

In contribution 34, Zhiyi Li et al. present a low-profile wideband magnetoelectric
(ME) dipole antenna. The design involves the intricate bending of structures to achieve a
reduced antenna height, while maintaining wideband properties. The relative bandwidth
for VSWR < 2.0 and low boresight gain drop make this antenna suitable for applications
requiring limited height and wideband characteristics.
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Chao Ni et al. (contribution 35) propose a filtering slot antenna using characteristic
mode analysis (CMA). Their approach involves analysing and designing characteristic
magnetic currents to achieve a wide filtering bandwidth with stable gain. The fabricated
prototype validates the design process, showing promising results for applications where
stable gain and wide filtering are crucial.

Niamat Hussain et al. (contribution 36) contribute a conformal frequency-reconfigurable
antenna catering to smart portable devices. With a focus on flexibility and multi-frequency
operation, the antenna employs a coplanar waveguide-fed slotted circular patch. The
integration of a frequency-reconfigurable element enhances its adaptability to various
operating bands, making it suitable for modern wireless devices.

Addressing the demands of 5G millimetre-wave communications, Hussain Askari and
colleagues (Contribution 37) present a wideband, circularly polarised magnetoelectric (CP
ME) dipole antenna operating at 28 GHz. The unique geometry, including metallic plates
and hook-shaped strips, enables stable gain and wideband characteristics. The antenna’s
compact footprint makes it well-suited for 5G smart devices and sensors.

Shenko Chura Aredo et al. (contribution 38) tackle the challenges associated with
massive MIMO systems, proposing hardware-efficient solutions with optimal antenna se-
lection. By evaluating low-resolution digital-to-analogue conversion and antenna selection
techniques, the authors aim to reduce power consumption and enhance energy efficiency
in massive MIMO systems.

The study by Ruisi Ge et al. (contribution 39) explores the influence of conformal
metasurfaces on passive beam steering. The research introduces a passive approach to
beam steering, utilising conformal metasurfaces on conventional patch antennas. The
simplicity of the proposed system, combined with its passive nature, holds promise for
low-power consumption beam steering systems.

The research from Faxiao Sun et al. (contribution 40) introduces a novel rotating
shutter antenna designed for ultra-low-frequency (ULF) communication, with a focus
on its potential application as a transmitter for magnetic induction (MI) underground
communication systems. The authors employ advanced simulations and experiments
to validate the antenna’s performance, showcasing its ability to generate 2FSK signals
in the ULF band. The proposed rotating shutter antenna holds promise for enhancing
communication in challenging environments, such as underground spaces.

The article by Kazuhiro Honda (contribution 41) delves into the over-the-air testing of
a massive multiple-input multiple-output (MIMO) antenna. The paper presents an innova-
tive testing method involving a full-rank channel matrix created through a fading emulator
with a minimal number of scatterers. By virtually positioning scatterers through antenna
rotation, the study demonstrates a practical approach to assessing the performance of
massive MIMO systems. This methodology offers insights into the real-world functionality
of large-scale antenna arrays.

Marek Garbaruk et al. (contribution 42) propose a planar four-element ultrawideband
(UWB) antenna array designed for the 6-8.5 GHz UWB frequency band. The symmetrical
structure and elliptical-shaped radiators, fed by a stripline excitation network, contribute
to uniform power distribution. With measured gains ranging from 6.4 to 10.8 dBi, the
UWSB antenna array exhibits favourable impedance matching. This research addresses the
demand for high-performance antennas in the European Commission’s designated UWB
frequency band.

Shimaa A. M. Soliman et al. (contribution 43) offer insights into the analysis and
design of an X-band reflect-array antenna tailored for a medium Earth orbit (MEO) remote
sensing satellite system. The study explores various reflect-array configurations, including
broadside and tilted pencil beam options, optimising the antenna for a nearly constant
response across the coverage area. The use of a Yagi-Uda array and a genetic algorithm
(GA) optimisation method demonstrates an efficient design process for achieving a flat-top
radiation pattern.
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In contribution 44, Raffaele Moretta et al. address the challenge of efficiently sampling
the field radiated by a circumference arc source. The paper introduces a methodology to
determine the minimum number of basis functions required for accurate representation
and proposes an interpolation formula that optimally exploits non-redundant field samples.
This work contributes to advancing the efficiency of field measurement techniques, crucial
for applications where acquisition time is a limiting factor.

Mingcong Xie et al. (contribution 45) tackle the complex problem of aperture-level
simultaneous transmit and receive (ALSTAR) with a digital phased array. The authors
propose an adaptive random group quantum brainstorming optimisation (ARGQBSO)
algorithm to simplify the array design, addressing the isolation between transmit and
receive apertures. This innovative algorithm demonstrates robust performance, reducing
complexity and enhancing overall efficiency in ALSTAR systems.

Hamdi Bilel and Aguili Taoufik (contribution 46) present a novel formulation based on
Floquet spectral analysis for the almost-periodic modulation of massive finite and infinite
strongly coupled arrays. The study has significant implications for applications such as
dense-massive-MIMO, intelligent-surfaces, and future wireless technologies (5G and 6G).
The numerical methods adopted, including the method of moments, pave the way for the
advanced modelling of antenna structures in small areas with a large number of elements.

Collectively, these contributions demonstrate the breadth and depth of contemporary
antenna research, addressing challenges and pushing the boundaries of what is possible in
diverse applications. The innovative methodologies and findings presented in this Topic
contribute to the ongoing evolution of antenna technologies, playing a vital role in shaping
the future of wireless communication and sensing systems.

3. Conclusions

The odyssey through contributions 1 to 46 in this Topic has not only illuminated the
cutting edge of antenna research but has also unfurled a vibrant tapestry of groundbreaking
discoveries that significantly redefine the boundaries of what was once deemed possible in
the realms of wireless communication, sensing systems, and beyond. Each contribution
stands as a testament to the collective ingenuity and tireless efforts of researchers dedicated
to pushing the frontiers of knowledge. The diverse array of antennas, from the non-linear
chaotic optimisation algorithm to the innovative Floquet spectral analysis, shows the versa-
tility and adaptability of antenna technologies. This collection encapsulates the dynamic
and ever-evolving nature of the field, demonstrating how research endeavours continue
to reshape our understanding and utilisation of antennas in various applications. As we
traverse this intellectual landscape, it becomes evident that the relentless pursuit of excel-
lence is not merely a shared ethos but a driving force propelling the evolution of wireless
technologies into uncharted territories. In essence, the odyssey through these contributions
serves as a compass, guiding us toward a future where antennas will play an even more
pivotal role in shaping the landscape of global connectivity, sensing, and communication.

As we navigate the frontiers of antenna advancements, the prospect of future research
beckons with enticing challenges and unexplored possibilities. One promising avenue lies
in further enhancing the adaptability and robustness of antennas for emerging applications
such as the Internet of Things (IoT) and smart cities. Exploring sustainable materials
and fabrication techniques to reduce environmental impact is another crucial direction.
Additionally, the integration of artificial intelligence and machine learning algorithms for
the autonomous optimisation of antenna parameters holds immense potential [9]. The
advent of 6G technologies and beyond will likely demand antennas that can seamlessly
operate across a broader range of frequencies, with increased energy efficiency and reduced
interference. The quest for antennas capable of supporting massive MIMO systems and
intelligent surfaces represents a frontier in which interdisciplinary collaboration and in-
novation will play a pivotal role. In this ever-evolving field, embracing the challenges of
real-world deployment scenarios, including the influence of environmental factors and
dynamic interference, will be essential for pushing the boundaries of what can be achieved
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with antenna technologies [10]. As we stand at the precipice of a new era in wireless com-
munication, the contributions within this collection not only mark significant milestones
but also lay down the gauntlet for the exciting journey that lies ahead.

We wish to express our sincere gratitude to the esteemed authors whose remarkable
contributions have profoundly enriched this MDPI Topic. Their invaluable research has
not only propelled the field of antennas forward significantly, but has also contributed
to the broader landscape of knowledge in impactful ways. Our deepest thanks extend to
the diligent reviewers whose insightful comments and constructive feedback have played
a pivotal role in elevating the quality of the articles presented here. Their expertise and
unwavering dedication have been instrumental in ensuring the robustness and precision of
the published works.
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tion. We are confident that readers will find these papers not only informative but also
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Abstract: In this study, we introduce a new formulation based on Floquet (Fourier) spectral analysis
combined with a spectral modulation technique (and its spatial form) to study strongly coupled
sublattices predefined in the infinite and large finite extent of almost-periodic antenna arrays (e.g.,
metasurfaces). This analysis is very relevant for dense-massive-MIMO, intelligent-surfaces, 5G, and
6G applications (used for very small areas with a large number of elements such as millimeter and
terahertz waves applications). The numerical method that is adopted to model the structure is the
method of moments simplified by equivalent circuits MoM GEC. Other numerical methods (such
as the ASM-array scanning method and the windowing Fourier method) used this analysis in their
kernel to treat periodic and pseudo-periodic (or quasi-periodic) arrays.

Keywords: Floquet analysis; MoM method; almost-periodic antenna arrays; Fourier analysis; strong
mutual coupling; dense massive MIMO; mm and THz waves; 5G and 6G applications

1. Introduction

Antenna arrays, and in particular dense (or massive) coupled almost-periodic antenna
arrays, have been of great interest in telecommunications and RF electronic applications
(such as dense-massive-MIMO, smart-surfaces, 5G, and 6G applications) [1-4], including
those used for very small surfaces with large numbers of elements such as millimeter and
terahertz array applications. Therefore, the spectrum analysis based on a Fourier transfor-
mation (in the Floquet domain) is proposed to simplify the EM calculation on an elementary
cell surrounded by periodic walls, as explained in [1-7] (in other research, they use periodic
Green’s functions) [8-19]. In the bibliography and recent studies, only spatial modulation
techniques have been proposed to study periodic systems with large sizes [20-23]. Except
in our case, a Fourier spectral analysis is presented to introduce a spectral modulation tech-
nique and its spatial equivalent (Fourier and Fourier inverse) to study strongly coupled sub
arrays in an infinite and large finite almost-periodic support [24-27]. In this context, several
numerical methods such as FDTD and FEM and other integral methods like the method of
moments and full-wave methods [28] are proposed to resolve the given problem. In our
work, we are interested only in the method of moments combined with equivalent circuits
and Floquet analysis to study the suggested structure with the principle of modulation.
This work is divided into four parts: we start with an explication of the almost-periodic
modal (or spectral) modulation and its spatial equivalent to examine strongly coupled
cells [29-33]. Then, we applied MoM-GEC as a numerical method to solve the proposed
problem [1-7,34-36]. Next, several numerical results are presented to confirm the validity
of the approach. Finally, some conclusions are established.
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2. Almost-Periodic Modulation to Study Strongly Coupled Arrays
The concept is a signal-processing concept for a filter with a periodic spectral response,
as shown in [30-32]. Its response is described as an impulse response function that is
given by:
/ K(Q—a)u(a)de =V (Q) (1)

Its Fourier representation of Equation (1) (in the spatial domain) yields to
H(x)U(x) = V(x) 2

From the transformations by way of analogy, which we took into account, we note that
x is a spatial coordinate and a € [— I %} is a spectral coordinate in the Brillouin domain
and dy is a spatial period. Note that Q) is a spectral coordinate, as &, where H(x) is the
Fourier transform of K(Q)) and is defined as the optical (or optoelectronic [30,31]) transfer
function; U(x) and V(x) are the Fourier transforms of u(x) and V (Q), respectively. More
details are provided in [30].

2.1. Modulation in Infinite Almost-Periodic Arrays

Let us consider f,(x) as a spectral periodic response for an infinite array that is

written [4,33]:
N=+c0

Z f +jnadx @)
n=-—
« is a continuous Floquet mode a € [—7, L[; x (or x, = x(1n) = ndy) represents the
position in the spatial domain (a spatial dlstrlbutlon) and 7 is the position index in the
periodic lattice.
with

fulx) = % /jﬂ fa(x)e /2 dy 4

Considering fy is built from xq, fi is identically constructed from xo & dy. fp is a
weight for xg. In the same way, f; is a weight for x; = x9 & dx. Now, we can generalize
the construction towards n elements. Then, f,(x) = fo(x — ndy), n € Z. f,(x) is a periodic
function [34].

Now, let us put the given spectral modulation [30]:

N+oo

o (0) = () fo (x) = u( Z o (x)etiondx ®)

n=—N

Next, we are considering: TF(Uyy . (a)) = Uy 1 (x)

It is possible to take TF~1(U®

o q(&)) = Uy . (x) (it depends the Fourier notation);
As a result,

N+00

mod Z f n ndX) (6)
A simple demonstration from (5) to (6) is provided:

Upiog(x) = TFH (U, (2))
=T (u(a) 5,255 fret )

= LN fTE (u(@)e ) @
)

= 50T fal 2 b u(a)erieseiants
dx
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_ “x % +jo(x—ndy)
E f"(27r /7;1 u(a)e du)

Z ful(x — ndy)

Equation (7) is established referring to the theorem of aliasing given in [37] and
Equation (6.107) of [38].
Finally, a spatial modulation is derived from Equation (2) [24,30]

N+00

Vron%d(x) (x)umod Z f" x - ndX) (8)

n=—N

Notice that our old published work [34] on rectangular pulse functions can be a special
case of this process of analysis and development, where f, , = % sinc((z”T” +a)¥) are the
Fourier series coefficients of the periodic pulse train (in the presence of Floquet modes), as
described in [39].

For more details, following the pulse (or impulse) trains, we can introduce the Floquet
phases as follows [4,33]:

N=+o00 .
fa(x) =Y rect(x — ndy)e ™ 9)
n=—N
N=+c X
= Z rect, (x)e™I**
n=—N

Note that: Y N="®rect,(x) = YN=F% f, M (for a standard rectangular pulse
train), which explains how to recover (reconstruct) a pulse train by means the Fourier series,
as shown in Figure 1 and explained in [39,40] (see the subsection on periodic pulse and
impulse trains in [39]). By adding the Floquet contribution e*/%*, we obtain the definition

fa(x) = EN=1 rect (x — ndy)e 1 (see Figure 1).

Transition from one cell

to others via Floguet
phases with /%%
Periodic walls
%th Floguet phases e %%

A SNANA
Remplace transition
le—— TF Fourier series to between cells by
Real pulses series ¥ v recover the pulses artificial periodic walls
shape series shape
400 =
oo |
—w'| w x -w W x
2 2 2 2
a1
—d d 3d —d Unitcell g
2 2 2 2 2

Figure 1. Construction of f(x) as given in Equations (9)-(11).

Rect is a rectangular function with a width W.
Then, we can develop a series of rectangle functions into a series of Fourier functions,
which allows us to write: (see Figure 1 and [34])

N=+co

N=to0 ;2nm .
— Z fnlae-Her-%—]ax: Z fnaf (10)

n=—N
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we can note: Ky, = 2;‘—:1 + « as a wavenumber that leads to decompose

N=+o0 .
= Z fn,ace-HKX/nx (11)

n=—N

With

2 w
= d% /70 e Kun® gy (12)
= %sinc([(x’ng’) o smc(( nn+a)w)

Equation (12) is proven based on the example (Example 3.17) of [39].
Now let us apply the superposition theorem of Equation (10) (based on Floquet states)
to generate the spatial solution [9,19]: it is also called modulation (see Equation (7))

&[5 fue e = TF (£, (x)

7

| Sa
el

— i 2n7T .
= 8 [2 (DT fuaeT0E *“”‘)e-f“da

Y

= gixfdx (ZnN—f fnae \’)th
=5 ffL YNETS recty (x) da

13
& fdx ZHN,7 rect(x — ndy) da (13)

Q.N

L ZnN, X rect(x — ndy) f"" da
252’77 rect(x — nd)

= ZSL, rect(x — ndy)

The spatial solution is a periodic pulses series
and is similar to = Uy, ;(x) when(u(a) = 1)

N

What we get in (13) is similar to Equation (14) of our published work [34] (and
Equation (4) of the WATANABE reference [24]). Additionally, it is of the same type as
Equation (6) and the expansion that follows in Equation (7). Then, a spatial modulation
that was performed in Equation (8) follows.

2.2. Modulation in Finite Almost-Periodic Arrays

As previously explained in [4,6], the interactions between cells in the spectral domain

for per10d1c finite arrays are governed by a discrete phase law such that a), = n de = ZNLXP

(with — 7 <p<-— 7 — 1), which comes from a rule-of-three math reasoning.

For a large period of finite arrays, D — 27 (27 is the hole interval of phases).

For a local period of finite arrays, pdy — «p, =? (is the spectral contribution for one
cell in position pdy) (p is the index position in a finite array, and d is the local period).

So, = ap = 2le, where Ny is the total number of elements in finite array, and p is the
index position [13].

Figure 2 explains how to discretize the phases from the infinite case to the finite case.
According to the same Figure 2, each cell interacts spectrally with its neighbors through
the continuous Floquet modes « (or the phase shift et/%%) in the infinite case and ap (or the
phase shift e7/%%) in the finite case.

This allows writing the spectral solution as the sum of discrete Floquet states [4,33],

1! o
for ) = ZN u(x)e Tt (14
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and

Yo fa, (x)e S (15)

\ ,Periodic walls
R /

[=3 Spectral contribution of
adjacent cells
represented by the
mode a

From zero to 2w

Contribution of continuous Floquet modes « in an infinite array

contribution of the
neighbors by their
Periodic walls discrete phases a,

lap varies from zeroto 2

D=Nd

Contribution of discrete Floquet modes &, in a finite array.

Figure 2. Spectral representation of the interactions of a unit cell with its neighbors (infinite and finite
cases) (valid for strong coupling interaction by using Floquet phases).

In the same way, f,(x) = fo(x — ndy) with =% <n < —8r — 1, and we can rewrite
the spectral modulation law for a discrete Floquet mode [30],

Upsoi“ (ap) = u(atp) fu, (x) (16)

e Hiapndx

Mg
= u(a,g)%m Y fl)

Thus, the DFT is written as DFT(LIEI’;)";‘E(“,,)) = ufinite(y;) with x; = idy and f% <

mod
i<-f-1
from which

1
v/ Ny ,

N
. 2
Upmie (x) = ZN full(x — ndy) 17)
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Eventually
Ve (x) = H(x)Upi' (x) (18)
Mg
LY fU(x—ndy)
— H(x X—n
05 T, it

2

3. MoM-GeC Modelization Based on Floquet Analysis

The problem formulation is already explained in [1-7]. It explains the development
of the method of moments combined with Floquet spectral analysis to determine the
electromagnetic performance in the presence of strong mutual couplings such as input
impedance, surface current, surface electric field, radiated field, and directivity. .. etc.

4. Numerical Results

A part of our results was presented in [4,6,34,35]. Let us now display the other
obtained results.

This approach can be applied to frequency-modulated continuous-wave (FMCW)
radar antennas (to scan the radiation beam produced by very small areas of an antenna
system) as well as to antennas that are massively placed in a coupled almost-periodic
antenna array. The provided antenna example can be used to show how to model a
77 GHz (2 x 4) antenna array for frequency-modulated continuous-wave (FMCW) radar
applications. The availability of antennas and antenna arrays in and on vehicles has become
ordinary with the inclusion of remote crash-recognition-and-aversion systems, as well as
lane-departure alerting systems. The two frequency bands appropriate for these systems are
approximately 24 GHz and 77 GHz, respectively. In this model, we consider the microstrip
patch antenna as a phased-array radiator. The dielectric substrate is air. According to
Figures 3 and 4, the patch antenna has its first resonance (parallel resonance) at 24.52 and
77.9 GHz (after adjusting the length of the used antenna) . It is a common practice to shift
this resonance to 24 and 77 GHz by scaling the length of the planar dipole antenna, as
described in [35].

The next stage is to reconfirm the reflection coefficient of the planar antenna dipole,
as depicted in Figure 5 and Figure 1 of [34]. The purpose of this check is to consider a
good impedance match. It is very common to highlight the value as a limit value for the
calculation of the bandwidth of the antenna. The deepest minima at 24 GHz and 77 GHz
indicated a good fit with 1207r. The bandwidths of the antennas are roughly 1 GHz and
2 GHz, respectively. Thus, the spectrum bands are 23.5 GHz to 25.5 GHz and 76.5 GHz
to 77.5 GHz. Finally, in terms of input impedances and S parameters, a good comparison
between the adopted MoM GeC method and the references [41,42] is obtained.

800

600 [~

400 -

200 -

0

200 [~

Impedance (ohms)

-400 - -

600 [~

-800 [/

-1000
5

Frequency (Ghz)

Figure 3. Impedance variation against frequency band around 24 GHz: obtained by the MoM-
GEC method.
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Figure 4. Impedance variation against frequency band around 77 GHz: obtained by the MoM
GEC method.
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Figure 5. S1q-parameter (dB) variation against frequency band around 24 GHz: a comparison between
the MoM-GEC and a MATLAB tool (see references [41,42]).

Therefore, the radiation pattern response for a small 2 x 4 antenna array is proposed
based on the Floquet analysis (via the superposition theorem). Let us assume that the
radar antenna system operates at 77 GHz with a bandwidth of 700 MHz. The following
Figure 1 of [35] shows the spatial-radiation pattern of the resulting planar antenna using the
superposition theorem of 2 x 4 Floquet radiation examples. Then, the sum of the discrete
Floquet radiation patterns assigned to the FMCW radar permits the prediction of the global
spatial-radiation pattern (what is called spatial modulation). A good comparison of the
given numerical radiation pattern and the radiation obtained by patch array and cosine
array is presented in Figure 3 of [35]. After validating the FMCW radar, we propose to
evaluate the approach for a very large number of elements that uses the same frequency
band at 24 and 77 GHz (for example, a lattice of 100 elements). Figure 6 gives an example of
the superposition theorem (or a spatial modulation) for a large array to generate a spatial
radiation pattern through the addition of the radiation patterns of Floquet states. After
that, Figure 4 of [35] presents the variation of the spatial-radiation pattern (obtained using
Floquet analysis) in the function of steering angles for 100 antenna elements that are dis-
tributed in a uni-dimensional configuration (for 5G application). In the same way, Figure 7
and Figure 5 of [35] show the variation of the 3D radiation pattern against different steering
angles that are described with (6) = 45°, ¢p = 0°), and (6y = 90°, ¢ = 0°), in Cartesian
coordinates and (u,v) space, respectively. Following the same study, Tables 1 and 2 show
the directivity values for each Floquet state and the superposition theorem (in the two cases
of the FMCW radar and the 5G application), with two different steering angles and at the
frequencies of 24 GHz and 77 GHz. From Figure 1 of [35] and Figure 6, we can see that
the radiation patterns are nearly identical and verify the condition where the directivities
are similar for both the Floquet states and the superposition theorem. This is why, in both
Tables 1 and 2, we find that all directivity values are identical (for the Floquet states as well
as for the superposition), even when we change the steering angle. Knowing that generally,
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the directivity value close to 20 dB satisfies a narrow beam angle of about 20 degrees, as
shown graphically in Figure 7a.

Variation of radiation pattern against Floquet states
and application of ition theorem for 10 elements of antenna array
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Figure 6. Variation of radiation pattern against Floquet states and application of superposition
theorem for 10 elements of antenna array (uni-dimentionnal configuration) at 77 GHz: obtained by
the MoM-GEC method.
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Figure 7. Variation of radiation pattern against Floquet states and application of superposition
theorem for 100 elements of antenna array (uni-dimentionnal configuration) at 77 GHz: obtained by
the MoM-GEC method.

Table 1. Directivity versus some Floquet states (considering 100 antenna arrays) and the superposition
theorem (or the modulation as explained in Formula (13), which transformed to study a finite array)
for ¢s = 0, 05 = 30° steering angles (used for 5G application).

Floquet States Directivity Values (dB) at 24 GHz
(0_49,=0) 23.0200
(x_10, =0) 22.5953
(@120, = 0) 22.8874
(a430,p = 0) 23.2055
Superposition 23.3009
Floquet States Directivity Values (dB) at 77 GHz
(6_g9,B = 0) 22.8771
(a_10, =0) 24.1083
(40,8 =0) 23.4323
(430, =0) 23.1353
Superposition 23.5783
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Table 2. Directivity versus Floquet states and the superposition theorem (or the modulation as
explained in Formula (13), which transformed to study a finite array) for ¢s = 0, 6s = 45° steering
angles (FMCW radar application).

Floquet States Directivity Values (dB) at 24 GHz
(a_p,B-1) 21.7249
(a_1,B-1) 26.7351
(a0, p—1) 21.1290
(a41B-1) 20.8615
(a2, o) 20.6344
(-1, Bo) 21.0667
(a0, Bo) 14.8990
(41, o) 21.0737
Superposition 21.0455
Floquet States Directivity Values (dB) at 77 GHz
(6_,B_1) 22.3762
(a_1,B-1) 18.0573
(w0, B-1) 21.9229
(x41B-1) 22.1662
(Dé,z, IBQ) 20.9345
(a1, Bo) 21.3088
(@0, Bo) 13.7990
(241, Bo) 21.3088
Superposition 21.7022

5. Conclusions

In this article, we illustrated the principle of Floquet spectral modulation based on the
Fourier analysis (and its spatial form) to study almost-periodic sub-arrays (with finite size)
in the presence of strong mutual coupling interaction, defined on infinite support (or a really
large finite size). This study is very useful for the new generation of technologies based on
millimeter and terahertz waves in phased arrays, for example, in dense-massive-MIMO,
smart-surfaces, 5G, and 6G applications. In future work, we are interested to investigate
the randomly modulated almost-periodic arrays (also in the presence of strong coupling).
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Abstract: Aperture-level simultaneous transmit and receive (ALSTAR) attempts to utilize adaptive
digital transmit and receive beamforming and digital self-interference cancellation methods to
establish isolation between the transmit and receive apertures of the single-phase array. However,
the existing methods only discuss the isolation of ALSTAR and ignore the radiation efficiency of the
transmitter and the sensitivity of the receiver. The ALSTAR array design lacks perfect theoretical
support and simplified engineering implementation. This paper proposes an adaptive random
group quantum brainstorming optimization (ARGQBSO) algorithm to simplify the array design
and improve the overall performance. ARGQBSO is derived from BSO and has been ameliorated
in four aspects of the ALSTAR array, including random grouping, initial value presets, dynamic
probability functions, and quantum computing. The transmit and receive beamforming carried
out by ARGQBSO is robust to all elevation angles, which reduces complexity and is conducive
to engineering applications. The simulated results indicate that the ARGQBSO algorithm has an
excellent performance, and achieves 166.8 dB of peak EII, 47.1 dBW of peak EIRP, and —94.6 dBm of
peak EIS with 1000 W of transmit power in the scenario of an 8-element array.

Keywords: aperture-level simultaneous transmit and receive (ALSTAR); adaptive beamforming;
adaptive random group quantum brainstorming (ARGQBSO); digital phased array; robust design

1. Introduction

The discussions about 5G, mm-wave, and MIMO technologies have never slowed their
pace, which implies that existing wireless communication system throughput is still far
from meeting the actual demands. Fortunately, simultaneous transmit and receive (STAR)
technology (i.e., transmitting and receiving at the same time in the same frequency band)
has been considered a reliable way to overcome this trouble, which is the performance of
potentially doubling the capacity or spectral efficiency compared to traditional TDD and
FDD [1]. In fact, STAR was originally used in frequency modulated continuous wave radar
to achieve stealth by continuously illuminating the target with a low-power waveform.
With the active exploration of STAR by researchers, its superiority and competitiveness are
recognized by scientists in other fields. It has been considered in electronic warfare systems
as a means to continually detect weak signals in strong interference [2]. Furthermore, STAR
is also widely used in multifunctional vehicle systems and military and civilian airports to
achieve communication, sensing, and surveillance [3] simultaneously.

However, the implementation of STAR technology must depend on its sufficient isola-
tion between the transmitter and the receiver. Limited by the compact space between the
transmitter and the receiver, self-interference signals will inevitably be generated when
the transmitter is running, which causes the receiver to be blocked or saturated. Thus,
how to cancel the self-interference is urgent for the STAR system. Until now, many meth-
ods are best classified by the domain in which they operate, such as the propagation
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domain, analog domain, and digital domain [4]. Yet the methods in the propagation do-
main normally achieved only 30~40 dB of isolation in a narrow bandwidth [5] by antenna
separation, antenna orientation, and placing absorptive shielding. Due to the use of ac-
tive attenuators, phase shifters, and delayers, the analog-domain cancellation methods
introduced inestimable non-linear distortion and they are often power-intensive, expen-
sive, and physically large [6]. Digital-domain methods include digital self-interference
cancellation, transmitting and receiving beamforming, channel estimation, and fingerprint
signals. These approaches will be flexible, efficient, and reliable if the signal of interest
is effectively received within the dynamic range of ADCs and DACs. Ahmed et al. pro-
posed an all-digital nonlinear estimation and self-interference cancellation technology to
improve the isolation above 20 dB in a single-receiving and single-transmitting full-duplex
system [7]. Qiu et al. verified that adaptive beamforming provides a high isolation between
the transmitter and the receiver [8]. They optimized the beamformers using the linear
constrained minimum variance algorithm to provide at least 110 dB of isolation, without
affecting target detection. Liang et al. proposed a method to realize adaptive transmit
beamforming together with digital SIC [9], which provides positive inspiration for the
advancement of digital cancellation.

Aperture-level simultaneous transmit and receive (ALSTAR) based on a digital phased
array was proposed by the MIT Lincoln Laboratory in 2016 [10]. ALSTAR integrates digital
cancellation and transmit and receive beamforming technologies to achieve extremely high
isolation, termed effective isotropic isolation (EII). Since the theory is immature, a lot of
work is still needed to extend the method to practice. For instance, effective isotropic
radiated power (EIRP) and effective isotropic sensitivity (EIS) of the system should be taken
into account to ensure a high emission efficiency and receiver performance. The increase of
target parameters complicates the design of the STAR array. In this case, the designers wish
to make a trade between EII, EIRP, and EIS to meet the requirements of different scenarios.
The authors in [11] used an alternate optimization (AO) to design the EII of the ALSTAR
array and then loaded a weight diagonally in the noise covariance matrix to reveal the
relationship between EII and the gain. Yet this approach only analyzes the connection
between them, and does not study how to trade EII, EIRP, and EIS. Furthermore, the AO
algorithm needs to construct identities of two objective functions for alternate iteration
updates in two directions, and perform a beamformer optimization at every elevation
angle, which increases the computational complexity and hardware cost. This may limit
the further promotion and application of ALSTAR.

This paper is dedicated to the improvement of the overall performance of the ALSTAR
array and the reduction of complexity. We trade EII, EIRP, and EIS by proposing the weight
wy to enhance the overall performance and optimize a set of transmitting and receiving
beamformers independent of the elevation angle in order to reduce complexity. We found
that the swarm intelligence optimization methods have the potential to achieve these goals.
They have been successful in the fields such as beamforming-based pattern synthesis [12],
array optimization [13,14], DC brushless motor efficiency problems [15], Loney’s solenoid
problem [16], and stock index forecasting [17]. Extensive literature reveals that compared
to traditional particle swarm optimization (PSO), genetic algorithm (GA), and differential
evolution (DE), the brainstorm optimization (BSO) algorithm [18] has the characteristics of
fast convergence, excellent robustness, and a strong global optimization ability in solving
non-convex, multi-objective, and multi-modal optimization problems. This algorithm is
quite suitable for the design of the ALSTAR array, but there is still space for improvement
in the BSO algorithm [19].

In the classic BSO algorithm, each individual in the population may become a po-
tential solution, which corresponds to a new idea in the process of human brainstorming.
The process can be summarized in three steps. First of all, a blocking method similar to
k-means is used to group individuals in the population, and the individual with the best
fitness value will be the center of each block. Next, a new individual will be obtained
by interacting information between individuals in one or more blocks. At last, the log-
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arithmic sigmoid function with Gaussian random is used as the step size to update the
individual. Correspondingly, the drawbacks of the classic BSO algorithm include k-means
grouping with complex calculations, poor individual creation methods, and suboptimal
update mechanisms.

In view of these shortcomings of BSO, we propose the adaptive random grouping
quantum BSO (ARGQBSO) algorithm and apply it to design the ALSTAR array. The im-
provements of ARGQBSO are made by presetting initial value, random grouping, dynamic
probability function, and quantum computing. Experimental results show that the preset
initial value shortens the search range and speeds up the convergence of the algorithm.
Random grouping reduces the complexity of the algorithm. The dynamic probability
function and quantum update improve the accuracy of the algorithm. In terms of algorithm
architecture, our innovations are mainly manifested in two aspects.

(1) According to the demands of the ALSTAR array, the weight wy is put forward to trade
EII, EIRP, and EIS. Its significance is to enable the performance of the ALSTAR array
to meet the needs of EII, EIRP, and EIS in various scenarios.

(2) The proposed ARGQBSO algorithm aims to achieve digital self-interference cancella-
tion and adaptive beamforming. By proposing preset initial values and improving
random grouping, dynamic probability functions, and quantum updates, the algo-
rithm is a better balance in solving accuracy, solution time, and robustness.

(3) The beamformer optimized by ARGQBSO is independent of an angle and can be
applied to any scanning angle. Its advantage is that the resources of the digital chip
are greatly saved.

The remainder of this paper is organized as follows. In Section 2, the signal model
and optimization model of the ALSTAR array are given. Section 3 introduces the origin
of the ARGQBSO algorithm and detailed improvement measures. Section 4 discusses
and analyzes the results of the six algorithms in the ALSTAR application, and verifies the
competitiveness of the proposed algorithm. Finally, the conclusion and future work are
provided in Section 5.

2. System Model
2.1. Signal Model

The ALSTAR architecture is shown in Figure 1, the symbol t € Q/ * 1 means the
transmit signal vector and r € QX * 1 denotes the received signal vector. The parameters
wy € QN*1, w, € QK*1 and w. € Q/ * ! are the weights of transmit beamforming,
receive beamforming, and adaptive cancellation filters, respectively. Hy, & QK =/ and
H, € Q/*J are the characteristic matrix of the coupled channel and the observation
channel, respectively. | and K are the number of transmitting channels and receiving
channels, respectively. The signal x at time index 7 can be written as follows:

x(n) = we-t(n) + ne(n) 1)

where £(n) is the expected signal to be transmitted and E [\t(n) |2} = L. € Q *listhe

complex additive white gaussian noise with zero-mean. The signal y is mainly composed
of two parts, one is the self-interference signal coupled by the transmit signal through the
coupling channel, and the other is the signal of interest s.

y(n) = Hu-x(n) + s(n) 0]
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Figure 1. Block diagram of the ALSTAR array cancellation architecture.

The receiving noise 7, € QK * ! is mixed with the received signal y. After being
processed by the receiving beamformer, they are accepted by the receiver. Therefore, the
received signal can be shown as follows:

ra(n) = wi - (nr(n) + y(n)) ©)

In the case of the ALSTAR architecture, the final received signal r(1) after the cancella-
tion can be expressed as follows:

r(n) = ra(n) — ri(n) 4

where 11 (1) is the reference signal after passing through the observation channel, and its
expression can be noted as follows:

ri(n) = wll[Ho(x(n) + no(n))] ®)

H

Assuming w.’ = wH - Hy, - Hy'and combining the Equations (4) and (5), we can get

r(n) = wf[ne(n) + s(n) — Hyp - no(n)] 6)

where r(n) is composed of three parts: receiving noise 1,(n), the signal of interest s(n), and
observation noise 1,(n). The signal n, € Q' %1 is additive white gaussian noise, which
obeys the normal distribution, i.e.,

1o(n) ~ N(0,N,) @)

where N, is equal to diag(w; - wH) /p, and p, denotes the receive dynamic range. Appar-
ently, mitigation of the observation noise and emission noise can be achieved by optimizing
the transmitting beamforming weight w; and receiving the beamforming weight w,.

2.2. Metrics and Optimization Problems

This article optimizes the ALSTAR array design from the perspective of selecting the
three best parameters, w;, w,, and w ¢, to improve the overall performance and simplify the
design. For the directional system, the isolation between the transmitter and the receiver
changes with each position in the three-dimensional space, so EIl is used to accurately
measure the isolation between the directional systems, which is defined as follows:

EIl = EIRP/EIS ®)

26



Sensors 2022, 22, 109

Py

0

where EIRP and EIS describe the performance of transmitters and receivers, respectively,
and their expressions are shown:

]
EIRP = P;- Gt st = P+ Z w81, (0, ¢)ur, (0, ) ©)
i=1

K
EIS = P/Gr g = (Pu, + Puy)/ Y, w181, (6, 9)ur, (6, 9) (10)
i=1
where u; and u, are the manifold vectors of the transmitting and receiving array, respec-
tively, and g, and g, are gain of the transmitting and receiving elements, respectively. 6
and ¢ represent the elevation angle and azimuth angle, respectively. The scalars of P,;, and
Py, are the receiver and observation noise, respectively.

P, = (Hmdiag(wtwff)H,},j)/p, (11)

T

wl! - {[diag(Hnwiwl B/ pr + [ding(Hudiag (wiwf )HI] /oror + 0% - eye(]) | - w, (12)

where the symbol 97 is the noise floor. From Equations (8)-(10), it can be seen that the EII,
EIRP, and EIS of the array are closely related to the transmit beamforming weight w; and
receive beamforming weight w,. Thus, we optimize the transmit and receive beamformers
to obtain the desired EII, EIRP, and EIS. In frequency-modulated continuous-wave radars,
it is possible to lower EII to achieve higher EIRP and gain. To achieve this, the weight

wy = [w F e OF pirpr WF 515] is proposed to trade between the EII, EIRP, and EIS in this

paper. Therefore, the ALSTAR array can be designed via optimizing three parameters
(i.e., wy, wy, and w f) to achieve a higher EII with the premise of relatively high radiation
efficiency and better receiving gain. The value ranges of them are as follows:

0 S‘w”g 1,0 Slwt S 27T
0 <Jwr|<1L,0<ZLw <21 (13)
el =1

as the EII, EIRP, and EIS of the ALSTAR array have a theoretical upper bound, their
optimization results must be smaller than it. The scope of EII, EIRP, and EIS is given

as follows:
Ell < w

EIRP < P - Gtﬁtatul (14)
EIS < &
r_total

thus, the objective function or fitness function complying with the above conditions can be
provided as follows:
Fitness = min(w; X fitnessT) + ¢ (15)

where fitness signifies the total objective function value, which consists of three parts, as
shown in Equation (16). The coefficient w i indicates the weight of each part. The interaction
of the three goals can be achieved by modifying their weights. As the fault tolerance value,
 is used to promote the iterative process of the algorithm.

fitness = abs(EIl — W)
+ abs(EIRP — P - Gy to1a1) (16)
+ abs(EIS — G"Z )
r_total
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3. Our Proposed Algorithm

In response to the problems of traditional BSO algorithms, we consider amending
the BSO from the presetting initial value, grouping strategy, individual creation, and indi-
vidual update to enhance the convergence speed, global search capability, and reduce the
operating overhead. We call the improved algorithm the adaptive random grouping quan-
tum brainstorming optimization (ARGQBSO), which is a hybrid algorithm that combines
quantum computing and classical BSO. Its performance-improvement is mainly reflected
in four aspects.

3.1. Preset Initial Value

The initial value of the transmitting and receiving beamformer is directly related to
the convergence speed of the algorithm. We reduce the search space of the algorithm
without reducing the performance by setting an appropriate initial value. In the original
BSO algorithm, the initial range of each idea (individual) is a random number of [0, 1].
According to the principle of maximum entropy, the maximum EIRP value can be obtained
when the w; is uniformly distributed. When w; = 0, the vintage EIS can be obtained. In
order to find a result that meets the actual needs among EII, EIRP, and EII, the optimal
solution range of w; must appear in (0, %) 7 is the number of transmitting elements.
Obviously, by setting the initial value in this way, the search space has been reduced 1 — %
In addition, the initial value of the transmit and receive beamforming weights should be
related to the number of array elements and the array manifold vector. Its expression is
as follows:

Population = [%ut;%ur] % Xmin + (Xmax — Xmin)- * rand(D, N) (17)

where the symbol 7 and % represent the number of transmitting and receiving elements.
Xmax and Xpin imply the upper boundary and lower boundary of the population, respec-
tively, D implies the dimension of the population, and N denotes the size of the population.

3.2. Random Grouping

Random grouping is used to replace the original k-means, which avoids calculating
the distance between different individuals and reduces the calculation. The population
random grouping process is shown in Figure 2.

1 2 3 .. N

\ [rand| [ \
A

rand | | l rand

clusterl]  cluster2  cluster3 ...
Figure 2. Schematic diagram of random grouping.

D depends on the number of elements. The cluster represents the same kind of
individual population. The specific process is as follows: ¢; individuals are randomly
selected from populations N, and recorded as clusterl. Similarly, randomly select />
individuals from the remaining (N — ¢;) individual species and record them as cluster2,
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and so on. It should be noted that there fisa 1l x n. vector, and ||/||; = n.,n. represents
the number of clusters.

3.3. Dynamic Probability Function

In the original BSO, there are four ways of individual creation [20], two of which create
individuals based on a single cluster center, and the others create individuals based on
two cluster centers. The individuals created by the former surround their clusters and
have strong local search characteristics, while the individuals created by the latter may
appear in the entire space and means the global search. The dynamic probability function
po improves the local and global search performance of ARGQBSO, making the algorithm
focus on the global search in the early stage and the local search in the later stage to enhance
the convergence speed. The dynamic probability function p3 is used in the later stage of
the algorithm to avoid missing the global best solution. Their expressions are as follows:

Pot+1 = eXP(_’Y(t/tmai)k) X Pot (18)
P31 = exp(y(t/tmax)") X pag

The meaning of ¢ is the current number of iterations; fmax is the maximum number
of iterations; po¢, p3+, and pos 4 1, P3¢ + 1 are the probabilities of the present and next
generations, respectively. oy and « are positive integers.

3.4. Quantum Update

The quantum behavior mechanism is introduced into all individuals so that ev-
ery individual is transformed from the original classical state to the quantum state. At
this time, individuals in the quantum state pass through the quantum revolving gate to
update iteratively.

Different from [16], in this paper, the individual’s quantum behavior only takes effect
in the later stage of the algorithm, and the quantum state is transformed through a dynamic
quantum spin gate. As the value of the dynamic probability function is already quite small
in the later stage of the algorithm, the individuals created at this time are distributed almost
in the center of a cluster, and diversity is completely lost. This is highly unfavorable for
solving infinite domain and multi-extreme problems like ALSTAR. In particular, the noise,
channel, and transmit power may change with the environment, if the ALSTAR system
is running. To automatically adapt to these accidents, a dynamic quantum revolving gate
is introduced in the later stage of the algorithm to enhance the global convergence ability
in the later stage to avoid missing the best solution. The individuals in the quantum state
follow the Equation (19) to update.

R_ny+1p = Ryp + sign(Ryp — globerp) x A®

AO = exp(—e x In?ax) X @p (19)

where R; p and R; ; 1,p represent contemporary and next-generation individuals, respec-
tively; globe, p is the current global optimal individual; A® is the dynamic revolving gate;
and @ represents the initial rotation angle. The flowchart of the ARGQBSO algorithm is
shown in Figure 3. The scalars p; and p; are random numbers of [0, 1]. The variables pg
and p3 are dynamic probability functions, respectively.

29



Sensors 2022, 22, 109

STAR

Generate N individuals and Introduce
the original matrix

Randomly divide into n. block, calculate individual
fitness value and determine cluster center
liYes Rand;>p, NOﬁ
l—Yes— Rand,>p; —No rYes— Rand;>p, ~—No
Randomly select other Randomly select the other
Randomly select a individuals in the center Randomly select two o individialsin the
cluster center and . cluster centers and
5 = of a cluster and combine A s center of the two clusters
combine with external combine with external o A
disturb: f with external disturb to f and combine with the
1stur‘ adn'c? dt o lo Ln s disturbances to form a :e:flvri:dnif: d:alo rna external disturbance to
new in 1v|1 ual Rep o indi\iidual Rip | Rep form a new i/ndividual Rip
No—<'Rand>p;
|
Yes
Obtain new individualsR_np by the quantum
T ving gate and calculate the fitness value
|
l—Yes- Fitness(R_np)<Finess(R;-1,p) _Noj
R_n¢p Re-1p
[}
‘Whether to completly update -
of N individuals? no
1
Yes
t=t+1
4
No— t=tmax?
Yelss
v
END

Figure 3. The flowchart of the ARGQBSO algorithm.

4. Simulation Results

The performance of the ALSTAR array is measured by the three objectives of EII, EIRP,
and EIS. We minimize the fitness function to obtain the best transmit beamforming weight
w; and receive beamforming weigh w,. The optimization model is given in the second
part. As the characteristics of the coupling matrix and antenna gain are directly linked
to EII, EIRP, and EIS of the ALSTAR from Equations (8)—(12), it is necessary to design
a phased array with high isolation and high gain. Subsequently, based on the coupling
matrix of the designed phased array and the pattern data of each element, the effects of
the preset initial value, random grouping, dynamic probability function, and quantum
update on the proposed algorithm are analyzed in detail. In addition, by comparing the
performance of six commonly used optimization algorithms on the ALSTAR array design,
the competitiveness of the ARGQBSO algorithm is verified. Finally, we explore the EII,
EIRP, and EIS under extreme differences w i using ARGQBSO.
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4.1. Phased Array with High Isolation

The array element adopts the microstrip antenna fed by slot coupling, and its struc-
tures are shown in Figure 4. The microstrip patch is divided into several small pieces in the
horizontal and vertical directions to form the series capacitor periodic array loaded with
metamaterial patch elements [21]. In addition, loading a reflector on the bottom of the an-
tenna enhances the directivity and front-to-back ratio, without deteriorating the matching
performance. The proposed antenna is simulated in ANSYS HFSS, and its optimized param-
etersare L = 34.2 mm; LlD = 225 mm; Lpo = 5.8 mm; LPl = 46 mm;L; = 16.8 mm
Lo = 88mm;Lyg = M4 mmW = 342mm;Wpp = 3.2 mm; Wpl = 232 mm;
Wi = 21mm;Ws = 1.6 mm;H = 5235 mm;g = 0.83 mm.

W,
L¢
N i — L,
Ly
(b) (©) (d)

Figure 4. Broadband antenna model: (a) 3D view; (b) gap structure; (c) feed-network; (d) metal reflector.

The STAR array is shown in Figure 5. It is composed of eight designed broadband
antenna elements evenly arranged at a pitch of 0.55 Ag. Ag is the wavelength in free space.
The simulation results of the phased array are shown in Figure 6. Part of the simulation
data is shown in Appendix A. The impedance bandwidth of this antenna is 6.92~13.45 GHz
under the condition that the port reflection coefficient is less than —10 dB, and the isolation
between the adjacent antennas is about 25 dB in the whole X-band.

#2

3 4 5 6 #7

Figure 5. Schematic diagram of the broadband digital phased array structure.

-204

-30

-40 4~

501

-601
=30

Port Reflection (dB)
S
Port Isolation(dB)

701

80

6 8 1'0 6 2'3 1'0 1'2 14
Frequnency (GHz) Frequnency (GHz)

(@) (b)

Figure 6. Cont.

31



Sensors 2022, 22, 109

15 . . . . . 15 . y . . .
- 104 A 109
@ -
Z 51 2 5
k= 04 8 04
o] o]
3 3
® 97 ® 97
N N
o -104 o -101
S —— £-8GHz S —— £-8GHz
~= -151 —e— £=10GHz . o= -151 —e— f=10GHz ¢
. —— £E12Hz - —— £E126Hz
-180 -120 60 0 60 120 180 -180 -120 60 0 60 120 180
Theta (deg) Theta (deg)
() (d)

Figure 6. (a) The port reflection parameters of the array. (b) Port isolation parameters of the array.
(c) E-plane pattern of the first element. (d) H-plane pattern of the first element.

In the ALSTAR array, we assume that the 1~4 elements on the left of the phased array
are transmitting antennas and the 5~8 are receiving antennas. The coupling matrix Hy, is
used to describe the state of electromagnetic waves from the transmitter to the receiver and
itisa K x ] matrix. K and ] represent the number of receiving and transmitting antennas,
respectively. Hy, is written as follows:

Ss1 Ss2 Ss3 Ssa
Se1 Se2 Se3  Sea
H, = 20
" S71 Sz S73 Sm (20)
Ss1 Sso Ss3 Ssa

In practice, adaptive beamforming and digital cancellation requires a great estimate
of the mutual coupling channel in the ALSTAR array in order to consider the coupling
caused by the time-varying environment or external interference. Yet it can be considered
that the coupling matrix varies slowly in most scenarios. For example, there are not many
fast-varying scenes in communications. In the radar, we mainly focus on specific targets,
and may not be scene varies. In this case, the slow vary of the coupling matrix can be
ignored for the time being.

4.2. Algorithm Performance Analysis
4.2.1. Analysis of the Role of Improved Operations

In order to expose the effects of preset initial values, random grouping, dynamic
probability functions, and quantum updates on the AGRQBSO algorithm, we separately
analyzed the benefits of each operation. Before that, we incorporated the algorithm into
the metrics and optimization model of the ALSTAR array established in Section 2.2. The
ALSTAR antenna adopts the phased array designed above, and the system’s dynamic
range of transmitting and receiving channels is p; = 40 dB and p, = 80 dB, respectively.
The noise floor of the receiving channel is —81 dB, which is obtained by the 1000 MHz
bandwidth channel with a 3 dB noise figure. The objective function and the boundary
range of the parameters are given in Section 2. The experiments were executed in MATLAB
software (Version: R2021a) and all comparative experiments were executed on a desktop PC
with an Intel Core i7-8700 CPU processor @ 3.20 GHz, 16GB RAM, under the Windows10
64-bit OS.

We first analyzed the contribution of the preset initial value operation to the ARGQBSO
algorithm. As mentioned earlier, the preset initial value reduces the search space of the
algorithm and can speed up the convergence of the algorithm. Figure 7a shows the average
result of the convergence curve with or without preset initial value operation by repeating
the experiment 200 times. It can be seen that since the search space is compressed 1 — %,

32



Sensors 2022, 22, 109

Fitness (dB)

the algorithm using preset initial values only takes 132 iterations to the state of convergence.
Compared with the original scheme, the number of iterations is reduced by 29. In addition,
the initial fitness value of the algorithm using the preset initial value is 4.8 dB smaller than
the original algorithm. This hints that the preset the initial value places the algorithm in a
better position in the actual stage and speeds up the convergence.

364 \ T 5 36
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Figure 7. (a) Comparison of the fitness value with/without preset initial value. (b) The influence
curve of grouping method on algorithm running time. (c) Comparison of the fitness value of fixed
probability and dynamic probability density function and quantum update.

The contribution of the random grouping to the ARGQBSO algorithm is mainly to
reduce the complexity of the clustering. In order to intuitively feel the reduction of the
algorithm complexity by the random grouping, Figure 7b shows the running time of the
algorithm using random grouping and K-means grouping in 200 experiments. The result
of the experiment implies that the time of the random grouping algorithm is reduced in the
range of 0.3145 to 1.4852 s.

The usefulness of the dynamic probability function to the algorithm is mainly reflected
in the adjustment of the individual generation mode. By controlling the proportion of
individuals participating in the global and local search, the global search is strengthened in
the early stage of the algorithm to find a better position, and the local search is strengthened
in the later stage of the algorithm to speed up the convergence speed.

The essence of the quantum update mechanism is to alter the evolution step length of
the newly generated individual, but it is different from the individual update step length of
the original BSO. It is a dynamic quantum rotation update, and the generated individuals
surround the current global optimum. The contribution of dynamic probability density
function and quantum update to the algorithm is reflected in the accuracy of the solution.
Figure 7c shows the average results of 200 experiments. The algorithm using dynamic
probability density function and quantum update is 1.32 dB smaller than the fitness value
of the fixed probability, indicating that the accuracy of the former is better than the latter.

On the other hand, the number of iterations that the fixed probability algorithm uses
to reach the convergence state is 44 less than that of the dynamic probability function
and quantum update algorithm. This shows that the fixed probability algorithm has an
insufficient global convergence ability and is easy to fall into the local optimal region.

4.2.2. Comparison of ARGQBSO with Other Algorithms

We explore the comprehensive performance of ARGQBSO, BSO, PSO, AO, GA, and
DE in terms of the objective function value, convergence speed, and running time. What
is different from [8] is that the w; and w, obtained by the ARGQBSO can be applied to
all elevation angles, while there is no need for a set of w; and w, at every elevation angle.
The advantage of this scheme is to reduce the processing time of beamforming and the
calculation cost of the DSP chip.
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The parameter settings of the six algorithms is shown in Table 1. Figure 8a clearly
shows the distribution of EII, EIRP, EIS, and noise floor P, in 100 times independent runs
with P; = 1000 W, and the convergence process and running time of the six algorithms
are shown in Figure 8b. On the one hand, compared with the classic BSO and PSO,
ARGQBSO has advantages in robustness, global optimization capability, and convergence
speed. Although GA has great global optimization capabilities and solution accuracy, it
does not have the advantage in terms of robustness and complexity. DE can occasionally
achieve great solution accuracy, but its robustness is most poor. On the other hand, the
AO can find a better solution (smaller fitness value) because of the EII function satisfying
the generalized Rayleigh entropy. However, AO must construct EIl equations in two
directions for alternating iterations, which nearly doubles the number of calculations
relative to the ARGQBSO algorithm, and its running time and calculation amount are the
most complicated. This may be the reason for limiting the application of AO in engineering.
Therefore, compared to other synthesis approaches, ARGQBSO is claimed as a better trade-
off in terms of stability, solution time, and solution accuracy. In addition, the structure
of ARGQBSO allows for many functions to be extended, for example, it can optimize the
directivity of the EII pattern, the beam width, and trade EII, EIRP, and EIS among them.
Thus, the proposed algorithm demonstrates its distinctive competitive advantages in terms
of complexity, accuracy, and reliability.

Table 1. The parameter settings of four algorithms.

Algorithm Types Parameter Setting Reference
proo = 0.2;pro = 0.8 pyn = 04

BSO P2 = 05 M = 10; N = 60 [15]

PSO w: 09-044,c1 = ¢ = 2, N = 60; [22]

AO error accuracy = 0.001; Itern = 200 [11]

GA pe = 1;py = 005N = 60 [23]

DE F =05CR = 05N = 60 [24]
Proposed Po: 0904 ps: 04-08; This work

p1 = 07

p2 = 05; M = 10; N = 60
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Figure 8. Cont.
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Figure 8. (a) Box plot of the three algorithms for EII, EIRP, EIS, and noise floor P;. (b) Iterative curve
and operation time of the four algorithms.

4.3. Design of ALSTAR Array by ARGQBSO

In order to verify the advantages of the solution in this article, we employ the proposed
ARGQBSO algorithm to design the ALSTAR array, and explore the range of values of EII,
EIRP, and EIS under different w iz In ARGQBSO, every individual in the population is
mapped to the transmitting and receiving beamforming weights as a feasible solution. The
mapping relationship between the feasible solution and the transmitting and receiving
beamforming weights are as follows, where globe is the global optimal solution with
2 x (] + K) dimensions, which contains the weights of transmitting and receiving
beamforming.

wy = up * (globe(1:]) + j % globe(] + 1,2]))

wy = up * (globe(2] + 1:2] + K) + j * globe(2] + K + 1,2(] + K))) @D

Thus, the transmit and receive beamforming weights can be extracted by the
formula (21). We set the total transmitting power of the ALSTAR array as 1000 W and the
weight wy as [0.6,0.15,0.25]. The optimization results of the transmitting beamforming
weight w; and receiving beamforming weight w, by the ARGQBSO are shown in Figure 9.
Here, the signal power transmitted by the four transmit channels is 1, 2, 3, and 4, respec-
tively. The powers of the four receiving channels are 5, 6, 7, and 8, respectively. By using
the obtained transmit beamforming and receive beamforming weights, the EII, EIRP, and
EIS of the array can be calculated.

Figure 10 shows EII, EIRP, and EIS at 10 GHz with P; from 1 W to 1000 W at
wy = [0.6,0.15,0.25]. In the case of a transmit power of 1000 W, EII reaches 164.9 dB,
EIRP is 44.2 dBm, and EIS is —87.3 dBm. This result verifies that the proposed ARGQBSO
algorithm can design a great ALSTAR array. From another perspective, it can be clearly
understood that the EIT and EIRP of the ALSTAR system gradually grow as the transmit
power increases, while the EIS deteriorates. Moreover, accompanied by the increase in
transmit power, the step size of the EII decreases, and EII tends to the theoretical boundary.

In FMCW radar, EIS is not allowed to exceed a certain threshold, otherwise, the
receiver will not be able to operate properly. We may enhance EIS by lowering EII and
EIRP on the weight of wy. Figure 11 shows EII, EIRP, and EIS of extreme weight conditions
in 10 GHz with 1000 W of transmit power. wy = [1,0,0] indicates that there is only EIl in
the objective function, w; = [0,1,0] means that there is only EIRP in the objective function,
and w ;= [0,0,1] means that there is only EIS in the objective function. By setting three
extreme wy situations, it can be seen clearly that the EII fluctuates between 146.7~166.8 dB,
EIRP fluctuates from 40.2 to 47.1 dBW, and EIS fluctuates from —70.3 to —94.6 dBm. This
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considerable adjustment range makes it possible for ALSTAR to provide multi-scenario
applications. On this basis, we can design an ALSTAR array to realize the trade of EII, EIRP,
and EIS by changing the parameter wy for different scenarios. This is to prevent engineers
from considering only the isolation, while ignoring the performance of the transmitter and
receiver itself when they are designing the STAR array.
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Figure 9. Transmit and receive beamforming vector.
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5. Conclusions and Future Work

A robust design for the ALSTAR array was proposed in this paper. The transmit
and receive beamforming weights obtained by the ARGQBSO algorithm are independent
of the scanning angles, which reduces the computational complexity and maintains the
excellent overall performance of the ALSTAR array. It expands the scope of application of
transmitting and receiving beamforming weights and has a high robustness. ARGQBSO is
an improved version of the original BSO algorithm. Its improvements include four aspects:
initial value, random grouping mechanism, dynamic probability function, and quantum
computing. Experimental results show that the preset initial value shortens the search
range and speeds up the convergence Random grouping reduces the complexity of the
algorithm. Dynamic probability function and quantum update improve the accuracy of
the algorithm. In addition, the solution time, accuracy, and robustness of the proposed
algorithm are claimed as a better trade-off, compared to other synthesis approaches. The
simulated results based on an eight-element phased array indicate that the array achieves
166.8 dB of peak EII, 47.1 dBW of peak EIRP, and —94.6 dBm of peak EIS at P} = 1000 W
with wy = (1,0, 0],wf = 10,1,0],w ;= [0,0,1], respectively. In addition, EII fluctu-
ates between 146.7~166.8 dB, EIRP fluctuates between 40.2~47.1 dBW, and EIS fluctuates
between —70.3~—94.6 dBm. The results verify that the ARGQBSO is competitive in the
ALSTAR application, and it trades among EII, EIRP, and EIS to satisfy the needs of different
scenarios. The ARGQBSO algorithm provides engineers with a concise way to design
massive transmit and receive arrays, and to achieve a superior overall performance of the
ALSTAR array.

In the future, ARGQBSO will be used to solve more optimization problems in engi-
neering design and other fields. Furthermore, some other strategies will be developed to
further optimize the performance of the proposed algorithm.
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Appendix A

The pattern of array elements 2—4 is shown in Additional Figure Al. Due to the high
isolation performance of the designed phased array, the pattern characteristics of each array
element are almost similar, which is conducive to beam forming. In addition, as the array
elements numbered 5-8 are symmetrical to the center of array elements 14, their pattern
data are almost the same, and they are not listed here.
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Abstract: In this paper, the question of how to efficiently sample the field radiated by a circumference
arc source is addressed. Classical sampling strategies require the acquisition of a redundant number
of field measurements that can make the acquisition time prohibitive. For such reason, the paper aims
at finding the minimum number of basis functions representing the radiated field with good accuracy
and at providing an interpolation formula of the radiated field that exploits a non-redundant number
of field samples. To achieve the first task, the number of relevant singular values of the radiation
operator is computed by exploiting a weighted adjoint operator. In particular, the kernel of the related
eigenvalue problem is first evaluated asymptotically; then, a warping transformation and a proper
choice of the weight function are employed to recast such a kernel as a convolution and bandlimited
function of sinc type. Finally, the number of significant singular values of the radiation operator is
found by invoking the Slepian-Pollak results. The second task is achieved by exploiting a Shannon
sampling expansion of the reduced field. The analysis is developed for both the far and the near
fields radiated by a 2D scalar arc source observed on a circumference arc.

Keywords: field sampling; number of degrees of freedom (NDF); singular values decomposition
(SVD); conformal source

1. Introduction

The question of sampling the field radiated by a source or the one scattered by an
object is a classical research topic of the electromagnetics literature [1-9].

On one hand, a proper sampling of the radiated /scattered field allows representing
the field from the knowledge of its samples in a discrete and finite number of points. On the
other, it allows acquiring independent information to address the correspondent inverse
source/inverse scattering problem [10,11].

In this paper, the attention is limited to the sampling of the radiated field E which is
linked to the source current | by a linear operator T called radiation operator.

1.1. Literature Review

Classical sampling schemes of the radiated field for the case of planar [12], cylindri-
cal [13] and spherical scanning [14] were proposed. Despite this, such schemes do not take
into account explicitly the source shape; for such reason, they require collecting a number of
field measurements that may be significantly higher than the number of degrees of freedom
(NDF) of the radiated field [15,16]. The latter represents the number of independent param-
eters required to represent the radiated field with good accuracy and, at the same time, the
minimum number of field measurements required to reconstruct the source current stably.

The acquisition of a number of field samples larger than the number of degrees of
freedom affects badly the acquisition time and also the processing time to interpolate the
field samples or to retrieve the source current. For such a reason, it is of great interest to
devise a sampling scheme that exploits a non-redundant number of field measurements.
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To reduce the number of measurements, over the years different sampling schemes
have been proposed. A first strategy is based on an adaptive procedure that increases
the sampling rate only when the measured field oscillates faster [17]. In [18], an efficient
sampling scheme suitable for any source enclosed in an ellipsoid is devised by exploiting
reasoning on the local bandwidth of the reduced field. Such a sampling scheme can be
used also for the planar disk and spherical sources that can be seen as particular cases of
the ellipsoidal source.

Recently, a new method that exploits the point spread function (PSF) in the observation
domain has been proposed in [19]. Such a method relies on the idea that two adjacent
points are independent if the main lobes of the PSFs centered in such points do not overlap
and, hence, are distinguishable from each other.

Other methods recast the question of efficiently sampling the radiated field as a sensor
selection problem and choose the optimal sampling points in such a way that the radiation
operator and its discrete counterpart exhibit the same relevant singular values. Such a goal
can be achieved by exploiting a numerical procedure that optimizes a metric related to the
singular values [20-22] or, alternatively, by an analytical study and a proper discretization
of the radiation operator [23-25].

1.2. Goal of the Paper

Here, with reference to a 2D geometry consisting of a circumference arc source whose
radiated field is collected on a circumference observation arc, the minimum number of
measurements required to discretize the radiated field without loss of information is first
determined. From the mathematical point of view, this implies an evaluation of the NDF of
the source over the assigned observation domain. This task is performed by computing
analytically the number of relevant singular values of the radiation operator with the
asymptotic approach proposed in [25]. Next, an efficient interpolation formula of the
radiated field is found by exploiting a sampling representation of the left singular functions
of the radiation operator.

Let us remark that the optimal locations of the sampling points and an efficient
interpolation formula of the field radiated by a circumference arc source are provided also
in [19] by a numerical procedure. Here, instead, the optimal sampling points and the basis
functions used in the interpolation stage of the radiated field are analytically found. This
allows highlighting the key role played by the geometric parameters of the problem.

The paper is organized as follows. In Section 2, the geometry of the problem and
the explicit expression of the radiation operator in the case of an observation domain in
far-field and near-field is provided. In Section 3, an outline of our sampling strategy is
shown. In Section 4, the NDF and an efficient interpolation formulation of the far field are
derived. In Section 5, all the results of Section 4 are extended to the case of an observation
domain in near field. In Section 6, for sake of comparison, a sampling scheme based on a
uniform sampling step is considered and the number of measurements points saved by our
non-uniform sampling scheme with respect to the uniform case is estimated. In Section 7, a
numerical validation of our analytical results on the NDF and the field sampling is shown.
Conclusions follow in Section 8.

2. Geometry of the Problem

Consider the 2D scalar geometry depicted in Figure 1 where the y-axis represents
the direction of invariance. An electric current J(¢) = J(¢) i, is supported over an arc of
circumference of radius a spanning the interval SD = [—®max, Prmax]-
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a,

/‘f‘l’i) max

Circumference
arc source

Figure 1. Geometry of the problem.

The electric field E(r,0) = E(r,8) iy radiated by such source is observed on an arc of
circumference of radius r, > a that subtends an angular sector OD = [—0yux, Omax]-
For the considered geometry, the radiation operator T is defined as

J € Ly(SD) — E € L,(OD) 1)

where L(SD) and L,(OD) denotes the set of square integrable functions on SD and OD,
respectively. Apart some unessential factors, such operator can be explicitly written as

Pmax
=af " 5(9.0)19)dp @

where the 2D Green function g(¢,6) is given by

cIBR(PO) .
— >a+A
g(¢,6>:{ RN 3)

H 0— . 44?
elfacos(0=¢) jf y, > 4o

with

R(¢,0) = \/rg +a?—2ar,cos(¢p —0) 4)

Since the radiation operator T is linear and compact, its singular values decomposition
can be introduced. The latter is provided by the triple {u,, v, 0, } where the right singular
functions {u, } and the left singular functions {v, } represent a set of basis functions for the
density current | and the radiated field E, instead, {0}, } stand for the singular values. As
well known, the right and the left singular functions are related by the following equations

Tuy = 00y T+vn = Onpln )
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where T' stands for the adjoint operator. Hereafter, the adjoint operator is not defined
as usual since a weight function p(6, ¢) is introduced in its definition. In other words,
Tt : v, € L(OD) — u, € Ly(SD) is defined as

Omax
Thou(0) =a [ p(6,9) 8" (#,6) 0a(6)d0 ©)

J —Omax

with ¢* denoting the conjugate of the Green function.

It is worth noting that the use of a weighted adjoint affects only the shape of the
singular values behavior of T but not the critical index after which they abrupt decay. For
such reason, it can be used to estimate the most significant singular values of the radiation

operator.

3. Outline of the Sampling Strategy
In this section, the methodology followed in the paper is described and an outline of
such methodology is sketched in the block diagram of Figure 2.

[ I. Asymptotic evaluation for fa > 1 of the kernel of TT' ]

l

II. Change of variables (warping transformation ) to make

the exponential terms of the kernel of convolution type

y

[ IIL. Approximation of the amplitude terms of the kernel
J
d ¢ B
IV. Choice of the weight function to recast the kernel
into a sinc function multiplied by a phase exponential

(.

v

a N
V. Trasformation of the eigenvalue problem TT'v, = oZv, into one

with a sinc kernel of convolution type involving the reduced field

e V. \

. N\
! . VIL Sampling expansion of the

| VI. NDF of the radiated field 1 T
. by invoking the I X

- bandwidth of the sinc kernel
I Slepian-Pollak results I

) £ e T

!

I VIIL Interpolation formula |
1 of the radiated field .
I with NDF samples "

Figure 2. Block diagram of the study.
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The first aim of the paper is to provide a closed form expression of the NDF of the
radiated field. The NDF is estimated by evaluating the number of relevant singular values
of the radiation operator. In particular, since the eigenvalues of the auxiliary operator TTt
are the square of the singular values of T, the number of relevant singular values of the
radiation operator will be evaluated by studying the eigenvalue problem TTtv, = U%Zin.

The latter can be explicitly written as

a2 /j}m K(60,0) v(0) 46 = 02 0,(6,) @)

Omax

where the kernel K(6,,0) is given by

Pmax
K(60,0) = [ p(0,6) 3(9,00) 8" (¢,0)dg (8)

—@Pmax

Here, such a kernel is estimated by exploiting an asymptotic approach. After, by
exploiting a change of variables and proper choice of the weight function, such a kernel is
recast like a sinc kernel of convolution type multiplied by a phase exponential. Finally, by
redefining the eigenfunctions, the eigenvalues problem TTtv, = 1750,1 is rewritten in a new
form with a purely sinc kernel. This allows exploiting the Slepian—Pollak theory to estimate
the number of relevant eigenvalues of TT* which, as said before, provides an estimation of
NDF of the radiated field.

The second aim of the paper is to provide the optimal sampling where the field must
be collected and an interpolation formula of the radiated field that exploits a non-redundant
number of field samples. To achieve this goal, the Shannon sampling theorem is adopted to
derive a sampling representation of the reduced field in the warped variable. Then, starting
from it, an efficient interpolation formula of the radiated field is easily obtained.

The study is developed not only for an observation arc in far-field but also for a
near-field configuration.

4. Optimal Sampling of the Far-Field

In this section, all the steps illustrated in Figure 2 are detailed to compute the NDF of
the far-field and to provide an interpolation formula that exploits a non-redundant number
of field samples.

4.1. Asymptotic Study of the Operator TT* in Far Zone

L. The kernel of the auxiliary operator TT" is particularized to the far-zone by substi-
tuting in (8) the far zone Green function. It follows that

(PWIRX .
K(0o,0) = [ p(,0) e P2 Y000 ag ©)
*(Pmnx
with
(¢, 60,0) = cos(8o — ¢) — cos(6 — ¢) (10)
For 6, = 6, the value of the kernel can be easily obtained by evaluating the integral
JPme p(o,0) do.

For 6, # 0, the integral in (9) can be asymptotically evaluated if the condition fa > 1
is satisfied. The choice of the asymptotic technique is related to the presence/absence of
stationary points in the phase function ¥ (¢, 6,6,). In Appendix A, it is shown that if the
following condition holds

s
emux + (Pmax < E (11)
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then no stationary points fall into the set [—¢max, Pmax]. In such a case, the kernel in (9)
can be asymptotically evaluated by considering only the contribution by the endpoints
¢ = Pmax and ¢ = —Pyax [26]. Accordingly, for each 6, # 6 it results that

K(6,,0) ~
(12)
Meﬁga Y(‘PYVU]XIGOIQ) _ Meﬂ;a T(“anxleoﬁ)
jpa Y/(¢w1nx/90r9) jpa ‘F’(_‘/’"raXrgo/e)
where ¥’ denotes the partial derivative of ¥ with respect to ¢, hence, ¥’ (¢, 6o, 0) = sin(6, — ¢) —

sin (6 — ¢).

IL. The kernel of TT" in the variables (6,,8) is not convolution and this does not allow
to find easily its eigenvalues. To make TT' more similar to a convolution operator, it is first
recast as

K(6,,6)
~ L ol B ¥ (Pnax00.0)+¥ (~Pnax.0.6)] (Me; B8 (% (Pmax 00,0) —F (—Pmax.00.0)]
jpa Y/(@rmxremg) (13)

_ ptmand) G [\P(zpm,eo,e)w(f¢m.n,eo,9>])
lY/ ( *4’»1173(:90:9)

Then, the following variables

_ €05(0 — Pmax) — c05(6 + Pmax)

(6) . (14)
B(0) = cos(97¢max);cos(9+q>mx) 15)

are introduced. Equations (14) and (15) allow rewriting the kernel of TT" as

K(ﬁolﬂ) ~ ﬁ ej Ba (w( 1)~ (7))

(16)
( /P(%m:j)ﬁ eiBa (To—1) _ ,P(*lpmnfo e iBa (HD—H))
k4 (q’mmuuo/”) b4 (“Pmax;”oru)
III. At this juncture, the kernel function has still an intricate structure. However, by
expanding ¥’ (¢, i, i) with respect to the variable 7, in a Taylor series stopped at the first
order, one obtains

. o _ __. de

Y ( Pmax, o, 1) = cos(0(i) — Pmax) (o — ) Tl (17)
, _ _ __, de

Y’ (—Pmax, o, ) = cos(0(%) + Pmax) (W — ) dT?o - (18)

Hence, taking into account of Equations (17) and (18), the kernel can be approximated as

— pa (@(To) ~ (1))
Ko ) ~ g g e — (19)
P(Pmax, 1) ejﬁa (o—1) _ P(—¢max, ) e—jﬁa (o —11)
cos(0(10) — Pmax) cos(0(1)+Pmax)

IV. Now, the weight function p(¢, 7f) must be chosen. The best choice for p(¢, ) is to
fix it in such a way that the eigenvalues of TT" are known in closed form. Such goal can be
reached by choosing

p(¢,u) = cos(0(it) — ) (20)
Then, the kernel can be recast as
K(t,,u) =~ Z%ej pa (@ (100) =@ (1)) gipc (Ba (i, — 1)) (21)
du
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where sinc i, = %

. Accordingly, in the variables (%,,), the eigenvalue problem
TT" v, = c?v, can be expressed as

7(9nmx> . e e
242 / L( : ¢l Pa (@) =0(®) sinc (Ba (1, — 1)) vy () dil = 02 v, (1) (22)
ﬁ 79”‘1/1/(

Let us note that the functions 7(6) and w(6) introduced in (14) and (15) can be respec-
tively rewritten as 77(0) = singax sin6 and @W(0) = cosPmax cos 0. Such variables, apart for
a scalar factor, are equal to the variables

u(@) =sinf  w(6) = cosb (23)

commonly used in the study of far field problems. In the variables (u,, 1), the eigenvalue
problem (23) becomes

242 sin Pax flj’(w"w) eIPacos puax (w(to) =0(W)) sine(Ba sin Puax (tto — 1)) vn(u)dit = 02 v, (1o) (24)

~Oax)
V. To evaluate the eigenvalues of TT?, let us fix
T (1) = e~ PA oS max ©t0) (3, (25)
Then, the eigenvalue problem (24) can be recast in the simple and nice form

u<9n1ax) - ~
211251'714)",” /( sinc (Ba sin Gppmax (o —u)) Oy (1) du = a,% O (Uo) (26)

U{—Umax

4.2. NDF Evaluation and Interpolation of the Far Field

VI. In the seminal work of Slepian and Pollak [27], the eigenvalues of Equation (26)
have been deeply investigated. In particular, it has been shown that they exhibit a step-like
behavior with the knee occurring at the index

a
N=|2 %Sln(Pmax”(gmax) (27)

where [ - | stands for the integer part. Such a number provides the number of relevant
singular values of the radiation operator; hence, it can be taken as an estimation of the NDF
of the far-field. Accordingly, N is also the minimum number of basis functions required to
represent the far field with good accuracy. It is worth remarking that, when condition (11)
is satisfied, the NDF of the far field radiated by a circumference arc source is exactly equal
to that of the far field radiated by a strip source sharing the same endpoints of the arc.

VII. Once the minimum number of field samples has been established, let us provide
an interpolation formula of the radiated field. To this end, it is worth nothing that the
set of basis functions {7, (u,)} are bandlimited functions with a bandwidth Ba singax.
Accordingly, for each n € N 9, (u,) can be expressed through the following truncated
sampling series [28]

T (Uo) ~ Z Oy (m Au) sinc(Ba Sin Puax o — M) (28)

me 1l
where

° Au=
Basin Qg ”
e [ is the set containing all those indexes m such that m Au € [1(—60yax), U(Opax)]-

The set of functions {3, (i,)} represent a basis for the reduced field E(u,) which is
defined as B )
E(ug) — e Ba cos Pmax w(io) E(ug) (29)
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Accordingly, also the reduced field can be expressed through the truncated sam-
pling series N N
E(uo) ~ Y E(m Au) sinc(Ba sin ¢ppax tto — m7r) (30)

mel

VIIL Taking in mind of (29) and (30), it results that the far field can be written as

E(u,) a2 e/ B cosdmax o) ™ F(y Au) sinc(Basin ¢maxito — m) (31)
mel

from which follows that
E(uo)

: , (32)
e Pa cospuax wluo) Y~ E (g Au) e P oS Pmax w(mAU) gipe(Basin gy ity — mTT)
mel

The latter represents an interpolation formula of the far field based on the Shannon
sampling series of the reduced field. It is worth noting that the number of sampling points
falling into the interval [u(—6max), #(Omax)] (OF [—Omax, Omax]) can be easily computed by
the equation

u(o a . .
Ngp =2 [%] +1= 2{ ’B; SIN Pr1axSiNOmax | + 1 (33)

Such a number is called Shannon number and it is essentially equal to the NDF of the
far field. This means that the interpolation Formula (33) exploits a non-redundant number
of field samples. Moreover, from Equation (33), it is evident that the optimal sampling
points of the far field in the variable u, are given by

7T

S L— 34
Hom = 1M Basin @pax (34)
Hence, in the variable 6, the optimal sampling points satisfy the equation
mr
Opm = asin| —— 35
om = asin < Basingmax ) (35)

Accordingly, since the transformation u, = sin 6, is nonlinear, the uniform sampling
in the variable u, is mapped into a non-uniform sampling in the variable 6,.

5. Optimal Sampling of the near Field

In this section, all the steps shown in Figure 2 are repeated to evaluate the NDF and to
provide an efficient interpolation formula of the near field.

5.1. Asymptotic Study of the of the Operator TT* in Near Zone

L. To study the kernel of TT" in near zone, let us rewrite it in a more explicit form
by substituting the near zone Green function in (8). From this substitution, the following
integral comes out

Pmax e~ B [ R(¢.00)—R(¢,0) ]
T dd (36)

Koo®) = [ pl0,0) B RV2(p,0,) R (9,6)

In order to evaluate such integral, let us fix

o Ag,0,,0) = R™2($,0,) R"2(¢,0),
o D(b,00,0) = [R(¢,00) — R(¢,0)]/a.
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Then, (36) can be rewritten as

(PYYUZJ( .
K(00,0) = % [ p(9,0) Alg,00,0) e7iBe 04 g (37)
K *(Pmax
At 6, = 0, the kernel of TT' can be evaluated by computing the integral

1 /"’;;g;x $,0) A(¢,6,0) do.

For 6, 7& 0, if the hypothesis fa >> 1 is fulfilled, the integral (37) can be asymptotically
evaluated. To establish if stationary phase points appear in the phase function, the equation
@'(¢,0,,0) = 0 must be solved for ¢. The latter can be explicitly written as

rosin( 8 —¢)  rosin(6, — )
' (¢,6,0) = = — =0 38
A () R (X 9

Unfortunately, the previous equation cannot be analytically solved. For such reason,
here, the attention is limited to all those cases where the geometrical parameters are such
that no stationary points appear in the set [—¢uax, Pmax]. In particular, through a numerical
analysis, it has been shown that

e fixing the source angle ¢4y, the 0 interval for which no stationary points appear on
the source increases with the ratio r, /a.

e fixing the ratio 7, /a, the 0 interval for which no stationary points appear on the source
decreases with the source angle ¢4y

This behavior can be observed in the tables of the Appendix B. From such tables, it
is evident that in near zone the condition for the lack of stationary points in ® (¢, 6, 6) is
given by

’
emax + (PITI[?X S C( ;ﬂ ) (39)

where C is a function depending on the ratio 2 whose values are reported in Table 1.

Table 1. Values of C in terms of %”

A o)

14 0.70 (40°)
1.6 0.87 (50°)
2 1.05 (60°)
4 1.22 (70°)
8 1.40 (80°)
15 1.48 (85%)

Accordingly, C( %) is a monotonic function and its diagram is shown in Figure 3.

90° : : . ; ;
80° £ 1
70° - 1
0 60° A
50°r ¢ |

401 ¢ 1

30° . . . . . . .
0 2 4 6 8 10 12 14 16

Figure 3. Diagram in degrees of the function C in terms of 2.
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For all the configurations in which no stationary points appear in the phase function ®
the integral in (37) can be evaluated by considering only the contributions by the endpoints
Then, it results that for each 6, # 6

K(6,,0) ~ —/ﬁlz [ (‘Pmaxr )

Me B ©(Puax,00.0)
CDI l/)mm 00,60
*P( Pmax, 9) @'(

4’mmr90 ) e ],5[? <1>( Pmax, 6o, 0)] (40)
¢mm 0o, 9)

II. In order to recast the kernel in a form more similar to a known convolution kernel
let us rewrite it as

K(6,0) ~ — - e %
(P<¢mar (4)) (‘gmgm)g 90) j ("D(*<Pmnx,9r90)*q><+¢nmx 0,00)
P( ¢nm( 9>A< Prmax,f 90)

( Prmax, 0 90)

( ((Pnznx/9r90>+ ¢‘(*¢m11x 6 90))

(41)
((D(*anm,\'/e/eo) *<D<(anx/9/€0)) )

Then, let us introduce the following functions

17(9) _ R(*lpmaw 9) -

R(lpmam 9)
2a

(42)
7(9) _ R(_¢maxl 9) + R(¢max/ 9)

2a
which allow recasting the kernel as

(43)

K(10,1) & _jﬁ%u e Ba (v(0)=v(n)) (wd Ba (10—

1)
¢ ((/7711/1)( o1 )
_ P(=Pmax, ) A(=Pmax 1o, )6 j Ba (1o

. ,,”) (“4)
D' (—Pmax o)

III. The kernel function (44) has still an intricate structure. However, if the numerator
and the denominator of amplitude term g are expanded with respect to the variable 7, in
a Taylor series truncated to the first order, the amplitude term can be simplified as below
AlPrfory). ’7)
(¢ 1101

R2(1,9)

) (45)
#)-RE1) o500~ (=) 2]

IV. At this juncture, if the weight function p(7, ¢) is chosen as

rﬂ[ a rosin?(0(57)—

To oin2 - -
Sy — T LaTosin00) =)

R2(y, 0(n) —
) (1,¢) cos(0() — ¢ )] (46)
R2(1,)
the kernel can be recast as
2 i B ,
K(110,5) ~ 5@ e~ Ba (v(0) “r(ﬂ))smc(/_;a(,7 — 7o) (47)
U
Accordingly, in the variable (,17,) the eigenvalues problem in (8) can be expressed as
Gmar i — .
f’] omab dle e~ ) Ba (v(m0) = (1)) SlVlC(ﬁﬂ(W — 170) Un (17) % d17 = 0’% Un(ﬂo) (48)
from which follows that
_ 2@ 1) e (o)) >
=1 00 sine(BaCy — o) v (1) dy = 0 0une)  (49)
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V. Now, by fixing
Tu(110) = e/ P2 10) 0, (1), (50)

the eigenvalues problem (49) can be rewritten in the simple and nice form

2a2 V](emux>

"By S (P (1o = 1)) Ouin) dy = 02 (170 (51)

5.2. NDF Estimation and Interpolation of the near Field

VI. The eigenvalues of (51) can be found by resorting again to [27]. Accordingly, it
is possible to state that the eigenvalues of (51) exhibit a step-like behavior with the knee
occurring at the index

N= [ pli

7T

17(Omax) } (52)

This number provides an estimation of the NDF of the near-field. Let us highlight that,
when no stationary points appear in the integral (38), the NDF of the far-field radiated by a
circumference arc source has the same mathematical expression of that of the near-field
radiated by a strip source (see Equation (25) in [21]).

VII. At this juncture an interpolation formula of the near-field is provided. Since the
set of basis functions {7(1,)} are bandlimited functions with a bandwidth pa, for each
n € N 0,(1,) can be expressed through the following truncated sampling series

Ou(10) = Y Ou(m A1) sinc(Ba 1o — mm) (53)

me ]
where
o Ap= ﬁ%;
e  [is the set containing all those index m such that m A € [17(—0max), 7 (Omax)]-

The set of functions {0, (1,)} represent a basis for the reduced field
E(1j0) = e/ B 70 E(p,) (54)
Accordingly, it can be expressed by the following truncated sampling expansion

E(10) = Y E(m An) sinc(Ban, — mm) (55)

mel

VIIL. At this juncture, taking into account of (54) and (55), the near field can be
approximated as below

E(10) ~ e~ P (o) ) E(m An) sinc( pano —mm) (56)

mel
Since E(m Ay) = e/ P2 7(m A1) E(m Ay), Equation (56) can be rewritten as

E(1) = e~ P2 1010 Y E(mAp) eI PEYm) sinc(Ba o — m) (57)

mel

the previous equation provides an interpolation formula of the near field based on a
Shannon sampling series of the reduced field. The number of field samples used by (57) is
equal to the Shannon number which is given by

Ngy = 2{’7(27"};”’6)} +1=2 ["37: q(emax)] +1 (58)
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accordingly, also in the case of observation domain in near field, the Shannon number is
exactly equal to the NDE. From Equation (57), it can be noted that the optimal locations of
the sampling points in the variable 7, are given by
s
Nom = m@ (59)
hence, in the variable 6, the optimal sampling points of the near-field can be found by
solving numerically the equation

2
\/r(z, + a2 — 2a 14 coS(—Pax — 0p) — \/rg + a2 —2a 1, cos(Ppax — o) = m% (60)

naturally, since the transformation #, = 7(6,) is nonlinear, the uniform sampling in the
variable 7, is mapped into a non-uniform sampling in the variable 6,. In particular, the
optimal field samples are denser for small values of |6,| whereas their step is larger when
|6,| approaches to ;4.

6. Comparison between Non-Uniform and Uniform Sampling

In the previous section, a non-uniform sampling scheme for the far field and the near
field has been shown. Here, for sake of comparison, a more standard sampling scheme
based on a uniform sampling is recalled from the literature. It is well known that the field
radiated by a source enclosed in a circle of radius a can be expressed in a series of Fourier
harmonics or periodic Dirichlet functions. In particular, if the observation domain is a
full circumference (6 € [—27,27]), the number of terms of such series can be truncated to
Nupper = 2[Ba] +1 where [Ba] stands for the integer part of Ba [29]. Instead, if the radiated
field is observed on a limited angular interval [—6,,4x, Omax], @ number of terms

a
N“PPCV = 2|: %emax} +1 (61)

is sufficient to represent the radiated field with good accuracy [10].
Accordingly, if the observation domain is a limited arc extending on the angular sector
[—Bmax, Omax], the field radiated by a source enclosed in a circle of radius a can be expressed

as below
No

E(6,) =~ 2 E(61) D, (6o — Oom) (62)
m=N,

where
° No = [ %lemax]
sin( ggr (Not3) f )
sin( T 2 0o )
e {6on} are the sampling points uniformly spaced over the observation arc, hence,
Oom = —Omax + mAO with AG = 1%,97 andm € {1, 2, ..., Nupper}-

e Dy, () = 2N3 1 is the Dirichlet function

Now, it is possible to quantify the percentual reduction of field samples P of the
present non-uniform sampling scheme when it is compared with the uniform sampling
strategies. The latter is given by

N,
P= (1 - i) -100% (63)
upper
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Accordingly, it results that the percentual reduction of field samples for the far-field and
the near field can be approximated as below

P (1 — singuax sinc(Opmax)] - 100% for far — field
- <1 - W) -100% for near — field *

max

(64)

7. Numerical Validation

In this section, the NDF evaluation and the interpolation formula of the radiated
field provided in Sections 4 and 5 are validated by a numerical analysis. Moreover, the
non-uniform sampling strategies developed for the far field and the near field are compared
with the uniform sampling strategies described in Section 6. In such comparison, the misfit
between the exact field and its approximation provided by the interpolation is measured
by the relative error

||E = Eintl|
o= A=~ Lintl] (65)
IE]|
with ||- || denoting the Euclidean norm. In all the cases, the exact field E will be that

provided by Equation (2) while the interpolated field E;,;; will be provided by (32), (57) or
(62), according to the type of considered sampling (either non-uniform or uniform).

The numerical validation of the analytical results is provided in two subsections: the
first concerning the far field sampling, the second one regarding the near-field sampling.

7.1. Far-Field Sampling Validation

In this section, a numerical check of the analytical results for the far field is provided. A cir-
cumference arc source of radius 4 = 20\ spanning the interval [—@max, Pmax] = [ — 35°, 35°]
is considered. The density current of the source is chosen as

J(¢p) = e JPacos(8"=9) (66)

where 8 = 15°. Asis well known, such current radiates an electric field focusing at = 6*. The
far field is observed on a circumference arc spanning the interval [—6yax, Omax] = [—50°, 50°].

In Figure 4, the actual singular values of the radiation operator T are compared with
the ones obtained by considering the weighted adjoint.

T T T T T T T

0 = 4

-10 - b
o

o L i
2

E -20 - b
©

g L i
e
]

S -30F b
=]

£ L J
(2]

40 - —=—singular values of the radiation operator i

singular values obtained by using the
r weighted adjoint operator b
-50 - b
1 1 1 Il 1 Il 1 1 1
0 5 10 15 20 25 30 35 40 45

index

Figure 4. Comparison between the singular values of the radiation operator and those ob-
tained by introducing the weighted adjoint. The diagram refers to the configuration 2 = 204,
47max = 350/ emux = 50°.
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As it is clear from Figure 4, the use of a weighted adjoint changes the behavior of the
singular values but not the index at which they decay abruptly. The latter is predicted
by (27) which, in the considered test case, returns N = 35 in perfect agreement with the
diagrams in Figure 4. In Figure 5, the optimal sampling points of the far-field in the variable
6 are shown. They are non-uniformly arranged along the observation domain. In particular,
the sampling step is minimum around the direction § = 0°, whereas it increases by moving
towards the directions 6 = £60,;,4.

O [ K K K K K K K K K K K K K K K KK KK KK KKK K kK k¥ % ¥k ¥ ¥ %

T T T T T T T T

| 1 1 1 | | 1 |

Amplitude of E(#) [dB]

-30 -20 -10 0 10 20 30 40 50
0 [degrees]

Figure 5. Optimal position of the far-field samples in the variable 6. The diagram refers to the
configuration a = 20A, ¢uax = 35°, Opax = 50°.

In Figure 5, the exact far-field computed by means of the equation E(0) = T](¢) is
compared with the field returned by the interpolation Formula (32).

As can be seen from Figure 6, despite the interpolation Formula (32) exploits a number
of samples that is as low as possible (only Nsy = 35 non-uniform field samples are used for
the interpolation), the interpolated field agrees very well with the exact field and e = 0.028.

N
o
T

A
o
T

o)
o
T

Exact far field
i O Non-uniform samples
Far field obtained by the interpolation

| of Ng, =35 non-uniform samples

-40 -30 -20 -10 0 10 20 30 40 50

0 [degrees]
Figure 6. Comparison between the far field computed by the radiation model in (2) and the far

field returned by the interpolation Formula (32). The diagram refers to the configuration a = 204,
‘Pmax = 350/ emtzx = 50°.
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Amplitude of E(?) [dB]

1
(22}
o

T

In order to highlight the better performance of the non-uniform sampling with respect
to the uniform one, in Figure 7 also the far field obtained by the interpolation of uniform
samples is sketched. In particular, the blue line shows the field interpolated starting from
Ngp = 35 uniform field samples while the green dashed one shows the one obtained from
Nupper = 71 samples.

L
o
T

1

~

o
T

e it

Far field obtained by the interpolation

I, =~ T TofN = 71 uniform samples
| upper

I Far field obtained by the interpolation
of NSH = 35 uniform samples -

-30 -20 -10 0 10 20 30 40 50
0 [degrees]

Figure 7. Comparison between the exact far-field, the far-field obtained by the interpolation of
Nsp = 35 uniform samples and the far field obtained by the interpolation of Nypper = 71 uniform
samples. The diagram refers to the configuration a = 20A, ¢puax = 35°, Oyax = 50°.

As can be seen from Figure 7, Ngi; = 35 uniform field samples are not sufficient to
approximate the exact far field and e =0.814. On the contrary, Nypper = 71 uniform field
samples allow to approximate well the exact far field with a relative error e = 0.029. From
this numerical test, it is evident that only the non-uniform sampling scheme allows to
achieve a good accuracy by employing a number of field samples equal to the NDF. The
uniform sampling scheme can achieve the same accuracy as the non-uniform strategy, but
it requires a larger number of field samples. In the considered example, the use of the
non-uniform sampling strategy allows a reduction of the field measurements P = 51%.

7.2. Near-Field Sampling Validation

In this section, some numerical experiments related to the analytical results for the
near-field are sketched. A circumference arc source with @ = 20A and ¢ = 25° is
considered. The source current is chosen as in (66) with 6* = 10°. The radiated field
is observed on a circumference arc with r, = 40A and 60,,,, = 35°. With reference to
such a configuration, in Figure 8 the actual singular values of the radiation operator T are
compared with those obtained by considering the weighted adjoint.
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Figure 8. Comparison between the singular values of the radiation operator and those obtained by
introducing the weighted adjoint. The diagrams refer to the configuration a = 20A, ¢ax = 25°,
7o = 40A, Opax = 35°.

As can be seen from Figure 8, the number of relevant singular values is the same for
both the diagrams and equal to 28. The latter is well estimated by Equation (52).

In Figure 9, the non-uniform arrangement in the variable 6 of the optimal sampling
points of the near field is sketched.

F ok ok ok kR R EEEEEEEEEEEERE R R R K K 4 %

-40 -30 -20 -10 0 10 20 30 40
# [degrees]

Figure 9. Optimal position of the far-field samples in the variable . The diagram refers to the
configuration a = 207, ¢uax = 25°, Opax = 35°.

In Figure 10, the exact far-field computed by the equation E(0) = TJ(¢) and the
interpolated field of (57) are sketched.

As illustrated in Figure 10, despite the interpolation Formula (57) exploits a number
of field samples essentially equal to the NDF (only N5y = 29 non-uniform field samples
are used for the interpolation), the interpolated field approximates very well the exact
field and the relative error e is equal to 0.026. The better performances of the non-uniform
sampling can be noted by observing the interpolation of the near field obtained from
uniform samples which is sketched in Figure 11. In particular, in Figure 11 it is shown in
blue the field interpolated starting from Nsp = 29 uniform field samples while in black
that obtained from Ny, pper = 51 uniform samples.
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Figure 10. Comparison between the far-field computed by the radiation model in (3) and the far-
field returned by the interpolation Formula (57). The diagram refers to the configuration a = 204,
Pmax = 25°, 1o = 40A, Opax = 35°.
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Figure 11. Comparison between the exact near field, the near field obtained by the interpolation of
Nsp = 29 uniform samples and the near field obtained by the interpolation of Nypper = 51 uniform
samples. The diagram refers to the configuration a = 20A, ¢uax = 25°, 1o = 40A, Ojax = 35°.

As can be seen from Figure 11, the interpolation of the near field obtained with only
Nsp = 29 uniform field samples is not very accurate and the relative error is equal to 0.294.
On the contrary, the interpolation obtained with Nypper = 71 approximates well the near
field with a relative error ¢ = 0.034. Accordingly, also for the near field the non-uniform
sampling scheme allows to achieve the same accuracy with a lower number of field samples.

56



Electronics 2022, 11,270

In the considered example, the use of the non-uniform sampling strategy allows to reach
P = 43%.

8. Conclusions

In this paper, an optimal sampling strategy of the field radiated by a 2D current
supported over a circumference arc source has been developed. In particular, through an
analytical study of the relevant singular values of the radiation operator, the minimum
number of sampling points required to sample the radiated field without loss of information
has been first found. Then, starting from a sampling representation of the reduced field, an
interpolation formula of the radiated field that exploits a non-redundant number of field
samples has been provided. The developed sampling strategy allows us to reach the same
accuracy in the field interpolation of the uniform sampling scheme with a lower number
of field measurements. This is very important in practical cases since a reduction of the
number of field measurements allows reducing the acquisition time in near-field testing
techniques which is dominated by the mechanical positioning of the field probe. The only
limitation of the developed sampling method is the fulfillment of condition (11) for the
far-field and condition (39) for the near-field.

Future developments concern the extension of the proposed sampling strategy to the
cases of other conformal sources with a different shape and more realistic scenarios involv-
ing 3D geometries. Moreover, another possible extension regards the case of phaseless
measurements [30-32].
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Appendix A

In this appendix the mathematical condition (11) ensuring the absence of stationary
points in the phase function ¥ (¢, 6,,0) = cos(6, — ¢) — cos(8 — ¢) is derived. A possible
stationary point ¢ is solution of the equation ¥ (¢, 0,,0) = 0, that is

sin(6, — ¢s) —sin(6 — ¢ps) =0 (A1)

By resorting to sum-to-product identity for trigonometric functions (A1) recasts as

%m(%)cos((ps . 90;9) —0 (A2)

which, excluding the case 6, = 6, is generally verified when

0, +6
4,5:#“”71, m=0-+1,42,... (A3)

Thus, the interval [—¢uax, Pmax] is devoid of all the stationary points when they fall
outside this interval, namely when

|¢s| > Pmax (A4)
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From (A3) one can note that once m is fixed, since 0 and 6 are at most equal to 7t/2,
the values of ¢; fall into the interval [mm, (m 4 1)7]. Limiting the analysis to the interval
[—7, 7], condition (A4) translates into the condition

0+06p+ 0+0)—7m
# > (PWIIIX U 70 < _(Pmax 7 (AS)
2 2
where m = 0 in the left condition obtained for positive values of ¢ and m = —1 in the

right condition for negative values of ¢. The left condition rewrites as
0+ 6 > 2¢max — 7, (A6)

and, to be always verified, the smallest possible value of 6 4 6y should be larger than
2¢max — 7, that is
— 20ax > 247max -7 (A7)

Analogously, the right condition is always satisfied when the larger possible value of
0 + 6y (that is 26,,4y) is less than m — 2¢ .. Hence, both the conditions lead to the final

condition.
7T

Omax + (Pmax < )

(A8)

Appendix B

In this appendix, with reference to three different values of ¢4y, the limit angle 0,4
under which no stationary points appear in the phase function ® (¢, 6,,6) is found by a
numerical analysis. In particular, the cases ¢qar = {0.35 (20°), 0.52 (30°), 0.7 (40°)} are
respectively considered in Tables A1-A3.

Table Al. Maximum value of 6,4, such that no stationary points appear in ® (¢,6,,60) when
¢Pmax = 0.35 (20°).

Maximum Value of 6, Such

rola That no Stationary Points Appear in ® (¢, 6, 6,)
1.4 0.35 (20°)

1.6 0.52 (30°)

2 0.70 (40°)

4 0.87 (50°)

8 1.05 (60°)

15 1.13 (65°)

Table A2. Maximum value of 6,,,x such that no stationary points appear in ® (¢,6,,6) when
¢Pmax = 0.52 (30°).

Maximum Value of 6,,,, Such

rola That no Stationary Points Appear in ® (¢, 0,6,)
14 0.17 (10°)

16 0.35 (20°)

2 0.52 (30°)

4 0.70 (40°)

8 0.87 (50°)

15 0.96 (55°)
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Table A3. Maximum value of 6,y such that no stationary points appear in ® (¢,6,,6) when
Pmax = 0.7 (40°).

Maximum Value of 6,,,,, Such

rola That no Stationary Points Appear in ® (¢, 0,6,)
16 0.17 (10°)

2 0.35 (20°)

4 0.52 (30°)

8 0.70 (40°)

15 /4 (45°)

The results in the Tables A1-A3 have been obtained by numerically solving the sta-
tionary condition (39) with respect to ¢ for each value of ,/a and for each couple (6,,0).
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Abstract: This paper presents the analysis and design of an X-band reflectarray. The proposed
antenna can be used for a medium Earth orbit (MEO) remote sensing satellite system in the 8.5 GHz
band. To obtain a nearly constant response along the coverage area of this satellite system, the
proposed antenna was designed with a flat-top radiation pattern with a beam width of around 29°
for the required MEO system. In addition, broadside pencil beam and tilted pencil beam reflectarrays
were also investigated. The feeding element of the proposed reflectarray antennas is a Yagi-Uda
array. The amplitude and phase distribution of the fields due to the feeding element on the aperture
of the reflectarray antenna are obtained directly by numerical simulation without introducing any
approximation. The required phase distribution along the aperture of the reflectarray to obtain the
required flat-top radiation pattern is obtained using the genetic algorithm (GA) optimization method.
The reflecting elements of the reflectarray are composed of stacked circular patches. This stacked
configuration was found to be appropriate for obtaining a wide range of reflection phase shift, which
is required to implement the required phase distribution on the reflectarray aperture. The antenna
was fabricated and measured for verification.

Keywords: reflectarray antenna; flat-top radiation pattern; remote sensing satellite system; genetic
algorithm

1. Introduction

Recently, satellite communication systems in low and medium Earth orbit (LEO/MEO)
have experienced rapid development. Satellites are characterized by their design-and-
deployment cost, power consumption, and down-link bandwidth [1]. In order to increase
the down-link data rate of the satellite, a high gain antenna with a low profile, light weight,
and small volume, in addition to a cheap assembly process, is required. These prerequisites
can be obtained by utilizing a reflectarray antenna, which comprises a spatial feed and a
planar structure. Reflectarray antennas are based on focusing the incident fields from an
antenna feeding element to obtain the required radiation pattern by compensating for the
phase differences between the reflectarray elements. There are different types of reflectar-
rays, such as planar microstrip reflectarrays [2-6] and dielectric resonator reflectarrays [7-9].
The main feature of the reflectarray is that its radiation characteristics can be manipulated
by tuning the geometrical dimensions of its unit cells [10-12].

Although reflectarrays for high-gain pencil beam patterns in a certain direction can be
easily designed using analytical equations [13], the synthesis of shaped or contoured beams
is a challenging problem. These shaped or contoured beams are required in many satellite
communication systems for better power management [14]. In order to generate a specific
radiation pattern, different algorithms have been used to synthesize and optimize the phase
distribution on the reflectarray elements. The optimization methods used to synthesis
the reflectarray pattern are classified into two main categories: local search algorithms,
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such as the alternating projections method [15,16], and evolutionary algorithms, such
as GA [17-20], particle swarm optimization (PSO) [21], and the semidefinite relaxation
technique [22]. These different optimization algorithms vary in terms of their computation
complexity and final convergence rate. It is shown in [23] that the evolutional optimization
algorithms are capable of better performance and providing more flexible solutions than
the classical optimization algorithms.

Because a reflectarray antenna consists mainly of a large number of reflecting elements,
which contribute to the generation of the required radiation pattern, the required optimiza-
tion algorithm must be computationally efficient to manage a large number of variables.
The reflectarray synthesis problem depends only on phase synthesis, which involves only
the phase of the reflected field due to each element in the optimization process. The starting
point for the optimization process has a significant effect on the convergence rate. As noted
in [24], a good initial point is the phase distribution of a broadside pencil beam pattern. In
the present work, three different patterns were investigated: a broadside pencil beam, a
tilted pencil bean, and a flat-top beam. Conventional pencil beam and tilted pencil beam
reflectarray antennas were designed analytically. The flat-top beam reflectarray antenna
was designed using GA optimization. This flat-top pattern is important in remote sens-
ing systems and in different communication technologies, such as 2G/3G/LET cellular
bands [25-28].

The reflectarray antenna is usually fed by a horn antenna. However, in this paper, a
Yagi-Uda antenna array [29] is used as the feeding antenna for the proposed reflectarray.
This Yagi-Uda antenna is characterized by a lower profile and less weight compared to a
standard horn antenna [30,31]. Commonly, the incident field distribution on the surface of
a reflectarray is approximately represented by an ideal feed model cos? 6 [32]. The value of
the power factor “q” is determined by the directivity of the feeding antenna. In the present
paper, a more accurate approach is used based on determining the exact field distribution
due to the feeding element at the plane of the reflectarray, by separately simulating the
feeding element and obtaining its corresponding feed distribution in the required plane.

By comparison, the reflecting unit cell of the proposed reflectarray antenna is assumed
to consist of two stacked circular patches backed by a ground plane. The unit cell is
simulated as a periodic structure using Floquet modes [33,34]. Varying the dimension
of the unit cell changes the corresponding equivalent surface impedance boundary and
therefore the reflection phase shift. The advantage of using this stacked configuration is that
it allows the acquisition of a wide range of nearly linear phase-shift changes of more than
360°. This property is important for the implementation of any required phase distribution
along the designed reflectarray.

In this study, GA was chosen to optimize the phases of the reflecting elements to
obtain a flat-top radiation pattern with a beam width of around 29°, side lobe level (SLL)
of less than —20 dB, and allowable ripple level (ARL) of around —3 dB. The contribution
of this work is the optimization of these phases to achieve the desired performance of an
optimized flat-top pattern for an MEO system.

This paper is organized as follows. Section 2 introduces the complete reflectarray an-
tenna design, specifications, and modeling procedure. Section 3 presents the analysis of the
feeding antenna. In Section 4, the incident field distribution on the plane of the reflectarray,
and the corresponding reflection phase distribution for both pencil beam and tilted beam
radiation patterns, are obtained. Section 5 introduces the procedures for obtaining the
reflection phase distribution for a reflectarray with a flat-top radiation pattern using GA.
Section 6 discusses the analysis of the unit cell of the reflectarray. Section 7 presents the
results and discussions of three reflectarray designs: broadside pencil beam, tilted pencil
beam, and flat-top radiation pattern. The reflectarray of the flat-top radiation pattern was
fabricated and measured to show the experimental verification. Finally, Section 8 presents
the conclusion.
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2. Reflectarray Antenna

The proposed reflectarray antenna is composed of an array of reflecting elements
arranged on planar circular disk in front of a Yagi-Uda feeding antenna, as shown in
Figure 1. It is designed to be operating at a center frequency of 8.5 GHz, which is suitable
for the down-link for remote sensing satellite systems. The center of the array is placed
at the origin. An x-polarized Yagi-Uda feeder is centered at (x Yfz f> = (0,0, F),
where F is the focal distance of the proposed reflectarray. The focal to diameter ratio of
the proposed reflectarray antenna is F/D=1. The diameter of the proposed reflectarray
antenna is 352.9 mm which corresponds to 101 at the center frequency. The array elements
of the reflectarray are distributed periodically on a square grid of length 17.6 mm, which
corresponds to Ag/2 at the center frequency. The incident field on each reflecting elements
at a certain angle can be locally considered as a plane wave with a phase proportional to the
distance from the phase center of the feeder to each element. In order to produce a focused
beam, the field must be reflected from each unit cell with an appropriate phase shift. This
phase shift is adjusted independently for each element to produce a progressive phase shift
distribution of the reflected field that produces a focused beam in the required direction.

Yagi-Uda
feeder |
('xf: yj: Zf)

Figure 1. A reflectarray antenna fed by a Yagi—Uda antenna.

For a planar array having M x N elements arranged on a rectangular grid on the x — y
plane with a uniform separation, the array factor AF (6, ¢) can be written as [15]:

M-1N-1 )
AF(0,¢) = Z Z A,n,ne]k(’"d—’fw“"dyz’) O

m=0 n=0

where A, , is the complex excitation of the element (1, 1), k is the free space wavenumber,
u = sin6cos ¢ + By and v = sinfsin ¢ + B, and B, and By are the progressive phase shift
between array elements in the x and y directions, respectively. For the case of a pencil
beam oriented in the direction (6,, ¢,), the values of these progressive phase shifts can be
expressed as:

Bx = —sinf, cos ¢, )

By = —sin 6, sin ¢, 3)

where d, and dy are the spacing between each two successive elements in the x and y
directions, respectively. Thus, the phase shift on the mnth element A¢y, , is obtained as
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A@mn = Bx + By. For the case of a reflectarray, the magnitude of the excitation at the
elements | Ay, | is determined by the amplitude distribution of the fields due to the feeding
element on the aperture of the reflectarray. On the other hand, the total phase at the mnth
element is the summation of the phase of the field distribution of the feeding element plus
the phase distribution of the reflection coefficient on the aperture of the reflectarray. The
key point in the design of the reflectarray antenna is to determine the required total phase
distribution for the obtained amplitude distribution by the feeding element to obtain the
required radiation pattern. The next step is the implementation of the reflecting elements of
the reflectarray antenna to verify this total phase distribution. For simple radiation patterns
such as a broadside pencil beam or a tilted pencil beam, this phase distribution can be
obtained analytically in a closed form as follows:

oo
AQuu = 27N’ — k<rm,n — R-r0> 4)

where N’ = 1,2,3,..., 1y, is the distance from the feed to each array element, R is the
position vector from each element to the array center (0,0,0) and 7, is the position vector
in the direction of the main beam of the reflectarray. However, for reflectarray antennas
having beams with more complicated shapes, this phase distribution is obtained using
optimization techniques.

3. Feeding Antenna

In this section, the analysis and design of the feeding antenna for the proposed
reflectarray are discussed. The proposed feeding antenna is a Yagi-Uda antenna, as shown
in Figure 2a. It consists of a fed dipole antenna inserted between two parasitic elements:
a director and a reflector element. The reflector and the director elements enhance the
radiation in the direction of the aperture of the reflectarray. Typically, the feed element
length L, is usually around 0.45-0.49A, while the director length L3 is approximately 0.4A
to 0.45A. In addition, the reflector length L; is slightly greater than the fed element. The
separation between the elements d; is found to be around 0.1 A. The radius of these wire
elements () is set to around approximately 0.025 A. The proposed Yagi-Uda antenna is
simulated using HFSS. Parametric studies are performed through EM simulation for setting
the optimum values of the dimensional parameters of an X-band Yagi-Uda antenna at the
operating frequency of 8.5 GHz. The required performance of the feeding antenna of the
reflectarray in the present case comprises input matching below —10 dB and forward to
backward radiation of more than 10 dB. The optimum values of the proposed Yagi-Uda
antenna are L1 = 20.9 mm, L, = 16.5 mm, L3 = 10.8 mm, d; = 3.9 mm, and 2 = 0.5 mm.

0 30 10 -30

60
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= 0 00
Feed Element - ¢
wl
Director
15
120
— 0. . . '
X 6 7 8 9 10 11 12
Frequency (GHz) -180
(a) (b) (©

Figure 2. Proposed Yagi-Uda feeding antenna. (a) Geometry, (b) Simulated Reflection coefficient,
(c) Simulated total gain pattern.

Figure 2b shows the simulated |S;1]| for the feed antenna. It can be noted that |S11]| at
the required operating frequency 8.5 GHz is less than —15 dB, which represents a good
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matching. The simulated realized gain pattern is shown in Figure 2c. The peak gain is
obtained in the —ve z direction towards the aperture of the reflectarray. The peak gain is
greater than 6 dBi and the backward radiation is less than —12 dBi; thus, the front to back
ratio is around 18 dB. Thus, the proposed Yagi-Uda antenna is suitable for the proposed
requirements for the feeding antenna of the reflectarray.

4. Field Distribution of the Feeding Antenna on the Aperture of the Reflectarray

In order to obtain the required beam pattern of the reflectarray, the amplitudes and
phase distribution on the plane of the reflectarray should be determined. In previous
studies of reflectarray antennas, the field distribution is presented as a simple analytical
approximation based on (cos )7, where the value of g is chosen to obtain the corresponding
approximate radiation pattern of the feeding antenna. In addition, the phase distribution
of the field on the aperture of the reflectarray is calculated in terms of the distance from the
center of the feeding point to each point on the aperture of the reflectarray. In this paper,
this approximation is replaced by directly calculating this field distribution numerically
using the commercially EM simulation software HFSS. The advantage of this method is that
it does not require any assumptions. Figure 3a shows the 2D distribution of the magnitude
of the complex total field on an aperture located at a distance F = 352.9 mm from the
center of the fed element of the Yagi-Uda antenna. It should be noted that this is only
a calculation plane and it does not represent any additional boundary to the simulation
problem. This plane and the feeding antenna are included inside a common radiation
boundary in the simulation process. This distribution can be presented as a radial function
of the magnitude around the z-axis. Figure 3b shows the 1D distribution of the normalized
amplitudes along the x-axis at the plane of the reflectarray. In addition, one can also obtain
the corresponding phase distribution using the argument for this complex field, as shown
in Figure 3b. These amplitude and phase distributions are discretized along the proposed
grid of the reflectarray to obtain the amplitude and phase of the incident field on each
element of the reflectarray.
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emae | N 200 &
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0.4 - 350
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Figure 3. Complex field distribution of the feeding element at the plane of the reflectarray: (a) 2D
representation, (b) normalized amplitude and phase along the x-axis.

The next step is to use this amplitude distribution to find the required phase on each
element to obtain the required radiation pattern. Then, it is required to design each element
to introduce a phase reflection added to the phase distribution of the feeding element,
such that the total phase on this element equals the required phase, to obtain the required
radiation pattern.
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For the case of a pencil beam radiation pattern, the required total phase distribu-
tion on the aperture of the reflectarray antenna can be obtained analytically, as shown
in Equation (4). Thus, the reflection phase of each reflecting element can be obtained by
subtracting the phase of the feeding element from the required phase distribution of the
aperture of the reflectarray. For the present reflectarray structure mentioned in Section 2
and the proposed Yagi-Uda feeding element, the required reflection phases on the aper-
ture of the reflectarray for both broadside and tilted pencil beams with a tilting angle
15° are shown in Figure 4a,b, respectively. It should be noted that the total number of
reflecting elements is equal to 316 unit cells, arranged uniformly in a planar grid with
M x N = 20 x 20 elements.
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Figure 4. Phase distribution of the pencil beam reflectarray: (a) broadside beam, (b) tilted beam with
a tilting angle of 15°.

By comparison, for the case of a shaped beam, such as a flat-top beam, it is required
to determine the required phase distribution using an optimization algorithm because
it cannot be determined directly using Equations (1)—(4), as in the case of broadside or
tilted pencil beams. However, the phase distribution of the broadside pencil beam can be
considered as a good starting point for the proposed optimization process to obtain the
corresponding phase distribution for the flat-top beam.

5. Flat-Top Pattern Synthesized Using a Genetic Algorithm

In order to start the optimization process, the requirements of the flat-top pattern that
can be applied in the optimization procedure should be first introduced. To obtain a nearly
constant communication link along the coverage angle, an antenna with a flat-top pattern
is required. The maximum coverage angle 0,y is defined from the Earth-satellite geometry

shown in Figure 5, as:
qf d
Opax = cOs (ﬁ) ®)

where R, is the radius of the Earth and £, is the vertical distance from the satellite to the
Earth’s surface. dj;y is maximum distance from the satellite to the Earth given by the
trigonometric equation as:

dmax = (Re + ho)z - Rez (6)
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Satellite

Figure 5. Geometry of the satellite coverage of the MEO satellite system.

The constraints on the required radiation patterns are considered by using appropriate
masks. The requirement of the flat-top normalized pattern is given by means of two mask
templates, as shown in Figure 6, which impose the minimum and maximum values that
the far field must achieve. Thus, if AF(0;) 4z is the normalized array factor of the flat-top
beam in dB, it should fulfil the following:

MtlSk](@,‘)dB < AF(ei)dB < MHSku(ei)dB 7)

where the upper mask shapes the normalized radiation pattern in the angular span —,,,5x <
0; < Ojax with an amplitude of 0 dB. This span is assumed as the transition region of the
satellite. For the other 6 directions, outside of the main beam the SLL limit is assumed to be
below —20 dB. The definition of the upper mask of the flat-top beam pattern, as illustrated
in Figure 6, is given in dB as follows:

SLL  —90° < 0; < —Oax
Mllsku (Qj)dB = 0 _emax < 91‘ < emax (8)
SLL  Opax < 0; <90°

—Lower Mask

o~ —U
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s
c
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=
3
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Figure 6. Required mask for the normalized radiation pattern.

The lower mask is mostly used to control the allowable ripple level (ARL) of the
shaped beam, which is —3 dB for the flat-top beam. The lower mask in dB is given as:

<30 0; > Opax — A
MHSkl(gi)dB = ARL  —Opax + A0 < 0; < Opax — AO )
< =30 9,‘ < —0pax + A0
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where Af is the allowable angle between the upper and the lower mask.

To achieve the flat-top radiation pattern, the phase distribution on the reflectarray
elements should be determined through an optimization of a properly defined cost function.
The cost function is defined as the error between the obtained normalized array factor AF
and the required upper and lower masks. The cost function is normalized for Ny, angles
for both the upper and lower limits of the mask as follows:

eu(0;) +e1(6;)

cost = 10
Niotal (10
where ¢, (6;) and ¢;(6;) are given by Equations (11) and (12), respectively:
Nyt 1+ sgn(AF(0;) 45 — Mask, (6;
Su(ei) _ Z [AF(Gi)dB _ MaSku(ei)dB] [ gn( ( l)dg u( I)dB)] (11)
i

Niotgt 1+ sgn(Mask; (6;) 45 — AF(6;

81(91) _ Z [MaSkl(ei)dB _AF(ei)dB][ g ( l( I)dB ( I)dB)] (12)
1

2

where AF(6;) 45 = 20log(|AF(6;)|) and sgn(x) = 1 for x > 0 and sgn(x) = —1 for x < 0.
Thus, a better match between the obtained pattern and the required pattern is obtained for
the minimum value of this cost function.

After determining the required radiation pattern for the proposed MEO satellite com-
munication system and the amplitude distribution of the fields due to the feeding element,
the corresponding phase distribution on the aperture of the reflectarray must be determined.
This phase distribution is obtained using GA. In GA, the optimization starts with an initial
population comprising a number of candidate solutions (designated as chromosomes).
These parents are controlled using different factors (combination, crossover, or mutation)
to make a new set of chromosomes for the next generation. During the advancement of the
arrangement, chromosomes are reviewed with respect to the enhancement of the fitness
between the obtained radiation pattern and the required mask. The higher-positioned
chromosomes are chosen to proceed to the next generation. Once the new generation
is formed, the fitness of its chromosomes is estimated and the process continues until
the convergence condition is satisfied. The algorithm stops when the value of the fitness
function for the best point in the current population is less than or equal to the fitness limit.
The important basic genetic algorithm steps are presented in Figure 7.

The main problem when applying GA is the large number of optimization variables,
which correspond to all reflecting elements on the reflectarray. This large number of
variables requires a large computational time, which affects the overall convergence of
the optimization process. However, because the proposed flat-top radiation pattern and
amplitude distribution of the fields due to the feeding element are radially symmetric
around the z-axis, as shown in Figure 3, the required phase distribution should be also be
radially symmetric around the z-axis. Thus, the number of the unknown variables can be
reduced by taking into consideration this symmetry. For the case of a circular reflectarray
as shown in Figure 1, the reflecting elements can be arranged into four image-symmetric
quarters. Each quarter can also be divided into two symmetric halves, such that each
column in the quarter would be the same as the corresponding perpendicular raw in the
same quarter as shown in Figure 8.

Using this approach, it is possible to reduce the number of unknowns in the optimiza-
tion process to one-eighth of the number of reflectarray elements. This significant reduction
reduces the convergence computational time and also improves the resulting convergence.
Figure 9 shows the phase distribution obtained by using GA to obtain the required flat-top
radiation pattern. Moreover, the obtained flat-top radiation pattern is shown in Figure 10.
It can be noted that the obtained flat-top radiation pattern almost satisfies the required
conditions of the maximum coverage angle of 29°, Af of 5°, and ARL of —3 dB.
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Figure 7. Flowchart of a general GA approach.
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Figure 8. Phase symmetry on half of the elements of the proposed reflectarray antenna.
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Figure 9. Optimized phase distribution of a flat-top radiation pattern.

’ /’\ /N

\

\

-10 y
—GA (9=0) \'
-15 = = Upper Mask !
------ Lower Mask
—20

VA N
AR /A

=50 -40 -30 -20 -10 O 10 20 30 40 50
00

Figure 10. Flat-top radiation pattern obtained using a genetic algorithm.

6. Design of the Unit Cell of the Reflectarray

The previous section showed how to obtain the required phase distribution of the
reflected fields along the surface of the reflectarray to obtain the required radiation patterns.
The following step is to design this reflecting element and to show how it can be controlled
to obtain the required phases. The proposed unit cell is composed of two conducting
elements of circular shape stacked in two layers of FR4 dielectric slabs with a dielectric
constant €, = 4.4, as shown in Figure 11. The top substrate has a height it = 3 mm and the
bottom has a height g = 1.5 mm. The stacked patches are backed with a ground plane.
The bottom circular patch has a diameter dp, whereas the top patch diameter dr = 0.75 dp.
The unit cell has dimensions d, = dy = 17.65 mm.

The phase of the reflection coefficient of the unit cell as a function of the diameter
of the lower circular patch is shown in Figure 12. It should be noted that the diameter
of the upper patch depends on the corresponding diameter of the lower patch. It can be
noted that the phase of the reflected field can be controlled over a range from 0° to —500°
by changing dp from 5 to 14 mm. The reason for using a stacked structure is that it is not
possible to obtain such a wide range of phase using a single layer structure. This wide
range of phase is suitable for obtaining the required phase distribution for the different
cases of the proposed reflectarray antennas.
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Ground plane

Figure 11. Geometry of the proposed unit cell.

0

phase shift(°)
N
o o o
o o o

|
EAN
o
o

-500 ? i
6 8 10 12 14

dg(mm)

Figure 12. Reflection phase response of the unit cell.

7. Results and Discussion

In this section, the above analyses for the required phase distributions and the reflect-
ing element are combined to introduce the complete design of the proposed reflectarray
antennas. Three designs are presented. The first has a pencil beam with a broadside radia-
tion based on the phase distribution in Figure 4a; the simulation layout of the reflecting
elements in this case is shown in Figure 13. It should be noted that directly allocating
the dimensions for all these elements in this configuration on a simulation tool such as
HFSS is complicated. However, this problem is simplified by generating a lookup table
to convert the phase at each point on the reflectarray plane to the corresponding radii for
the upper and lower circular patches of the corresponding element. Then, these radii with
the corresponding centers are formatted as a Visual Basic Script (VBS), which is loaded
directly by HFSS to draw the reflecting elements. This procedure introduces a significant
improvement in developing the simulations. Figure 14 shows the simulated 3D radiation
pattern of a broadside pencil beam with peak gain around 22 dBi. In Figure 15, the simu-
lation layout of the reflecting elements for the tilted beam radiation pattern based on the
phase distribution in Figure 4b is shown. The simulated 3D radiation pattern in this case is
presented in Figure 16 and the peak gain is found to be nearly 21 dBi. Figure 17a shows
the simulated layout of the reflecting elements for the flat-top pattern. This configuration
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was fabricated and measured to validate the flat-top pattern obtained by GA and that
obtained by numerical calculation. Figure 17b—d shows the fabricated layers of the flat-top

reﬂectarray antenna.

200009
....”Oo’
o::.'°""°°:oo
...:"Ooooooo...
.0.........00000.
..................
......oooocoooooo..
......oooooooo....,.
.°Oooo:....0000000.
®@o000¢ .'..otooooo..
.0..................
o-....OOooooooooo. e
0cees ®%000000e..'°
.....00000.......'1
Qoo .........0. o y
.0.::::::00.0..;0
oo......::::;oo
..o....... ® Z X
%0000

Figure 13. Simulation layout of the reflecting elements for the broadside pencil beam pattern.

dBi

-10

Figure 14. 3D radiation pattern of the simulated broadside pencil beam reflectarray antenna.

72



Sensors 2022, 22, 1166

o000 0
2920900000 o
0000000300000
992000000000 000
9099200000060 00000
2000920000000 0060000
0000922000000 0000000
200000200 0000000000 0
2000002000000 0000000
0900000002200 00000060
00000000000000.00000
000000000000.00000.0
0..000.0000000000000
9002000000000 0+000 y
0000000000006 s000060
2000000000000 0606 0
Ooooocooooocooo.
0200000000060+ 0 Zz X
00D 00s000
06006006

Figure 15. Simulation layout of the reflecting elements for the tilted beam pattern.

Figure 16. 3D radiation pattern of the simulated tilted beam reflectarray antenna.

Moreover, a Yagi-Uda antenna was fabricated, as shown in Figure 18a, to complete the
structure of the reflectarray. The frequency response of the reflection coefficient magnitude
of the fabricated Yagi—Uda antenna was measured using a vector network analyzer (VNA;
Rhode and Schwartz model ZVA67), as shown in Figure 18b. The excellent matching of the
fabricated antenna at the operating frequency of 8.5 GHz can be noted in Figure 18c.
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Figure 17. Reflecting elements for the flat-top pattern: (a) simulated layout, (b) fabricated upper
layer, (c) fabricated bottom layer, and (d) fabricated ground plane.
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Figure 18. Measurement of the reflection coefficient of the fabricated Yagi-Uda antenna: (a) the
fabricated Yagi—Uda antenna, (b) Yagi-Uda antenna connected to the Rhode and Schwartz model
ZVA67 VNA, and (c) simulated and measured magnitude of the reflection coefficient.

Figure 19 shows the complete reflectarray antenna with its feeding antenna. The
radiation patterns of the fabricated antenna were measured inside as anechoic chamber, as
shown in Figure 20. Figure 21 shows the measured normalized radiation pattern of this
reflectarray antenna compared to the radiation pattern obtained by GA for the required
phase distribution. It can be noted that the obtained radiation pattern satisfies the required
mask to a good extent. The slight differences in the obtained radiation pattern can be
explained due to the alignment and the fabrication accuracy. In addition, Figure 22 shows
the 3D radiation pattern of the flat-top beam with peak gain of around 8 dBi.
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Figure 19. Fabricated prototype of the proposed reflectarray antenna.
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Figure 20. Fabricated antenna inside the anechoic chamber for the radiation pattern measurement.
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Figure 21. Measured and optimized radiation pattern of the proposed reflectarray antenna.
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Figure 22. Three-dimensional radiation pattern of the proposed reflectarray antenna.

8. Conclusions

This paper presents the analysis and design of a flat-top reflectarray antenna for an
MEQO satellite system for remote sensing at an X-band frequency of 8.5 GHz. The feeding
antenna is a Yagi-Uda antenna. The amplitude and phase of the field distribution due to the
feeding antenna at the aperture of the reflectarray antenna are obtained numerically without
introducing any approximation. This field distribution is used to obtain the required
reflection phase distribution to obtain the required flat-top radiation pattern. This phase
distribution is obtained using genetic algorithm optimization. The initial phase distribution
of the optimization process is taken to be the phase distribution of a broadside pencil beam,
which is obtained analytically. The problem of the tilted pencil beam is also investigated
using analytical calculations. These reflection phase distributions are implemented using
periodic reflecting elements. The reflecting element is composed of stacked circular patches
on a grounded double-layered dielectric substrate. The reflection phases of these reflecting
elements are adjusted by controlling the diameter of the stacked circular patches. These
reflecting elements are arranged according to the required phase distribution for the cases
of broadside pencil beam, tilted pencil beam, and flat-top beam. The complete reflectarray
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systems for the three cases are investigated. Details of simulation steps are discussed. The
flat-top beam reflectarray was fabricated and measured for verification. Good agreements
between the obtained results and the simulated results were obtained. The results of
the reflection coefficient of the designed and fabricated feeding antenna showed a good
agreement. Moreover, the obtained radiation pattern of the complete reflectarray antenna
was found to satisfy the required radiation mask to a good extent.
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Abstract: This paper proposes a four-element ultrawideband (UWB) planar antenna array with
elliptical-shaped radiators and a stripline excitation network designed for the 6-8.5 GHz UWB
frequency band allowed in Europe by the European Commission. The designed antenna array has a
symmetrical structure in which the radiators are placed along one line in the central conducting layer,
arranged between two layers of a dielectric. Radiating elements are fed by the stripline excitation
network that provides uniform power distribution. The dimensions of the elliptical radiators” axes
are 14 mm x 16 mm. Two variants of array are proposed. The distance between the radiators’
centers is L = 19 mm for a shorter variant and L = 24 mm for a longer one. The presented antenna
array structures have a size of 81 mm x 41 mm and 96 mm x 41 mm. These arrays present a
measured gain of 6.4-10.6 dBi for the shorter variant and 8.5-10.8 dBi for the longer one and a fair
impedance matching. The measured |Sq; | is less than —8.7 dB and —9.7 dB for the shorter and
longer corresponding variants.

Keywords: antennas; antenna array; 4-element; UWB applications

1. Introduction

There are plenty of examples of different ultrawideband (UWB) antennas and their
applications in literature since the regulations on the spectrum use by UWB system came
into existence. Although ultrawideband transmissions have been known in radiocommu-
nication for decades, the announcement of the FCC regulations in 2002 on the use of the
frequency band by UWB systems was a serious impulse for the development of UWB tech-
nology [1]. Later (2007, revised in 2019), European regulations appeared, announced by the
European Commission [2]. The key difference in both regulations was the width of the main
frequency band allowed for use by UWB systems with the same level —41.3 dBm/MHz
of the maximum power spectral density (FCC band 3.1-10.6 GHz vs. European band
6-8.5 GHz).

The first publications on the studies concerning the design of single antennas for use in
UWB systems appeared relatively quickly. The antennas with circular or elliptical shaped
radiators were very popular, the natural advantage of which was the large bandwidth
of the operating frequency [3-6]. In the case of specific requirements, the use of UWB
antenna arrays may be highly purposeful. UWB antenna arrays are welcomed and useful
in extended operating range and high sensitivity systems. Designing antenna arrays for
modern radio systems that present desirable parameters in a very wide frequency band is
more troublesome than designing single antennas, but the designers have been facing such
problems for years.

There are many possibilities of using UWB antenna arrays and various design prob-
lems mostly in medical, radar, imaging and MIMO systems. In [7], a compact planar UWB
antenna array for a radar-based breast cancer detection system in the supine position was
presented. In [8] the authors presented a compact planar UWB antenna and an antenna
array setup for microwave breast imaging. An experimental system for early screening
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of breast tumors consisting of a moveable array of improved negative-index ultrawide-
band antenna sensor is presented in [9]. An active slot antenna integrating a low-noise
amplifier for tissue sensing arrays was proposed in [10]. A beam scanning technique was
developed with a time delay for UWB arrays in [11]. The design of a grid array antenna
for automotive radar sensors constructed using astroid unit cells, characterized by high
gain and bandwidth, was developed in [12]. In [13], the bandwidth enhancement and
frequency scanning for a UWB array antenna utilizing the novel technique of band-pass
filter integration for wireless vital signs monitoring and vehicle navigation sensors was
presented. In [14] a compact eight-element antenna array was presented for UWB pulsed
radar in a highly reflective metallic environment. This Vivaldi antenna and array were
characterized in terms of the transient energy patterns and the signal fidelity given in terms
of the off-angle signal correlation.

Ultrawideband antenna arrays for MIMO UWB systems are also very popular in the
literature. Their concept often differs from the concept of classic antenna arrays, but they
are in fact systems containing many radiators and can be considered as antenna arrays. A
compact printed UWB slot antenna consisting of two modified coplanar waveguides for
MIMO diversity applications was described in [15]. Another example of antenna with two
coplanar stripline-fed staircase-shaped radiating elements, with high isolation, is proposed
for portable UWB MIMO systems in [16]. In [17] an ultra-compact frequency reconfigurable
UWB MIMO antenna with four radiators that are capable of rejecting WLAN signals on
demand by activating the PIN diodes is presented. A generic design method of spiral
MIMO antenna arrays for short-range ultrawideband imaging application and its focusing
property were discussed in [18]. In [19], the authors developed a compact uniplanar 4-port
MIMO antenna array with rejecting band and polarization diversity. Several fabricated
prototypes of 8 x 4 tightly coupled dipoles in linearly polarized phased arrays were
presented in [20]. Tightly coupled dipoles in 11 x 11 UWB arrays with integrated baluns
were also discussed in [21]. In [22] UWB MIMO array installed around a polystyrene block
in the 3D-octagonal arrangement system was proposed for 3D non-planar applications.
In [23], a UWB metasurface-based beam-switching antenna system was proposed. A
four-element planar UWB antenna requiring no decoupling circuit for MIMO system was
developed in [24]. In [25] an ultrawideband MIMO antenna system composed of two
radiating elements with an improved isolation by using slotted stubs is presented. An
eight-element UWB MIMO antenna with a deployed inductor capacitor stub on the ground
plane for 3G/4G/5G networks was proposed in [26]. Another design of MIMO UWB
antenna composed of two offset microstrip-fed elements with a band-notched function was
analyzed in [27]. Finally, a wideband neutralization line was proposed in [28] to reduce the
mutual coupling of a compact MIMO UWB antenna. Moreover, in the case of antenna array
designing, an additional problem of optimizing the ratio between the power deposited
over a given area and the whole transmitted power may arise. The synthesis of fields able
to maximize the power radiated in an arbitrary portion of the visible space was discussed
in [29]. Effective antenna arrays, including UWB arrays, can therefore be utilized for high
beam efficiency transmissions. This overview presents that there is a great interest in the
design of UWB antenna arrays and many design approaches can be found.

In this paper there are presented constructions of two variants of the four-element UWB
planar antenna array designed for modern UWB radio systems. The antenna design and
simulated and measured results are shown. Each array variant contains a stripline power
divider, which is an excitation network providing a uniform distribution of excitations
of all radiators. These feeding networks contain in their structure a few staircase-shaped
sections. A new concept in this design is placing a metallic layer with the radiators between
two layers of dielectric in the stripline structure. That results in getting a fully two-layer
symmetrical structure. At the same time, in the part of the array containing the excitation
network, its shielding is obtained. The antenna arrays have been designed to operate
in the main band (6-8.5 GHz) allowed by the European Commission for use by UWB
systems in Europe [2]. The obtained results were compared with the results achieved
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for a single prototype UWB antenna, with the same dimensions of the radiator and the
length of excitation section, which was a reference antenna in the design of four-element
UWRB arrays.

The paper is organized as follows: the design of the proposed UWB prototype antenna
and two variants of the four-element antenna array are presented in Section 2. The results
of simulation and measurements are discussed in Section 3. The conclusion of the work is
presented in Section 4.

2. Antenna Design

In order to design the 4-element antenna array considered in this work, a single UWB
prototype antenna was firstly designed. Its design specifies the dimensions of the radiator
and the length of the excitation line connecting the antenna input with the radiator. It was
decided to choose an elliptical-shaped radiator due to the possibility of obtaining a good
impedance matching in a wide frequency operation range.

Figure 1 shows the structure of a single UWB prototype antenna with the orientation
of the adopted coordinate system. This single antenna contains an elliptical-shaped radiator
with axis lengths of 14 mm for a shorter (horizontal) axis and 16 mm for a longer (vertical)
one, fed by the stripline.

side view
2x1575=3.15 r  Central
- - /conductlve layer
) |~ with radiator
and feeding line
/Ground Twol p
=a lanes | — wo layers of
Y P 4 dielectric
| Ground
Antenna ea/planes
L™ input Antenna

input

Y 2x1575=3.15

e
I

Figure 1. Geometry of proposed single prototype UWB antenna (dimensions in mm).

A two-layer, symmetrical structure of the antenna was obtained. Between the two
layers of the dielectric there is a central conductive middle layer, while on the outer dielectric
sides there are two identical areas of ground planes placed exactly one above the other
in the plane of the antenna surface (yz-plane). The elliptical radiator is connected to the
central conductor of the stripline structure and is located between two dielectric layers
each 1.575 mm thick, &, = 2.2 (for fabrication of the considered antennas Rogers Duroid
5880 substrate with the same parameters was used). The total thickness of this two-layer
structure is 3.15 mm. A 50 Q) feeding line is employed to feed the radiator. The calculated
width of the excitation line is W = 2.61 mm, and its length equals 20 mm. The width of this
excitation line was calculated in the stripline impedance calculator integrated with software
used for a computer simulation. This line is shielded on both sides by two external ground
planes with a slightly shorter length, equal to 19.44 mm. This shift of the upper border
of the reference ground plane with respect to the lower end of the radiator has a positive
effect on the impedance matching of the prototype antenna.

The boundaries of the whole single UWB antenna in its upper part (containing the
radiator) are moved by 5 mm from the boundaries of the radiator. The overall dimensions
of the single antenna are 24 mm x 41 mm. The antenna input is at its bottom edge. In
the computer simulation a port dedicated for stripline structures was employed as the
antenna input. The SMA connector mounted to fabricated antennas was not included in
computer models. The presented dimensions of the radiator and the whole structure of
the single antenna provide a nearly omnidirectional shaped radiation pattern and a good
impedance matching.
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Based on the structure of the single UWB prototype antenna, two variants of four-
element UWB planar antenna array have been developed (Figure 2). The four-element
arrays presented in this paper contain four radiators of the same elliptical shape and
the same orientation as the radiator of the single prototype antenna. The radiators are
positioned in a straight line along the y-axis at equal distances (the surfaces of all antennas
are oriented in the yz-plane, as the single prototype antenna shown in Figure 1). Their
positioning and orientation in relation to the top and bottom border of the entire array
structure (in relation to the substrate boundaries) is analogous to the prototype UWB
antenna. The boundaries of the entire antenna array structure are moved by 5 mm upwards
and in the left and right directions from the first and the last radiator.

W5=2.93 Ww4=245

A
v

41

- @899 1 g 1152 o1
ws=328 Wa=2.73 W2=3037 m<—>
y v v 3-81# -~ Antenna input

(b)

Figure 2. Geometry of proposed four-element antenna arrays in yz-plane (dimensions in mm):
(a) Shorter variant of UWB antenna array; (b) Longer variant of UWB antenna array.

For two considered antenna array variants the centers of the radiators are positioned
in the distance: L = 19 mm (shorter variant) and L = 24 mm (longer variant). The distances
between the radiators” edges on the y-axis are thus D = 5 mm and D = 10 mm, respec-
tively. The electrical length between the centers of neighboring radiating elements varies
throughout the operation frequency range from 0.38A at 6 GHz to 0.54A at 8.5 GHz for the
shorter variant and from 0.48A at 6 GHz to 0.68\ at 8.5 GHz for the longer variant (A is the
free-space wavelength). The overall dimensions of both variants of the four-element UWB
antenna arrays are 81 mm x 41 mm for the shorter variant and 96 mm x 41 mm for the
longer variant. The single input of each array variant is placed in the middle of the bottom
edge of each array variant structure. Ports dedicated to stripline structures were used again
as the arrays’ inputs in the computer analysis without modeling SMA connectors. The
length of the excitation section measured along the z-axis, from the bottom of the ground
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plane to the bottom edges of the radiators, is 20 mm. The length of the ground planes in
this direction is shortened by 0.54 mm to 19.44 mm as for the single prototype antenna.

The radiating elements are fed by symmetrical multi-section broadband power di-
viders which were developed as the stripline structures, as for the single antenna. Figure 2
shows the structures of the central conducting layer of both variants of the four-element
arrays, including the radiators with the feeding network. In the beginning part of the
feeding network structure, staircase-shaped sections can be distinguished. In the design
of the entire array structure, this approach resulted in a better impedance matching of the
array in the operating frequency band. The widths of all subsequent sections of feeding
network are marked as WI1-W6. All remaining dimensions fully describing the geometry
of the designed networks have also been denoted (those dimensions that result from the
symmetry of the array structure have not been marked).

The uniform power distribution of the radiators is adopted in the development of
both variants of excitation networks. This power distribution allows the direction of the
maximum radiation to be perpendicular to the surface of the antenna array, both in the
positive and negative direction of x-axis. Two feeding structures for both array variants
include dividing parts that provide a uniform power division between all corresponding
sections and radiators. They also provide equal electrical lengths from antenna arrays
inputs to all radiators.

In the area where the section of width W2 passes into two lines of width W3, the
input power is divided equally into two parts. It is similar in places where sections with
W5 widths change into sections with W6 widths. The uniform power distribution of
the radiators was obtained under the condition of full symmetry of the designed arrays
structures. In the design of both variants of antenna arrays there is the symmetry of the
feeding network and also the symmetry of the entire structure of the antenna array with
respect to the z-axis passing through the center of the first section of width W1 to which the
input port is connected (a symmetry line S1 in Figure 2). At the same time, the extension of
the axis of symmetry of the section W5 in the direction of the z-axis (a symmetry line S2 in
Figure 2) is located exactly halfway between the first and the second radiator of the array
on both sides of the overall structure, respectively.

All dimensions of both variants of feeding networks were determined in the optimiza-
tion process of their whole geometry. The impedance of the first sections connected to the
array input sockets was set as 50 Q) (W1 = 2.61 mm for the selected substrate as for the single
prototype antenna), the other sections with widths from W2 to W6 were optimized. The
adopted optimization criterion was to obtain |51 | < —10 dB in the 6-8.5 GHz operation
band. Computer simulations of the analyzed structures were carried out in the IE3D/Hyper
Lynx 3D EM program, a 3D electromagnetic simulator using method of moments (MoM).

It can be noticed that the determined widths of the subsequent sections of the feeding
network of both array variants are relatively wide. This is due to the values of parameters
of the substrate that was selected for the antennas’ design and their fabrication. The use of
a thinner dielectric or a dielectric with a higher value of ¢, would result in narrower widths
of the successive sections. In that case the entire structure of the feeding networks should
be optimized to achieve the desired level of impedance matching.

The single antenna and two four-element antenna arrays were fabricated by the
author. SMA-connectors were used as inputs. The center conductive layer with a mosaic
of radiators and feeding excitation network was etched on one side of the first dielectric
layer. Its other external side, considering the structure of the entire antenna array, contains
the first ground reference plane. The second layer of dielectric contains only the second
ground plane on its external side. After soldering the SMA-connector, both dielectric layers
were tightly stuck together. The metallization thickness of all conducting layers is 35 pum,
however in the computer project and simulation the thickness was assumed as 0 mm.

Figure 3a,b presents the central metallic layers of both array variants and photos of
the ready-made antennas are shown in Figure 3c.
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(©)

Figure 3. Photographs of proposed antennas: (a) Central metallic layer of shorter variant of four-

element antenna array; (b) Central metallic layer of longer variant of four-element antenna array;
(c) Fabricated antennas.

3. Simulated and Measured Results

The experimental verification of S-parameters and radiation patterns of the proposed
UWB prototype antenna and both variants of the four-element antenna arrays were con-
ducted. The simulated and measured results were compared.

The measurements of |51 | were made with the Agilent N5230A vector network
analyzer. The results of the simulations and measurements of |57 | of the proposed
antennas are shown in Figure 4. In the case of the single prototype UWB antenna a
good impedance matching was achieved. The simulated |5y | is less than —21.5 dB and
measured less than —16.6 dB. Considering the four-element antenna arrays, the impedance
matching is slightly worse. The shorter variant of the antenna array shows the simulated

IS111 less than —10.5 dB and measured less than —8.7 dB, although the simulated 1515 |
is larger than —10 dB only in part of the frequency band above 8.1 GHz. For the longer
variant of the four-element antenna array the simulated |57 | is less than —9.7 dB and
measured is also less than —9.7 dB. There is a good agreement between the simulated and
measured results.

The radiation characteristics were measured in an anechoic chamber in the 6-8.5 GHz
frequency band with 0.2 GHz frequency steps. The photography of the wider variant of
the four-element UWB antenna array during the measurements in the anechoic chamber
is presented in Figure 5. The radiation patterns were measured in the horizontal xy-plane
(the measured antenna was mounted vertically in yz-plane, as a computer model presented
in Figure 1). During each measurement procedure two orthogonal components of the gain
were measured in E-plane and H-plane and then total gain was calculated.
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Figure 4. Simulated and measured 1577 | of proposed antennas.

Figure 5. Longer variant of four-element antenna array in anechoic chamber during measurements.

Figure 6 shows the simulated and measured frequency characteristics of the gain
determined in the direction perpendicular to the antenna surface (both in the positive and
negative direction of the x-axis due to the array symmetry). The simulated gain (solid line
in Figure 6) of the single UWB prototype antenna has a value in the range 1-2.1 dBi in the
frequency operating band 6-8.5 GHz while the measured gain (dashed line in Figure 6)
differs from the simulated one by a maximum of 1.3 dB. In the case of the four-element
antenna arrays, the simulated gain for the shorter variant changes in the operating band in
the range 6.7-8.9 dBi and for the wider variant in the range 8.5-9.3 dBi. The measured gain
has slightly higher values. For corresponding UWB arrays the measured ranges of gain
are: 6.4-10.6 dBi and 8.5-10.8 dBi. The differences between the simulated and measured
results are caused mostly by errors during measurements of the radiation patterns. The
difference in the simulated gain of proposed arrays in Figure 6 decreases from 1.8 dB at
6 GHz to 0.3 dB at 8.5 GHz and the measured from 2.1 dB to 0.4 dB, respectively.

85



Electronics 2022, 11, 469

11 w pp———
10 L =24 mm D R T IPTASN
| jemm——— 7 —d
’ oy 7 7
8 t= ",/ //
7 | "'-—ﬁ/
—— ’
= & r” “3(
m AR
o 5 L =19 mm solid lines - simulated | |
c dashed lines - measured
® 4
© 3
single antenna
2 B | N L Ll N
-, -
1 \ "f \\\ 7,’IW Se-”
0
6 6.5 7 7.5 8 8.5

Frequency (GHz)

Figure 6. Simulated and measured gain of proposed antennas in direction perpendicular to antenna
surface (along +/— x-axis).

Figure 7 shows the simulated and measured radiation patterns in the xy-plane at three
frequencies from the operating band of the antenna arrays: 6, 7.2 and 8.4 GHz. A high
agreement of the simulated and measured characteristics is observed. Due to the double
symmetry of the designed antenna array structures, the gain characteristics are symmetrical
in the antenna alignment yz-plane and also in the xz-plane. There is a noticeable rise in the
value of each antenna array gain with increasing the frequency and with increasing the
spacing L between radiators. It is also observable that the growth of the spacing between
the radiators does not increase the gain very much. The increase of the gain is inhibited by
the growth of the sidelobes, especially visible in the upper part of the frequency operation
band. The same relationship is observed in the results presented in Figure 6. Considering
the maximum gain for both variants of the array in Figure 7 it can be observed that the
largest difference between the simulated and measured gain is 0.3 dB at 6 GHz, 0.4 dB at
7.2 GHz and 1.7 dB at 8.4 GHz. This difference rises with an increase in frequency. It may
occur mostly from two factors. Firstly, in the computer simulation (MoM), the meshing
was performed automatically and is the same for all analyzed frequencies. Thus, in cases
of increases in frequency, the size of the cells in relation to the wavelength decreases,
which may turn into a slight decrease in the precision of the calculation. Secondly, the
measurement uncertainty is difficult to estimate precisely. It may be influenced, among
others, by errors in the calibration of the measurement system or by the influence of a rigid
coaxial cable used for mounting antennas during measurements (visible in Figure 5).

The simulated and measured radiation patterns of the designed UWB antenna arrays
are characterized by a fairly high level of sidelobes, especially noticeable in the upper part
of the frequency operation band for the wider array variant. The level of sidelobes can be
minimized by the design of the feeding network that provides a heterogeneous distribution
of excitations at the inputs of the radiators, which will be the subject of the future research.
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Figure 7. Simulated and measured radiation pattern of the proposed arrays in xy-plane at different
frequencies: (a) 6 GHz; (b) 7.2 GHz; (c) 8.4 GHz.

In this paper the four-element UWB antenna array in two variants of the spacing
between the radiating elements is proposed. Both designed variants are excited by multi-
section stripline feeding network with the uniform power distribution. The structure of
the feeding network contains staircase-shaped sections that improve impedance matching.
Two external ground planes fully shield the structure of the excitation network. The
characteristics of |51 | and radiation patterns are presented, both simulated and measured.
For comparison, the |Syq | characteristics are also shown for the UWB single prototype
antenna, which has the same sized radiator as the antenna arrays.
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The simulated and measured results for both variants of the UWB antenna arrays
present a similar value of |5;; |; less than —10 dB in almost the whole operation band.
The single UWB antenna shows better impedance matching than the proposed antenna
arrays, but the measured gain is less by 4.2-9.1 dB depending on the frequency and the
array spacing variant. The wider variant of the antenna array shows a slightly higher gain
than the shorter one. The simulation and measurement results for all considered structures
show a good agreement.
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Abstract: This paper presents an over-the-air testing method in which a full-rank channel matrix
is created for a massive multiple-input multiple-output (MIMO) antenna system utilizing a fading
emulator with a small number of scatterers. In the proposed method, in order to mimic a fading
emulator with a large number of scatterers, the scatterers are virtually positioned by rotating the
massive MIMO antenna. The performance of a 64-element quasi-half-wavelength dipole circular
array antenna was evaluated using a two-dimensional fading emulator. The experimental results
reveal that a large number of available eigenvalues are obtained from the channel response matrix,
confirming that the proposed method, which utilizes a full-rank channel matrix, can be used to assess
a massive MIMO antenna system.

Keywords: massive multiple-input multiple-output (MIMO) antenna; over-the-air (OTA) testing;
channel matrix; full-rank; fading emulator

1. Introduction

Global commercial services for ultra-high speed fifth-generation (5G) mobile commu-
nication using multiple-input multiple-output (MIMO) systems are currently available [1,2].
One of the possible solutions to significantly enhance the channel capacity of MIMO sys-
tems is to utilize a large number of antenna elements for both the base station (BS) and the
mobile station (MS). Such a system is called a massive MIMO system [3].

Most of the activity so far undertaken in developing massive MIMO systems has been
directed toward providing large-scale MIMO antennas at the BS, with antennas comprising
more than 100 antenna elements [4,5], and there are few reports of doing something similar
at the MS [6]. The author is currently developing a method to achieve a large-scale MIMO
antenna system that maintains an invariable channel capacity over the full-azimuth at the
MS, such as, for example, a connected ground-based or flying car [7].

The usual technique for evaluating the performance of MIMO antennas with multipath
fading channels is to do Monte Carlo simulation where several scatterers are placed on a
circle [8,9]. This is known as the Clarke model or ring model. Using this model, the number
of scatterers required to simulate the full-rank property of the channel matrix for a massive
MIMO system is greater than the number of subchannels.

To analyze the capability of the developed antenna [7], the author proposed a Monte
Carlo simulation with randomly arranged scatterers [10]. A small number of differently
positioned scatterers were set for each BS antenna using random numbers, confirming
that the channel matrix created can achieve full-rank status similar to conventional Monte
Carlo simulation. However, a large number of scatterers are necessary to emulate a lot
of channels.

A legitimate manner of assessing the performance of a fabricated massive MIMO
antenna is to test it in the field [11]. However, with field testing, the measurements are
neither repeatable nor controllable, and, moreover, the measurement process is considerably
time-consuming and labor-intensive. Hence, over-the-air (OTA) testing, which evaluates
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the ability of a MIMO antenna by reproducing a realistic multipath radio propagation
environment in the laboratory, is essential.

A proper OTA testing method for massive MIMO antennas is required to accelerate the
development and optimization of the antenna [12]. As many massive MIMO BS antennas
have been developed, radiating evaluation methods for massive MIMO BS antennas using
fading emulators have also been investigated [13,14]. Many BS antennas comprise a
two-dimensional planar array antenna with a number of patch antennas. Consequently,
a large number of scatterers are placed in a limited direction with respect to the OTA
apparatus and scatterers are selected from among them for the assessment.

On the other hand, an OTA testing method for massive MIMO MS antennas is not
currently available. A fading emulator with a small number of scatterers placed on a circle
has been adopted for proper OTA testing of a handset MS comprising a few MIMO antenna
elements [15,16]. In the standard method utilizing a fading emulator, the arrangement
of the scatterers depends on the number of subchannels, indicating that a large number
of scatterers are necessary to assess the performance of a massive MIMO system with a
full-rank channel matrix. Therefore, because of the size and cost of the equipment, the
standard method is not effective for massive MIMO MS antennas.

The author proposed an OTA evaluation method for a massive MIMO antenna that
creates a full-rank channel matrix [17]. The results of the Monte Carlo simulation, which
included simulation of the proposed OTA testing method, revealed that even though the
channel model comprised a limited number of scatterers, a full-rank channel matrix can be
created. However, an experimental verification of this has not been done.

This paper presents an experimental verification of the proposed method utilizing a
two-dimensional fading emulator with a small number of scatterers. In the OTA measure-
ments, the massive MIMO MS antenna is located at the center of the fading emulator and
is rotated depending on the measured channel response at the BS antenna, in such a way
that a small number of scatterers are equivalent to a much larger number of scatterers. The
experimental results showed that the number of available eigenvalues is greater than that
obtained with the previous method.

2. Measurement Method of the Full-Rank Channel

In a previous Monte Carlo simulation with a uniform arrangement of scatterers, which
represented the secondary wave source, N x M channel responses were calculated to form
Equation (1).

by h2 -0 Mg, 0 M
hyr  hyp -+ hyk, o+ ham

Hg = : s : . : @
hnt hn2 o0 bk, 0 ham

where K,; indicates the number of actual scatterers. M and N denote the number of
elements in the BS and MS, respectively. Furthermore, the author assumed that the number
of elements at the BS is equal to that at the MS, thatis, M = N.

In Equation (1), because all the signals from the M elements at BS overlap with each
other at the same location, the number of columns that satisfy linear independence is equal
to Kj;; in the channel model. Consequently, assuming that K, is less than M, Equation (1) is
transformed into Equation (2) using diagonalization.

hiy hip -+ Mg, 0 -+ 0
hor hp -+ hog, 0 -+ 0

Hs = . . . R ()
th hNZ e hNKm 0o -0
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Therefore, the eigenvalue vector obtained using singular value decomposition (SVD)
is denoted by Equation (3).

A=A Ay -+ Ag, 0 -+ 0] (3)

The rank of Equation (2) equals Kj;, which is less than M, indicating a rank-deficient
status. Consequently, the number of eigenvalues, that is, the number of channels, observed
is only Kj;,. Hence, a large number of scatterers, greater than M, are necessary to obtain
full-rank status with rank (Hg) = M.

The method of randomly arranged scatterers, in which a limited number of scatterers
are arranged to simulate each BS element, was proposed [10]. The required number
of scatterers to generate the Rayleigh fading environment for one BS element is small.
However, the total number of scatterers is the product of M and Kj,;. Consequently, for
OTA testing of a massive MIMO system incorporating the method of randomly arranged
scatterers, a small number of scatterers must be selected from among the large number of
scatterers on the circle of the fading emulator. Otherwise, the actual scatterers need to be
relocated for each BS. Hence, the OTA testing implemented using the method of randomly
arranged scatterers is extremely labor-intensive process compared with the standard OTA
testing method.

The author proposed an OTA testing method in which the scatterers are virtually
formed emulating a large number of scatterers [17]. Figure 1 shows the configuration of
the proposed fading emulator to enable a full-rank channel matrix for a massive MIMO
antenna. In Figure 1, K;;, that is, the number of scatterers in the 1st set, is 14 which is
sufficient to produce a Rayleigh fading environment. The 2nd to S-th sets of scatterers are
virtually placed, where S indicates the number of scatterer sets.

Scatterer #4
Scatterer #3,.0-- #-©@__
.,;':r - & . Scatterer #3
Scatterer #6 @ ‘@ S-thset
® @ 2nd set Scatterer #2
.’ @ Istset
Scatterer #74 ¥ S-th set
] & 2nd set
S " e Y7 (f) Istser Scatterer #1
catterer 9 & S-th set
= ¢ 2nd set
@  Massive MIMO antenna O 1st set Scatterer #14
Scatterer #9®, o)
‘\o < Scatterer #13
B e
Scatterer #10 -0-g- -0 @Scatterer #12
Scatterer #11

Figure 1. Configuration of the scatterers for evaluating the massive MIMO system.

The angular intervals between the i-th and (i + 1)-th sets of scatterers, A, as shown
in Figure 1, are the same. Therefore, each set of scatterers is formed by rotating the 1st set
of scatterers. Consequently, the placement of each of scatterer differs, and a large number
of scatterers can be emulated, with the expectation that measurement with a full-rank
property of the channel matrix can be achieved.

The most important parameter in the measurement is the number of scatterer sets
which depends on the number of actual scatterers. Independent paths via each BS antenna
are generated by orthogonal initial phase sets at the actual scatterers. Hence, the maximum
number of BS elements emulated in accordance with each set of scatterers is the same as
the number of actual scatterers. In order to achieve a full-rank matrix, S must be adjusted
to be greater than M divided by Kj,. Another important parameter is Ag. If Ag is small,
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the possibility of generating different paths from adjacent sets of scatterers is small. In this
paper, Ag is set to equal angular intervals, and it is calculated as follows:

_ 3601

Ao =
=K, s

4)

There are two ways to construct the fading emulator embodied using the proposed
method. One of the possible ways is to rotate the turn rail on which the actual scatterers
are located, as shown in the insert in Figure 2a, which is the same structure shown in
Figure 1. Another is that the massive MIMO antenna, which is placed at the center of
the turntable, is rotated, as illustrated on the left hand side of the inset in Figure 2b. In
this case, the rotation target, that is, the massive MIMO antenna, is different to that of
Figure 1, but Figures 1 and 2b have the same benefit of achieving a full-rank channel matrix
measurement, as explained in below.
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Figure 2. Massive MIMO OTA apparatus: (a) with the turn rail; (b) with the turntable.
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It is known that with multiple probe antenna based methods, such as those with fading
emulators, the repeatability and controllability of the radio propagation environment
are superior to those obtained with other OTA testing methods, such as reverberation
chamber based methods or two-stage methods [18]. In OTA assessment using a fading
emulator, the MIMO channel response between the m-th BS antenna element and n-th MS
antenna element is measured individually, taking advantage of the high time correlation
characteristics of the apparatus.

Figure 2 shows the relationship between the channel response measured, the azimuth
angle of the actual scatterers, and the azimuth angle of the massive MIMO antenna in the
case of a 64 x 64 MIMO system, with K;;, = 14, and S = 5. The symbols in Figure 2 are
associated with Figure 1. The circles indicate the positions of the scatterers, whereas the
star symbol denotes the azimuth angle of the massive MIMO antenna, which starts from 0°
in the measurements.

In Figure 2a, the massive MIMO MS antenna is fixed at the center of the fading
emulator, and the actual scatterers are moved by rotating the turn rail. Accordingly,
the global azimuth angle of the scatterers is varied depending on the measured channel
response for the m-th BS antenna. The black line indicates the locus of scatterer #1.

The channel responses from BS #1 to BS #13 are measured with the 1st set of scatterers
in place. Then, the turn rail is rotated by Ag, and the channel responses from BS #14 to BS
#26 are measured with the 2nd set of scatterers in place. By repeating this procedure, the
channel responses of the n-th MS antenna are fulfilled. Moreover, this method applies to all
MS antennas, resulting in a full-rank channel response matrix.

In contrast, in Figure 2b, the actual scatterers remain stationary, and the turntable with
the massive MIMO MS antenna is rotated. Consequently, the local azimuth angle of the
massive MIMO MS antenna is changed corresponding to the measured channel response
for the m-th BS antenna. The black line shows the locus of the star symbol expressing the
angle of the massive MIMO antenna. However, the global azimuth angle of the MIMO
antenna is fixed during OTA testing. When the local azimuth angle is transformed so that
the global azimuth angle is 0°, as shown on the right hand side of the inset in Figure 2b, it
becomes the same as in Figure 2a. Eventually, the actual scatterers are virtually positioned
in different locations.

The channel responses from BS #1 to BS #13 are measured. Then, the turntable is
rotated by —A¢, and the channel responses from BS #14 to BS #26 are obtained. By repeating
this operation, the channel responses of the n-th MS antenna are satisfied. Furthermore,
this is done for all MS antennas, demonstrating that the channel matrix is full-rank status.

3. Results and Discussion
3.1. Analytical Results

To verify the proposed OTA method, Monte Carlo simulation of a massive MIMO
antenna was conducted. The massive MIMO antenna comprises a 64-element quasi-half-
wavelength dipole MIMO circular array antenna at 5 GHz to exclude the effect caused by
electromagnetic mutual coupling. The array antenna was arranged with equal angular
intervals. The radiation pattern of the massive MIMO antenna was calculated by the
method of moments.

Figure 3 shows the number of channels as a function of the total number of scatterers
K, that is the number of scatterers located to perform all measurements. In Figure 3, the
black circles represent the analytical outcome with the proposed method as a function of
S, whereas the blue rhombuses are those of the randomly arranged scatterers method, in
which the scatterers on each BS were randomly selected from among all the scatterers. The
red line represents the theoretical value, as expressed in Equation (3). K;; is set to 14.
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Figure 3. Number of channels vs. number of total scatterers.

It can be seen from Figure 3 that the proposed method has the same effect as the method
of randomly arranged scatterers. When Kj, is greater than 64, the number of channels
equals 64. In contrast, when Kj, is less than 64, the number of channels is understood to be
just K;,. Hence, full-rank status can be achieved by rotating the actual scatterers multiple
times, even with a small number of scatterers on the OTA apparatus.

Figure 4 shows the average of the 64th eigenvalues through all snapshots as a func-
tion of the angular interval between the i-th and (i + 1)-th sets of scatterers with S as a
parameter [17]. The green, red, and blue curves indicate the cases where S is 3, 5, and 7,
respectively. K, is set to 14.
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Figure 4. Average of the 64th eigenvalues.

As can be seen in Figure 4, there is no green curve for S = 3 because the total number
of scatterers is only 42 (=14 x 3), indicating a rank-deficient status. In contrast, when S is
greater than 5, the average of the 64th eigenvalues is confirmed, indicating full-rank status.

The average of the 64th eigenvalues is increased with increasing the angular interval.
This is because, when Ag is small, there is high correlation coefficient between the incoming
waves due to the closely spaced arrangement of the scatterers. On the other hand, the
independence of the incoming wave is greater as Ag is increased i.e., the eigenvalues are
larger. But the average of the 64th eigenvalues is reduced for more large angular intervals
such as Ag = 6° with S = 5. In this case, the azimuth angle of scatterer #1 in the 5th set is 24°,
which is close to that of scatterer #2 in the 1st set, 25.7°. Thus, all the scatterers including
the virtual scatterers should be set to equal angular intervals.
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3.2. Experimental Results

This subsection is devoted to verification of the proposed method utilizing the fading
emulator with a small number of scatterers. The channel response matrix of the 64 x 64
MIMO system was measured using a two-dimensional fading emulator with a uniform
incident wave distribution in azimuth. In millimeter wave 5G communications, the distance
between the BS and MS is smaller than previous communication systems because the path
loss between the BS and MS is large, resulting in an environment in which line-of-sight
propagation or a cluster power distribution is assumed. In the sub-6 GHz frequency bands,
the propagation environment is like the cluster or uniform power distributions found in
previous communication systems. In this paper, a uniform power distribution, with which
a sufficient number of paths in a propagation environment are expected, is considered.

Figure 5 shows the configuration of the massive MIMO-OTA apparatus that embodies
the proposed method using the turntable, as shown in Figure 2b. The inserted lower right
photo is a bird’s eye view of the fading emulator. A 64-element quasi half-wavelength
dipole MIMO circular array antenna was placed on a turntable located at the center of the
fading emulator. The radius of the massive MIMO antenna was 20 cm. Fourteen scatterers,
comprising vertically polarized half-wavelength sleeve dipole antennas, were set at equal
angular intervals on a circle of radius 120 cm. The frequency was set to 5 GHz.

converter
A

Power divider

Tx Rx
PC |—>| Network analyzer |

Figure 5. Configuration of the massive MIMO-OTA apparatus.

Figure 6 shows the cumulative distribution function (CDF) of the instantaneous eigen-
values obtained through SVD for a measured channel response matrix utilizing a fading
emulator with a small number of scatterers. Figure 6a,b show the results for the previous
method without rotation of the massive MIMO antenna and for the proposed method with
rotation of the massive MIMO antenna, respectively. In the proposed method, S is set to 5
and the incremental rotation angle, A, as illustrated in Figure 1, is 5.1°, that is, the angular
intervals between the scatterers are equal.

96



Sensors 2022, 22, 1240

100

14th eigenvalue—> N

<+— | 5th eigenvalue b

Cumulative Percentage [%]
Wi
S

10° 10°
Eigenvalue A

(a)

100
90
80
70
60

M

|

Cumulative Percentage [%]

50
40
30
20
10

o=

1073 100 103

Eigenvalue A
(b)

Figure 6. CDF characteristics of the eigenvalues: (a) previous method; (b) proposed method.

As shown in Figure 6a, there is a large interval between the 14th and 15th eigenvalues.
Therefore, the previous OTA testing method can emulate only 14 channels with the same
K. However, the 15th and subsequent eigenvalues are observed. This is due to the fact
that the measured channel matrix includes noise and that the time correlation is 0.999,
not absolutely 1. In contrast, in Figure 6b, an extremely dense eigenvalue distribution is
observed because five scatterer sets have the same effect as 70 scatterers. Consequently,
a full-rank channel matrix for a massive MIMO system can be implemented using the
proposed method.

Figure 7a shows the average eigenvalue distribution with S as a parameter. The green,
red, and blue curves denote the cases where S is 3, 5, and 7, respectively. For comparison,
the previous method is depicted by the black curve in the graph. When the actual scatterers
were rotated, Ap was set to equal angular intervals between the i-th and (i + 1)-th sets. As

the angular interval between the scatterers is 25.7° with Kj,; set to 14, A is 5.1° with S equal
to 5.
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Figure 7. Eigenvalue distribution: (a) with the number of scatterer sets as a parameter; (b) with the
rotation angle increment as a parameter.

As can be seen from Figure 7a, when S is smaller than 3, the number of channels is less
than 64 because Kj, is less than M. Specifically, the number of available eigenvalues at S = 1
and 3 is 14 (=14 x 1) and 42 (=14 x 3), respectively. These results agree well with those in
Figure 3. In contrast, when S is greater than 5, the number of channels is 64. Therefore, the
proposed method can achieve a full-rank channel matrix. Note that, the required number of
scatterer sets is determined by the number of elements at BS, M, and the number of actual
scatterers, K;;;.

Figure 7b shows the average eigenvalue distribution with Ag as a parameter. The
green, blue, and red curves indicate the cases where Ag is 1°, 3°, and 5.1°, respectively. S is
set to 5.

It can be observed that the gap in the distribution of average eigenvalues is eliminated
and the distribution becomes more uniform with increasing Ag. This is because, when Ag
is small, the channels are insufficiently independent owing to the proximity between the
i-th and (i + 1)-th sets, resulting in the characteristics of the measured results in Figure 4.
Eventually, the setting of S and A¢ depending on Kj;, is one of the most important issues
for generating a radio propagation environment for a massive MIMO system with a large
number of channels.

Figure 8 shows the CDF of the instantaneous channel capacity of the 64 x 64 MIMO
array as a function of A¢. The green, blue, and red curves describe the cases where Ag is
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1°,3°, and 5.1°, respectively. S is set to 5. For comparison, the analytical outcome through
Monte Carlo simulation for the realization of a full-rank channel matrix is illustrated by the
purple curve in the graph. The values shown in the graph for each case are the average
channel capacity calculated from the following equation:

C=

| =
]«

GCs ®)

s=1

where C; indicates the channel capacity of the s-th snapshot and S is the number of
snapshots. The input signal-to-noise ratio (SNR), defined as the SNR for each incident wave
when a theoretical isotropic antenna is used for receiving the incident wave, is set to 30 dB.
Therefore, the SNR is determined only by the received power of the isotropic antenna and
is not depended on the output power of the actual BS or the network analyzer used in the
fading emulator. However, since an isotropic antenna does not exist, the received power
measured using other antennas must be compensated. In this paper, the power received by
an isotropic antenna REF is calculated as follows [15]:

E [|521 \2]
REF = G (6)

where E [|521 |2} indicates the average received power of the half-wavelength dipole an-
tenna, placed at the center of the fading emulator, measured using the network analyzer.
G, is the maximum radiation gain of half-wavelength dipole antenna in the horizontal
plane, i.e., 2.15 dBi. Therefore, the SNR is determined by

REF
SNR=— 7
= )
where N is the power of the noise.
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Figure 8. CDF characteristics of a system with 64 x 64 MIMO channel capacity.

As shown in Figure 8, the average channel capacity increases with increasing Ag.
These results can be understood from Figure 7b, because the channel capacity is calculated
using the eigenvalues of the channel matrix [7]. Moreover, the channel capacity measured
at Ap = 5.1° achieves 97% of the analytical outcome; indicating that the observed result
corresponds to the simulation value. The channel capacity of about 450 bits/s/Hz at an SNR
of 30 dB, which is equivalent to 45 Gbps with a bandwidth of 100 MHz, is fully satisfied,
which is one of the most important performance goals of 5G mobile communication [1]. Tt
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is concluded from these results that OTA testing incorporating the proposed method is a
valid approach for obtaining a full-rank channel matrix for a massive MIMO system.

4. Conclusions

This paper presents an OTA evaluation method in which a full-rank channel matrix is
created for a massive MIMO MS antenna utilizing a fading emulator with a small number
of scatterers. The massive MIMO MS antenna is placed at the center of a turntable which is
rotated; the total number of scatterers can be determined by controlling the rotation of the
massive MIMO antenna. The experimental results reveal that a full-rank channel matrix for
a massive MIMO antenna system can be obtained embodying the proposed method. This is
a valuable tool for assessing the high MIMO channel capacity of a massive MIMO antenna.

Future work may include verification of the proposed method for the cluster propaga-
tion environment assumed in 5G mobile communication systems.
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Abstract: This paper proposes a rotating shutter antenna that can directly generate 2FSK signals in the
ULF band and it is expected to be used as the transmitter for magnetic induction (MI) underground
communication systems. The antenna was modeled using ANSYS Maxwell and the magnetic field
distribution was simulated. The results show that the interaction between the high-permeability
shutter and the mutual cancellation of magnets decreased the transmitting magnetic moment of
the antenna. A prototype antenna was manufactured and the time and frequency properties of the
measured B; field were the same as the simulated results, while the magnitude of the measured signal
was larger. The propagation characteristics of the antenna in air-soil-rock were simulated using
FEKO and the results show that the signal strength was greater than 1 fT at a depth of 450 m from the
antenna whose magnetic moment as 1 Am?. The relationship between different magnetic components
and azimuth could be used to enhance the signal strength. The formula of the B, field was derived
using the measured magnitude versus distance and the path loss was also analyzed. Finally, the 2FSK
modulation property of the antenna was verified by indoor communication experiments with a code
rate of 12.5 bps in the ULF band.

Keywords: ultra-low-frequency communication; mechanical antenna; layered media; rotating
shutter antenna

1. Introduction

The electromagnetic waves at radio frequencies have short wavelengths and poor
penetrating capabilities, which make them lose part of their energy in a complex electromag-
netic environment [1]. For example, the permittivity and conductivity of soil have a great
relationship with the water content, which causes significant attenuation of high-frequency
electromagnetic waves. This leads to the fact that radio-frequency communication cannot
be widely used in underground communication. To overcome this problem, magnetic
induction communication technology with ultra-low-frequency magnetic fields is widely
used in underground communication, such as Through-The-Earth communication [2]. The
permeability of non-magnetic materials is almost the same, which provides a relatively
stable channel for the propagation of magnetic field signals and the stable channel enables
the magnetic induction communication to avoid the shortcomings of multipath propaga-
tion, large propagation delay and high bit error rate of acoustic transmission through the
ground [3].

Normally, magnetic inductive communication systems use coils to generate and receive
magnetic field signals in near-field zone [4]. However, in the ultra-low-frequency band, the
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size of the coil is also very large, which brings great inconvenience to the placement and
layout of the system [5,6].

To overcome the shortcomings of traditional low-frequency antennas, such as large
size, low efficiency and high-power consumption, in 2017, the US Department of Defense
Advanced Research Project Agency (DARPA) proposed the AMEBA plan [7]. Different
from traditional antennas, AMEBA mainly generates alternating electromagnetic waves
directly through electrical charges or magnetic moments in mechanical motion, which is a
process of converting mechanical energy into electromagnetic energy [8,9]. As a kind of
mechanical antenna, the rotating permanent magnet antenna (RPMA) drives the permanent
magnet to rotate so as to obtain an alternating magnetic field. It is likely to be used as the
transmitting antenna in the magnetic induction communication system.

After AMEBA was proposed, many researchers have become interested in RPMA and
began to study it, including field generation and measurement [10,11] and radiation power
analysis [12]. Skyler Selvin et al. analyzed the efficiency of RPMA and proposed a method
to build an RPMA array to improve antenna efficiency [13]. Srinivas Prasad M.N. et al.
proposed a prototype consisting of an array of magnetic pendulums in oscillatory motion
at ULF. The transmission efficiency of the magnetic pendulums array is higher than a bare
coil through the measurement in the near field [14,15].

The communication system which uses RPMA as the transmitter mostly adopts direct
antenna modulation (DAM). For example, we can obtain an OOK signal by controlling
the driver switch and an FSK signal by controlling the speed of motion [16-20]. Besides,
Refs. [21-24] proposed that amplitude and phase modulation can be achieved by using
an external modulator. However, these methods require additional energy to control the
modulator in real time, which is difficult to implement.

To effectively avoid the limitation of the motor to the antenna’s operating frequency
range, we used a rotating shutter antenna as our transmitting antenna, which could obtain
a magnetic field signal that is four times the rotating frequency. ANSYS Maxwell was
used to analyze the magnetic field distribution of the rotating shutter antenna and the
results show that the interaction between the high-permeability shutter and the mutual
cancellation of magnets decreased the transmitting magnetic moment. A prototype antenna
was manufactured and the experimental results are in great agreement with the simulated
results, while the magnitude of the measured signal was larger. FEKO was used to analyze
the propagation characteristics of the RPMA in air-soil-rock media and the simulated
results show that the B,-field at a depth of 450 m away from the antenna on ground with
a magnetic moment of 1 Am? was 1 fT. The formula of the B,-field was derived using
measured magnitude versus distance and the path loss was also analyzed. The formula
shows that the path loss of the rotating shutter antenna in free space was 303 dB at a
distance of 570 m, while the signal strength was 1 fT. The prototype antenna was also used
to carry out indoor communication experiments with a code rate of 12.5 bps in the ULE.
This paper is organized as follows: In Section 2, the principle and simulation of the rotating
shutter antenna are presented. The simulation of RPMA in layered media is shown in
Section 3. In Section 4, the prototype and the experimental results are presented. Finally,
Section 5 draws the conclusion.

2. Principle and Simulation of the Rotating Shutter Antenna

The radiation principle of the rotating permanent magnet antenna can be summarized
as follows: the motor drives the magnet to rotate so that its static magnetic field is con-
verted to an alternating magnetic field. The corresponding relationship between the signal
frequency and the motor speed 7 can be expressed as

n
. 1
=% 1)

When the speed n of the drive motor is greater than 18,000 rpm, the frequency of
the signal obtained is greater than 300 Hz, which is difficult for common servo motors on
the market.
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The rotating shutter antenna was proposed by M. Golkowski in 2018 [25] and the
prototype mainly consists of magnets and a shutter made of soft magnetic materials,
such as permalloy, whose relative permeability is significant. Assuming that the number
of openings is N, the antenna needs two N magnets of different polarities which are
alternately placed to form a circle. During the working process, the shutter rotates to
block the permanent magnets of different polarities to generate an altering magnetic field,
whose frequency is N times the rotating fundamental frequency. The relationship between
frequency and speed can be expressed as

n
f=g N (3]

Compared with RPMA, the rotating shutter antenna can reduce the speed to n/N.
The block diagram of the antenna principle when N = 4 is shown in Figure 1.

the shutter

Signal

O<z<1
16

Figure 1. Block diagram of the rotating shutter antenna when N = 4.

ANSYS Maxwell was used to analyse a rotating shutter antenna with N = 4; the
parameters of the simulation are shown in Table 1. A free-space sphere with a radius of
4 m was established and the boundary adopted natural boundary conditions, which made
the magnetic field continuous inside and outside the simulation area. The magnetic field
produced by the permanent magnets was used as excitation and the effects of eddy current
induced on the shutter were considered. Regardless of mechanical damping, a band area
with a set rotation speed of 4800 rpm was used to simulate the rotation of the shutter,
which corresponded to a fundamental rotation frequency of 80 Hz, so the frequency of the
magnetic field signal was, theoretically, 320 Hz.

Table 1. The parameters of the simulation.

Parameters Values Parameters Values
radius of the magnet 10 mm magnetic remanence 147T
height of the magnet 100 mm thickness of the shutter 1.5 mm
openings of the shutter 4 rotating speed 4800 rpm

We placed a point at the position of 3 m in the axial direction of the rotating shutter
antenna and obtained the B,-field. The simulated results are shown in Figure 2. Figure 2a
shows the signal with an amplitude of 3.5 nT at the point 3 m away from the transmitter,
which is much smaller than the theoretical value. The corresponding spectrogram is shown
in Figure 2b, which represents B,-field strength as a function of time and frequency. It
can be clearly seen the signal whose frequency is 320 Hz in the spectrogram and multiple
harmonics are visible.
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Figure 2. (a) Field at the point 3 m away from the shutter antenna. (b) Spectrogram of field.

The magnetic field intensity distribution on the rotating shutter at different times
is shown in Figure 3. It is clear that a large part of the energy was concentrated on the
shutter, which may be one of the reasons for the field strength being smaller than the
theoretical calculation.
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Figure 3. B-field distribution on the rotating shutter at different times: (a) t = 0's; (b) t = 0.667 ms;
(c) t=1.67 ms.

The side view and top view of the distribution of the B-field by intercepting different
planes in the simulation are shown in Figure 4. The fast attenuation of the signal can be
ascribed to both the interaction of the high-permeability shutter and the mutual cancellation
of magnets.
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Figure 4. B-field distribution from different viewing angles: (a) side view; (b) top view.

3. Propagation Characteristics in Layered Media

It is promising that RPMA can be used as the transmitting antenna in magnetic induc-
tive underground communication and it is particularly important to study the radiation
characteristics of RPMA in layered media. Layered media cause interface emission loss
and transmission medium loss because of different permittivity and conductivity.

This paper used FEKO to construct an equivalent model of a rotating permanent
magnet antenna that rotated vertically on the ground and analyzed its magnetic field
characteristics in three-layer media, such as air—soil-rock. The simulation parameters are
shown in Table 2.

Table 2. The parameters of the simulation.

Parameters Values
frequency 320 Hz
antenna moment 1 Am?
depth 1500 m
soil permittivity 10
conductivity 0.01S/m
permittivity 10
rock conductivity 0.01S/m

The curves of magnetic flux intensity versus distance are shown in Figure 5 and it
is clear that the maximum penetrating depth could reach 450 m for magnetic induction
communication.
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Figure 5. Change in magnetic flux density with the distance at different depths.
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The curves of B, and B, with azimuth at different depths shown in Figure 6 show that,
at the same depth, the phase between the two magnetic field components was constant. If
we used a two-axis magnetic field sensor to receive, we could obtain an enhanced signal
by shifting the ¢-direction component with a constant phase and then adding it to the
r-direction component.
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Figure 6. Change in B, and B, with azimuth at different depths: (a) depth = 0 m; (b) depth = 150 m;
(c) depth = 300 m; (d) depth = 450 m.

4. Experimental Results

The experimental results are presented in two sub-sections, i.e., (a) measurement of
the rotating shutter antenna and (b) communication based on the rotating shutter antenna.

4.1. Measurement of the Rotating Shutter Antenna

A prototype, as shown in Figure 7, with the same size as shown in Table 2 was
manufactured and magnets were fixed on an aluminum plate through an aluminum alloy
cover. The YASKAWA servo AC motors with model SGM7J-01AFC6S were used as the
driver, which could provide a rated torque of 637 mN-m and a rated power of 200 W. The
rotation axis of the shutter antenna and the ULF receiver shown in Figure 8 were placed in
line to measure the B,-field. The distance between the antenna and the receiver was 3 m, as
that in simulation. In the communication experiment, the information symbols were sent
to the servo through software named MPE720 Ver. 7 to control the rotating shutter antenna
in real time.

The portable ULF receiver, shown in Figure 8, consisted of a magnetic sensor and an
NI collector. The conversion coefficient of the magnetic sensor was 8 mV/nT, so we could
directly convert the received voltage signal into field strength. The NI collector was utilized
to digitize and store the received signal with a sampling rate of 3 Ksps.
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Figure 8. ULF receiver: (a) magnetic sensor; (b) NI sampler.

The measured result shown in Figure 9 shows that, when the motor speed was set to
4800 rpm, the frequency of the signal obtained was in good agreement with the simulated
result, but the amplitude was larger than that obtained in the simulation, which may be
ascribed to the fact that the material in the simulation was not consistent with our prototype
and the metal substances in the experimental environment may also have had a certain
influence on the signal strength. From the spectrogram of the field shown in Figure 9b, we
can clearly see the 320 Hz signal.
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Figure 9. (a) Field at the point 3 m away from the shutter antenna. (b) Spectrogram of field.
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We measured the B,-field by placing the receiving antenna along the axis direction
of the rotating shutter antenna and changing the distance between them (such as 0.6 m,
1.2m,...,4.8 m and 5.4 m); the variation in the field strength with distance is shown in
Figure 10. The propagation characteristic curve was fitted using MATLAB and the result is
also shown in Figure 10. The fitting curve can be expressed as

B.(nT) = )

The intensity of the B,-field is inversely proportional to the third power of the distance,
which is in line with the attenuation law of the near-field signal. However, different from
the rotating permanent magnet antennas (B, = %), the expression of the magnetic flux
density of the rotating shutter antenna shown in Equation (3) cannot find the similar law
related to the magnetic moment.

3L
10 O  Experimental data points
Experimental fitting curve
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A=)
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m
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r (m)
Figure 10. The change in B.-field with distance.

In MI communication, the rotating shutter antenna is used as the transmitter. The path
loss can be defined as

PL=201g % ~ 137.4 + 601g(r) (4)
Z

where B; is the remanence of the permanent magnet and B; is given in Equation (3).

The path loss determined by the propagation range was simulated, as shown in
Figure 11. The point with path loss of 303 dB (the received magnetic field was about 1 fT
for B, = 1.4T ) is marked with red lines in Figure 11. If the receiver can handle magnetic
field signals of 1 fT, the MI communication distance of up to 570 m could be achieved.
The antenna prototype shown in Figure 7 was equivalent to an RPMA with a transmitting
magnetic moment of 0.94 Am?. If the antenna was used as the transmitting antenna in the
magnetic induction communication, a two-unit antenna array would be required to make
the maximum detection depth reach 450 m. The synchronization between the elements
would also be difficult. Searching for a new method to enhance magnetic moments will be
the focus of our research work.
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Figure 11. Path loss versus propagation range.

4.2. Communication Based on the Rotating Shutter Antenna

We changed the distance between the transmitter and the receiver antenna to 4.5 m,
while the other experimental parameters were the same as those mentioned above. Using
control software to rotate the motor between 4800 rpm and 4950 rpm, we theoretically
obtained 320 Hz and 330 Hz signals, which can represent different binary information
symbols such as “1” and ‘0". The time required for the motor to switch between different
speeds was set to 100 ms and the time for a constant rotation was 80 ms, which determined
the code rate of communication.

The modulated signal after bandpass filtering is shown in Figure 12a. Its corresponding
spectrum, shown in Figure 12b, demonstrates that the frequency of the 2FSK signal did not
reach the theoretical value, which may have been due to insufficient control accuracy. In
addition, there was a very obvious frequency component between the frequency spectra of
the 303.7 Hz and 316.2 Hz signals, which was introduced during the motor speed switching
process. This problem could be solved by increasing the constant speed time of the motor,
but this would reduce the communication code rate.

Modulated signal f =304Hz Spectrum of signal f =304Hz
Modulated signal f2=316Hz Spectrum of signal f2=3 16Hz
100
—
F
g
N
m
107
0 1 2 3 4 5 0 200 400 600
time (s) Frequency (Hz)
() (b)

Figure 12. (a) Modulated signals at the point 5.4 m away from the rotating shutter antenna;
(b) spectrum of signals.

It can be clearly observed from the spectrogram shown in Figure 13a that the signals
with frequencies of 303.7 Hz and 316.2 Hz appeared alternately in sequence, which means
that the information symbol “1010101..." was received. The received signal is processed by
filtering out the power—frequency signal, passing through bandpass filtering and extracting
the envelope of the filtered signal; then, the information symbol shown in Figure 13b can

110



Electronics 2022, 11, 596

be obtained through amplitude judgment. It was found, from the demodulated infor-
mation, that there were 12.5 symbols in one second, which means that the code rate of
communication was 12.5 bps.
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Figure 13. (a) Spectrogram of 2FSK signal; (b) demodulated code.

Table 3 summarizes the performance comparison between the previously proposed
systems and the system adopted in this paper. It can be found that the frequency of the
signal, the communication rate and the communication distance could not be taken into
account simultaneously in the existing research study. Our system mainly considers a
higher communication code rate, but the communication range was not the longest, which
is also a focus for our future research work.

Table 3. Performance comparison of rotating permanent magnet antennas.

Reference Frequency Data Rate Detection Distance
Ref. [10] 500 Hz / <130 m
Ref. [11] 22 Hz 8 bps 0.7m
Ref. [14] 1.03 kHz 2 bps 30m
Ref. [17] 100 Hz 0.25 bps 5m
Ref. [20] 30 Hz 5bps 100 m
Ref. [22] 40 Hz <2 bps 5m
Ref. [23] 50 Hz 40 bps 0.25m
Our work 320 Hz 12.5 bps 5m

Since the antenna operates in its near-field region, the signal strength decays with
the third power of the distance, which limits the maximum communication distance of
the communication system. Similarly, due to the low carrier frequency of the system, the
data rate cannot be too high, which limits the diversity of communication. For example,
the communication rate is only suitable for message transmission. In addition, an array
with more shutter antennas would be a good choice to increase the magnetic moment, but
assuring the control accuracy of the motor would be necessary and difficult to achieve.

5. Conclusions

This paper used ANSYS Maxwell to analyze the magnetic field distribution of the rotat-
ing shutter antenna and the results show that the interaction between the high-permeability
shutter and the mutual cancellation of magnets decreased the transmitting magnetic mo-
ment. A prototype was manufactured; the measured results are in great agreement with
the simulated results, while the magnitude of the measured signal was larger. We used
FEKO to analyze the propagation characteristics of RPMA in air-soil-rock and the sim-
ulated results show that the signal strength was greater than 1 fT at a depth of 450 m
from the antenna, whose moment was 1 Am?. Since the phase difference between B, and
By remained constant at +90°, we could use a multi-directional receiver to receive the
multi-directional field components; then, the signal strength could be enhanced by shifting
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the phases of the B,-field component and adding it to another component, such as a B,-field
component. The formula shows that the path loss of the rotating shutter antenna at 570 m
was 303 dB, which means that the signal strength was 1 fT. The rotating shutter antenna
was equivalent to an RPMA with a transmitting magnetic moment of 0.94 Am?. If the
antenna was used as the transmitting antenna in the magnetic induction communication,
a two-element antenna array would be required to make the maximum detection depth
reach 450 m. The synchronization between the elements would make the control of the
system very difficult. Finding a new method to increase the transmitting magnetic moment
and the synchronization of the elements will be the focus of our next research studies. FSK
modulation could be realized by controlling the motion state of the motor and the constant
time of the motor determined the symbol rate. The prototype was used to achieve indoor
communication with a code rate of 12.5 bps in the ULFE.
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Abstract: Beam-steering has drawn significant interest due to the expansion of network capacity.
However, a traditional beam steering system involves active phase shifters and controlling networks
which can be complex. This work studied the influence of passive conformal metasurface on con-
ventional patch antenna. The phase shifting was achieved by changing the curvature of a conformal
metasurface. In addition, three low-cost conformal prototypes were fabricated and tested using
different techniques such as 3D printing. The simulations and measurement results indicate up to
20° of beam shifting and reasonable gain increase. Compared with other research in the similar
topic, the antenna system is completely passive, and the conformal metasurface is independent of the
conventional patch antenna. Therefore, such study will be easy to implement with other antenna
research especially for low power consumption beam steering systems.

Keywords: antenna optimization; conformal antenna; metasurface; beam-steering; 3D-printing;
transformation electromagnetics/optics

1. Introduction

In the past few years, beam-steering has garnered significant interest in the antenna
design community due to the development of 5G wireless networks. Compared with
4G wireless communications, the potential 5G wireless networks provide more wireless
capacity [1]. The dramatic increase in the capacity and utilization of higher frequency band
brings a lot of challenges for antenna design. One of the most promising techniques to
overcome those challenges is beam steering. A traditional active beam steering uses active
phase shifters to change the phase of each radiating element of the array. By tuning phase
shifters of different elements, the beam can be guided to a desired direction. Compared to
a single antenna, the signal gain can be improved dramatically. However, the active beam
steering of the phased array antenna can also be challenging as it involves synthesis of
multiple elements and controlling circuits. Moreover, multiple active phase shifters also
add cost and power consumption to the overall system [2]. Therefore, some researchers
start to explore low cost and low power consumption solutions.

There are many researchers trying to explore different methods to achieve beam steer-
ing without implementing active phase shifters in the power source. Methods include
antenna designs based on coding intelligent surfaces [3-7], tunable materials [8-14], con-
formal surfaces [15-19], etc. In [20], a reconfigurable transmit-array was used for beam
steering and polarization. The transmit-array element consisted of an active side, reflective
phase shifters, and a passive side. With a tunable active patch structure and two layers of
passive patch structures, beam steering with the scan range of 60 degree at 5.4 GHz was
achieved. A wide range of beam steering was achieved by utilizing active patch structures
instead active phase shifter. However, the complex structure of multiple layer structure
also added to the difficulty and cost.
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In [21], a phase-gradient metasurface was proposed to control the most significant
grating lobes in two-dimensional beam-steering systems. By rotating a pair of phase-
gradient metasurfaces (PGMs), high directivity could be achieved. This research further
proposed to reduce the undesirable dominant grating lobes by optimizing a supercell and
increase the transmission phase gradient of PGMs. However, this method is complex and
increases the manufacturing complexity with multi-layer phase gradients.

One method to increase the beam steering range is to utilize a metasurface. Metamate-
rials are composed of periodic structures that resonantly couple with electric and magnetic
components of the incident electromagnetic fields [22]. However, due to the high losses
with the resonant responses and the difficulty in fabricating the microscale 3D structures
for metamaterials, metasurfaces become a more practical approach for antenna design.
Metasurfaces, consisting of single-layer or several-layer stacks of planar structures can be
readily fabricated, and the ultrathin thickness in the wave propagation direction creates less
undesirable losses [23,24]. Many research groups dedicate their studies on metasurface due
to its distinctive properties. Metasurface was used for gain enhancement [25], bandwidth
improvement [26], phase error rectification [27] and radiation pattern reconfiguration [28].
Moreover, by properly manipulating the incident, reflected and transmitted field, certain
desired wave transformations can be realized. Metasurface can be use as artificial magnetic
conductors [29], spatial filters [30], and transit array [31].

Among all those applications, there are a few groups utilizing metasurfaces for passive
beam steering. In [32], a pair of 3D printed passive metasurfaces were placed in the near
field of primary source to alter the near-field phase distribution. The measurement results
of the prototype demonstrated it can scan the antenna beam peak from broadside direction
to maximum elevation angle of 39° by physically rotating the dielectric wedge. With
combination of low-cost manufacture technique and innovative design strategy, this system
can be intergraded with other conventional low-cost antenna to improve their performance.
By properly manipulating the incident, reflected and transmitted field, certain desired wave
transformations can be realized, metasurfaces can be used to enhance the beam steering
which saves lots of power on active shifters. Furthermore, placing radiating elements
on a conformal surface can increase the beam steering range of the phased array. The
curved structure has an overall wider beam than the planar structure [33]. In [34], an
active conformal metasurface lens was proposed. Microwave varactors were integrated
to change the transmission phase of the cylindrical metasurface up to 195 degrees. By
increasing the number of feeding sources, the beam steering range of conformal lenses can
be expanded to 60 degrees. Without a complex feeding network, the conformal metasurface
can be manufactured easily with relatively low cost. Compared with other reconfigurable
planar antennas, this antenna has a large scanning rage and lower side lobes. However,
the conformal metasurface lens still need to be controlled by a dc bias voltage, and it is not
ideal for low power applications.

In this work, we design and demonstrate different passive conformal metasurfaces
for beam steering, where each of the passive metasurfaces is placed near a conventional
patch antenna as a parasitic element. The overview of the conformal metasurface is shown
in Figure 1. The conformal metasurfaces design was simulated and manufactured by
three different materials and manufacturing methods. Three conformal metasurfaces
materials were: (1). A laser etched Rogers 5883 (2). A 3D Printing Ninja Flex, and (3). A
Panasonic Felios F775 flexible PCB. Then, the three metasurfaces were placed on surfaces
with different curvatures. When the curvature of the metasurface changed, the inducing
electromagnetic fields were altered, therefore the phase of the radiating element was
changed. Unlike some other conformal antenna design [35,36], the conformal object is
the conformal metasurface which is independent to the patch antenna. The metasurface
acts as a parasitic element. Finite element-based simulation via HFSS was used to analyze
and demonstrate the performance of the proposed metasurface. Lab test results further
verified the effectiveness of the proposed method. The measured results showed a range of
20 degrees and a 2.7 dB gain increase with a passive and simple structure.
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Figure 1. Overview of the conformal metasurface.

2. Materials and Methods
2.1. Proposed Conformal Metasurface Antenna System

The proposed conformal metasurface antenna system consists of two parts: 1. the
conformal metasurface, and 2. the conventional patch antenna. As shown in Figure 2, a
conformal metasurface was placed near a conventional patch antenna. The conformal meta-
surface acted as a reflector of a patch antenna. With radio waves traveling with different
distances and angles, the conformal metasurface was divided into multiple subwavelength
segments. The angle transformation from conformal into planar waves can be based on the
geometric method. The shortest distance in a desired direction can be used as a reference,
i.e., Ry + Sp. The phase difference between rays Sy and S, can be regarded as [34]:

A(kao[(lR1|+|51|)*(|R0|+|So|)] (1)

where Ag is the phase difference and kg is the free-space wave vector. From (1) the phase
difference can be controlled by manipulating the distance of different waves. One way to
achieve that is by changing the curvature of the metasurface. As Figure 2 shows, when
changing the curvature of the conformal surface radius from 40 mm to 88 mm, the direction
of the beam is expected to change.

2 x radius

()

Figure 2. Cont.
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(b)

Figure 2. Conformal metasurface antenna proposal: (a) proposed conformal metasurface with radius
of 40 mm. (b) proposed conformal metasurface with radius of 88 mm.

To further verify this design idea, simulation was performed using the finite element
solver HFSS. The layout of the patch antenna and metasurface is shown in Figures 3
and 4. Figure 3a shows the layout of the conventional patch antenna. This patch antenna
was designed with a center frequency of 2.4 GHz and was printed on a 1.6 mm thick FR4
substrate with dielectric constant of 4.04 [37]. The goal here is to have the most conventional
and cost-effective patch antenna to verify the effectiveness of the conformal metasurface.
The substrate size was designed as the same size as the conformal metasurface path.
__Copper

0.2 mm
——

FR4
1.6 mm

ww ozt

Copper
0.2 mm

120 mm

(a) (b)

Figure 3. Patch Antenna layout: (a) Top view; (b) Side View.
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Figure 4. Conformal metasurface layout: (a) Top view; (b) Side View.

The layout of the conformal metasurface is presented in Figure 4a. The layout consisted
of a 5 x 5 unit cell square with a size of 18 mm. The overall length of the substrate
was 120 mm. The gap between each unit square was 1 mm. Three different conformal
materials were simulated as substrate: 1. Rogers 5870 conformal metasurface, 2. 3D Printing
Ninja Flex conformal metasurface, and 3. Panasonic Felios F775 flexible PCB conformal
metasurface. With each material came a different permittivity value and firmness of the
substrate. The specific property comparison of the conformal materials is shown in Table 1:

Table 1. Comparison of the conformal material’s properties.

Material Permitivity
Rogers 5870 2.33[38]
3D Printing Ninja Flex 3.7 [39]
Panasonic Felios F775 3.2 [40]

2.2. HFSS Simulation Result

The proposed design was simulated using the finite element solver HFSS. The con-
formal metasurface was set to wrap around a cylindrical non model object in HFSS. The
curvature of this metasurface was changed by changing the cylindrical object’s radius from
43 mm to 88 mm. All other physical design parameters remained the same. A 3D polar
plot, a 2D gain polar plot, and a 2D far field gain rectangular plot were generated by HFSS
at 2.4 GHz. Three targeted materials: Rogers 5870, 3D Printing Ninja Flex, and Panasonic
Felios F775 were used as conformal substrate material, the permittivity of those materials
was set to 2.33, 3.7, and 3.2 based on Table 1.

As shown in the Figure 5, for the Rogers 5870 conformal metasurface, the overall gain
increased from 1.12 dB to 3.718 dB. The phase difference between the 43 mm radius and
88 mm radius was 25 degrees. Figure 6 shows the simulation results of the Ninja Flex
metasurface influence. Ninja Flex is a 3D printing material that can be used as a substrate
for an antenna. Previous research [39] demonstrates that this can be used as a substrate for
a patch antenna. The overall gain was increased from 1.31 dB to 3.12 dB when the radius
changed from 43 mm to 88 mm; and the phase difference between the largest and smallest
radius was 19 degrees. Figure 7 shows the simulation results of the Panasonic Felios F775
conformal metasurface influence. The overall gain was increased from 1.26 dB to 2.51 dB
when the radius changed from 43 mm to 88 mm.
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Figure 5. Simulation result: comparison of different radii for Rogers 5870 conformal metasurface on
patch antenna at 2.45 GHz. (a) r = 43 mm; (b) r = 50 mm; (¢) r = 60 mm; (d) r = 75 mm; (e) r = 88 mm.
(f) no conformal metasurface.
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Figure 6. Effect of different radii for Ninja Flex conformal metasurface on patch antenna at 2.45 GHz.
(a) r =43 mm; (b) r =50 mm; (c) r = 60 mm; (d) r =75 mm; (e) r = 88 mm. (f) no conformal metasurface.
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Figure 7. Effect of different radii for Panasonic Felios F775 conformal metasurface on patch antenna
at 2.45 GHz. (a) r = 43 mm; (b) r = 50 mm; (¢) r = 60 mm; (d) r = 75 mm; (e) r = 88 mm. (f) no
conformal metasurface.

Comparing three different materials, it is clear the overall gain increased when the
radius of the conformal surface increased. When the conformal metasurface was not
placed near the patch antenna, the overall gain was shown to be 1.31 dB, when adding the
conformal metasurface, the overall gain increased and phase shifted.

Overall, the Rogers 5870 conformal metasurface was shown to have a better ability to
shift the phase while the Panasoic Felios F775 had the lowest in simulation. On the other
hand, the Panasoic Felios F775 had the best ability to bend, while Rogers was more difficult
to bend than the other two.

3. Fabrication and Measurement
3.1. Fabrication

There are many materials and techniques can be utilized to fabricate metasurfaces.
Most of those materials and techniques can be divided into three categories: all-dielectric,
printed layers, and all-metal. All-dielectric metasurfaces were fabricated by low loss
and high permittivity dielectric structures [41]. It was utilized for many applications
such as broadband optical beam splitters [25], electromagnetic band gap (EBG) resonator
antennas [42], and ultralow profile lens antenna [43].

A metasurface can also be made of printed materials as explained in [44]. Printed layer
metasurface are known for their low cost and fast prototyping time for complex structure.
Studies such as [32] demonstrated the wide adaptability for low-cost project. There are also
some studies utilizing all-metal structure such as [45]. In this paper, inexpensive thin layers
of metal sheet were used to fabricate frequency-selective surface (FSS), and those surfaces
could be manufactured in large quantity with low cost.

In this work, the goal is to explore different conformal metasurfaces for passive beam
steering. Most applications for passive beam steering require fast prototyping time and
relatively low cost. While conformal antennas are easy to manipulate gain by changing
their shape, they are harder to manufacture than traditional patch antennas.
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In this work, three manufacture methods were utilized to manufacture the conformal
metasurface. The Rogers 5870 conformal metasurface was fabricated by laser direct method.
The Ninja Flex conformal metasurface was fabricated by 3D printing. The Panasoic Felios
F775 is a flex pcb material. For the Rogers 5870 conformal metasurface shown in Figure 8a,
a laser-direct engraving method was used to fabricate it. The conductive layer was etched
away, leaving only designed square rings on the surface. A LPFK laser engraving machine
was used for this printing. The thickness of this antenna was 0.7874 mm (0.031 inch) which
made the metasurface conformal. There are some challenges that come with this method.
Mainly, the surface area is large, some of the surface area is not totally smooth, but it should
not influence the performance of the conformal metasurface.

(a) (b)

Figure 8. Fabricated conformal metasurface: (a) Laser-direct engraving Rogers 5870; (b) 3D printed
Ninja Flex; (c) The Panasoic Felios F775 flexible PCB.

The Ninja Flex 3D printed conformal metasurface is shown in Figure 8b. Additive
manufactured by 3D printing has made a lot of progress recently [46—48]. The growing
demands for low-cost and complex 3D structures make 3D printing a great option for
many researchers. Ninja Flex is a flexible 3D printing filament which allows for conformal
surfaces to be fabricated by a 3D printer. Previous research [39] indicates it can be a good
substrate material for conformal surfaces. The permittivity of the material was reported
as 3.7 [39]. For the 3D printing process, the infill was set as 100% to get a better result.
The squareconductors for designed ring were Electrifi. As discussed in [49], utilizing
Ninja Flex and Electrifi to print this design requires great care due to the difference in
filament extrusion temperatures. Furthermore, Electrifi conducting filament loses some
of its conductivity when dispensed at higher temperatures. However, when a lower print
temperature is used, extrusion is inconsistent and may produce voids (open circuits).

To achieve high-quality extrusion at low temperatures, the factory-default print nozzle
(0.4 mm) was replaced with a larger 1.0 mm diameter nozzle, and the extrusion temperature
was reduced to 160 °C. To print at this lower temperature, g-code command M302 P1 was
used to disable the printer’s cold extrusion checking.

The Panasoic Felios F775 conformal metasurface is shown in Figure 9c. Compared
with the other two materials, this conformal metasurface has the best ability to bend. The
prototype was outsourced to Oshpark which is very cost effective. This printed design
sample comes with great uniformity for the substrate and shows a great potential.
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Figure 9. Measurement setup: (a) Conformal surface top view. (b) Conformal surface side view.
(c) Measurement setup.

3.2. Measurement Setup and Result

The measurements were performed in an anechoic chamber. To test the conformer
metasurface prototype’s influence on patch antenna, support objects of various radii were
fabricated. The Styrofoam was cut as disks, this extruded polystyrene was chosen for
uniformly fine grain, rigidity, and low density. This material has a relative dielectric
constant in the range of 1.02 to 1.04, which make them close to the dialectical value of free
space. It is important to make the cylindrical object surface as smooth as possible since
the conformal metasurface is attached to the cylindrical object. The patch antenna and
conformal metasurface were fixed with the turntable so they always faced each other. A
reference horn antenna was placed in the far field range as a transmit antenna as shown in
Figure 9. There was a 20 mm fixed distance set between the patch antenna and conformal
metasurface. The far field gain measurement was then performed for each metasurface with
different radii varied from 43 mm to 88 mm. Figures 10 and 11 show the simulation results
of the far field radiation pattern for three materials as a comparison to the measured result.
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Figure 10. Simulation radiation pattern of far field 0°: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.
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Figure 11. Simulation radiation pattern of far field in 90°: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.

Figure 12a shows the measured far field radiation pattern for the Rogers 5870 con-
formal metasurface at 2.4 GHz. The gain increased from 1.21 dB to 3.47 dB when the
radius increased from 43 mm to 88 mm. The main beam was steered from 14° to —6°.
A 20° phase shifting was achieved. Figure 12b shows the far field radiation pattern for
the Ninja Flex conformal metasurface at 2.4 GHz. The gain increased from 1.38 dB to
2.89 dB when the radius increased from 43 mm to 88 mm. The main beam was steered
from 10° to —5° showing the far field radiation pattern for Panasoic Felios F775 flexible
PCB conformal metasurface at 2.4 GHz. The gain increased from 1.13 dB to 2.31 dB when
the radius increased from 43 mm to 88 mm. The main beam was steered from 9° to —2°. A
simulation result and measurement comparison was shown in Figures 13-15. There is a
good agreement between the simulation and measurement results.
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Figure 12. Measured radiation pattern polar plot in: (a) Rogers 5870. (b) Ninja Flex 3D printing.
(c) Panasoic Felios F775 flexible PCB.

(o)

) T T T T T T T T T T T T T T T T T T T T
—43 mm/ 17° —43mm/ 14
0 s i . wsomme ||
60 mm/ 1* 60 mm/ 5°
.. 75 TS
5 — 80 o 5 —0mmi-g |
o T
T
c 0. L0
IE 8
V)
15, A5
20 20
. . . P S S S S T S
A0 50 420 9 60 30 0 N 6 0 1 150 180

‘
T 4 a2 W & % 0 B w0 180

Degree
(b)

Figure 13. Simulation and measurement results for Rogers 5870 conformal metasurface. (a) Simula-

tion. (b) Measurement.
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Figure 14. Simulation and measurement results for Ninja Flex 3D printing conformal metasurface.

(a) Simulation. (b) Measurement.
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Figure 15. Simulation and measurement results for Panasonic Felios F775 conformal metasurface:
(a) Simulation. (b) Measurement.

Table 2 shows the gain and phase comparison between each material. The above
simulation and measurement results verified the effectiveness of the passive
conformal metasurface.

Table 2. Simulation and measurement results for gain and phase.

. . Simulated Measured Simulated Measured
Material Radius
Gmax Gmax Pmax Pmax
43 mm 1.122dB 1.21dB 17° 14°
50 mm 1.927 dB 1.86 dB 8° 9°
Rogers 5870 60 mm 2.616 dB 2.53 dB 1° 5°
75 mm 3.09 dB 2.98 dB —5° —2°
88 mm 3.718 dB 3.47 dB —8° —6°
43 mm 1.31dB 1.38 dB 13° 10°
50 mm 1.89dB 1.74 dB 12° 8°
Ninja Flex 60 mm 2.34 dB 2.14dB 9° 5°
75 mm 2.73dB 2.76 dB 5° 1°
88 mm 3.12dB 2.89 dB —4° —5°
43 mm 1.26 dB 1.13dB 11° 9°
R 50 mm 1.35dB 1.31dB 9° 5°
Panasoic 60 mm 1.81dB 174 dB 70 3°
Felios 75 mm 2.12dB 2.07 dB 20 1°
88 mm 2.51dB 2.31dB —3° —2°

4. Discussions

The purpose of this work is to experiment different conformal material for beam
shifting and gain improvement. The conventional patch antenna used here was a very
common 2.4 GHz FR4 patch antenna with low cost. The overall gain without the conformal
metasurface was about 1.31 dB. By simply placing a passive conformal metasurface at a
fixed distance, the main lobe of the patch antenna was shifted. Furthermore, beam shifting
could be changed by increasing the radius of the conformal metasurface. Comparing the
measurement results of the three prototypes, the Rogers 5870 substrate had the highest
gain improvement of 2.26 dB. The max phase angle also shifted 20° when changing the
radius from 43 mm to 88 mm. Ninja Flex had a 1.41 dB gain improvement and 15°
beam shifting. Panasoic Felios had a 1.18 dB gain improvement and the max phase angle
shifted 11°. On the other hand, Panasoic Felios is the most flexible one among the three
fabricated conformal metasurfaces. It is a good option for gain improvement of compact
antenna designs. Three different manufacturing methods were explored for each conformal
metasurface material. Ninja Flex 3D printing material had a lower cost compared to the
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Rogers 5870 substrate making it a good option for fast prototyping. It also came with
challenges to adjust temperatures in case losing the conductivity of Electrifi.

Compared with active conformal metasurface, which the beam can shift up to
60 degrees [34], this passive conformal metasurface has narrower beam shifting ability
up to 20 degrees. However, active conformal metasurfaces rely on phase control circuitry
and beam-forming networks interrelated with active phase shifters. Passive conformal
metasurface is more cost effective, simpler to manufacture and easier to integrate.

To improve related research in the future, more complex structure such as antenna
array can be added as radiating elements to improve the overall gain. The conformal
metasurface can extract as a model for future research. Furthermore, the relationship
between the side lobe and radius when bending can be further studied.

5. Conclusions

In conclusion, this work demonstrates that the conformal metasurface can be used to
steer the beam from a conventional patch antenna without using active phase shifters, a
beam-forming network, or complex structures. The proposed passive conformal metasur-
face was placed near a conventional patch antenna as a parasitic surface. Three conformal
materials were experimented and evaluated to demonstrate the beam steering ability and
efficiency. The proposed designs were simulated, fabricated, and measured. The radiation
pattern shows up to a 20° phase shift. Furthermore, different fabrication methods were
explored. The proposed approach can be further extended to higher frequencies, enabling
future work such as low power consumption millimeter-wave beam steering systems.
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Abstract: An increase in the number of transmit antennas (M) poses an equivalent rise in the
number of Radio Frequency (RF) chains associated with each antenna element, particularly in digital
beamforming. The chain exhibits a substantial amount of power consumption accordingly. Hence,
to alleviate such problems, one of the potential solutions is to reduce the number of RFs or to
minimize their power consumption. In this paper, low-resolution Digital to Analogue Conversion
(DAC) and transmit antenna selection at the downlink are evaluated to favour reducing the total
power consumption and achieving energy efficiency in mMIMO with reasonable complexity. Antenna
selection and low-resolution DAC techniques are proposed to leverage massive MIMO systems in free
space and Close In (CI) path-loss models. The simulation results show that the power consumption
decreases with antenna selection and low-resolution DAC. Then, the system achieves more energy
efficiency than without low-resolution of DAC and full array utilization.

Keywords: antenna selection; beamforming; Digital to Analogue Conversion; energy efficiency;
massive MIMO; mmWave

1. Introduction

Massive MIMO (mMIMO) is a large-scale MIMO device that is becoming more com-
mon in wireless communications and which scales up traditional MIMO by orders of
magnitude [1]. It considers multi-user MIMO in which a base station has hundreds and
thousands of antennas supporting multiple single-antenna terminals at the same time and
frequency resources.

A device with a large number of antenna elements increases the connection reliability,
spectral quality, and radiated energy efficiency. Each antenna element is linked to a single
RF chain at the base station, which comprises mixers, analogue-to-digital converters (ADC),
and amplifiers [2]. Furthermore, the increase in the number of antennas and associated RF
chains at the base station will result in physical restrictions, complexity, and expense [3].
According to [4], RF chains are responsible for approximately 50-80% of a base station’s
total transceiver power consumption.

The hardware complexity and power consumption of DACs increase exponentially
with the number of quantization bits as the Base Station (BS) antenna elements increase.
Thus, using a low-resolution DAC is a promising option [5]. The energy consumption
of the power amplifier is also influenced by conversion from analogue to digital and
digital to analogue (ADC/DAC), phase shifters, and power amplifiers. Though the digital
beamforming system provides a high data rate, the energy consumption becomes excessive
since the transceiver system uses the same number of antennas as the chains.
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In contrast, a hybrid beamforming system uses fewer RF components, which can be
used to offer comparable spectral efficiency to a digital beamforming system while being
more energy-efficient [6]. Even though hybrid beamforming is the solution as a technique
employing a small number of RF chains, cutting down some numbers among the entire
array is one of the questions left as an open issue. Due to this, working on low-resolution
DAC and antenna selection has been used as one of the power reduction techniques for a
system with an extensive array of RF components.

Most recent literature studies have concentrated on performance analysis for large
MIMO uplinks using analogue-to-digital converters with limited resolution. In [7], the
effect of signal detection schemes on uplink MIMO systems’ energy efficiency with low-
resolution analogue-to-digital converters were evaluated. There have been an increasing
number of studies for the case of downlink transmission with low-resolution DACs. The
Energy Efficiency (EE) of hybrid transmitters with DACs quantized based on additive
quantization noise was explored in [8-11].

Consequently, a sub-optimal method was utilized to build an optimum hybrid pre-
coder based on the Additive Quantization Noise Model (AQNM). It also compares quan-
tized digital precoders to hybrid ones with a wholly or partially linked phase-shifting
network of active/passive phase-shifters. The challenges of downlink precoding for multi-
user MIMO on a narrow-band system with low-resolution DACs at a BS are investigated
in [9].

Nonetheless, most researchers have proposed low-resolution DAC for hybrid beam-
forming, where limited baseband units are used and with low power demand; there should
be an equivalent solution for digital beamforming. Since digital beamforming is known
for its high capacity at the expense of increased power consumption, we propose antenna
selection with low-resolution DAC as a viable option for addressing the inherent hardware
complexities and power consumption.

Over the last few decades, various antenna selection techniques and algorithms have
been investigated for the classic MIMO. In [12], basic selection algorithms for realistic
detectors were used to examine error rate-based performance evaluations. The studies
in [13-15] promoted capacity-oriented selection criteria like the greedy algorithm and
convex optimization. The authors in [16] presented an antenna selection technique (AS)
with a minimal level of complexity that picks antennas that minimize constructive user
interference. When the transmitter uses precoders in conjunction with a matched filter,
the suggested AS algorithm outperforms systems that use a more complicated channel
inversion method. The work in [17,18] aimed to remove the destructive portion of the inter-
ference, which was established by the connection between the substreams of a modulated
Phase Shift Keying (PSK) scheme.

According to the authors in [19], singular value decomposition was utilized to offer a
new Euclidean Distance based Antenna Selection technique (EDAS) for antenna selection
in spatial modulation systems that has lower computational complexity than exhaustive
search. Furthermore, the Symbol Error Rate (SER) approaches a full search when the num-
ber of received antennas grows. Therefore, in comparison with the past and current research
trends, the authors of [20] stated that there is still considerable interest in mmWave-based
massive MIMO antenna selection with manageable complexity, more energy efficiency, and
optimal data rates in recent years.

In this paper, a system with transmit antenna selection for massive MIMO-enabled
BS is considered after low-resolution DAC is applied. The procedure is divided into three
parts: First, the EE of an entire array device is evaluated at the cell edge using a fixed power
allocation technique. In this case, the optimal number of BS antennas (M*) at which the EE
reaches its maximum is determined among the total number of BS antennas (M) using the
initial access condition. Second, the minimum Signal-to-Noise Ratio (SNR) to be found at
the cell edge is used as a threshold value to search the optimal number further when users
move from the cell edge to outskirts or centre positions. In this scenario, M* is considered
to be a maximum number of elements.
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Due to the position changes, M* is transformed to (M), representing the number of
selected antennas while the transmit power adaptively changes due to distance changes
in mobility. Following the determination of M, the subset of antennas with the best
channel conditions are chosen, and EE is assessed using spatial selectivity at sub-6 GHz and
mmWave frequency ranges. Finally, EE is evaluated by integrating a selection algorithm
with a low-resolution DAC.

The main contributions of this paper are stated as follows:

e We introduce an energy-efficient downlink antenna selection technique for mobile
and static users. The proposed technique considers two-phase selection:

1.  Optimal number of BS antennas (M*) at which the energy efficiency graph becomes
maximum and starts declining, is determined as, M* = M(EE; = EEay). For this,
the following assumptions are used:

— A maximum number users a BS can support is assumed, and all users are
to be at the cell edge distances.

—  All BS antennas and RF components are employed to determine total down-
link power consumption according to (34).

—  The channel is assumed to be random, and we consider fixed SNR (;),
which is the average of least SNR values from several random channel
generations for cell edge as in (18). A minimum SNR value is considered to
accommodate the worst-case in which the channel is in deep fading.

2. Next, user mobility-based selection is made. In this case, our selection algorithm
incorporates the exhaustive searching method to select a group of elements with
the best channel gain as in (21) and (23). The double section also reduces the
number of search combinations and computational complexity. Again, since
double selection using algorithms one and two minimizes the number of RF
components directly associated with the antenna elements in the case of digital
beamforming, the power consumption is substantially reduced and makes the
system energy efficient.

In comparison to prior methods, our proposed algorithm lowers the computa-
tional complexity of the transceiver system.

e We design a heuristic and simple formulation of antenna selection to evaluate the
performance for mMIMO at sub-6 GHz and mmWave bands with CI and FS path-loss
models.

e We introduce an energy-efficient and optimal DAC resolution algorithm for massive
MIMO systems.

e  Finally, by integrating our novel algorithms, the effect of selection on the EE was
evaluated with low resolution and typical DAC.

The rest of the work is structured as follows: A system model for mMIMO beamforming
and array geometry is defined in Section 2. After the propagation model is explained in
Section 3, antenna selection and power consumption models are followed in Sections 4 and 5,
where results and analysis are presented. Finally, our conclusions are drawn in Section 6.

2. System Model and Description

A downlink massive MIMO system with digital beamforming is considered. As shown
in Figure 1, the system consists of digital switches that are associated with each BS antenna
serving simultaneous users with multiple data streams. Both DAC resolution and antenna
selection are performed on the basis of digital beamforming. As shown in Figure 1, the BS
has a Uniform Rectangular Array (URA) geometry with A /2 spaced M antennas, where A
is the signal wavelength, and mutual coupling between antenna elements is ignored. Inside
the cell, k single-antenna devices transmit data to the BS simultaneously using the same
time-frequency resources.
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Figure 1. Digital beamforming URA configuration.

3. Propagation Model and Analysis

Unlike typical low-frequency channels, mmWave channel propagation characteristics
are no longer affected by Rayleigh fading, and its spatial selectivity is restricted due to
significant path loss in free space [20]. As a result, the channel vector for @th user and rth
antenna element is given by the product of Equations (2)—(5) as follows:

hw,ﬁ, = éQg@, (1)

where Equations (2)-(5) are as stated below.

7 P T
A Friw,g(Brs Z0A, 0, AoA)

G = Arx,w,ﬁ - )
VP [‘Frx,zb,ﬁ (ﬁk! Z0A, b, AoA) ()

o ot ;! O
B b 305 3
@k—le]fbf‘s ol 3)
A= f 8Bk Z0D, &, AoD) W

Fising(Br, ZoD, 6, AoD)
@ = 3(27[)‘_1(?,Txrk.d;x,m))e(27r)\‘1(?,TX,k.;itx',;,)) )

3.1. Channel Model

The power associated with the kth user terminal is denoted by p, and the field
patterns for siith BS antenna and @th user terminal in the direction of elevation angle, 6 and
azimuth angle, B are given by ]:'tx,m,(;, ﬁtx,rh,E' f',x,w,(;, and ]—A',x,w,- for both elevation and
azimuth directions, respectively. The arrival-departure of elevation and azimuth angles are
represented as 8, Ao A/, AoD, and By, ZoA/ By, ZoD for elevation, and By, ZoA, By, ZoD,
Ok, AoA, and 6k, AoD for azimuth locations and @y in (3) is the cross-polarization energy
ratio. o

For four distinct polarization combinations, the random starting phases are PP, HPY,
&% and &%. The spherical unit vectors of the transmitter and receiver, given in Cartesian
coordinates, are denoted by the symbols #;, x and #,, x where 7; , = [sinfBcosé sinBsiné cosp]T
fori € [tx, rx]. The position vectors of the transmit and receive antenna components are
dAtx,uA, and zfrx,,;,, respectively, and therefore the uplink channel vector for a single terminal is
formulated as

b = [ha1 haz - ha)- (6)
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The index k represents a user, and w represents the index of the antenna element of kth
user. Since a user has only a single antenna in multi-user MIMO or massive MIMO systems,
wth user antenna element can be used for the kth user. However, a user terminal can have
more than one antenna in LTE or classical MIMO systems. Hence, the wth antenna of a
user is the same to kth user.

3.2. Array Steering Vector

The array steering vectors for uplink and downlink are provided by vy ( IBZ, 5]:) and
(L, 0%), respectively. According to the URA antenna geometry of Figure 1, the azimuth-
elevation plane is also given by

AURA (B,(S) = 17“2(5,5)1781((5, B)T’ (7)

where v,.(d, B) and v, (6, B) are steering vectors. The maximized uplink received signal
due to beamforming weight and the general forms of both planes are stated in (8) and (9).

K
o =v(BO)x =) ik ®)

The general form of both azimuth and elevation planes can further be expressed as [21]

1
v M;

where M represents the number of BS antennas in the azimuth and elevation planes, 0,; =
&dsin(B)cos(8), 0 = &dsin(B)sin(8), & = 27t/ A, d is the distance between the elements
and A is wave length of the signal for M number of antennas. The array form of URA
steering vector’s component is m, where M,, and M,; are the azimuth and elevation
directions of the superimposed signaCi components of the antenna array, respectively.

171-((5,’3) =

[1,ej‘?f,,.. ,ef(Mi’l)gi]T,i € [az,el]. )

V(JIIB) = fl[L . ,nggazl . ,e/(MHZ*l)Qﬂz+(Mel*1)Qel]T’ (10)

where f; = m In digital beamforming, a single radio frequency chain is required for
each antenna element, resulting in high power consumption and complex architecture,
where an RF chain includes a down-converter, low-noise amplifier, digital to analogue
converter, analogue to digital converter, and others. Therefore, for many BS antennas, the
power consumption of mixed-signal components, such as high-resolution DACs and ADCs
is higher, which makes the assignment of a separate RF chain for each antenna highly
inefficient.

Though hybrid beamforming is one way to attain this goal, by deploying beamforming
in both the digital and analogue schemes, its capacity is less than digital. Since beamforming
is accomplished at the baseband frequency in digital [22], this paper aims to reduce power
overheads in digital beamforming due to several RF chain components, which account for
a large amount of power consumption in cellular communication.

Figure 1 presents a digital beamforming transmitter with RF URA configurations. As
shown in the figure, equal number of RF chains and number of antennas are present in
digital beamforming. In every symbol duration, the vector form of the data symbol can
be stated as d = [d'1, dy, ..., dk} Then, multiplying kth user symbol by its beamforming
vector by € CN*! to form a transmit vector that corresponds to the kth user as x = bydy,
where N is the number of RF chain components. Finally, the added transmitted matrix,
d = Y, x;, pass through the RF chain components consisting of a DAC for converting
the digital samples to analogue signals and transmitting them to all antennas via power
amplifiers.
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At the transmitter, several DACs are utilized to convert the transmission to the ana-
logue domain. For the quantization noise of the DACs, a linear model approximation is
adopted as [6]

Q(u;) = /1 —pb; +e¢, (11)

where Q(.) is a uniform scalar quantization for the ith RF chain and pb; = ”T‘/gZ*Zbi is the
quantization distortion parameter for bit resolution equal to b;. The input u is assumed to
be Gaussian distributed, ¢; is the quantization noise independent of u#, and € ~ CN(0, (72),
where ¢ is the noise variance. Extending the argument to the massive MIMO scenario, this
is approximated as

Q(u) ~ cu+e, (12)

where c is a diagonal matrix with values based on each RF chain’s DAC resolution, and
€ € CN(0,02I), where I is N x N identity matrix. Approximating the linear quantizer, we
may find x; € CMNx1 and, as a result, the broadcast signal can be stated as follows:

x = HNQ(u) = Hy(cu + €) = Hycu+ Hy e, (13)

where M and N are the total numbers of antennas and RF chain components, respectively,
and Hy is the channel matrix due to the number of antennas equal to the number of RF
chains, N. The total power consumption of DAC as a function of bits is expressed as

Paae(b) = c1fb+c2(2%), (14)

where c; and ¢, are static and dynamic power consumption of DAC, and f and b are
operating frequency and random number of bits, respectively.

3.3. Signal Model

Before user equipment establishes a physical connection with a BS, an initial access
procedure uses reference signals. These reference signals are used for channel estimation
and equalization. For our antenna selection process, we use Sounding Reference Signal
(SRS) to be transmitted from a mobile terminal(uplink). SRS is used to provide the channel
characteristics of a user to a BS so that the BS uses this information to allocate resources for
user terminals.

In (15), the uplink reference signal that is received by a BS is represented as

ks
Y; = 21 hijxiw; + zj, (15)
i=

where j represents any antenna element on the BS, k; is the number of signal sources, hi/ is
the channel between k and j, element z; is additive noise at the BS, and w; is beamforming
weight. After channel estimation is done using SRS of the uplink, a BS starts sending data
to user equipments through physical downlink shared channel. Therefore, the downlink
signal to be received at the uplink is given by

M [peM &
yk:\/?Hkakar ptT Y HWix; +ny, (16)

i=1,j#k
where the first term in the right side is the desired signal, the second term is multi user

interferences, and the third is user’s additive noise. Hy, W and x; are the channel matrix,
beamformer weight and downlink signal corresponding to k user, respectively.
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Therefore, disregarding the interference part in Equation (16) due to assumption of a
single BS designed with precoding or digital beamforming, the capacity at the cell edge
that is to be maintained as a threshold is given by

K 2
pr|HcWel
=B logy(1+ P
b= P L oz NoB

). (17)

where p; is the received signal power, and, considering large and small scale fading, it can
be evaluated as

K 2
pe| H Wi |
=B logr (1 +
Cth 1;:1 $2( T

K
PHBVE By Joga (14 4 (18)
(Dmax)NuB) ](221 g2( k)

where 9 is the minimum SNR as a function of the total transmit power of a BS and path
loss at the cell edge (I'(Dyqx) (Which is calculated as in (19)), N, is the noise spectral density,
and B is the channel band width. This threshold capacity also depends on |H;Wj|2, which
changes with the number of users and BS antennas.

3.4. Mobile Location and Positioning

Identifying a mobile position in today’s cellular networks is a critical problem. The
angle of Arrival (AoA), Time of Arrival (ToA), and Global Positioning System (GPS) are
among the techniques used. In general, there are three methods for determining the location
of a mobile terminal: satellite positioning, cellular network-based positioning, and indoor
positioning. The trilateration method is used to calculate a mobile’s location using a relative
position of a BS. Unlike the triangulation process, which requires the angle of each user
for position tracking, only the distance between the BS and each user is required in this
case [23].

3.5. Close-In (CI) Path Loss Model

The CI model is based on Friis and Bullington’s fundamental radio propagation
concepts, wherein the values are 2 for free space and 4 for the asymptotic two-ray ground
bouncing model. This provides insight into path loss as a function of the environment since
base station towers are tall and inter-site distances for specific frequency bands are several
kilometres. Previous Ultra High Frequency (UHF)/microwave models employed a close-in
standard distance of 1 km or 100 m [24].

The CI 1 m reference distance, as proposed in [25], is a suitable recommended norm
that relates the real transmit power or PL to a usable distance of 1 m. Standardization to a
1 m reference distance simplifies dimension and model comparisons, provides a consistent
description of the Path Loss Exponent (PLE), and allows for quick and straightforward
route loss estimates without the need for a calculator [26].

Using power control mechanisms, user terminals nearer to the BS are allocated lower
power than those on the outskirts to control interference and fairness. The CI path-loss
model is a generic frequency model that explains large-scale path loss at all applicable
frequencies in a specific context. The dynamic range of signals perceived by users in a
commercial system becomes significantly lower than the equation for the CI model, which
is formulated as [24]

PLcy(.)ap = PLrs(f, 1m) + 10nlogo(d) + x5, 19)
Y.(DA)

x(D?)’
criterion, the PLE, d is the transmitter-receiver separation distance d starting from 1 m, and

where n = A = PLcy(.)ap — PLps(f,1m), D = 10logod denotes a single model
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(.) represents frequency and distance parameters. The free space path loss, PLrs(f,1)4p at
a 1 m distance from a station and carrier frequency f is given as

PLps(f, 1m)[dB] = 20log10(47/7), (20)

where A is the wavelength of the signal. The CI model includes an intrinsic frequency
interdependence of path loss in the 1 m PLfg value, and it only has one parameter compared
to the Alpha-Beta-Gamma (ABG) or («, B, and ) model, where « and 7 are coefficients
showing the dependence of path loss on distance and frequency, respectively, and f is an

optimized offset value for path loss in dB. ¢¢! = /T )(glz /T, where T is the number of
data points and )(g’ is large-scale signal fluctuations due to the CI pathloss model.

4. Antenna Selection and Power Model
4.1. Antenna Selection

The number of antennas to be chosen is determined by adjusting an appropriate
amount of transmit power to be radiated during the selection process. The number of
antenna elements to be selected accounts for the system complexity [27-29].

Trilateration is used to pinpoint a user’s position so that the main beam can focus
only on the target region, thus, reducing leakage. The transmit power adapts the user’s
location changes as a function of distance due to user mobility. In this case, instead of
using all the arrays and wasting resources, a certain number of transmit antennas can be
decreased adaptively as user nodes become closer to the centre of the BS. For this, we
consider the minimum SNR at the cell edge as a threshold value. In contrast to when
allocating maximum transmit power based on edge distance, the BS only allocates power
proportional to the reduced distance, resulting in only a few antennas being activated.
Therefore, the first optimal number of antennas for cell-edge users (M*) is selected as
follows

M* = max (EE(M(1))) (21)
LEM, GE[GH/Gmax]

where _
logs (real(det(l + (ML(ICL)))))

©tor (1)

and pyor (1) is found using (34) and ¢ € [1, M|, where p1¢(1) and M(:) are the total power
and total number of antennas as a function of each iteration. Next, adaptive selection
follows as the users move from cell edge to cell centre or the outskirts and given by

EE(M(1)) = , (22)

(e /e)me
M= 23
Ty *)
Substituting for I'( Dyay) from (18),
(£ /e) Megenas

M’ = (24)

pe|HWi|>

. . . . M* M*! .

Finally, using factorial permutations as () = MM — M) the antennas with
the best channel gains are chosen from the list, and this minimizes complexity as compared

M!
O MorM — Moyt
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The terms I'(r) and I'(Djuqx ) in (23) refer to the CI path loss of users at any arbitrary
distance and maximum distance, respectively. The number of RF chains N becomes the
same as the number of antennas to be selected M° in the case of changes in channel
condition or user position, in this case, in particular for digital beamforming. The selection
process for the whole system is stated in algorithms one and two below.

In addition to selecting branches with the best channel gain and pilot test at the initial
access, this section also aims to demonstrate the computational complexity at the receiving
end in floating operation points (flops). The complexity order O, which is the number of
times the capacity evaluation with the best channel gains, is formulated as O <( M;ﬁ.mdo

and its complexity level is shown in Table 1.

Table 1. Complexity level measurement of the algorithms.

Algorithm 2 Algorithm 1 + 2 Algorithm1+2+3
(n20) (#00)) (#010) +u

The table states the combinational R{ermutation of the algorithms, which we compare
with that of [21], which accounts for 7(;z,), where 71 = M? +2M°% + M° and ¢* and LI are
the deducted elements due to selection and additional iterations due to incorporation of
low resolution DAC, respectively. According to [28,29], the computational complexity due
to the selection process is shown in (27) and (28), respectively.

O4(.) = 16n% + #%(24M? + 40M + 24 — 24M°? — 24M°), (25)
Oy(.) = é+20(M2 + M — M°* — M°), (26)

O5(.) = 01(1) + 0a2(.), (27)

O4() = A(MA (M3 (M + 1)), (28)

where ¢ = 1(34M?2 + 44M — 36M°2 — 34M°) and (.) denotes (M, M°).

The above algorithm selects the optimal number of antennas considering cell edge
users at initial access utilizing the reference signal. The reference signal is only used for
connection setup and determining the optimal number of antennas for static users at the
cell edge. Therefore, the optimal number of antennas M* to be used is found using at a
point in which the EE graph starts declining. All the components use only a limited amount
of power, which is assumed to be 15% of its connection power.

4.2. Capacity and Power Consumption Model
According to [19], the down-link sum capacity is given by

¢ fuit = log {det(l-l— %HH*)} (29)

where 7 is the average SNR per receiver, I is the k x k identity matrix, superscript t denotes
the Hermitian transpose, and H is the channel matrix of entire antenna array elements. The
antennas that maximize the capacity are now selected so that

Gt = maxlogs [det <1k T %HH*)} (30)

where H is created by deleting M — M° rows from H, and s(H) denotes the set of all
possible H (whose cardinality is ( 1\%7)), and K is the total number of user terminals.
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Spre, = max log, det (1 n 7k(Ht(M0>)P,H<M">>, @31)

where P: denotes a fraction of the transmit power for a single antenna element, and K
is the total number of user terminals. Throughput will be further enhanced with Dirty
Paper Coding (DPC) by selecting antennas with better gains after iteration over all possible
combinations. In the process of selecting those columns from a full array of H,, an M x M
matrix 57 with a binary diagonal element is introduced.

1, Select
vi:{ elec 32)

0, otherwise,
showing whether the ith element is chosen and achieving ZiLzl = M°. According to
Sylvester’s identity, det (I + U]) = det(I + JU), and the DPC total rate can be rewritten as
in (31) as
Sppc, = max log, det(1+ 7kP,H, v ()}, (33)

where Zi'{:l P,; = 1. The desired v/ is discovered by increasing the average DPC sum rate.
We can categorize the total power before and after low resolution DAC and selection as

©rot = Pro + Ppa + M(2Ppac + 2Pw + 2P p + Pyp) (34)
rot = Pro + Ppa + M(2Ppac + 2Py + 2P + Pyp) (35)
@?ut = Pro+ Pps + MO(ZPDAC + 2Py + 2P F + PHB) (36)
910t = Pro + Ppa + M°(2Ppac + 2Py + 2Ppr + Pyp) (37)

where or, Prot, 97y, and 50 1ot are the total power before both low resolution and selection,
after low resolution and no selection, with selection and no resolution, and with both
selection and low resolution, respectively. Again, P;o denotes the power consumption of
the local oscillator, and Pp, is the power consumption of the power amplifier. Py, Prr, and
Ppp are the mixer power, low pass filter power, and hybrid with buffer power, respectively.

logy {det(l + %HHiﬂ

EEpq — <i> ~ . 38)
Otot ) m §tot
log, {det <I + M”Z/* HH¢>}
9
EEs, = ~ - . (39)
* ( pmt > MS(’IEL‘[L’d W?giecud
logy |det ( I+ AHHiﬂ
gz{ ( ML ai/k
~ Pt
EEqyg,., = oo . (40)
0
logo |det( I+ %Hm)}
gz{ ( MELw/k
~ pt
EEag, 5.5 = ot : (41)
0
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logy |det( I+ AHH:C)}
gz{ ( MIE ai/k
- P . (42)
Pro + Ppa + M°(2Pp ac + 2Pu + 2P + Pus)
6DPC
EEppc = = (43)
§" tot

where ¢ppc, = max log, det( I+ '7k(H¢<MU) YBAM) ) In the EE equations listed above,
)

(38) and (39) belong to energy evaluations for full array antennas and partially selected
elements based on the respective criteria. In contrast, (40)—(42) incorporate Algorithms 1-3
with low resolution DAC and DPC-enabled transmitters.

Algorithm 1: Initial access-based optimal number selection algorithm.

Input: Dyax, M, f, 7, pt, B

Output: EE, M*, Maximum EE

begin
oot =0,6=0 /* Initializing total power and capacity
for service signal not to affect the first addition in the iteration.
This is the same to when a BS is at down or off state */
pe|HWi|?
T'(Dyax)NoB

/* SNR equals mimimum received power over noise at the cell edge
user */
for 1 =1: length (M) do
©tot(r) < Pro + Ppa + 1(2Ppac + 2P + 2PLr + Pyp) /* Computing
total power consumtion as the number of antenna elements
increases iteratively */

¢(1) =logs (real(det([+ (%)))) /* Computing capacity as the

number of BS antenna elements increases iteratively */

L
EE(1) « pg(()t) /* Computing energy efficiency as the number
tot
| of antenna elements increases iteratively */
if EE(1) > EE(M) then
M* < 1(find(EE = max(EE))) /* Selecting the number of
antennas at wich EE reaches its maximum (first optimal M) */

M~ M /* Full array utilization (no selection) */
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Algorithm 2: Number and element selection after reduced distance.

Input: diy, M*, T(Dyax) , p+ /* Minimum distance, first selected number
of antennas for cell edge users, cell edge pathloss (from
algorithm one), and total transmit power */

Output: EE, M°

begin

Gmax = 0 /* Setting the capacity value to zero; assuming the BS is

at off state */

re-trilateration: fori € k do

7k <= Dax /* Distance update of a user from cell edge to

outskirts or centre of the cell due to mobility */

if Tk 7& dmin then

Prin <= Pt/T(Dpax) /* Minimum received power at the cell
edge */
Py(k) < T(r)Pryyin /* Received power at k user and I'(r) is
the pathloss at a reduced distance */

M* Y5 pi/k
M = AAAEL:lfléf /* finding an optimal number of antennas

Ptot
transmit as a function of the maximum transmit power,

total number of users, and total power. */
round < Y.I(r) /k> M*

F(Dmax)

respective distance */

if M{ # M3 then

goto re-trilateration

Mg+ M3

for 7, = 1: length(M°) do
/* Assuming the range of SNR values from 1 to

length of adaptively selected number of antennas, where

Yo represents average SNR as a function of selected

number of antennas, M’. */

Y
H= ; /* ¥ = rand(k; M*) + jrand(k, M*); this is

random channel matrix for ¥ antennas and k users and H
is the nurmallized channel with the selected branches */

M§ /* where I' is path loss at

5

i=1;
for:=1:M°do
H, = [H 5 [M! M*— ] /* Selecting a column with

maximum channel gain */
copc (M (1) = loga(real (det(I + %o * He * H;)))
/* Computing DPC capacity with selected columns with
maximum gain. */
Gmax = Gmax + max(gppc(M°(1)) /* Selecting maximum
Capacity among the capacity array elements foung in the
iteration where M°(1), where (€ [1,M°] */

L 6(70) ¢ Gmax
EE — 6(70)

p?at
capacity and tital power as a function of selected branches.

04 is computed according to (36) */

/* Calculating energy efficiency with total
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Algorithm 3: Proposed algorithm for low resolution DAC.

Input: pt, 0, Dyax, f

/* Total transmit power, Bandwidth, maximum radius and operating
frequency */
Output: ¢, EE
it = randi([0,1], 1, n]) /* Generating random number of bits */
¢pac = 1/T /* Calculating capacity of DAC with n random bits to be
generated at time T, */
ifgpac < ¢y then

b=1 /* Initialize bit counter */
M« 2b, Gw = ¢pac * loga M® /* Capacity after modulation with
symbol M® x/

Ppac + lef+C22b /* Ppac is DAC power before lowering the

resolution */
while ¢paclogs(2”) < ¢y do
b+—b+1 /* increment the bits by one */
¢(b) = ¢pacloga(2)
if g(b) > ¢y, then
continue /* skip the iteration */

9
EE =
L Ppac

while % > ¢y, do

b=b-1 ﬁDAC “— C]ft + szb /% ﬁDAC is DAC power after lowering

the resolution */
if b==0 then

L break

b

Gdac(b) = 7 )
EE(b) = Gaac/ Ppac,
if — h
i p < Gy, then

L Continue /* Ending iteraton */

The procedures of the above two algorithms are summarized as follows:

In algorithm one, the selection is made with dynamic or nondeterministic channel
conditions. The input for selection is a pilot signal, and the number is identified based
on the optimal value M* of the EE curve.

In algorithm two, the maximum number of antennas M* is transformed to M?, which
was obtained as a new number in algorithm one.

After identifying the minimum received signal at the cell edge and an optimal number
of antennas (M*) using the initial access condition in algorithm one, the number of
antennas is adaptively reduced. Instead of reducing the transmit power when users
move from the cell edge area to the cell centre positions, in this case, the number of
antennas is reduced, maintaining the minimum required SNR for connection quality.
Then, after finding the average SNR, the number is changed from M* to M°.

After identifying M, the branches with best channel gains are selected from M*
iteratively, and the DPC capacity is computed.

The general idea behind algorithm three is stated as follows:

Assuming fixed SNR at the cell edge, the minimum capacity is obtained and considered
as a threshold capacity. Here, the free space propagation model is considered, and
small-scale fading is ignored.
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¢ Through randomly generated bits, the capacity of DAC is calculated and compared
with the threshold.

e If the capacity of DAC, which was obtained with random bits, is greater than the
threshold capacity, then DAC down resolution is done by iteratively decreasing the
number of bits before analogue conversion is done. This reduction in bits ultimately
reduces the operating power consumption of DAC according to (14). This DAC power
directly affects the total system power consumption according to (37).

e Finally, the EE is computed as a function of the capacity and total power with low
resolution. Throughout the evaluation process in this paper, the following parameters
in Table 2 are used.

Table 2. Simulation parameters.

Parameter Description Value
cq Static power of DAC 9 x 10712
c2 Dynamic power of DAC 1.5x107°
B Channel bandwidth 40 MHz
Dipax Cell edge distance 200 m
ipin Minimum distance 3m
f Operating frequency 38 GHz
¥ Total average SNR at the cell edge Priin
N,B
c Speed of light 3x108m/s
T(Dyax) Path loss at cell edge distance (47TD lele )2
T Random bit generation time interval 5ms
pa Amplifier power 0.05 mW
M Mixer power 0.04 mW
Pro Local oscillator power 0.01 mW
e pathdoss model 4448
Prp Low pass filter power 0.012 mW
Pyp Hybrid with buffer power 0.033 mW

5. Results and Analysis

In this section, the simulation results with different scenarios are discussed. Figure 2
illustrates the relationship between distortion and the number of bits or symbols. As the
number of bits or symbols increases, distortion decreases logarithmically, and this accounts for
the increase in bit resolution. As shown from the figure, the distortion reaches its minimum
point when the number of symbols is 7 when the evaluation is at the bit level, and it lasts
until around 65 at the symbol level. Figure 3 shows the effect of the number of symbols
on quantization. Quantization is the inverse of distortion, which increases logarithmically
with the number of symbols. As the number of bits is mapped to each constellation point in
any digital modulation scheme, the number of symbols increases exponentially and directly
affects the quantization level.

The relation between DAC power consumption and energy efficiency is illustrated
in Figure 4. The EE is evaluated through a range of power values from 0.3 to 3.48 mW.
As the power consumption of the DAC increases due to an increase in the number of bits
entering to DAC as in (14); then, the energy efficiency decreases exponentially according
to the EE equation in algorithm two. This happens if the increase in bits affects the total
power consumption more than the capacity. Moreover, an increase in the total power
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consumption with maintained minimum capacity leads to a decrease in the EE. Again, the
graph shows that applying low resolution in DAC lowers power consumption and so that
the EE increases.
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Figure 2. Distortion versus number of symbols with k = 5 or 10 and M = 64.
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Figure 3. Quantization versus number of symbols with BPSK modulation.

The relationship between energy efficiency and the number of antennas considering
the low-resolution DAC and without resolution case is shown in Figure 5. As the number
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of antennas increases, the energy efficiency also increases, and when low-resolution DAC
is applied, the energy efficiency becomes higher than without resolution. The peak EE with
low-resolution is 14.8 and 10.2 Mbits /] with and without low resolution, respectively. The
EE begins to decline after the peak point because the increasing number of antennas on
total power consumption exceeds the increase in capacity, which is achieved due to the
increasing resolution.

2924
2.922
292}
=35
z
‘E’4
5 2018 E
= B3
L 5 18841
W 2916 -~ 23
8
E 1
29141+~ 3
TRy
g Without low With low
2912 b-eo- low resolution  resolution
299 i i H i
0 0.5 1 1.5 2

Power of DAC(mW)

Figure 4. EE evaluation with different DAC power values, and evaluation of the total power con-
sumption with and without low DAC resolution at randomly generated bits.
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Figure 5. Energy efficiency as a function of the number of BS antennas when the number of terminals
k = 30.
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The trade-off between spectral and energy efficiency for the given number of users
with and without low resolution is shown in Figure 6. Both spectral and energy efficiency
increase together for a fixed bandwidth up to the optimal energy efficiency point. For this,
we evaluated the energy efficiency for a different number of user scenarios; for example,
k =5 or 10. For a smaller number of users, the diminishing rate is faster than that of a larger
number. Hence, the EE graph starts declining at 55 and 59 bps/Hz of SE for five users with
low-resolution DAC and without, respectively.

High energy efficiency is achieved with low-resolution DAC for the given spectral
efficiency. The maximum energy efficiency point is 14 Mbits/]J, which is when the spec-
tral efficiency reaches 115 b/s/Hz with ten users and without resolution. It becomes
10.5 Mbits/] for the same number of users and spectral efficiency. Figure 7 depicts the rela-
tionship between energy efficiency, k, and M in a massive MIMO system with statistical and
instantaneous SNR values. For cell edge users in LoS conditions, the outcome is evaluated
using procedures of algorithm one. While the energy efficiency increases with the increase
of M at first, it begins to decline at some point as M continues to grow, according to the
simulation.

In this figure, statistical and instantaneous or fixed SNR are also compared for the same
k. It has been demonstrated that fixed SNR outperforms for small M and under-performs
for large M. EE has also been shown as the number of user terminals increases. However,
due to random channel conditions, EE exhibits different optimal points. Moreover, the
optimal threshold of EE for each configuration varies according to the number of users and
SNR modalities.

108
15 L T T T T
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=)
£ 10F T
£
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ﬂ ! 1 L 1
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Spectral efficiency (b/s/Hz)

Figure 6. Energy efficiency versus spectral efficiency with without low resolution DAC.

Figures 8 and 9 present the results according to the proposed algorithm by combining
the three scenarios, and we compared the performance of each at CI and FSPL using
mmWave and sub-6 GHz frequency ranges. The first scenario entails locating M* from the
entire array at the indoor cell edge, locating M’ according to (23), and finally evaluating
capacity values as ( A%) using combinational permutation. At initial access, equal power
allocation among all BS antenna elements and the point at which the EE graph starts
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diminishing is evaluated using a reference signal. Then, the number of antennas is used as
a baseline for our further considerations.

== K=40 wiith statistical SNR |
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0 20 40 60 80 100 120 140 160 180 200
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Figure 7. Energy efficiency as a function of M base station antennas with P; = 20 mW.

Before the energy efficiency evaluation process, we performed an analysis of teh free
space and CI path-loss models according to their formulations stated in (19) and (20).
Accordingly, the FS model provides higher data rates due to obstruction freedom; however,
CI is more realistic than FS in practical scenarios. Based on this intuition, we applied
an antenna selection algorithm to both, and the results show that a minimal number of
antennas are selected in free space compared to CI.

When CI path loss is applied to mmWave and sub-6 GHz frequency ranges and
compared for fixed total system power, CI with sub-6 GHz is more energy-efficient than
mmWave. Although the high-frequency signal carries larger data than the low-frequency
signal, as frequency increases, the blockage due to different impairments also exhibits low
wavelength, which negatively affects the received signal. Low received signal accounts for
a low data rate at the receiver, so EE is degraded compared to CI. Finally, we found that the
FS path loss with the DPC precoder changes the graph from a logarithmic to almost linear
because only a few antenna elements were selected compared to CL

The effect of the transmit power on the EE is depicted in Figure 9. We evaluated
EE as a function of BS antennas at different power levels for full array and selection
implementations. The system’s performance was also evaluated with and without the non-
linear preceding, which showed that antenna selection with the minimum SNR significantly
improved the energy efficiency with less transmit power and a DPC precoder.

Figure 10 illustrates EE with a number, complex, and random element selection and
finally compares it with full array utilization or no selection. It can be observed that
random number selection followed by complex selection shows better performance than no
selection or full array. However, when it is compared with the number of selections made
with our proposed algorithm and complex selection, random selection still outperforms
for a smaller number of antennas employed and under-performs for large numbers of
antennas.
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Figure 8. Energy efficiency evaluation as a function of the number of BS antennas with at mmWave
frequency, f = 38 GHz and sub-6 GHz, and f = 2.5 GHz.
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Figure 9. Energy efficiency evaluation as a function of number of BS antennas with at mmWave
frequency, f = 38 GHz, and M = 64.

The relationship of energy efficiency with low-resolution DAC and selection are shown
in Figure 11. The EE can be enhanced by applying a low-resolution DAC algorithm even
if the full array is utilized. We also evaluated the random selection after finding the
optimal antennas and applying low DAC resolution. The results show that applying low
DAC resolution still enhances EE as it has a significant role in minimizing the total power
consumption.
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Figure 10. Energy efficiency evaluation with random and complex selection at f = 38 GHz and M = 100.
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Figure 11. Energy efficiency with and without low resolution DAC at f = 38 GHz and M = 100.

Figure 12 presents the complex nature of the proposed selection algorithm and com-
pares it with selected literature that used similar techniques. Complexity, in this case, is
the number of iterations primary and nested loops to happen while selection is made to
identify the branch with better channel gain among the entire array. Hence, the result
also illustrates the system’s complexity when selection incorporates low-resolution DAC

148



Sensors 2022, 22, 1743

according to table one. From the graph, we can observe that random selection is the least
complex even though it has a lower capacity than complex selection. This is because the
selection is made irrespective of the channel gain, which plays a crucial role in enhancing
the capacity and complexity. For random selection, the number of iterations to select M
antennas is only one as it has no combination with the channel branches.

Our proposed algorithm is also compared with [21,28,29], which are among the simplest
and following similar approaches to the best of our knowledge. The complexity order of each
is [21] our proposed technique [28,29] and random selection according to (27) and (28). We
also found that the proposed algorithm is more energy-efficient than random at the cost of
some complexity, which is less than that of [21].

Moreover, since the energy efficiency of the proposed technique has been shown to
surpass random selection and full array utilization or no selection in Figure 11. Figure 12
is to show only how complexity costs while working for energy efficiency; however, the
rate of the effect and trade-off, including the EE of the aforementioned literature, is left
as future work. Therefore, the selection technique meets our main goal of proposing an
energy-efficient system at the cost of some complexity.

x 10
3.5 —a—[21]
— Proposed selection algorithm
3 O With DAC
—&— Random selection
2.5 + e

Complexity pattern (flops)

8 10 12 14 16 18 20
Number of iterations

Figure 12. Computationalx complexity of selection algorithms with adaptive ¢* and M = 64.

6. Conclusions

In this paper, energy-efficient antenna selection techniques were presented. In particu-
lar, we proposed adaptive transmit antenna selection strategies for downlink systems to
minimize the power consumption of RF chain components associated with each antenna
element. The selection process was categorized into two parts to reduce the complexity
arising from several iterations. In the first part, we considered only cell edge users and
found the average minimum SNR value from multiple generations of random channels
to find the number of antennas at which the EE curve reached its maximum and began
declining.

The optimal number of antennas obtained through this process was used as a baseline
for further selection while users moved to the centre of the cell. The selection depended
on the distance and channel condition between the users and a BS in the second case. The
number of antennas to be selected adaptively changed with channel and user distance
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variations. We also proposed low-resolution DAC to further minimize the system'’s total
power consumption to enhance EE.

We evaluated the system’s performance at sub-6 GHz and mmWave frequencies with
CI and free space propagation models. Furthermore, we compared the proposed antenna
selection with and without low-resolution DAC. The results show that selecting only a
few antennas instead of employing all the arrays improved the EE by reducing the total
power consumption. Furthermore, we demonstrated that applying non-linear precoders,
such as DPC, further improved the EE by enhancing the system’s capacity. However, the
combined average EE was found to surpass selection without low resolution at the cost of
some complexity.
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Abbreviations

The following abbreviations are used in this manuscript:

AoA Angle of Arrival

AoD Angle of Departure

BS Base Station

CI Close In

DAC Digital to Analogue Conversion
EE Energy Efficiency

mMIMO  massive Multiple Input Multiple Output
RF Radio Frequency

SE Spectral Efficiency

SNR Signal-to-Noise Ratio

ZoD Azimuth Angle of Departure
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Abstract: In this paper, a wideband circularly polarized (CP) magnetoelectric (ME) dipole antenna
operating at 28 GHz band was proposed for 5G millimeter-wave (mm-wave) communications. The
antenna geometry included two metallic plates with extended hook-shaped strips at its principal
diagonal position, and two corners of truncated metallic plates at the secondary diagonal position.
The pair of metallic vias connected the modified strips to the ground plane to create the magnetic
dipole. The L-shaped probe feed between the strips was used to excite the antenna. The antenna
showed stable gain and wideband characteristics. The simulated and measured results showed that
the proposed CP ME dipole antenna had an overlapping (1511 | < —10 dB impedance and 3 dB axial
ratio) bandwidth of 18.1% (25-30 GHz), covering the frequency bands dedicated for 5G new radio
communications. Moreover, an average gain of 8 dBic was achieved by the antenna throughout the
operating bandwidth. The measured data verified the design concept, and the proposed antenna had
a small footprint of 0.83 A, x 0.83 Aq x 0.125 A, (A, is free space wavelength at the lowest operating
frequency), suitable for its application in 5G smart devices and sensors.

Keywords: magnetoelectric; dipole; circularly polarized; 5G antenna; 28 GHz

1. Introduction

The twenty-first century has experienced tremendous development in the field of wire-
less communication. The fast evolving fifth-generation (5G) technology has brought new
advancements which have posed a great challenge for antenna researchers and engineers.
Large channel capacity and high data rates should be achieved to meet the demands of the
5G communication link. In this scenario, the millimeter-wave (mm-wave) band is used to
fulfill the gigabit high-data transmission, and addresses the lack of wider spectral resource
in the currently allocated band below 6 GHz [1]. Recently, the third-generation partnership
project (3GPP) has allocated new radio (NR) frequency bands in the mm-wave range from
24.25 to 29.5 GHz, which are known as n257 and n258. Figure 1 shows the mm-wave
frequency band distribution adopted by the leading 5G countries in the world [2].

In addition, circularly polarized (CP) antennas have been a unique choice for stable
communication due to their resilience to multipath interference and polarization mismatch-
ing between receiving and transmitting antennas. These features make CP antennas the
desirable candidate for numerous applications including satellite communication, radar
communication, randomly oriented RFID (radio frequency identification) tags, GPS (global
positioning system), and sensors [3-9]. Therefore, the design of CP antennas has always
been a hot topic for antenna designers, compared with linear polarized (LP) antennas. In
the literature, different kinds of CP antennas have been reported for mm-wave applications,
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including patch antenna, aperture antenna, slot antenna, cavity antenna, and magneto-
electric (ME) dipole antenna. The ME dipole antenna is the most popular type of antenna
due to its complementary performance.

27.5 28.35
USAEE I
2
Europem 24.25 27.5
26.5 29.5
South Korea {0 -
27.5 29.5
Japan @
. 24.75 27.5
China [
24 25 26 27 28 29 30 GHz

Figure 1. Global snapshot of the 5G millimeter-wave spectrum.

The concept of the first ever complimentary antenna was proposed by Chlavin
in 1954 [10]. Since then, many structures were proposed based on a slot/dipole or a
slot/monopole combination. In 2006, Luk and Wong introduced a complementary antenna
based on patch and dipole antenna combinations for the first time, achieving wideband
performance [11]. The idea used a pair of copper patches parallel to the ground as an
electric dipole and a pair of copper shorted patches perpendicular to the ground as a
magnetic dipole. The antenna showed linear polarization with wide bandwidth, stable
gain, and low levels of cross-polarization. In the course of designing ME dipole anten-
nas [12,13], less attention has been paid to CP ME dipole based antennas. In the past few
years, some CP antennas based on ME dipole structures have been reported [8,14-21].
In [14], an ME dipole structure was reported to use a pair of bowtie patch antennas and
a pair of trapezoidal-shaped dipoles fed by a Wilkinson power divider to achieve a 3 dB
AR bandwidth of 33%. Moreover, to ensure the CP radiation was presented, an ME dipole
antenna was integrated with a crossed dipole fed by double phased delay rings in [15]. The
proposed antenna achieved 27.67% of 3 dB AR bandwidth. In [16], substrate integrated
waveguide (SIW) and aperture coupled feeding was used to excite an ME dipole antenna
for mm-wave applications. This antenna achieved a 3 dB AR bandwidth of 12.8%. However,
the above-mentioned reported ME dipole antennas showed limited AR bandwidth and had
complex feeding structures. The wideband ME dipole antennas investigated in [17,18] had
the advantage of a wider 3 dB AR bandwidth of 71.5% and 47.7%, respectively. However,
the drawback of these antennas was their huge volume which limits their usage in modern
electronic devices and sensors. On the other hand, the CP ME antennas designed at 60 GHz
band offer wide AR bandwidth/high gain at the expense of large antenna size [19-21].
In [22], the AR bandwidth of the ME dipole antenna was significantly improved (53%)
by employing a novel crossed feeding structure. This design has a high antenna profile
(33.3 mm antenna height) and limited gain (6.6 dBic). A wideband circularly polarized
ME dipole array fed by a complementary SIW power distribution phase shifter was pre-
sented [23]. The single-element antenna gain was 7dBic, while the AR bandwidth was
restricted to 9.7%. To mitigate increased atmospheric losses in mm-wave bands, the gain of
the wideband CP ME dipole antennas was increased in [24,25]. Moreover, the ME dipole
antenna offered the advantages of low-profile and wide bandwidth with LP radiation [26].
In summary, the existing CP ME dipole antennas are suffering from either narrowband
operation or high antenna profiles.

In this paper, a compact, wideband CP ME antenna operating at 28 GHz band is
presented for 5G communications. The antenna’s CP bandwidth covers 25-30 GHz band
(18.1%), covering the frequency bands dedicated for 5G new radio communications. More-
over, the antenna offers stable gain (average 8 dBic) and radiation patterns, with the
advantages of a small footprint (0.9 A, x 0.9 A, x 0.14 A,) for its applications in 5G smart
devices and sensors.
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The rest of the manuscript has been structured as follows: Section 2 explains the
detailed analysis and design of the proposed circularly polarized ME dipole antenna. The
simulated and measured results have been presented in Section 3, while the paper has been
concluded in Section 4.

2. CP ME Antenna Design and Analysis
2.1. Antenna Geometry

The schematics of the proposed CP ME dipole antenna are shown in Figure 2. The
antenna is composed of two metallic strips with an extended hook shape on its principal
diagonal position, two L-shaped metallic strips on secondary diagonal position, and four
sets of via holes. The modified metallic strips above the ground plane act as two planar
electric dipoles. The four sets of via holes, each containing three metallic plated vias, are
shorted between the modified patches and the ground plane. The metallic vias and the
ground plane between them act as a magnetic dipole. The antenna is fed by an L-shaped
probe to achieve low cross-polarization and back radiation levels [27,28]. The metallic
patch of L-shaped probe acts as a coplanar waveguide (CPW) feed between the planar
dipoles, which work as coplanar grounds. A square size (10 mm x 10 mm) Rogers 5880
with a thickness of 1.5 mm was used as the substrate of the antenna. The proposed ME
dipole antenna’s optimized dimensions are summarized in Table 1.

Electric dipoles
L-shaped probe

Magnetic dipole

AN

Ground

(a)

Small patch

Via line

Connector

y
Iﬁ—» x (b)

_ I t II I II Eshnm'ng Vias

X (C)

Figure 2. The geometry of the proposed CP ME antenna: (a) 3D view, (b) top view, and (c) side view.
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Table 1. Optimized dimensions of the proposed CP ME dipole antenna.

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)
t 1.5 Py 1.8 Cy 0.45
Fp 2.5 Sq 0.5 Cs 1
Fy 0.7 S, 1 d; 0.5
Py 3 Cq 0.4 dq 0.7
P, 24 Cy 1.5 dy 0.35
P3 1.4 Cs 0.5 Ay, Ay 10

During the antenna design, we found that the antenna offered optimum performance
under the given constraints of the optimized parameters. Changing any parameter may
disturb the AR or impedance bandwidth, or even both. In particular, varying the length
of the patch (Fq) changed the |Sq; | resonance of the antenna, however, the AR resonance
did not change significantly. The distance between the monopole and metallic strips (S;)
and S; was sensitive to both |57 | and AR bandwidth. A small change may deteriorate the
overlapping bandwidth. Similarly, all other parameters, especially S1, C1, Cp, C3, C4, and
Cs should be carefully tuned to achieve the best possible usable bandwidth.

2.2. CP Mechanism

The CP mechanism of the proposed ME dipole antenna can easily be understood
by visualizing the surface current distributions on coplanar electric dipoles, as shown
in Figure 3. The surface current distributions were examined and recorded at 28 GHz
for different time phases of 0°, 90°, 180°, and 270°. It can be noticed that the vector
representation of surface current rotates in an anti-clockwise direction as the phase shifts
from 0° to 90°, 180°, and 270°. The resultant vector of these surface current distributions
makes a quasi-loop due to the rotational symmetry of this antenna, a necessary condition
for CP radiation [29-31]. Thus, the proposed ME dipole antenna generates right-hand
circular polarization (RHCP) in the positive z-axis direction.

Figure 3. Surface current distributions of the proposed CP ME dipole antenna for different time
phases at 28 GHz.

The origin of CP radiations in the antenna is further explained by considering the
degenerated modes which are excited in the planar electric dipoles and L-shaped microstrip
patch antenna, separately. At time t = 0, the aperture of the shorted L-shaped patch acquires
maximum surface current, and similarly for the time t = T/2, but at this latter time, the
direction of surface current is opposite. Therefore, this causes induction of equivalent and
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orthogonal magnetic current in the aperture of the same L-shaped patch along the x-axis,
which causes a 90 degree phase difference with respect to electric surface currents. In time
t =T/4 and 3T/4, the planar electric dipoles attain maximum and opposite directed electric
surface currents at their edges. It can be noted that the direction of electric surface currents
on planar dipoles is also along the x-axis. Hence, the equivalent electric and magnetic
currents are directed in the same direction and are in phase. This is how the proposed
antenna can generate the CP radiation.

3. Results and Discussion

The proposed CP ME dipole antenna’s prototype was fabricated and measured to
verify its performance, as shown in Figure 4. Figure 4a shows the fabricated prototype
of the proposed antenna. The setup for the antenna far field measurements is illustrated
in Figure 4b. The antenna was measured in a multi-probe 360 degree scanning anechoic
chamber. Overall, the simulated results showed good agreement with the measured results.

Figure 4. Photographs of the proposed CP ME dipole antenna: (a) fabricated prototype and (b) far
field measurement setup.

3.1. S-Parameters and Axial Ratio

The measurement result for the S-parameter 15111 was obtained using a network
analyzer (Rohde and Schwarz ZVA 40) in open air condition. The little difference in
simulated and measured results, as shown in Figure 5a, was due to connector/cable
losses. The proposed antenna has an impedance bandwidth for 1S;1 | < —10 dB was 24.6%,
that is, from 24.1 to 31.0 GHz. The simulated and measured 3 dB AR bandwidth of the
proposed antenna was 18.1%, ranging from 25 to 30 GHz, as shown in Figure 5b. Thus, the
overlapping operating bandwidth of the antenna covered the important band spectrum
proposed for 5G mm-wave applications.
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Figure 5. Proposed CP ME dipole antenna: (a) S-parameter |S;; |and (b) axial ratio.

3.2. Broadside Gain and Efficiency

The simulated and measured broadside gain of the proposed antenna is shown in
Figure 6a. The antenna showed a stable broadside gain of 8 dBic with a deviation of only
+0.5 dBic within the frequency range of interest. Moreover, the antenna also offered high
efficiency, both total and radiation efficiency, due to good antenna impedance matching
(Figure 6b). The simulated radiation efficiency of the antenna was more than 96%, which
was in close agreement with its measured value. The measured total efficiency was observed
to be a little lower than its simulated values (88%) due to possible cable/connector and

substrate losses.
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Figure 6. Proposed CP ME dipole antennas: (a) broadside gain, (b) radiation efficiency and total

efficiency.

3.3. Radiation Patterns

The measured and simulated radiation patterns of the proposed antenna are shown in
Figure 7. The radiations patterns were analyzed in both the xz- and yz-principal planes for
28.5 GHz and 29.5 GHz frequencies. Since the LHCP radiations were minor, the antenna had
stable RHCP radiation patterns. At 28.5 GHz, the antenna showed a gain of 8.2 dBic, a front to
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back ratio of 26.9 dB, and an angular beamwidth (3 dB) of 61.1 and 74.3 in xz- and yz-planes,
respectively. At 29.5 GHz, the antenna showed a gain of 8.3 dBic, a front to back ratio of
26.7 dB, and angular beamwidth (3 dB) of 58 and 76.5 in xz- and yz- planes, respectively.

29.5 GHz

RHCP (sim.)
= = == = = RHCP (mea.)
0 = = = = LHCP (sim.)

N
=
<
w
*
5]

Figure 7. Radiation patterns of the proposed CP ME dipole antenna for different frequencies.

3.4. Performance Comparison

Table 2 shows the comparison of the proposed antenna with the similar state-of-the-
art CP ME dipole antennas. To ensure a fair comparison, different performance metrics
including antenna design geometry, antenna volume, frequency of operation, polarization,
AR bandwidths, and the peak gain value are considered. It can be seen from the table
that the proposed antenna demonstrated outstanding performance in terms of overall
size, AR bandwidth, and peak gain. Many interesting designs of CP antennas based on
ME dipole structure have been reported [8,16-25]. The proposed antenna is the smallest
among its competitors with comparable gain and CP bandwidth. The antennas presented
in [8,16] have smaller gain narrow bandwidth. The antennas presented in [17-19] have
superiority in terms of bandwidth at the expense of larger antenna size, although, their
gain performance is comparable with our proposed antenna. The antenna design in [20]
has the advantages of higher gain (10.4 dBi), however, it has the limitations of narrower
bandwidth and larger antenna profile. Similarly, the mm-wave ME CP antenna in [21] has
the merits of wide bandwidth but has lower gain and a larger size. Although the design
developed in [22] offers a very wide AR bandwidth due to its novel feeding mechanism,
it has limited gain and 3D geometry with a high antenna profile. The CP ME antenna
arrays offer wideband and high gain due to their increased number of radiating elements,
which, of course, increases the antenna size and complex feeding networks [23-25]. It is
noted that our antenna consists of a single element and has a stable gain (average 8 dBic)
with a deviation of only 0.5 dBic. In conclusion, the proposed antenna outperforms the
existing CP ME dipole antennas with its highest gain of 8.5 dBic, wide 3 dB AR bandwidth
(18.1%), and a small volume of only 0.83 A, x 0.83 A, x 0.125 A, Since MIMO antennas
with increased gain are the key requirements for the 5G systems [32], this work can be
extended for MIMO configuration with enhanced isolation in the future.
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Table 2. Performance comparison of the proposed CP ME dipole antenna with the reported works.

Ref. Antenna Type Antenna Volume (Ay®) fc (GHz)  Polarization 3 dB ARBW (%) Peak Gain (dBic)
[8] ME dipole antenna 1.54 x 0.48 x 0.291 29 CP 4.8 51
[16] ME dipole antenna 1.18 x 1.05 x 0.122 24 (@Y 12.8 7.8
[17] ME dipole antenna 1.6 x 1.3 x 0.26 25 (@ 715 8
[18] ME dipole antenna 1.1 x 1.1 x0.29 22 CP 47.7 8.6
[19] ME dipole antenna 6 x 6 x 0.305 60 (@ 234 8.6
[20] ME dipole antenna 1.12 x 3.03 x 0.6 60 (@ 11.6 10.4
[21] ME dipole antenna 1x1x0.315 60 (@ 219 7.9
[22] ME dipole antenna 0.85 x 0.85 x 0.18 23 CP 532 6.6
[23] ME dipole antenna array Not given 28.8 cp 9.7 7
[24] ME dipole antenna array Not given 35.2 cp 44 19.2
[25] ME dipole antenna array Not given 27 (@ 27.8 20.2
This work ME dipole antenna 0.83 x 0.83 x 0.125 28 CP 18.1 8.5
4. Conclusions
An ME dipole antenna with RHCP radiation for unidirectional radiation characteristics
is characterized and achieved for 5G mm-wave communication systems. The proposed
antenna comprises two pairs of rotational symmetric electric dipoles and two pairs of
metallic vias perpendicular to the ground plane, acting as a magnetic dipole. An L-shape
probe is used to excite the antenna. Owing to the shape of the electric dipoles together
with the complementary effect, it produces CP radiations. This antenna has impedance
bandwidth of 24.6 for 1S | < —10 dB and 3 dB AR bandwidth of 18.1%. The antenna has
achieved a peak gain of 8.5 dBic with a compact overall size of 0.83 A, % 0.83 A, x 0.125 A,.
The wide CP bandwidth, stable radiation characteristics, high efficiency, and low profile of
the proposed antenna makes it a suitable candidate for 5G smart devices and sensors.
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Abstract: A compact flexible multi-frequency antenna for smart portable and flexible devices is
presented. The antenna consists of a coplanar waveguide-fed slotted circular patch connected to
a rectangular secondary resonator (stub). A thin low-loss substrate is used for flexibility, and a
rectangular stub in the feedline is deployed to attain wide operational bandwidth. A rectangular
slot is etched in the middle of the circular patch, and a p-i-n diode is placed at its center. The
frequency reconfigurability is achieved through switching the diode that distributes the current by
changing the antenna’s electrical length. For the ON state, the antenna operates in the UWB region
for —10 dB impedance bandwidth from 2.76 to 8.21 GHz. For the OFF state of the diode, the antenna
operates at the ISM band (2.45/5.8 GHz), WLAN band (5.2 GHz), and lower X-band (8 GHz) with
a minimum gain of 2.49 dBi and a maximum gain of 5.8 dBi at the 8 GHz band. Moreover, the
antenna retains its performance in various bending conditions. The proposed antenna is suitable
for modern miniaturized wireless electronic devices such as wearables, health monitoring sensors,
mobile Internet devices, and laptops that operate at multiple frequency bands.

Keywords: compact antenna; frequency reconfigurable; multiband; conformal antenna

1. Introduction

The advancements in wireless technology and electromagnetic spectrum limitations
have led to the development of multi-standard and multi-application devices. Considering
this, an antenna with the characteristic of adaptability to various practical applications and
standards is necessary. Hence, due to the dynamic characteristics and capability to modify
properties such as polarization, radiation pattern, and frequency, along with system require-
ments, reconfigurable antennas have recently received a large amount of attention [1-8].
In particular, a frequency reconfigurable antenna is beneficial for various applications.
Frequency reconfigurability can be achieved by using electrical switches [9-11], varactor
diodes [12-15], p-i-n diodes [16-19], and radio-frequency micro-electromechanical systems
(RE-MEMS) [20-22]. The electric switching technique has the advantage of lower voltage
requirements, whereas RF-MEMS provide higher switching time. The p-i-n diodes have
been widely used as reconfigurable techniques due to characteristics such as compactness
and good switching time (1 to 100 microseconds) [23].

Sensors 2022, 22, 2601. https:/ /doi.org/10.3390/522072601
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Moreover, the increasing requirement of compact, conformal devices, and wearable
gadgets has drawn researchers” attention towards flexible, low profile, and light-weight
antennas. Thus, in addition to reconfigurability, flexibility is also a significant character-
istic required by modern-day applications such as e-health monitoring, biosensing, and
e-utility [24]. Although frequency reconfigurable antennas have been investigated widely
in recent years, most of these designs have used rigid substrates. By comparison, few
antenna designs have been recently reported in the literature, in which reconfigurability
and flexibility have been integrated [25-29]. The antenna design proposed in [25] is an
inkjet-printed flexible, reconfigurable antenna with overall dimensions of 53 x 31 mm?. In
addition, a p-i-n diode is used for reconfigurability purposes. In another work [26], a recon-
figurable antenna is reported for wearable applications. For this antenna, reconfigurability
is realized using a p-i-n diode. In order to improve the performance of the antenna, an
artificial magnetic conductor (AMC) surface is assimilated with the antenna. The proposed
structure has an overall size of 83 x 89 mm?. Similarly, the work in [27] presented an
inkjet-printed conformal antenna with geometrical dimensions of 30 x 40 mm?, where
frequency reconfigurability is achieved by employing two diodes. Another reconfigurable
antenna is reported in [28] with a substrate size of 59.8 x 59.8 mm?. In addition to reconfig-
urability, the antenna is flexible, and a conductive fabric is used to design the antenna on
a polydimethylsiloxane (PDMS) substrate. Moreover, the antenna design demonstrated
in [29] is a conformal antenna, and frequency reconfigurability is obtained using two p-i-n
diodes. The geometrical size of the reported structure is 50 x 30 mm?. The works in [30,31]
proposed flexible antennas with frequency reconfigurability. The proposed system pre-
sented in [30] obtains reconfigurability by employing two p-i-n diodes, and the dimensions
of the substrate are 24 x 19 mm? with a thickness of 1.53 mm. It can be observed that,
although the reported antennas discussed here are both flexible and reconfigurable, these
antennas have relatively larger dimensions, which restrict their usage in wearable and
compact devices. In addition, these antennas have a relatively low gain. Thus, it can
be deduced from the aforementioned discussion that a compact, high gain, flexible, and
reconfigurable frequency antenna having a practical demonstration using diodes is still a
challenge for researchers.

In order to overcome the limitations and discrepancies of the earlier reported antenna
designs, this work proposes a compact and flexible antenna design for the ISM, WLAN,
X-band, and UWB frequency bands. In addition, frequency reconfigurability is achieved by
incorporating a p-i-n diode. Hence, the three bands can be merged into a single wideband
(2.81-8.41 GHz) using this p-i-n diode. The omnidirectional radiation pattern and stable
performance over a wide range of frequencies make this antenna desirable for a variety of
applications.

2. Antenna Design Methodology
This section is divided into subsections for the ease of understanding.

2.1. Geometry of the Proposed Design

A circular planar radiator was chosen as the basis of the antenna design due to its
inherent wide bandwidth. A coplanar waveguide (CPW) feed technique is used to excite
a circular radiating patch that has a rectangular slot at its center. The circular patch has a
radius R = 11 mm. The resonant frequency (f) and the corresponding radius of the patch

are estimated using [31]:
1.8412 - ¢

- 47TRgff, /Seff

where c is the free-space speed of light (3 x 108 m/s), and R,y is the effective radius of the
patch whose value is estimated using;:

2H R
Reff = R\/l e R (ln <ﬁ> + 1.7726) @

f @
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In (2), R is the physical radius of the patch, H is the thickness of the substrate and e,
is the effective dielectric constant, which can be calculated by:

g+1 g—1 H\ % H\?
teff = T {<1+12Ax> +0.04 1—A—X @)

where ¢, and A, are the dielectric constant and the width of the substrate, respectively.
The schematic of the proposed frequency reconfigurable antenna is shown in Figure 1.
A rectangular stub with dimensions Sx x Sy is also inserted between the patch and feedline.
The stub is employed to enhance the relatively narrow bandwidth of the circular patch.
A rectangular slot is etched on the circular radiator to add additional capacitive load and
allow the p-i-n diode to be inserted at the center of the slot to achieve frequency reconfigura-
bility. The rectangular slot and the p-i-n diode control the amount of current by electrically
connecting and disconnecting the upper part of the radiator with the lower part. With this
arrangement, the diode generates the multiband and UWB modes. A detailed discussion
on the working principle of the proposed antenna is presented in the subsequent sections.

Ax — H1e—
Via pad

E——n onp 0

I_R
4 ] 0

Vb

= "
— F jle— G,
— Cy — — £1 ©

(a) (b) (©)

Figure 1. Schematic of proposed frequency reconfigurable antenna: (a) top-view, (b) bottom-view,
and (c) side-view.

The antenna is printed on a thin (7 = 0.254 mm) Rogers RT5880LZ substrate with
relative permittivity e, = 2.1 and loss tangent tand = 0.0024 [32] This substrate is made of
polytetrafluoroethylene (PTFE) composites and was chosen for its low-loss and flexible
nature. These attributes make it a desirable substrate for flexible antennas.

2.2. Simulation Setup

The commercial finite element method-based HFSS [33] was used to simulate the
proposed antenna. To avoid unwanted fabrication tolerance errors and effects from the
SMA connector on the antenna, a 3D model of the 50-() SMA connector was designed and
used to excite the proposed antenna in simulations. To model the real p-i-n diode switches,
the equivalent circuit model of the Infineon model 3 BAR-50C-SC79 [34] was incorporated
using lumped element parallel RLC boundary conditions. The equivalent circuit model
of the diode in ON and OFF states is shown in Figure 2. In the ON state, a 4.5 () resistor
is in series with a 0.15 nH inductor (Figure 2a). In the OFF state, a 0.15 nH inductor is in
series with the parallel combination of a 5 k) resistor and a 0.15 pF capacitor (Figure 2b).
Keeping in mind the practical issues related to measurements i.e., limiting the RF and
DC current flowing towards the diode, an RF choke comprising a 68 nH inductor and a
1-kQ) resistor were utilized, as shown in Figure 2c. In addition, to accommodate biasing
circuitry for the diode during measurements and eliminate any effect of the biasing circuitry
on the radiating patch, two small biasing pads were incorporated on the bottom side of
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the proposed antenna. The optimized design is shown in Figure 1 and has the following
dimensions: Ay =35 mm, Ay =25 mm, H = 0.254 mm, Cx =5 mm, C, = 11 mm, Sy = 6 mm,
Sy=9.5mm, r=11mm, F=1mm, G3 =1 mm, G; =1 mm, G =2.3 mm.

- S Y :
: T C i
: } " v T
: = S g
: % g |
i3 |g " =
EE = Vac ;
R S T 0 S

Figure 2. Diode equivalent model: (a) ON-state, (b) OFF-state, and (c) biasing circuit.

2.3. UWB Antenna Design

The fundamental CPW fed circular patch antenna was designed using (1)—(3). The
resulting antenna resonates at 2.45 GHz with an impedance bandwidth of 2.25-2.72 GHz.
Figure 3 (blue curve) illustrates the reflection coefficient of the elementary circular radia-
tor. To broaden the narrowband operation, various techniques, including metamaterials,
complex geometrical structures such as DGS, and etching slots, have been adopted [24-27].
Here, a uniplanar rectangular secondary resonator (stub) is introduced between the circular
radiator and the feed. The stub acts as a high-frequency resonator and adds higher resonat-
ing frequencies to the circular radiator, resulting in a more wideband antenna. In other
words, the field distribution of the conventional monopole antenna is altered due to the
insertion of the rectangular stub, which supports multiple higher-order resonances instead
of having only the single matched resonance offered by the circular radiator. The added
bandwidth of the stub-loaded antenna results in a combined 5.8 GHz (2.4-3.8 GHz and
4.8-9.2 GHz) bandwidth, instead of only the 470 MHz (2.25 GHz-2.72 GHz) bandwidth
that was achieved by the circular monopole itself.

Frequency(GHz)

Figure 3. |57 | comparison among various steps included in the antenna design.
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Although a wideband antenna was achieved, a small portion of the bandwidth was
slightly mismatched. Capacitor loading is a well-known technique to enable lower res-
onances and improve impedance matching [35]. Instead of loading the antenna with a
physical capacitor, here, an electrical method was employed by etching a rectangular slot at
the center of the circular radiator. The slot thickness was optimized so that the mismatched
band could be matched by controlling the capacitance generated by the slot. The impedance
bandwidth of the antenna before and after the insertion of the slot is shown in Figure 3
(black curve). It is observed that the stub-loaded antenna with the slot exhibits an ultrawide
impedance bandwidth of 5.6 GHz, ranging from 2.81 GHz to 8.41 GHz.

2.4. Multiband Antenna Design

The designed UWB antenna was further utilized to develop a tri-band antenna. A
small path is provided for the current to flow from the lower to the upper part of the
radiator through a p-i-n diode in the ON state, as shown in Figure 3 (magenta curve). This
path alters the capacitance of the slot, and the antenna exhibits a tri-band resonance. The
first notch band was expected due to the disturbance in the capacitive load of the antenna.
It is observed from Figure 3 that the antenna with the stub has a notched band inside the
UWB region. The second notched band is due to the presence of two rectangular slots
formed as a result of setting the diode ON. These slots behave like a band stop filter and
thus cause higher band mitigation on the radiator. Moreover, a significantly lower current
is present around the stub, which results in the suppression of the 3.75 and 6.5 GHz bands,
as depicted in Figures 4b and 4d, respectively. The geometric modifications in the resultant
antenna exhibit three passbands having resonances at 2.45, 5.5, and 8 GHz, as shown in
Figure 3 (magenta curve).

| . . . .
i} .

(d

Figure 4. Distribution of current density on the surface of antenna at (a) 3.75 GHz [diode-OFF],
(b) 3.75 GHz [diode-ON], (c) 6.5 GHz [diode-OFF], and (d) 6.5 GHz [diode-ON]. Comparison among
the various steps included in the antenna design.

2.5. Parametric Analysis

A parametric study was performed to analyze the effects of the different antenna
parameters on the antenna impedance. For better understanding, the diode OFF state
was parametrically analyzed. It was noticed that the length (Sy) and width (Sx) of the
rectangular patch deployed between the CPW and circular patch plays a key role in
matching the impedance at different frequencies by controlling the amount of current flow
on the antenna geometry. Figure 5a shows the effect of Sy on 151 1. An increase in the
length of Sy from the optimized value of 9.5 mm results in better matching while disturbing
the operational bandwidth. Conversely, a decrease in Sy results in comparatively better
bandwidth. However, the reflection coefficient increases significantly.
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Figure 5. |Sy; | analysis for different (a) length of rectangular patch Sy, (b) width of rectangular
patch Sx, and (c) width of slot G3.

Similarly, Figure 5b shows that a reduction in the length of Sx from the optimized
value of 6 mm results in better matching (1541 | < —10 dB) at higher frequencies. Contrarily,
by decreasing the width of the slot G3 from the optimized 1 mm, the reflection coefficient
increases at lower frequencies, whereas an increase in G3 results in a mismatch at higher
frequencies (Figure 5¢). Considering these parameters, the optimized values were chosen
to achieve the maximum bandwidth by considering 1511 | < —10 dB.

3. Results and Discussion

The simulation results and its comparison with measured results are presented in this
discussion.

3.1. Measurement Setup

To validate the working principle of the antenna, the antenna shown in Figure 1 was
fabricated, and a photograph of the fabricated prototype is shown in Figure 6. Standard
chemical etching was used for the fabrication and the scattering (S) parameters of the
antenna were measured using a calibrated HP 8720D Vector Network Analyzer (VNA). To
practically verify the reconfigurable operation, an Infineon (#BAR-50C SC79) p-i-n diode
was soldered to the top side of the antenna, as depicted in Figure 6a. The biasing circuit
was defined on the backside of the antenna (see Figure 6b) to prevent degradation of the
radiation characteristics of the antenna. Two conducting vias were drilled in the radiating
patches to provide bias voltages for the diode operation. A battery of 3 V was connected for
the flow of current through the resistor and inductor, to turn on the diode, named ON-state.
When the battery was disconnected, no current flowed through the diode and it behaved
like an open circuit, referred to as its OFF-state.

Resistor

. Inductor

(@)

—~
=
=

Figure 6. Fabricated prototype: (a) top-view and (b) bottom view.

=
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Sul (dB)

3.2. Scattering Parameters

In Figure 7, the measured and simulated S-parameters are compared. When the
diode is OFF, the antenna exhibits matching less than —10 dB over the 5.34 GHz band
ranging from 2.76 to 8.1 GHz, compared with the simulated 5.6 GHz from 2.81 to 8.41 GHz.
When the diode is switched ON, the antenna resonates at three frequencies: 2.47, 5.25,
and 8.1 GHz, having an impedance bandwidth of 920 MHz (2.12-3.2 GHz), 2170 MHz
(3.95-6.12 GHz), and 1200 MHz (7.71-8.83 GHz), respectively, as depicted in Figure 7b.
The respective simulated values show resonances at 2.45, 5.2, and 8 GHz and with similar
respective bandwidths.

-5 - =z
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’
10 \ J -
Vo aa]
[ x=-7 4 =
15 Y N 4 Ay =.
g ! %
1oy,
-20) v " oy -
Vel
1
-25) .|l == Simulated 250 e Simulated
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L ] L L L L L JoYe I | L L | L L
3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 10
Frequency(GHz) Frequency(GHz)
(a) (b)

Figure 7. Simulated and measured |Sy; |: (a) diode ON and (b) diode OFE.

3.3. Conformability Analysis

Flexibility and conformability are key requirements of flexible devices and a key ad-
vantage of the proposed antenna. Ideally, the antenna radiation should remain unchanged
under both flat and flexed conditions. The conformability analysis was performed by
bending the antenna on a cylindrical foam along the x- and y-axis, as depicted in Figure 8.
The radius of the foam cylinder was chosen to be 20 mm as a realistic arm radius. With
the diode in the OFF state, the antenna exhibits wide operational bandwidth and good
agreement between simulations and measurements under both bending scenarios.

)
fil

T

. —mNe—
> B
O B

~
&

(b)

Figure 8. Antenna under conformal condition: (a) bending along the x-axis and (b) bending along
the y-axis.

Similarly, Figure 9b illustrates that with the diode ON, the antenna exhibits a tri-band
mode with almost identical 1S;1 1. With the overall flat and flexed conditions having
practically similar performance, the application of this antenna for both rigid and flexi-
ble/wearable devices was validated.
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Figure 9. Conformability analysis of the proposed antenna: (a) diode ON, (b) diode OFF.
3.4. Far-Field Analysis

To observe the far-field radiation, the antenna was measured in a calibrated anechoic
chamber as shown in Figure 10. The fabricated prototype was placed on a turntable in
front of a broadband double-ridged horn at a far-field distance. Figure 11 shows the
measured radiation patterns of the antenna for p-i-n diode ON and OFF at both E- and
H-planes. The antenna has near-omnidirectional patterns at 2.45, 5.2, and 8 GHz in the
principal H-plane, whereas for the E-plane, a tilted bi-directional pattern is observed, which
is more prominent at higher frequencies (Figure 11a—c). A similar omni-directional H-
plane pattern is observed for the ON state with a slightly tilted bi-directional E-plane at
the selected frequencies of 3.2 and 5.8 GHz (Figure 12a,b). Overall, excellent agreement
between measurements and simulations is observed at all frequencies for the diode’s ON
and OFF states.

Figure 10. Far-field radiation pattern measurement setup.

= m= « F-Plane (Simulated) == = == E-Plane (M d) H-Plane (Simul:

Figure 11. Radiation patterns of the proposed antenna for multiband mode: (a) 2.45 GHz, (b) 5.2 GHz,
and (c) 8 GHz.
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Figure 12. The proposed antenna’s radiation patterns for UWB mode: (a) 3.2 GHz and (b) 5.8 GHz.

Figure 13a compares the simulated and measured gain in the ON and OFF states. The
antenna exhibits a minimum gain of 2.49 dBi at 2.45 GHz and a maximum gain of 5.8 dBi at
8 GHz for the passband. Moreover, the gain decreases by up to —3 dBi in the band stop
regions, which suffices to reject potential undesired interference in the ON state. Similarly,
the simulated efficiency of the antenna has a minimum value of 80% in the operational
band, whereas in the band stop region it decreases by up to 22%, as shown in Figure 13b.
Thus, the antenna efficiently operates in the UWB and tri-band modes, depending upon
the user requirements, by simply switching a single p-i-n diode.
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Figure 13. (a) Gain and (b) radiation efficiency of the proposed antenna.

3.5. Performance Comparision

The presented work was compared with the state-of-the-art works reported in liter-
ature, as summarized in Table 1. It can be observed that few works [17,18,27] are recon-
figurable with good impedance bandwidth and significant gain; however, these designs
have been employed on rigid substrates, which limit their effectiveness for various wireless
communication applications. Other works presented in [25,26,28-30], demonstrate the ad-
vantages of reconfigurability and flexibility; however, these antenna structures either have
larger dimensions or exhibit narrow bandwidth and low gain as compared to the proposed
antenna. It is worth noting that this design uses only a single diode to achieve multiple re-
configurable bands. This comparative analysis verifies the usefulness and suitability of the
proposed reconfigurable antenna for various modern-day wireless communication systems.
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Table 1. Performance comparison of the proposed antenna with other frequency reconfigurable
antennas.

References

Antenna Size
(mm?)

No. of Reconfigurable Peak Gain

Operating Modes Diodes Flexibility Frequency Range (GHz) (dBi)

[17]

349 x 31

UWB and UWB with

dual or tri narrow bands 4 No 2137105 52

[18]

88 x 83

UWB and tri-band No 2-6 3.07

[25]

31 x 59

Single and dual band Yes 2.27-3.77 1

[26]

89 x 83

Single and dual band Yes 2.2-39 6.4

[27]

40 x 45

Single and dual band No 1.5-4 2

[28]

51.8 x 59

Single band Yes 2.36-3.9 3.6

[29]

50 x 33

Single and dual band Yes 2.18-3.8 3.2

[30]

24 x 19

Single, dual and tri-band Yes 2.3-5.75 3.73

This Work

35 x 25

RN NN~ =]

UWSB and tri-band Yes 2.12-8.91 5.8
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1.
2.

4. Conclusions

A compact and flexible CPW-fed antenna that consists of a circular patch connected to
a rectangular stub is demonstrated here to operate at three different frequencies, or in the
UWSB region on demand, using frequency reconfigurability enabled by the use of only one
p-i-n diode. The proposed antenna has the combined advantages of compact size, flexibility,
and frequency reconfigurability with stable frequency and radiation pattern responses
under planar and flexed conditions. The antenna operates in the ISM band at 2.45/5.8 GHz,
the WLAN band at 5.2 GHz, and the lower X-band at 8 GHz with 2.49, 3.3, and 5.8 dBi
gain, respectively. When the upper and lower parts of the circular patch are connected
with a p-i-n diode, the three frequencies merge into a single wideband ranging from 2.76 to
8.41 GHz. The compactness, simple structure, and flexibility were studied by comparing
the proposed antenna with current state-of-the-art designs. The stable performance of
the proposed antenna in bending and flat conditions makes it an excellent candidate for
compact wireless electronic devices simultaneously operating at different frequencies in
the ISM, WLAN, and UWB bands such as mobile Internet devices, laptops, smartphones,
health monitoring biosensors, and wearable electronics.
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Abstract: A filtering slot antenna with a simple structure combination using characteristic mode
analysis (CMA) is proposed. To realize filtering characteristics, characteristic magnetic currents of
line and ring slots are analyzed and designed. Then, the folding-line slot and double-ring slot are
selected to realize radiation null separately and combined to construct the basic slot antenna. By
properly exciting the selected characteristic modes, a wide filtering bandwidth and a stable gain are
obtained. To validate the design process, a prototype antenna with a finite ground plane of about
1.1 A x 1.1 A is designed and fabricated. Simulated and measured results agree well, which both
show a sharping roll rate in the lower and higher frequency and a flat gain realization in the pass
band. The filtering bandwidth is 32.7%, the out-of-band suppression level at the higher frequency is
over 20 dB, and the gain in the working frequency varies from 3.9 to 5.2 dB.

Keywords: filtering antenna; stable gain; characteristic mode analysis; radiation nulls; magnetic current

1. Introduction

With the rapid development of wireless communication technology, compact size, high
integration, and multiple functions are highly demanded in electronic systems including
various RF circuits and components. Therefore, due to the advantages of selectivity, out-
of-band suppression, antennas with filtering response and compact size attract lots of
attention [1-15]. It is common to design filters and antennas separately and cascade them
with good impedance matching to achieve filtering characteristics, which inevitably brings
insertion loss and introduces extra sizes. Therefore, new co-design methods for filter and
antenna integration are proposed. One typical approach for filtering antenna realization is
to replace the filter’s last stage resonator with the antenna radiator [6-8]. Antennas using
this method usually need multiple filter resonators and specific antenna radiator selection,
which would introduce extra area and insertion loss. Another approach is to introduce
specific element units to realize radiation nulls in the far zone. These units include stacked
patch and multiple shorting pins [9], metasurfaces, and parasitic elements [10-12]. As this
design introduces additional units as well, the whole profile is still high and the design
methods are relatively complex.

Nowadays, due to its direct insight into the antenna radiation principle, CMA becomes
popular [16-22]. It has been found that simple structures without complex combinations
can be used to achieve wide bandwidth and other outstanding characteristics [16-19].
Therefore, with a special design, it is possible to obtain a wideband filtering antenna
if the characteristic current of the antenna can cancel each other. However, after our
further survey, we find that there are few published reports on filtering antenna realization
using CMA.

In this paper, a simple-structured combined-slot antenna with filtering response is
proposed and analyzed using CMA. The antenna employs two simple slot structures
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including a deformed folding-line slot and a double-ring slot. The deformed folding-line
slot is designed from the basic line slot, and the double-ring slot is designed from the
single-ring. Using CMA, specific characteristic modes and characteristic magnetic currents
are selected to generate radiation nulls. Then, the filtering characteristic is achieved by
merging the radiation nulls with a properly designed feeding structure. To demonstrate
the design process, a prototype of the antenna is fabricated and measured. Simulated and
measured results both indicate that the proposed slot-combined antenna obtains a wide
filtering bandwidth and a flat realized gain with sharping roll rate.

This paper is organized as follows. In Section 2, the antenna design stages are given,
and two simple slot structures including the folding-line slot and the double-ring slot are
analyzed separately using CMA. Then, the filtering antenna with a combination of the
above two slots is proposed and its CMs are analyzed to explain the filtering achievement.
In Section 3, a prototype antenna is fabricated and measured to verify the total analysis
and the design process. Section 4 gives the conclusion of this paper.

2. Antenna Design
2.1. Antenna Design Stages

It has been proven that combined CMs can be introduced by a probe-fed slot antenna,
and the characteristic magnetic currents with proper excitation on the slot antenna can be
used to broaden the antenna’s bandwidth with additional stubs [19]. Inspired by the fact
that radiation nulls can be generated if electric or magnetic currents on the antenna flow in
opposite directions, we consider that slot antennas using CMA can be easily used to bring
radiation nulls in specific frequencies. Furthermore, filtering response can be achieved
when two radiation nulls are realized separately. Figure 1 shows the filtering antenna
design stages. Firstly, two simple structures including a sing-ring slot and line slot are
selected. Based on the basic slot structures in Ant.1, Ant.2 can be created to realize radiation
nulls using CMA. Then, a double-ring slot and folding-line slot are combined (Ant.3) to
achieve filtering characteristics. To improve the impedance matching, Ant.4 (the proposed
design) is designed based on Ant.3 by introducing a pair of additional arc-shaped slots
inside the inner ring, which are used for impedance matching.

=400

@ (b) (©)

Figure 1. Antenna design stages. (a) antenna 1, (b) antenna 2, (c) antenna 3, (d) antenna 4.

In the following section, a detailed analysis is given using CMA, including a folding-
line slot antenna, double-ring slot antenna, and combined-slot antenna. All the simulations
performed below were carried out with CADFEKO Suite 7.0. All the cases discussed below
are presented on the FR4 substrate, its permittivity ¢, is 4.4 and its height is 0.5 mm. For
simulation simplicity, the folding-line slot and double-ring slot are fed by a metal probe,
whose both ends are connected with the metal ground. In addition, infinite ground planes
were used, and planar Green’s function aperture was adopted to simulate the slot [23]. The
radius of the feeding probe for simulation is 0.2 mm. The white part refers to the slot, the
gray part refers to the metal ground, and the red line refers to the feeding probe.
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J1 (2.0 GHz)

2.2. Folding-Line Slot

It is well known that a line slot antenna has a 1/2-wave characteristic mode (CM),
1-wave CM, and 3/2-wave CM at least. Figure 2a illustrates the CMs distribution. It can
be observed that the 1/2-wave CM has characteristic magnetic currents flowing in one
direction, which is easy to be excited with probe feeding in the middle of the line [19]. For
achieving radiation null using this CM, one intuitive idea is to bend two ends of the slot to
change the total flowing direction of characteristic magnetic currents.

1-wWave CM = ==

b S WI |Fecding probe
3/2-wave CM L0~ =22 =
(a) (b)

Figure 2. Geometry of the different line-slot antenna. (a) line slot antenna, (b) folding-line slot antenna.

Figure 2b shows the ends-folding-line slot antenna. Generally, the length-to-width
ratio of the slot should be large enough to be regarded as a thin and linear slot antenna. We
chose the line slot length Ly = 80 mm, the bended part L; = L, = 32 mm, the length of the
joint slot L3 = 7 mm, and the width W = 3 mm.

Figure 3 shows the modal significance (MS) curves of the folding-line slot antenna,
and three dominant CMs including CM1, CM3, and CM4 can be found. The magnitude of
CM2’s MS is too low to radiate.

1.0

0.8

0.6

2]

p=
0.4

15 20 35 40

2:5 3.0
Frequency(GHz)
Figure 3. Modal significances of the folding-line slot antenna.

Figure 4 illustrates the characteristic magnetic currents of the above three dominant
CMs (CM;, CM3, and CMy) on the folding-line slot antenna. J, represents the modal
magnetic current of mode 7 in the slot, and the modal currents are shown at the resonant
frequencies. It can be seen that CM;, CM;3 and CMy are similar to the 1/2-wave CM,
3/2-wave CM, and 2-wave CM on the line-slot antenna. J; and J4 flow in opposite directions
at two ends of the slot, and the total currents cancel each other, which may be used in
radiation null achievement.

J4 (3.5 GHz) Js (3.6 GHz)

Figure 4. Characteristic magnetic currents of the folding-slot antenna.
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As a narrow line slot structure can be seen as a magnetic dipole, its bandwidth is
limited. CM; and CM4 cannot be excited to radiate simultaneously within their working
band. Due to the simplicity of J;’s distribution, CM; can be chosen to achieve radiation null.
It is indicated that filtering response on one side of frequency can be realized by adjusting
the line slot length and the bent slot length. Together with other filtering structures, the
antenna’s filtering characteristics can be realized.

2.3. Double-Ring Slot

Figure 5a shows the geometry of a typical single-ring slot antenna and its main CMs
magnetic currents at resonant frequencies. It can be observed that a single-ring slot antenna
is hard to generate radiation nulls in the lower frequency, as the corresponding characteristic
magnetic currents in the lower frequency flow towards one direction. In addition, it is hard
to excite high-order CM as the characteristic magnetic currents are complex. For achieving
filtering characteristics, one intuitive idea is to insert one ring-slot into another to form an
opposite current flow.

.

7

Geometry J1 (1.4 GHz) J2 (2.67 GHz)
(@)

Geometry J1 (1.4 GHz) J2 (1.75 GHz)
(b)

Figure 5. Sing-ring/double-ring slot antenna with Ry = 32.3 mm, W =3 mm, Ry =28.3 mm, G = 1 mm,
and corresponding characteristic magnetic current distribution of two typical CMs.

Figure 5b shows the double-ring slot antenna. It consists of two ring slots with a fixed
gap G. The radii of the outer and inner ring slots are Ry and R; respectively, and the width
of the slot is W. As the inner ring slot is not easily fed, the feeding probe is placed across the
outer ring. It can be observed that the characteristic magnetic current distribution of the
double-ring slot changes a lot compared with the single-ring slot. The total eigencurrents
of CM, flow in one direction, and it is not in the aimed mode.

CM;’s characteristic magnetic currents in the inner and outer ring slots flow in opposite
directions. Besides, J1 is mainly distributed in the inner ring. With the probe feeding across
the outer ring, magnetic currents in the outer ring can be improved. Together with the
excited CM;, magnetic currents in the inner and outer ring slot can be canceled, and
radiation null can be realized. Therefore, the double-ring slot can be used with other
structures to form a better filtering antenna due to the simplicity of the geometry.
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2.4. Working Principles of the Proposed Antenna

To achieve a good filtering response, the above structures are combined together.
The geometry of the proposed antenna is given in Figure 6. The antenna is printed on
an FR4 substrate, its permittivity e, is 4.4, and its height & is 0.5 mm. It has a dimension
of 100 mm x 100 mm. The yellow, green, and black parts refer to the metal ground, FR4
substrate, and the stepped metal microstrip line used for 50 () excitation lying on the back
side of the substrate. The end of the feeding-line is connected with the ground plane via a
metal shorting pin, which is shown in red color. The proposed feeding structure with the
shorting pin is similar to the above probe-fed structure [18], which is easier to be fabricated
and ensures the whole slot structure's excitation.

A

Figure 6. Proposed filtering antenna. Ry = 21.8 mm, Ry = 17.5 mm, W; = 3 mm, W, = 2 mm,
Wit = 1.8 mm, W3 = 6 mm, Ggyp, = 1 mm, G = 1 mm, Wy = 3 mm, 6; = 52°, 6, = 10°, 63 = 60°,
h=0.5mm, Lf =24 mm, Lﬂ =8.2mm, Wf =0.92 mm, Wﬂ =0.5mm, & = 0.5 mm.

Figures 7 and 8 show the modal significances of the first five CMs and the corre-
sponding magnetic eigencurrents. CM3’s MS is too low to be radiated. CM; and CMy are
distributed at both ends of the frequency band, the resonant frequency difference is beyond
2 GHz, and they are hard to be excited at the same time. Figure 7 also depicts the modal
weight coefficient (MWC) curves of the first five CMs. It can be seen that CM; and CM;5 are
mainly excited within the aimed frequency range. Although other CMs such as CMj3 are
excited, their magnitude of MS is too low to be radiated. Therefore, only CM; and CM5
should be considered.

1.0 0.20
—a— CM1
0.8 —e— CM2
—A— CM3
0.6 —v— CM4
A —— CMS5
=
0.4
0.2
0.0
L5 2.0 2.5 3.0 3.5 4.0 g 2.0 2:5 3.0 35 4.0
Frequency(GHz) Frequency(GHz)
(a) (b)

Figure 7. Modal significances and modal weighting coefficients for the first five modes of the
proposed antenna. (a) modal significances, (b) modal weighting coefficients.
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J1 (1.95 GHz) J2 (2.3 GHz)

J+ (4 GHz) Js (2.85 GHz) Js (3.15 GHz)

Figure 8. Magnetic eigencurrents of CMs.

It can be seen that magnetic eigencurrents of CM, and CM;5 are mainly distributed in
the inner-ring and outer-ring slots separately. CMj is similar to the corresponding CM; of
the double-ring slot. CM5 is a new CM introduced after slots combination compared with
the double-ring slot and is similar to the superposition of corresponding CMs of the above
slots. The resonant frequency spacing between CM; and CM; is nearly 500 MHz. With
the proposed feeding structure, CM; and CM5 are mainly excited, and wide bandwidth
can be achieved. Meanwhile, as magnetic currents in the outer ring and slot stubs are
excited and enhanced, a radiation null in the lower frequency can be achieved for CM, just
like CM;’s behavior in the double-ring slot. As shown in Figure 8, for CM5 in the upper
frequency, magnetic current distribution in the outer-ring and slot stubs changes, and the
eigencurrents are mainly distributed in the slot stubs. Similar to CM;’s behavior in the
folding-line slot, it brings another radiation null. Therefore, we can adjust the frequency
band utilizing CM; and CM5 by changing the proper elements of the proposed antenna.

Besides, characteristic magnetic currents of excited CM, and CM;5 flow in one direction,
which ensures the antenna has a good linear polarization.

Figure 9 shows the magnetic current distribution at the first depression frequency in
the lower and upper bands. It can be easily seen that the filtering response in the lower and
upper bands is predominantly realized by the excited magnetic currents in the double-ring
and folding-line slot separately. This agrees with the former analysis. Figure 10 gives the
simulated S11 and realized gain. It can be seen that the realized gain has a sharp rolling
rate at the upper and lower frequencies, which shows a high out-of-band suppression
characteristic and a good filtering response within the 10 dB impedance bandwidth.

@ (b)
Figure 9. Simulated magnetic current distribution of the proposed antenna at different frequencies.
(a) 2.08 GHz (b) 3.23 GHz.

178



Sensors 2022, 22, 2780

10 10
g o :
k=1 ~
g [as]
S -10 <
- —=10
— 2o
S 20 5
~ —e—0=10° o d | 010
—A— ) =15° —A—0,=15°
-30 e
v 60,=20° - —v—§,=20°
15 2.0 2:5 3.0 335 40 15 2.0 2:3 3.0 333 4.0
Frequency(GHz) Frequency(GHz)
(@) (b)

Figure 10. Simulated results for different parameter 65, (a) realized gain, (b) S11.

To further illustrate the proposed antenna’s mechanism, we choose 6, and W, for
parameter sweep analysis. Figure 10 shows that the high out-of-band suppression at the
higher frequency varies with 6,. This is because that 6, is associated with the total length
of the folding-line slot. As 6, increases, the total length of the folding-line slot decreases,
and the corresponding resonant frequency increases.

Figure 11 depicts the filtering bandwidth that varies with W4 around lower frequencies.
Wy is the width of the inner arc-shaped slot stub. As characteristic magnetic currents of
CM; and CM;5 around the inner arc-shaped slots are rare, Wy can be chosen to adjust the
impedance bandwidth, and the corresponding filtering frequency varies.

10 10
g 0 o I—— —
£ & e
O-10 k=] A
- =10
|51 — \
| %)
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Frequency(GHz) Frequency(GHz)
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Figure 11. Simulated results for different parameter Wy, (a) realized gain, (b) S11.

3. Results and Discussion

According to the analysis results mentioned above, the designed antenna was proto-
typed and measured.

Figure 12 gives the comparison between the simulated and measured results of S11
and realized gain. It can be seen that the measured bandwidth ranges from 2.32 GHz
to 3.13 GHz, and the simulated and measured results agree well. The gain ranges from
3.9 dB to 5.2 dB, and the average suppression around the upper frequencies is above 20 dB,
which demonstrates the filtering characteristic. The measured S11 and gain shift a little left
around 3.2 GHz. The difference is mainly caused by manufacturing errors and welding
deviation. Figure 13 gives the radiation patterns of the measured and simulated results in
different frequencies. It shows that the proposed antenna has a good broadside radiation
characteristic and a stable radiation pattern across the whole working bandwidth. The
cross-polarization suppression levels at different planes are mostly lower than 20 dB, but
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a little higher at the upper frequencies, which is caused by the imperfect measurement
environment and the connected SMA.

o
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Figure 12. Comparisons of the simulated /measured S11 and realized gain, prototype of the antenna.
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Figure 13. Simulated /measured radiation patterns of the proposed antenna, (a) xoz plane@2.5 GHz
(b) yoz plane@2.5 GHz (c) xoz plane@3 GHz (d) yoz plane@3 GHz.

Comprehensive comparisons with reported filtering antennas of different types are
given in Table 1. In [1,10], complex structures including stacked patches with specific
shorting pins and metasurface design are utilized. In [2], a conventional patch antenna with
designed etched slots is used to achieve filtering response, but the bandwidth is limited.
Due to its 2-order filter design, the filtering antenna in [6] shows a good stable gain, but
a limited bandwidth and complex structure. It can be seen that the proposed filtering
antenna using CMA has advantages of low profile, simple structure, wide bandwidth, and
stable gain.
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Table 1. Comparisons of filtering antennas.

. . Size Gain
Reference Configuration o) BW (dBi)
1] Stacked slot patchwith 4 13 645, 006 235% 47-75
shoring pins
Single patch with o
[2] ctched slots 0.7 % 0.59 % 0.03 71% 4.6~6.6
[6] Single slot patch with 5 5 00 18.9% 0.7-2.3
n-order filter
[10] Metasurface with 0.77 % 0.77 % 0.04 17.6% 7~9
designed slots
Prop. Single combined 1.1% 1.1 %001 30.6% 3.9~52

slot patch

4. Conclusions

In this paper, a combined-slot antenna with filtering characteristics and stable gain
using CMA is proposed. With CMA, double-ring slot and folding-line slot are analyzed
to achieve radiation nulls at different frequencies. By combining the above slot structures,
two radiation nulls can be realized. Further, two CMs with proper excitation are selected to
obtain wide bandwidth. A fabricated prototype achieves a wide bandwidth of 32.7%, and
a stable gain of 3.9~5.2 dB, which demonstrates the design process. Compared with other
filtering design antennas, the proposed one exhibits the advantage of wide bandwidth,
low profile, and simple structure, which shows the potential to be used in high-integrated
microwave systems.
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Abstract: In this paper, a novel low-profile magnetoelectric (ME) dipole antenna with wideband is
presented. The conventional vertical fixing structure is bended four times from the center to the
sides. The I'-shaped feeding structure is bended two times to lower the height of the antenna step
by step. The effect of three kinds of vertical wall is discussed to show their influence on boresight
gain. Through comparison, only one vertical wall is erected on the left side of the ground to decrease
the boresight gain drop at 2.2 GHz. Both simulation and analysis are made to sufficiently explain
the working principle. At last, the proposed ME dipole antenna has only 0.095\; (A is the center
operating wavelength in free space) in height, and the wideband property is still maintained. By
simulation, the relative bandwidth for VSWR < 2.0 is 47.9% (from 1.35 to 2.2 GHz). The boresight gain
ranges from 8.1 to 9.6 dBi in the operating band. The measured relative bandwidth for VSWR < 2.0 is
50.3% (from 1.34 to 2.24 GHz), and the boresight gain ranges from 7.38 to 8.73 dBi. The gain drop on
boresight is less than 1.4 dBi. Radiation patterns show a unidirectional characteristic in the whole
operating band. Additionally, the cross-polarization level is less than —25 dB on boresight. The
simulating and measuring results agree well with each other. Therefore, the proposed antenna is
suitable for applications of limited height and wideband.

Keywords: low profile; wideband; ME dipole; multiple bending; unidirectional

1. Introduction

To meet the increasing requirement of wireless communication systems, wideband
equipment is widely designed and produced by suppliers. Traditional narrow band
antennas are no longer suitable for current wideband and ultra-wideband (UWB) wireless
applications [1]. Conventionally, two methods are adopted to satisfied the wideband
communication: the first one is to use multiple narrow band antennas that worked at
a continuous frequency band to realize a wideband operation. The second one is to
design a wideband antenna to cover the whole operating band. For the first method, the
multiple antennas will occupy much installation space, and lots of cables will be needed to
connect to the input port of each antenna element. This inevitably increases the complexity
of the whole system. Therefore, to adopt a wideband antenna to realize the wideband
communication is feasible and rational.

To save the installation space and decrease the wind drag, a low-profile antenna is
widely adopted in lot of scenarios, such as the surface of aircraft, vessel, building, and so
on. Up until now, lots of low-profile antennas were designed in the literature. In [2], an
ultralow-profile patch antenna was designed with only 0.01A in height by using the slot-
loading technique. In [3-5], three kinds of metamaterial loaded methods were adopted to
realize a low profile. In [6], a filter antenna has a profile of 0.026A¢ but with single-frequency
point operation. Recently, a multimode technique was taken to broaden the bandwidth
of a low-profile antenna. In [7], with a profile of 0.07A¢, three modes (TM10, TM12, and
antiphase TM22) were excited simultaneously to realize a relative bandwidth of 26.2% for
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S11 < —15 dB. In [8], based on multiple mode partial aperture, a microstrip antenna is able
to work at the bandwidth of 57.3% with a profile of 0.044A,.

In recent years, the ME dipole antenna, which was first proposed by Alvin Chlavin [9]
and developed by Luk [10], has attracted lots of research. This kind of antenna has the
advantages of wideband, stable unidirectional radiation, low front-back ratio, and equal E
and H planes [11-14]. To reduce the profile of the ME dipole, many methods were proposed
in the literature [15-19]. In [15], the author utilized an obtuse triangular structure to reduce
the antenna thickness to 0.097Ag, and an impedance bandwidth of 28.2% was achieved.
In [16], by using a pair of vertically oriented folded shorted patches, the antenna height is
reduced from 0.25) to 0.116A¢. In [19], the magnetic dipole mode of ME dipole antenna
was formed by the slot-aperture between patches. Therefore, the height of the antenna can
be as low as 0.11Ag, and the impedance bandwidth is 27.6% for S11 < —15 dB.

In this paper, a novel wideband low-profile ME dipole antenna is presented. To
decrease the height of the traditional ME dipole, a multi-bending technique is introduced.
Both the fixing structure and I'-shaped feeding structure are bended to lower the profile
step by step. Additionally, the effect of three kinds of vertical wall is discussed, and only
one vertical wall is erected on the left side of the ground to avoid the gain drop on boresight
at last. Finally, the total height of the proposed ME dipole antenna is only 0.095A¢, and the
measured relative bandwidth is up to 50.3%.

2. Technique and Geometry
2.1. Low-Profile Technique

Ahead of this design, four kinds of ME dipole antennas are depicted in Figure 1 to
show the current low-profile technique [15]. Antenna 1 is the traditional ME dipole with a
profile of 0.25A). For antenna 2, the vertical fixing structure is bended and the height can
be lowered to 0.2A¢. For antenna 3, an obtuse-triangular structure is introduced to lower
the antenna height to 0.16Ag. For antenna 4, the feeding line is moved to the outside of the
fixing structure, and the final height is 0.116A.

Antenna 1 Antenna 2
T S N
0.25% 020 [
¥ v

@ (b)

Antenna 3 Antenna 4
A RIRA
0.1600 0.116%0
5 v

(0 (d)

Figure 1. A depiction of the current low-profile techniques for an ME dipole antenna. (a) antenna 1;
(b) antenna 2; (c) antenna 3; (d) antenna 4.

2.2. Evolution of the Proposed Antenna

To demonstrate the current low-profile technique, an evolution of the proposed ME
dipole is depicted in Figure 2. Here, five evolution processes (type 1, type 2, type 3, type
4, and type 5, respectively) are depicted. Type 1 is the normal ME dipole designed by
Luk [10]. By bending the vertical portion of type 1, type 2 is obtained on the right-top in
Figure 2. Furtherly, type 3 and type 4 are formed by an oblique extension and a meandering
process for the bending portion of type 2, as shown on the left-center and right-center in
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Figure 2, respectively. Finally, the proposed antenna (type 5) is obtained through bending
the I'-shaped feeding structure of type 4 to the right side.

Type 1 || # I| || Type 2
[

v
o R = T o
oot [UTH <J

Figure 2. The evolution of the proposed low-profile ME dipole.

2.3. Realization of the Proposed Low-Profile ME Dipole

In this part, the structure of the proposed low-profile ME dipole is presented. The
front view and top view are demonstrated in Figure 3a,b. As shown in Figure 3a, the
proposed ME dipole takes the multi-bending technique as presented in Figure 2. On the
one hand, the fixing structure (in blue) is bended from the center to the side four times
and erected on the ground. On the other hand, the traditional I'-shaped feeding line is
bended two times to guarantee a good impedance matching to a 50 ohm coaxial line at a
low-frequency band. The feeding line passes through the bended fixing structure on the
right side by a rectangular slot, as depicted in Figure 3c. The detail of the feeding line is
shown in Figure 3d. Finally, a vertical wall with height H is erected on the left side of the
ground. The optimized sizes of the structure are listed in Table 1.

a . delta

X f Ground "~ Coaxial line

Wo

I - . >
X
(b)
Figure 3. Cont.
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Figure 3. The structure of the proposed low-profile ME dipole. (a) Front view, (b) top view, (c) bended

fixing structure, (d) feeding line.

Table 1. Parameter size of the low-profile ME dipole antenna (unit: mm).

Lo L1 L2 L3 L4 L5 L6 WO W1 W2
162 52 12 20 7 23 7 140 91 32
(0.97Xp) (0.312p) (0.07A¢) (0.12Ap) (0.042p) (0.14Mp) (0.042p) (0.842¢) (0.54M0) (0.197p)
W3 W4 W5 T t t 0 H HO H1 H2
22 4 10 4 6 2 16 16 13 3
(0.13Ap) (0.022¢) (0.06Ag) (0.02A¢) (0.042p) (0.017g) (0.09570) (0.0957¢) (0.08A¢) (0.018Mg)
a b Delta
20 12 3

(0.12g)  (0.077)  (0.018Ag)

In this design, the electric dipole and the magnetic dipole is realized by the top hori-
zontal sheet and the space between the bended fixing structure and the ground, respectively.
The schematic diagram is demonstrated in Figure 4. The red arrow denotes an electric
dipole and the blue arrow denotes a magnetic dipole. The combination of the electric dipole
and magnetic dipole forms an ME dipole antenna.

> >

Hutify

—» Electric dipole
—® Magnetic dipole

Figure 4. The schematic diagram of electric dipole and magnetic dipole.
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3. Simulation, Comparison, and Analysis
3.1. VSWR for Different Evolutions

To show the low-profile property of the proposed ME dipole antenna, three types of
evolution antennas (ANT 1, ANT 2, and ANT 3) are simulated and compared in this part
and are shown in Figure 5. For the sake of fairness, all the antennas have the same height
(HO = 16 mm) and are well optimized. As shown in Figure 5a, these antennas from top
to bottom correspond to type 2, type 4, and type 5 in Figure 2, respectively. The fixing
structure for ANT 1 is only bended one time. The fixing structure for ANT 2 is bended
four times. Both the fixing structure and I'-shaped feeding line are bended for ANT 3.
The optimized VSWR for the above three antennas are depicted in Figure 5b and marked
by blue, black, and red, respectively. For ANT 1, the impedance bandwidth ranges from
2.25 to 3.3 GHz for VSWR < 2. For ANT 2, the impedance bandwidth ranges from 2.05
to 2.95 GHz. However, the optimized impedance bandwidth (VSWR < 2) ranges from
1.35 to 2.2 GHz for ANT 3. Furthermore, the impedance of above three antennas is also
plotted in Figure 5¢ for comparison. Obviously, ANT 1 has a small resistance in the band of
1.35-2.2 GHz. ANT 2 has a small resistance in the band of 1.35-1.8 GHz and has a large
resistance and reactance around 1.9 GHz. This leads to ANT 1 and ANT 2 being hard
to match a pure 50 Ohm resistance at the input port. Meanwhile, ANT 3 increases the
resistance and moderates the reactance by bending the feeding structure. It is seen that
the resistance and reactance of ANT 3 is around 50 Ohm and 0 Ohm, respectively, in the
band from 1.35 to 2.2 GHz. Therefore, ANT 3 can operate at a lower band and also keep the
wideband characteristic when compared with ANT 1 and ANT 2 after the evolution.

| ANT1
| @ E ANT2

1.0 T T T T
1.0 1.5 2.0 25 3.0 35
Frequency (GHz)
(b)

Figure 5. Cont.
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Figure 5. (a) The structure of ANT 1, ANT 2, and ANT3; (b) VSWR of ANT 1, ANT 2, and ANT3;
(c) impedance of ANT 1, ANT 2, and ANT 3.

3.2. Effect of Different Grounds

The antennas with three types of ground are discussed in this section. The first type
is the one with two symmetric vertical walls, as shown in Figure 6a. The second type
is shown in Figure 6b. This antenna has a flat ground. The third one is our proposed
antenna, which has only one vertical wall on the left side of the flat ground, as shown in
Figure 6¢. The above three types of antennas are named antenna 1, antenna 2, and antenna
3, respectively. The simulated VSWR and boresight gain of them are depicted in Figure 6d
for comparison, simultaneously. Obviously, the impedance bandwidth (VSWR < 2) of
antenna 1 and antenna 2 ranges from 1.35 to 2.25 GHz (50%) and from 1.75 to 2.2 GHz
(22%), respectively. The boresight gain ranges from 6.6 to 9.7 dBi and from 9.04 to 9.6 dBi,
respectively. From the red curve in Figure 6d, it is seen that a significant drop on boresight
gain happens at 2.2 GHz for antenna 1. The frequency is at the upper side of the operating
band. Here, we point out that this drop at 2.2 GHz for antenna 1 is due to the maximum
radiation direction in E plane deviating from the boresight, as depicted in Figure 6e. The
angle of deviation is 8 = 10°. However, from the purple curve in Figure 6d, antenna 2 has
a good boresight gain without drop but a bad VSWR at the lower band. To maintain the
advantages of the impedance bandwidth of antenna 1 and the boresight gain of antenna
2 simultaneously, a method to erect only one vertical wall on the side of the ground is
taken. Firstly, a single vertical wall is erected on the right side of the ground. However, the
radiation field deviates from the boresight to the right side more seriously, as shown in
Figure 6f. At this step, the angle of deviation is up to 0 = 21°. Therefore, an idea of only
erecting a single vertical wall on the left side of the ground is adopted. As the radiation
field shows in Figure 6g, the maximum radiating direction is close to the boresight when
the single vertical wall was erected on the left side. The angle of deviation is 6 = 4° at this
time. From the black curves in Figure 6d, the impedance bandwidth (VSWR < 2) of antenna
3 ranges from 1.35 to 2.2 GHz (47.9%) and the boresight gain ranges from 8.1 to 9.6 dBi.
As mentioned above, antenna 3 indeed keeps the bandwidth and avoids the gain drop of
antenna 1.
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(8)

Figure 6. The structure of the antenna with (a) two symmetric vertical walls; (b) only flat ground
plane; (c) one vertical wall; (d) the VSWR for different ground; (e) the radiating E field at 2.2 GHz for
antenna 1; (f) the radiating E field at 2.2 GHz for the antenna with the single vertical wall on the left
side; (g) the radiating E field at 2.2 GHz for antenna 3.

3.3. Working Mechanism

The working mechanism of the proposed antenna is analyzed by plotting the distribu-
tion of surface current. Here, it is pointed out that the proposed ME dipole antenna has its
ME mode at 1.4 GHz. Therefore, the surface current in one period (1T) is given at 1.4 GHz
and is shown in Figure 7. For simplicity, let t = 0 when the antenna is initially excited. As
shown in Figure 7a, the surface current on the whole antenna is very weak at t = 0 and
large current is just going through the feeding port to the antenna. However, the current
on the top sheet, the bended surface, and the ground between these bended surfaces are
strong at t = T/4, as shown in Figure 7b. The current flow is marked by a red arrow. At
t = T/2, the surface current is similar to the case at t = 0 except for a reverse current flow, as
shown in Figure 7c. At t =3T/4, the current on the top sheet, the bended surface, and the
ground between these bended surfaces become strong again, as shown in Figure 7d. From
the principle of the ME dipole antenna shown in Figure 4, it is concluded that the electric
dipole and magnetic dipole work simultaneously at t = T/4 and 3T/4 while they do not
work att=0and T/2.

Figure 7. Cont.
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d

Jourt 10 3 0.5 0.1
(Vim) S . |

Figure 7. The distribution of electric current in one period. (a)att=0, (b)att=T/4, (c)att=T/2,
(d) att=3T/4.

3.4. Parameter Analysis

To demonstrate the sensitivity of the structure parameters, four key parameters are
discussed in this section. Firstly, W3 is chosen and analyzed. As shown in Figure 8a, with
the decrease in W3 (meaning the slot on the bent structure is narrower), the VSWR on
the middle and upper band becomes larger, while it becomes better around 1.45 GHz.
As shown in Figure 8b, the operating band moves to a lower frequency slightly with the
increase in L2. The in-band matching becomes better when L2 ranges from 4 to 12 mm.
Therefore, L2 is a key parameter to make a fine tuning to the impedance matching in the
operating band. As shown in Figure 8c, the VSWR on the lower band becomes better
with the increase in a. However, the middle and upper bands deteriorate. As shown in
Figure 8d, with the increase in b, the VSWR on the lower band also becomes better while the
middle and upper bands deteriorate again. To compromise the low-profile characteristic
and wideband operation, these parameters of W3 =22 mm, L2 = 12 mm, a = 20 mm, and
b =12 mm are chosen for the proposed antenna.

7
64
—=— W3=12mm

54 —e— W3=16mm E
o —4— W3=20mm
2 4 —v— W3=24mm i
@n
>

34 J
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Frequency (GHz)

@

Figure 8. Cont.

191



Electronics 2022, 11, 1156

6
5 —=—L2=4mm
—e— L2=6mm
—4—L2=8mm
~ 44 —v— L2=10mm
= —¢—L2=12mm
»n
>3
24
1 T

1.00 1.25 1.50 175 2.00 225  2.50

Frequency (GHz)
(b)
6 -
-]
>
24

1.00 1.25 1.50 1.75 2.00 2.25 2.50

Frequency (GHz)
(c)
6 -
—=— b=9mm

o —e—b=11mm
= —4—b=13mm|
xn 41 —v— b=14mm| h
>

24 -

1.00 1.I25 1.I50 1.|75 2.;)0 2.I25 2.50
Frequency (GHz)
(d)
Figure 8. The parameter analysis for (a) W3, (b) L2, (c) a, and (d) b.

4. Fabrication and Measurement

To validate the feasibility and correctness of the proposed low-profile ME dipole
antenna, a prototype has been fabricated and tested. The bended fixing structure and
ground were made of aluminum. The feeding structure and the top horizontal patch were
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made of a thin copper sheet. To prevent the waggle of the top patches (namely, the electric
dipole), two foams are adopted to support them. Finally, the prototype was tested in a
microwave chamber as a receiving antenna. An ultra-wideband ridged horn (working
from 500 MHz to 18 GHz) acted as a transmitting antenna, which directed to the receiving
antenna, as shown in Figure 9.

,W’Receiving‘ﬁ
antenng

TeRsaiNGe
antennal

Figure 9. The measurement of proposed antenna.

The VSWR was tested by an Agilent vector network analyzer N5230A. Both simulated
and measured results are plotted in Figure 10 for comparison. Obviously, the tested
bandwidth for VSWR < 2 ranges from 1.34 to 2.24 GHz with a relative bandwidth of 50.3%.
Considering the center operating frequency of 1.79 GHz, the profile of the antenna is only
0.095A¢. In the impedance bandwidth, the tested boresight gain ranges from 7.38 to 8.73 dBi.
The gain drop in the whole band is less than 1.4 dB. Additionally, both simulated and
measured normalized radiation patterns are plotted in Figure 11 at 1.4 GHz, 1.8 GHz, and
2.2 GHz for comparison. The E plane and H plane are the xoz plane and yoz plane in
Figure 3, respectively. It is obvious that the radiation at the above three frequency points
maintains a unidirectional property, and the cross-polarization level on boresight is less
than —25 dB. Both tested and simulated patterns agree well with each other.
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Figure 10. The comparison of simulated VSWR and boresight gain.
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Finally, a performance comparison between the proposed ME dipole and other pub-
lished ME dipoles is listed in Table 2. For reference [10], which is the classical ME dipole
antenna, the profile is up to 0.25\; together with an average gain of 8 dBi. With the de-
velopment of different low-profile techniques, the profile can be reduced to 0.097A in
reference [15]. However, the relative bandwidth is only 28.2%. In reference [17], the relative
bandwidth is up to 54.8%, while the profile is only 0.173)Ag. In reference [19], the antenna
has a profile of 0.11A, but the bandwidth is only 27.6%. Among these ME dipole antennas
in Table 2, the one proposed in this work is a competitive candidate in low-profile and
wideband applications due to the thickness of 0.095)A¢ and relative bandwidth of 50.3%.
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Table 2. The performance comparison between the proposed antenna and other ME dipoles.

Reference Profile FrS;EZ:;y Bandwidth A\(/;e:iange Gain Drop Di];:ll:::ilon
[10] 0.25X¢ 2.37 GHz 43.8% 8 dBi 0.7 dBi 0.95M x 0.95A¢
[13] 0.11A¢ 5.495 GHz 18.74% 7 dBi 0.4 dBi 0.66\g x 0.66Ag
[15] 0.097Ag 1.945 GHz 28.2% 9.2 dBi 2.2 dBi 0.997¢ x 0.997g
[16] 0.116)¢ 2.315 GHz 43.6% 9 dBi 7.4 dBi 0.88Ag x 0.88)A
[17] 0.173\g 2.59 GHz 54.8% 8.6 dBi 2 dBi 0.97A¢ x 0.97Ag
[18] 0.169Ag 1.68 GHz 45.6% 8.1 dBi 1.6 dBi 1047 x 1.04A¢
[19] 0.117g 3.75 GHz 27.6% 8.2 dBi 2.2 dBi 0.75)A x 0.75A¢

Proposed 0.095A9 1.96 GHz 50.3% 8.06 dBi 1.4 dBi 0.96\¢ x 0.83A\g

5. Conclusions

To realize a low profile for a traditional ME dipole antenna, a multi-bending technique
is proposed. Both the fixing structure and the feeding structure are bended four and
two times, respectively. A profile of only 0.095) in height is achieved. The effect of
three different grounded antennas is analyzed and compared. At last, only one single
vertical wall is erected on the left side of the ground to eliminate the gain drop at 2.2 GHz.
To validate the feasibility and correctness, a prototype is fabricated and measured. By
measurement, the relative bandwidth for VSWR < 2 is 50.3% (from 1.34 to 2.24 GHz). The
boresight gain ranges from 7.38 to 8.73 dBi. The difference in gain is less than 1.4 dB
in the whole operating band. Both the simulated and measured radiation patterns are
compared at 1.4 GHz, 1.8 GHz, and 2.2 GHz to show a stable boresight radiation. The
cross-polarization level on boresight is less than —25 dB. Therefore, the proposed ME dipole
antenna has the advantages of lower profile and good electrical characteristics and can be
used in the future low-profile applications.
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Abstract: A novel feeding method for linear DRA arrays is presented, illuminating the use of the
power divider, transitions, and launchers, and keeping uniform excitation to array elements. This
results in a high-gain DRA array with low losses with a design that is simple, compact and inexpensive.
The proposed feeding method is based on exciting standing waves using discrete metallic patches in
a simple design procedure. Two arrays with two and four DRA elements are presented as a proof of
concept, which provide high gains of 12 and 15 dBi, respectively, which are close to the theoretical
limit based on array theory. The radiation efficiency for both arrays is about 93%, which is equal to
the array element efficiency, confirming that the feeding method does not add losses as in the case of
standard methods. To facilitate the fabrication process, the entire array structure is 3D-printed, which
significantly decreases the complexity of fabrication and alignment. Compared to state-of-the-art
feeding techniques, the proposed method provides higher gain and higher efficiency with a smaller
electrical size.

Keywords: antenna array feeds; dielectric resonator antenna (DRA); linear antenna arrays; standing
wave; high-gain antennas; high radiation efficiency; 3D printing

1. Introduction

For decades, dielectric resonators (DRs) have been widely utilized as tuners or ampli-
fiers in microwave-circuit applications [1] due to their high Q-factors. The utilization of
antennas had to wait for a long time, until Long et al. presented the first cylindrical dielec-
tric resonator antenna (DRA) in 1983 [2]. Ever since then, dielectric antennas have been
intensively studied as potential substitutions of traditional less efficient metal radiators,
which have serious problems at high frequencies [3-5]. There are some metal antennas such
as lens [6] and slot [7] antennas that can avoid such losses and provide high gain with high
efficiency, but they still have the drawbacks of being bulky and complex, respectively. From
this perspective, DRAs come with numerous beneficial features such as high radiation
efficiency, easy excitation scheme, light weight, and small size [8-11]. One of the main
limitations of the DRA is its relatively low gain [12]; hence, dielectric resonator antenna
(DRA) arrays are a preferred choice for many applications [13,14].

Several excitation schemes are used to feed DRA arrays [15], such as series or cor-
porate microstrip lines [16,17], standard rectangular waveguide (RWG) [18-21], substrate
integrated waveguide (SIW) [22-24], and dielectric image waveguide (DIG) [25-27]. Tradi-
tional corporate-feeding networks have a number of power dividers that cause spurious
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radiation, resulting in high losses [28]. Because of this, new feeding techniques focus
on avoiding such losses, for example, in [29], the authors proposed the use of a single
microstrip line to feed the whole array. Although this feeding technique is simple and of
low cost, the resulting gain is relatively small (15 dBi using 9 elements), and its efficiency is
below 80% [30]. Efficiency can be enhanced in the case of feeding only a single element and
turning the rest of the array elements into parasitic elements, as in [31]; however, field dis-
tribution is not the same for all elements, which results in relatively low gain. For example,
in [32], a gain of about 6.6 dBi was obtained using five elements. The RWG feeding scheme
has two major drawbacks, high production costs and a bulky structure, which hinder array
design [33]. Another feeding method is SIW, which results in significant leakage losses
through multiple metallic vias [22] and extra complexity in the design. Lastly, in the DIG
feeding scheme, considerable backradiation is a major issue [25]. Additionally, tapered
rectangular waveguides are needed to launch the DIG that, in turn, renders the structure
bulky and increases the fabrication cost [34].

Although state-of-the-art feeding methods provide some good characteristics, there is
still a main research gap to find a novel feeding method that simultaneously illuminates
the use of power dividers, transitions, or launchers with keeping uniform excitation to the
array elements and low losses in the feeding network. This results in a high-gain DRA
array with high efficiency, and renders the design simple, compact, and inexpensive, which
are essential parameters for wireless applications such as sensing applications and 5G base
station antennas. Hence, this paper presents a novel feeding scheme for linear arrays based
on the standing-wave concept [35], compared to our previous standing-wave DRA array
presented in [36] where the standing wave was formed by dielectric bridges with metal
cover between elements. Here, it is formed within discrete metallic patches printed in the
same substrate layer. This ensures more uniform excitation between elements, and could
thus achieve performance close enough to the theoretical limit of the array, and achieve
a similar gain with a lower number of elements compared to [36], which, in turn, would
significantly decrease the size of the solution, as is demonstrated in Section 5.

This study is organized as follows. The detailed design procedure of the array element
which acts as the unit cell of the array is presented in Section 2. A two-element array design
based on a standing-wave feed is explained in Section 3 with the electric field distribution
in the feeding network to confirm the forming of standing waves. Then, the concept is
extended to a larger array of four elements in Section 4 with the theoretical calculations of
the array factor to validate the feeding concept and confirm the uniform excitation of the
array elements using the novel feeding method. Fabrication and measured results are given
in Section 5 along with a comparison to DRA arrays fed by state-of-the-art feeding methods
from different points of view. Lastly, the main remarks and future work are concluded in
Section 6.

2. Design of DRA Array Unit Cell

Figure 1 presents a general high-level block diagram of DRA array fed by the proposed
standing wave feeding method. The design consists of discrete metallic patches called feed
and center patches transferring the signal from the coaxial probe to the dielectric resonator
which acts as the radiating element. The feed patch was designed to form a standing wave
under the stripline to feed the antenna element. Then, another smaller patch (called a center
patch) is inserted with a gap distance to control the field excitation under the dielectric
resonator. Lastly, a dielectric resonator (radiating element) is introduced above the center
patch. The total distance between neighboring elements is about one and a half guided
wavelengths for maximal array gain. It is clear here that the proposed feeding method
excited the radiating element without the need for any power dividers, transitions, or
launchers, which would significantly affect DRA array performance, as is demonstrated in
the rest of the paper.
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Dielectric resonator(s) | |Center patch(es) Feed patch(es) Coaxial probe

Radiating element Feeding network

Figure 1. Block diagram of DRA array based on the proposed feeding method.

As an initial step of the array design, the radiating element was designed, which is
a rectangular dielectric resonator as shown in Figure 2. Here, a higher-order mode TE;13
is excited at a frequency of 3.9 GHz to obtain higher gain than that of the fundamental
mode of TEq1; (enhancement of about 2 dB). The optimized dimensions of the resonator
were L, = 26.2mm, W, = 26.2mm, and H, = 45.8 mm. It was composed of polylactic acid
(PLA) with dielectric constant e, = 3.549 [37,38]. High-permittivity resonators (¢, up to
140 [12]) can be used if compact sizes are needed, but at a high cost. The feed-network
substrate was Arlon 25N with dielectric constant e, (s1,) = 3.38, loss tangent dg,, = 0.0015,

thickness higp, = 1.5mm, and surface area 120 x 160 mm? (Wyp, X Lgup )-

Dielectric
Resonator

H,|

Substrate

z
yt.x

Y|

Feed Patch

Center Patch
\
T—» T (b)

Figure 2. (a) 3D view of DRA Unit cell and (b) top view with transparent resonator.

The next step is to add the feeding network to have the unit cell for the linear DRA
array. To create such a unit cell, feed and center patches with dimensions of 61.5 x 17 mm
(Lp x Wp) and 15 x 17 mm (Lep X Wj) were introduced with a gap of X, = 1.4 mm between
them, as shown in Figure 2. The designed dielectric resonator was placed above the center
patch with an overlapping distance (X; = 4.2 mm) between resonator and feed patch,
which is needed for sufficient coupling between resonator and feed patch. A 50 () coaxial
probe was placed at an offset distance of X, = 7.6 mm from the center of the feed patch for
proper impedance matching.

The simulated field distribution of TE;13 mode in the H-plane (y-z plane) inside the
DRA at the resonance frequency of 3.9 GHz is shown in Figure 3, along with the reflection
coefficient and gain as a function of frequency. Figure 3a shows interested mode TE;13
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excited at 3.9 GHz and three other neighbor resonant modes at frequencies of 2.6, 4.5,
and 5.2 GHz, which correspond to TE;1, TE;j13, and a hybrid mode, respectively. The
design and coaxial probe can be easily readjusted to match any of these resonances. The
second and third modes were a single TE;13, which was split into two resonances due
to the impedance mismatching. Hence, by changing the antenna element, matching can
be enhanced, and modes come closer which needs a larger bandwidth; however, this is
omitted here, as the main contribution for the paper is array feeding and not element
design. The antenna produced a peaked gain of 9.3 dBi in the boresight direction (§ = 0°),
which outperformed DRA elements operating at TE113 [39,40]. This illustrates the efficient
feeding scheme of the standing wave, even for a single-element DRA antenna.

The dimensions were optimized for maximal gain using high-frequency structure
simulator (HFSS) [41]. The design was simulated under the driven modal on the basis of
the finite element method (FEM) and adaptive meshing. The convergence condition was set
to achieve target delta S-parameters below 2%, which implied dividing the structure into
20 to 40 thousand tetrahedral meshes for single and four elements, respectively. The used
boundary conditions are absorbing boundary condition (ABC) for a surrounding air box
that is a quarter wavelength farther away than the antenna edges. Metal feed and center
patches were approximated with the perfect electric conductor (PEC) boundary condition
during optimization, and were replaced by normal copper units with a thickness of 35 pm
at the final simulations.

!
()]

N
o

Reflection coefficient [dB]
&
=
Realized Gain [dBi]

-20 1-5
-25 1-10
\ ’ N \
-30 AN ‘ | | | \ ! Al 15
25 3 35 4 4.5 5 55

Frequency [GHz|
(b)
Figure 3. (a) Field distribution of TE;13 mode at 3.9 GHz and neighboring resonant modes inside

DRA. (b) Simulated S;; and gain vs. frequency of antenna element.

3. Two-Element Standing-Wave Linear Array

In this section, a 1 x 2 linear array based on the standing-wave feed method is pre-
sented. To form the two-element array, the unit cell in Figure 2 is replicated twice. Since the
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second cell was the end element of the array, there was no need to add another feed patch
at the right of the second element, as the feed patch at the middle would already feed the
two elements. Hence, for a general 1 x N element array, we needed N center patches lying
underneath each dielectric resonator and N — 1 feed patches to uniformly deliver energy to
all elements.

A standing wave is formed when two waves travel in opposite directions with an
equal magnitude within the feeding network, where null locations do not move. Figure 4
shows the fixed places of null field points in the feeding network. Simulation results are
shown in Figure 5, where a maximal realized gain of about 12 dBi was obtained at the
resonant frequency. Such a high gain is 2.7 dB over the single-element gain.

tl t2
t3 ty
ts te

Figure 4. Snapshots of electric field distribution in proposed array demonstrating standing-wave

excitation in the feed network.
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Figure 5. Simulated S;; and gain vs. frequency of the proposed two-element standing-wave DRA array.

4. Four-Element Standing-Wave Linear Array

The proposed configuration was extended to create a four-element linear array by
adding two more unit cells to the two-element design as shown in Figure 6. Considering that
the number of elements (N) was 4, and following our discussion above, the four-element
array consists of 4 dielectric resonators lying above 4 center patches with 3 connecting
feed patches. The optimized geometrical parameters, as summarized in Table 1, remained
almost the same as the number of array elements increased. Such a feature provides a
convenient design procedure for various array sizes.

Dielectric
Resonator

Substrate

ylox Shorting Via Coaxial Probe
(a)

Lsub

Wsub Xg Xd
Feed Patch Center Patch

Y
L

(b)
Figure 6. Schematic diagram of proposed four-element standing-wave DRA array: (a) 3D view and
(b) top view with transparent resonators.
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Table 1. Geometrical parameters of DRA array (unit: mm).

Leub Weub hsub L, W, H, L,

280 70 1.52 262 262 458 615
Lep W, Xg Xo X Ry X,

15 17 14 7.6 42 4 2

In a standing-wave array, the entire array acts as a single large resonator; hence,
more than one mode can be strongly excited near the operating frequency, especially in
a large array. Unfortunately, some of the excited modes do not produce radiation in the
intended direction. Figure 7a presents the field distribution and 3D radiation pattern of
the array, being red, yellow, green, and blue colors represent the strength from the max
to the minimum. It shows such an example where the fields of the two end elements
are in the opposite direction to those of the two inner elements, producing diminished
radiation in the boresight direction. To eliminate such unwanted modes, shorting pins are
used. Figure 7b shows that the added pins suppress those undesirable modes to give more
uniform fields among all array elements for maximal directivity.

Figure 7. Field distribution and radiation pattern of proposed four-element DRA array
(a) without and (b) with shorting pins.

Figure 8 presents the effect of the shorting-pin position on the array gain. The three
pin positions for maximal gain indicate three null electric-field points of the desired mode
under the patch because the presence of the pins does not affect the field distribution
optimal for gain, but puts down other undesirable modes with finite field strength at the
pin location. The radius of the shorting pins was also optimized, so that the undesired
modes become eliminated as much as possible, while the selected mode is least affected by
the vias.
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Figure 8. Gain of four-element antenna vs. position of shorting pin along feed patch.

The simulated total efficiency of the four-element design is shown in Figure 9. High
efficiency of about 93% was achieved for the four-element array at the resonant frequency,
which was only 1% less than that of the single-element design. This demonstrates the benefit
of the proposed feeding technique compared to other feeding methods that introduce extra
losses in the array structure, resulting in a reduction in antenna efficiency.

\ - = =Single-element
\ —— Array 4 elements

100
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-
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Total efficiency [%)]

20

25 3 35 4 4.5 5 55
Frequency [GHz]

Figure 9. Efficiency of proposed DRA array.

For comparison purposes and to validate the performance of the proposed array
feeding method, the array factor for an ideal array was estimated, as is shown in Figure 10a.
Hence, four equispaced isotropic elements with the same element spacing as the proposed
array and fed with the same amplitude and phase. With this, an upper limit of the gain
improvement could be estimated.

Such array factor can be added (in dB) to the actual radiation patterns of the array
element (Figure 10b) to compute the estimated total pattern of the array in such an ideal
case (uniform feeding to all antenna elements). Figure 10c demonstrates that the proposed
feeding method efficiently excites the four elements as the actual simulated radiation
patterns of the array are in excellent agreement with the theoretical estimated especially
near the boresight. It is clear that the simulated one provided a peak gain of about 15 dBi,
which was almost equal to the upper theoretical limit. in other words, the gain enhancement
for the four-element array over that of a single element is 5.7 dB, which is approximately
equal to the theoretical array gain of a four isotropic-element array with the same element
spacing of 1.03 A [42].
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Figure 10. (a) Theoretical array factor of four isotropic sources; (b) simulated element factor; and
(c) simulated and estimated radiation pattern of proposed DRA array.
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5. Fabrication and Measurements

A four-element standing-wave DRA array was fabricated (Figure 11a) using 3D print-
ing, which is a promising technique for antennas at microwave ranges [43,44]. Two small
arms were included in each dielectric element to ensure accurate alignment. Simulated and
measured reflection coefficients, and realized gain were in excellent agreement, as shown
in Figure 11b.

For gain and radiation pattern measurements, the DRA array was adjusted in an
anechoic chamber in the receiving mode with transmitting the signal from the vector
network analyzer (VNA) through a standard commercial horn. The spacing between the
two antennas was selected to ensure that the tested antenna would be in the far-field
region. The signal was amplified using a power amplifier before delivering to the horn to
compensate the free space and cables losses, and ensure good receiving power levels above
the noise floor of the measurement setup [45]. On the basis of the direct comparison method
using a third horn with known gain vs. frequency values, the realized gain as a function of
frequency of the proposed DRA array was measured, as shown in Figure 12. Compared to
a maximal simulated realized gain of 15 dBi, the measured gain showed a value of 14 dBi
at the resonant frequency. The difference in gains was due to uncertainties in material
properties, as is explained later in this section. The array had an impedance and 3 dB gain
bandwidth product of about 4%, which was equal to those of the single-element antenna.
In other words, the proposed array feeding method did not reduce either impedance or
gain bandwidths.

The simulated and measured radiation patterns of the dielectric array at the resonance
frequency in both E- and H-planes were in relatively good agreement (Figure 13). The
simulated sidelobe level was about —10 dB, which was the best achievable value of DRA
working in TEj;3 mode [40,46]; however, the measured sidelobe level was lower than
that of the simulated. Investigating the possible sources for the mismatching more, and
Figures 11 and 12 show that there was a frequency shift up to higher frequency. From
this point, it appeared that the reason behind this mismatching was the difference in the
dielectric properties of polylactic acid (PLA) due to 3D printing conditions.

Despite the fact that PLA dielectric constant should be about 3.5 at a frequency range
around 4 GHz [37,38], the value practically depends on 3D manufacturing properties such
as printing temperature [47] and printing resolution [48]. Hence, by considering actual
manufacturing conditions (printing temperature of 220 °C and layer thickness of 50 um)
and at the used frequency band, the dielectric constant would be affected to be slightly
smaller (around 2.7) [47-50].

Reflection coefficient [dB]

25 3 3.5 4 4.5 5 55
Frequency [GHz|

(a) (b)
Figure 11. (a) Manufactured prototype of four-element DRA array. (b) Measured and simulated Sy
of manufactured four-element standing-wave DRA array prototype.
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Figure 12. Simulated and measured realized gain of four-element standing-wave DRA array.

To see the effect of such changes in the dielectric constant, the array was resimulated
using the new estimated dielectric constant. The resimulated and measured gain and
radiation patterns were in excellent agreement, as shown in Figure 14.

X-pol Co-pol

simulated

measured

Figure 13. Simulated and measured radiation patterns of four-element standing-wave DRA array.
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Figure 14. Resimulated and measured: (a) realized gain; (b) radiation patterns after considering
mismatching in dielectric characteristics.

Table 2 shows a comparison of the four-element dielectric array based on the proposed
feeding scheme with those of the state-of-the-art feeding techniques for DRA arrays with
highlighting their drawbacks in red.The proposed feeding method showed a significant
gain improvement of about 3 to 6.5 dB compared with recently reported designs of other
feeding schemes. It also remarkably enhanced efficiency compared to standard microstrip
lines or DIG feeds. Moreover, in comparison to DIG or SIW, the proposed feeding produced
a comparable gain that was provided by the 4 times greater number of elements, which
resulted in a very compact design of about 10% of the size of other feeds, in addition to
a decrease in cost and complexity. Even for our previous work based on standing-wave
feeding [36] which successfully achieved most of the previously mentioned advantages,
the feed in this paper is more compact as a similarly high gain of 14 dBi was achieved here
by 4 elements (2A3), while 9 elements (18.7A%) are needed for the previous feeding method
to achieve a comparable gain of 14 dBi. Regarding the impedance and 3 dB gain bandwidth
(BW) product, the proposed feed showed comparable BW to SIW, microstrip lines, and
standing-wave feeding methods with lower BW compared to DIG and parasitic methods.
However, due to the previously mentioned advantage, the proposed feeding still presented
the best overall performance. Additionally, as confirmed in Section 5, this feeding did
not degrade array performance, so larger BW could easily be achieved by updating the
array element using any standard DRA bandwidth enhancement techniques, as is briefly
discussed in Section 6; the proposed array would then have as large a bandwidth as that of
the array element.
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Table 2. Comparison of proposed standing-wave DRA array with arrays based on state-of-the-art
feeding techniques.

DRA Array . Impedance/Gain . .
Ref Feeding Ei\l o Oft G?:;;}@)f 0 Antenna Size (A%) BW Product E@f?ﬁm?:/\c)y
Method ements ! (%) fo %
[31] Parasitic 3 0.89(1.5 x 1 x 0.59) 9 9”2
[23] STW 4 1(1.13 x 35 x 0.26) 5
[16] Microstrip 09(2.5 x 2.13 x 0.17)
lines
[25] DIG
4] SIW
36] Standing-
wave
[25] DIG
This work Standing- 2 12 0.9(0.91 x 1.58 x 0.61) 4 93
wave
This work Standing- 4 14 2(0.91 x 3.64 x 0.61) 4 93
wave

6. Conclusions and Future Work

In this paper, a high-gain linear DRA array with a standing-wave feed network
is presented without the need of using power dividers, transitions, or launchers. The
proposed feed technique provided relatively high gain and excellent efficiency compared
with those of standard feeding methods. Such attractive features come in addition to a
simple and compact design with a straightforward impedance-matching procedure, similar
to that of regular microstrip antennas. Arrays based on the proposed feeding method
with a different number of elements were presented with manufacturing a four-elements
array with low-cost 3D-printing technology. Good agreement was realized between the
simulated and measured results with a peak measured gain of 14 dBi. The small deviation
between theory and experiments was investigated and was due to changes in the dielectric
properties of the resonator material depending on 3D manufacturing properties.

Possible extensions for the work are divided into three main research lines. First,
improving the bandwidth, which can be achieved by designing an array on the basis of
the same feeding method but using different DRA array element shapes. For example,
using an element consisting of multiple dielectric slabs instead of the standard rectangle
one to increase the bandwidth (can provide an improvement around 3 times) or using
metallic patches as the superstrate. Second, improving the gain even further by using
pyramidal horns instead of rectangle resonators. Lastly, scaling the design to work at
higher frequencies such as mm wave ranges.
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Abstract: Fifth generation (5G) communication systems deploy a massive MIMO technique to
enhance gain and spatial multiplexing in arrays of 16 to 128 antennas. In these arrays, it is critical
to isolate the adjacent antennas to prevent unwanted interaction between them. Fifth generation
absorbers, in this regard, are the recent interest of many researchers nowadays. The authors present a
dual-band novel metamaterial-based 5G absorber. The absorber operates at 24 GHz and 28 GHz and
is composed of symmetric meander lines connected through a transmission line. An analytical model
used to calculate the total number of required meander lines to design the absorber is delineated.
The analytical model is based on the total inductance offered by the meander line structure in an
impedance-matched electronic circuit. The proposed absorber works on the principal of resonance
and absorbs two 5G bands (24 GHz and 28 GHz). A complete angular stability analysis was carried
out prior to experiments for both transverse electric (TE) and transverse magnetic (TM) polarizations.
Further, the resonance conditions are altered by changing the substrate thickness and incidence angle
of the incident fields to demonstrate the functionality of the absorber. The comparison between
simulated and measured results shows that such an absorber would be a strong candidate for
the absorption in millimetre-wave array antennas, where elements are placed in proximity within
compact 5G devices.

Keywords: meander line; metamaterial absorber; massive MIMO; 5G

1. Introduction

The exponential proliferation of frequency-selective devices (including complex wire-
less electronic systems and internet of things (IoT), etc.) demand large bandwidths, high
data rates, and low latencies to operate efficiently and purposefully. The 5G telecommuni-
cation network system is the proposed solution to this problem, providing a bandwidth of
around 5 GHz, a data rate of up to 5 Gb/s for high mobility and 50 Gb/s for pedestrians,
and a low latency of 1 ms [1,2]. The availability of such a wide bandwidth in the mm-wave
band was approved in August 2018 by the Federal Communications Commission (FCC)
for 5G, during the first 5G spectrum auction for the 24 GHz (24.25-24.45 and 24.75-25.25)
and 28 GHz (27.5-28.35 GHz) bands. This allowed researchers to focus on new designs at
these frequencies [3].

Novel metamaterial absorbers (MAs), which work on the principal of resonance, have
been explored for use with wireless communication devices (emitters, filters, sensors,
photodetectors, photovoltaic solar cells, and infrared camouflage) [4-12]. Significant work
on MA designs is available in the literature for microwave, terahertz, visible, and ultraviolet
frequencies [13-18]. On the contrary, 5G and especially 24 GHz and 28 GHz bands are
relatively unattended so far, in this regard [19-22]. Additionally, the limitations of previous
works on narrowband, wideband, and ultra-wideband absorbers involve the facts of their
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complex geometrical structures, large number of layers to trap electromagnetic waves, and
costly materials [13-18,23-26].

A meander line is a U-shaped compact transmission line (TL), formed by connecting
two parallel TLs with another TL [27,28]. Meander lines achieve compactness as they offer
similar impedance Z, inductance L, and other microwave network parameters to straight
planar TLs [27-30]. Their reduced overall size also allows them to utilize the given design
space more effectively. The total electrical length of the meander line is similar to that of a
straight line; hence, the operating frequency remains the same. The ease of integration of a
meander line with the rest of the electronic circuitry, as well as the possibility of shifting its
frequency by varying the number of meanders, are extremely useful features of meander
lines [31]. Meander lines are frequently used in antennas; however, there are very few
examples of absorbers employing meander lines.

In this paper, a novel dual-band absorber operating at 24 GHz and 28 GHz for 5G
applications is proposed. The material used to design the absorber is cost-effective and the
structure is easy to design when compared to the absorbers presented in the literature to
date. Novelty lies in the fact that this is the very first attempt to design an absorber for 5G
applications at the 24 GHz and 28 GHz frequency bands. Moreover, the derivation of the
number of meander lines to devise a structure for the absorber at any frequency by varying
the parameters of the meander line is a unique feature of the proposed work in this domain.
The utilization of the meander line structures to design an absorber at millimetre-wave
frequency is an attempt which is the first of its kind, to the best of the authors’ knowledge.

The analytical derivation used to calculate the number of meander lines in order for
the absorber to operate at 24 GHz and 28 GHz, as well as the overall design procedure, is
presented in Section 2. The simulated and measured results of the absorber are discussed
in Section 3. Finally, the conclusion is discussed in Section 4.

2. Design Procedure and Absorption Mechanism

Figure 1b shows the front view of the unit cell of the proposed metamaterial absorber.
The absorber consists of two pairs of symmetric meander lines connected to an I-shape
TL. The schematic representation of the finite absorber sheet consisting of the proposed
metamaterial absorber is depicted in Figure 1a. The procedure for calculating the total
number of meander lines needed to design the proposed novel metamaterial absorber
is delineated here. This will help the reader and scientific community in designing on-
demand metamaterial absorbers for their respective applications in numerous disciplines,
according to the requirements of the end user. The procedure for calculating the number of
meander lines at the specific frequencies is shown below:

The characteristic impedance of the parallel placed twin TL is [32]

= T2t
Zo_nlogb @

where 7 is the intrinsic imp